
http://www.cambridge.org/9780521801386


This page intentionally left blank



Economics of Agglomeration

This book provides the first unifying treatment of the range of economic reasons
for the clustering of firms and households. Its goal is to explain further the trade-off
between various forms of increasing returns and different types of mobility costs. It
should be noted that the concept of economic agglomeration refers to very distinct
real-world situations. The main focus of the treatment is on cities, but Economics
of Agglomeration also explores the formation of commercial districts within cities,
industrial clusters at the regional level, and the existence of imbalance between
regions. The book is rooted within the realm of modern economics and borrows
concepts and ideas fromgeographyand regional science,whichmakes it accessible
to a broad audience comprising economists, geographers, regional planners, and
other scientists. Economics of Agglomeration may be used in coursework for
graduate students and talented upper-level undergraduates.

Masahisa Fujita has been a major contributor to spatial economic theory during
his 20-year tenure at the University of Pennsylvania and more recently at Kyoto
University since 1995, where he has served as Director of the Institute of Eco-
nomic Research. His scholarship ranges over the fields related to regional science,
location theory, economic geography, urban economics, and international trade.
Professor Fujita is the author or coauthor of three books: Spatial Development
Planning (1978), Urban Economic Theory (Cambridge University Press, 1989),
which remains to this day the most authoritative graduate textbook on urban eco-
nomics, and The Spatial Economy (1999, coauthored with Paul Krugman and A.J.
Venables), which defines the field of New Economic Geography. Professor Fujita
is the recipient of the 1983 Tord Palander Prize, the 1998 Walter Isard Award in
regional sciences, and the 2000 Nikkei Economic Book Prize. In 1993 he was
honored with the lifetime Visiting Professorship in the College of Economics at
Nankai University, China. He serves on the board of 10 international journals on
regional science, economics, and economic geography and since 1999 has been
the President of the Applied Research Science Conference in Japan.

Jacques-François Thisse is Professor of Economics at the Université catholique
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Primitive though it may be, every stable society feels the need of providing its
members with centers of assembly, or meeting places. Observance of religious
rites, maintenance of markets, and political and judicial gatherings necessarily
bring about the designation of localities intended for the assembly of those who
wish to or who must participate therein.

Henri Pirenne, Medieval Cities (1925)
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Raouf Boucekkine, Jacques Drèze, Gilles Duranton, Philippe Martin, Tomoya
Mori, Gianmarco Ottaviano, Dominique Peeters, Pierre Picard, David Pines,
Hiroshi Sano, Takatoshi Tabuchi, Tanguy van Ypersele, Luigi Ventura, Kazuhiro
Yamamoto, and Dao-Zhi Zeng. We also owe a special debt to Diego Puga who
performed superbly as an “anonymous” referee. Thanks are also due to two
anonymous referees for very helpful comments.

The final draft of the manuscript was prepared at CORE by Sylvie Mauroy,
and the figures were composed at Kyoto University by Yasuko Kamiyoshi
and Tomoko Nomura. We want to express our gratitude for their patience and
competence.

Finally, we acknowledge the financial support of the Japanese Ministry of
Education and Science (Grant-in-Aid for Science Research 09CE2002 and
13851002), the Fonds National de la Recherche Scientifique (Belgium) for
a grant to the second author (Convention 2.4529.98F), and the Center for Op-
erations Research and Econometrics (CORE) at the Université catholique de
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1

Agglomeration and Economic Theory

1.1 INTRODUCTION

Just as matter in the solar system is concentrated in a small number of bodies
(the planets and their satellites), economic life is concentrated in a fairly limited
number of human settlements (cities and clusters). Furthermore, paralleling
large and small planets, there are large and small settlements with very different
combinations of firms and households. This book is a study of the reasons for the
existence of a large variety of economic agglomerations. Even though economic
activities are, to some extent, spatially concentrated because of natural features
(think of rivers and harbors), our goal is to focus on economic mechanisms
yielding agglomeration by relying on the trade-off between various forms of
increasing returns and different types of mobility costs.

One should keep in mind that the concept of economic agglomeration refers
to very distinct real-world situations.1 At one extreme lies the core–periphery
structure corresponding to North–South dualism. For example, Hall and Jones
(1999) observed that high-income nations are clustered in small industrial cores
in the Northern Hemisphere and that productivity per capita steadily declines
with distance from these cores.

As noted by many historians and development theorists, economic growth
tends to be localized. This is especially well illustrated by the rapid growth of
East Asia during the last few decades. We view East Asia here as compris-
ing Japan and nine other countries, that is, Republic of South Korea, Taiwan,
Hong Kong, Singapore, Philippines, Thailand, Malaysia, Indonesia, and China.
In 1990, the total population of East Asia was about 1.6 billion. With only 3.5%
of the total area and 7.9% of the total population, Japan accounted for 72% of
the gross domestic product (GDP) and 67% of the manufacturing GDP of East
Asia. In Japan itself, the economy is very much dominated by its core regions
formed by the five prefectures containing the three major metropolitan areas
of Japan: Tokyo and Kanagawa prefectures, Aichi prefecture (containing the
Nagoya metropolitan area), and Osaka and Hyogo prefectures. These regions
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2 Economics of Agglomeration

account for only 5.2% of the area of Japan but for 33% of its population, 40%
of its GDP, and 31% of its manufacturing employment. Hence, for the whole
of East Asia, the Japanese core regions with a mere 0.18% of the total area
accounted for 29% of East Asia’s GDP.

Strong regional disparities within the same country imply the existence of
agglomerations at another spatial scale. For example, inKorea, the capital region
(Seoul and Kyungki Province), which has an area corresponding to 11.8% of
the country and includes 45.3% of the population, produces 46.2% of the GDP.
In France, the contrast is even greater: the Île-de-France (the metropolitan area
of Paris), which accounts for 2.2% of the area of the country and 18.9% of its
population, produces 30% of its GDP. Inside the Île-de-France, only 12% of the
available land is used for housing, plants, and roads, the remaining land being
devoted to agriculture, forestry, or natural activities.

Regional agglomeration is also reflected in large varieties of cities, as shown
by the stability of the urban hierarchy within most countries (J. Eaton and
Eckstein 1997; Dobkins and Ioannides 2000). Cities themselvesmay be special-
ized in a very small number of industries, as are many medium-size American
cities (Henderson 1997a). However, large metropolises like NewYork or Tokyo
are highly diversified in that they nest many industries that are not related
through direct linkages (Chinitz 1961; Fujita and Tabuchi 1997). Industrial dis-
tricts involving firms with strong technological, or informational linkages, or
both (e.g., the Silicon Valley or Italian districts engaged in more traditional
activities) as well as factory towns (e.g., Toyota City or IBM in Armonk,
New York) manifest various types of local specialization. Therefore, it appears
that highly diverse size and activity arrangements exist at the regional and urban
levels.

At a very detailed extreme of the spectrum, agglomeration arises under
the form of large commercial districts set up in the inner city itself (think
of Soho in London, Montparnasse in Paris, or Ginza in Tokyo). At the lowest
level, restaurants, movie theaters, or shops selling similar products are clustered
within the same neighborhood, not to say on the same street, or the clustering
may take the form of a large shopping mall. Understanding such phenomena is
critical for the design of effective urban policies.

The economic reasons that stand behind such strong geographical concen-
trations of consumption and production are precisely what we aim to investigate
in this book. To achieve this objective, we will appeal to the concepts and tools
of modern microeconomics. Because clusters appear at different geographi-
cal scales and involve various degrees of sectoral details, it would be futile
to look for the model explaining different types of economic agglomerations
(Papageorgiou 1983). This should not come as a surprise, for geographers have
long known that geographical scale matters.2 What is true at a certain spatial
scale is not necessarily true at another (the “ecological fallacy”). For example,
whether Los Angeles or Chicago may be considered as a megacenter or as a
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collection of several large subcenters depends very much on the scale of ob-
servation. Likewise, during the 1980s the income differentials have decreased
across country members of the European Union but not across regions within
countries. The reason for such differences probably lies in the nature and bal-
ance of the system of forces at work at a given level of analysis. Or, in the words
of Anas, Arnott, and Small (1998, 1440):

Itmaybe that the patterns that occur at different distance scales are influenced bydifferent
types of agglomeration economies, each based on interactionmechanismswith particular
requirements for spatial proximity.

Yet, as will be seen, a few general principles seem to govern the formation of
distinct agglomerations even though the content and intensity of the forces at
work may vary with place and time.3

1.2 CITIES: PAST AND FUTURE

Casual observation reveals the extreme variation in the intensity of human
settlements and land use – a fact that has culminated in the existence of cities
in which population densities are very high.4

From a historical perspective, cities emerged in several parts of the world
about 7,000 years ago as the consequence of the rise in agricultural surplus.
The mere existence of cities may be viewed as a universal phenomenon whose
importance slowly but steadily increased during the centuries preceding the
sudden urban growth that appeared during the nineteenth century in a small
corner of Europe (Bairoch 1985, chaps. 15–17). Technological development
was necessary to generate the agricultural surplus without which cities would
have been inconceivable at the time, as they would be today.

In addition to technological innovations, a fundamental change in social
structure was also necessary: the division of labor into specialized activities. In
this respect, there seems to be a large agreement among economists, geogra-
phers, and historians to consider “increasing returns” as the most critical factor
in the emergence of cities. For example, J.Marshall (1989, 25) has suggested that

quite apart from considerations related to defense, to royal whim, or to the supposed
sacred importance of certain sites, the formation of towns made good economic sense
in promoting a level of efficiency in commerce, manufacturing, and administration that
would have been impossible to achieve with a completely dispersed population.

Although the sources are dispersed, not always trustworthy, and hardly com-
parable, data clearly converge to show the existence of an urban revolution. In
Europe, the proportion of the population living in cities increased very slowly
from 10% in 1300 to 12% in 1800 (Bairoch 1985). It was approximately 20%
in 1850, 38% in 1900, 52% in 1950, and is now close to 75%, thus showing an
explosive growth in the urban population (Bairoch 1985; United Nations 1994).
In the United States, the rate of urbanization increased from 5% in 1800 tomore
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than 60% in 1950 and is now nearly 77%. In Japan, the rate of urbanization was
about 15% in 1800 (Bairoch 1985), 50% in 1950, and is now about 78% (United
Nations 1994). The proportion of the urban population in the world increased
from 30% in 1950 to 45% in 1995 andwill exceed 50% in 2005 (United Nations
1994). The world’s urban population increases each year by the equivalent of
40 million (i.e., the population of Spain).

Furthermore, concentration in very big cities keeps rising. In 1950, only two
cities had populations greater than 10 million: New York and Greater London.
In 1995, fifteen cities belonged to this category. The largest one, Tokyo, with
more than 26million, exceeds the second one,NewYork, by 10million. In 2025,
26 megacities will exceed 10 million in population (United Nations 1994).

Economists and geographers must explain why firms and households con-
centrate in large metropolitan areas even though empirical evidence suggests
that the cost of living in such areas is typically higher than in smaller urban
areas (Richardson 1987). As Lucas (1988, 39) neatly put it, “What can peo-
ple be paying Manhattan or downtown Chicago rents for, if not for being near
other people?” But Lucas did not explain why people want, or need, to be near
other people. Likewise, economists and geographersmust explain the formation
of small and specialized clusters of firms and workers not necessarily located
within major cities – such as many of the Italian industrial districts (Pyke,
Becattini, and Sengenberger 1990, chap. 3) – and that appear to be very effi-
cient in terms of productivity.

The increasing availability of high-speed transportation infrastructure and
the fast-growing development of new informational technologies might suggest
that our economies are entering an age that will culminate in the “death of dis-
tance.” If so, locational difference would gradually fade because agglomeration
forces would be vanishing. In other words, cities would become a thing of the
past.Wewill see in this book that things are not that simple because the opposite
trend may just as well arise. Indeed, one of the general principles to be derived
from our analysis is that the relationship between the decrease in transport costs
and the degree of agglomeration of economic activities is not that expected by
many analysts: Agglomeration happens provided that transport costs are below
some critical threshold,5 although further decreases may yield dispersion of
some activities owing to factor price differentials. In addition, technological
progress brings about new types of innovative activities that benefit most from
being agglomerated and, therefore, tend to arise in developed areas. Conse-
quently, the wealth or poverty of nations seems to be more and more related to
the development of prosperous and competitive clusters of specific industries
as well as to the existence of large and diversified metropolitan areas (Glaeser
1998; Porter 1998, chaps. 6 and 7; Thisse and van Ypersele 1999).

The recent attitude taken by several institutional bodies and medias seems
to support this view. For example, in its recentWorld Development Report, the
World Bank (2000) stressed the importance of economic agglomerations and
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cities for boosting growth and escaping from the poverty trap. Another example
of this increasing awareness of the relevance of cities in modern economies can
be found in The Economist (1995, 18):

The liberalization of world trade and the influence of regional trading groups such as
NAFTA and the EU will not only reduce the powers of national governments, but also
increase those of cities. This is because an open trading system will have the effect of
making national economies converge, thus evening out the competitive advantage of
countries, while leaving those of cities largely untouched. So in the future, the arenas in
which companies will compete may be cities rather than countries.

In this book, we intend to address the main causes for the formation of the
various types of economic agglomerations described above. As discussed in the
next two sections, this includes increasing returns to scale, externalities, and
imperfectly competitive markets with general and strategic interdependencies.
From this list, it should be clear that the economics of agglomeration is fraught
with most of the difficulties encountered in economic theory.

Moreover, as will be seen in various chapters of this book,models of agglom-
eration involve both complementarity and substitution effects. For a long time,
economists had problems handling complementarity effects, which can hardly
be taken in account in the general competitive framework. This observation will
lead us, in Section 1.4, to survey the rather complex history of the relationship
between space and economic theory. Although space has not been ignored by
some prominent economists, it has seldom been mentioned in economics texts.
Thus, it is interesting to determine why this important ingredient of social life
has been put aside for so long.

1.3 WHY DO WE OBSERVE AGGLOMERATIONS?

Intuitively, it should be clear that the spatial configuration of economic activities
is the outcome of a process involving two opposing types of forces, that is,
agglomeration (or centripetal) forces and dispersion (or centrifugal) forces.
The observed spatial configuration of economic activities is then the result of
a complicated balance of forces that push and pull consumers and firms. This
view agrees with very early work in economic geography. For example, in his
Principes de géographie humaine published posthumously in 1921, the famous
French geographer Vidal de la Blache argued that all societies, rudimentary
or developed, face the same dilemma: Individuals must get together to benefit
from the advantages of the division of labor, but various difficulties restrict the
gathering of many individuals.

1.3.1 Agglomeration and Increasing Returns

One would expect trade theory to be the branch of economics that has paid most
attention to the spatial dimension. The reason is that changes in the conditions
under which commodities are shipped, as well as changes in the mobility of
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factors, affect the location of industry, the geography of demand and, eventually,
the pattern of trade. The opposite has been true, for neoclassical trade theory
has treated each country as dimensionless and has given little attention to the
impact of trade costs. Yet, some predominant contributors in the field have
long argued that location and trade are closely related topics. For example,
Ohlin (1933; 1968, 97) has challenged the common wisdom that considers
international trade theory as separate from location theory:6

International trade theory cannot be understood except in relation to and as part of the
general location theory, to which the lack of mobility of goods and factors has equal
relevance.

Natural resources, and more generally production factors, are not uniformly
distributed across locations, and it is on this unevenness thatmost of trade theory
has been built.7 The standard model of trade considers a setting formed by two
countries producing two goods by means of two factors (labor and capital)
under identical technologies subject to constant returns to scale and strictly
diminishing marginal products. When factors are spatially immobile and goods
can be costlessly moved from one country to the other, this model predicts the
equalization of factor prices when the ratios of factor endowments are not too
different.

Similarly, regional economics has long been dominated by the dual version
of the neoclassical trade model. It is assumed that a single good is produced
and that (at least) one production factor can freely move between regions. Ac-
cording to this model, capital flows from regions where it is abundant to regions
where it is scarce until capital rents are the same across regions, or regionalwage
differences push and pull workers until the equalization of wages between re-
gions is reached. Because the production function is linear homogeneous and
has strictly diminishing marginal product in each factor, the marginal produc-
tivity of the mobile factor depends only on the capital–labor ratio. This implies
that the mobile factor moves from regions with low returns toward regions with
high returns up to the point at which the capital–labor ratio is equalized across
all regions. In other words, the perfect mobility of one factor would be suffi-
cient to guarantee the equalization ofwages and capital rents in the interregional
marketplace.8

Thus, it would seem that either costless trade or the perfect mobility of
one factor would be sufficient to guarantee the convergence of labor income
across various places.9 Ignoring unevenness in the spatial distribution of natural
resources, Mills (1972a, 4) very suggestively described this strange “world
without cities” that would characterize an economy operating under constant
returns and perfect competition as follows:

Each acre of land would contain the same number of people and the same mix of
productive activities. The crucial point in establishing this result is that constant returns
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permit each productive activity to be carried on at an arbitrary level without loss of
efficiency. Furthermore, all land is equally productive and equilibrium requires that the
value of the marginal product, and hence its rent, be the same everywhere. Therefore,
in equilibrium, all the inputs and outputs necessary directly and indirectly to meet the
demands of consumers can be located in a small area near where consumers live. In
that way, each small area can be autarkic and transportation of people and goods can be
avoided.

Such an economic space is the quintessence of self-sufficiency. This suggests,
therefore, that the constant returns–perfect competition paradigm is unable
to cope with the emergence and growth of large economic agglomerations
(Krugman 1995, chap. 1).

Increasing returns in production activities are needed if we want to explain
economic agglomerations without appealing to the attributes of physical ge-
ography. In particular, the trade-off between increasing returns in production
and transportation costs is central to the understanding of the geography of
economic activities. Although it has been rediscovered many times (including
in recent periods), this idea has been at the heart of the work developed by early
location theorists. For example, Lösch ([1940] 1954) stated that:

We shall consider market areas that are not the result of any kind of natural or political
inequalities but arise through the interplay of purely economic forces, some working
toward concentration, and others toward dispersion. In the first group are the advantages
of specialization and of large-scale production; in the second, those of shipping costs
and of diversified production (p. 105 of the English translation).

It is only during the 1990s that some trade theorists became aware that “they
were doing geography without knowing it” and have turned their attention to
spatial issues. Since then, it is fair to say that they have contributed significantly
in promoting geographical economics through the use of models involving both
monopolistic competition and increasing returns (Krugman 1991a,b; Venables
1996; Helpman 1998).10

1.3.2 Agglomeration and Externalities

According toA.Marshall ([1890], 1920, chap.X), externalities are crucial in the
formation of economic agglomerations and generate something like a lock-in
effect:

When an industry has thus chosen a location for itself, it is likely to stay there long: so
great are the advantages which people following the same skilled trade get from near
neighbourhood to one another. The mysteries of the trade become no mysteries; but are
as it were in the air, and children learn many of them unconsciously. Goodwork is rightly
appreciated, inventions and improvements in machinery, in processes and the general
organization of the business have their merits promptly discussed: if one man starts a
new idea, it is taken up by others and combined with suggestions of their own; and thus
it becomes the source of further new ideas (p. 225).
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For this author, relevant externalities for the formation of clusters involve the
following:

1. mass production (the internal economies that are identical to scale eco-
nomies at the firm’s level);

2. availability of specialized input services;
3. formation of a highly specialized labor force and the production of new

ideas, both based on the accumulation of human capital and face-to-face
communications; and

4. the existence of modern infrastructure.11

Despite its vagueness, the concept of Marshallian externalities has been
much used in the economics and regional science literature devoted to the lo-
cation of economic activities because it captures the idea that an agglomeration
is the outcome of a “snowball effect” in which a growing number of agents
want to congregate to benefit from a larger diversity of activities and a higher
specialization.12 Such cumulative processes are now associated with the in-
terplay of pecuniary externalities in models combining increasing returns and
monopolistic competition (Matsuyama 1995).13

In fact, the concept of externality has been used to describe a great variety
of situations. Following Scitovsky (1954), it is now customary to consider two
categories: “technological externalities” (also called spillovers) and “pecuniary
externalities.” The former deals with the effects of nonmarket interactions that
are realized through processes directly affecting the utility of an individual or
the production function of a firm. In contrast, pecuniary externalities are by-
products of market interactions: They affect firms or consumers and workers
only insofar as they are involved in exchangesmediated by the pricemechanism.
Pecuniary externalities are relevant when markets are imperfectly competitive,
for when an agent’s decision affects prices, it also affects the well-being of
others.

According to Anas et al. (1998), cities would be replete with technological
externalities. The same would hold in local production systems (Pyke et al.
1990, chap. 4). In fact, much of the competitiveness of individuals and firms
is due to their creativity, and thus economic life is creative in the same way as
are the arts and sciences. Of particular interest for creativity are “communica-
tion externalities.” This idea accords with the view of Lucas (1988, 38) when
he writes that “New York City’s garment district, financial district, diamond
district, advertising district and many more are as much intellectual centers as
is Columbia or New York University.” Thus, to explain geographical clusters
of somewhat limited spatial dimension such as cities and highly specialized
industrial and scientific districts, it seems reasonable to appeal to technological
externalities, which, in terms of modeling, have the additional advantage of
being compatible with the competitive paradigm.
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The advantages of proximity for production have their counterpart on the
consumption side. For example, the propensity to interact with others is a fun-
damental human attribute, as is the tendency to derive pleasure in discussing
and exchanging ideas with others. Distance is an impediment to such inter-
actions, and thus cities are the ideal institution for the development of social
contacts. Along the same line, Akerlof (1997) argued that the inner city is often
the substratum for the development of social norms such as conformity and
status seeking that govern the behavior of groups of agents.

On the other hand, when we consider a large geographical area, it seems
reasonable to think that direct physical contact provides a weak explanation of
interregional agglomerations such as the “Manufacturing Belt” in the United
States and the “Blue Banana” in Europe (an area that stretches from London
to northern Italy and goes through part of western Germany and the Benelux
countries). This is the realm of pecuniary externalities that arise from imper-
fect competition in the presence of market-mediated linkages between firms
and consumers and workers. Such externalities lie at the heart of models of
monopolistic competition recently developed to explain the agglomeration of
economic activities; they also have one major intellectual advantage.

To a large extent, technological externalities are often black boxes that aim
at capturing the crucial role of complex nonmarket institutions whose role and
importance are strongly stressed by geographers and spatial analysts (see, e.g.,
Pyke et al. 1990; Saxenian 1994). By contrast, because pecuniary externalities
focus on economic interactions mediated by the market, their origin is clearer.
In particular, their impact can be traced back to the values of fundamental
microeconomic parameters such as the intensity of returns to scale, the strength
of firms’ market power, the level of barriers to goods, and factor mobility.

Whatever externalities are at work, prices do not fully reflect the social val-
ues of goods and services, and thus market outcomes are likely to be inefficient.
The dominant feeling in the economics profession is that most cities and ag-
glomerations are just too big. The prevalence of big and gloomy slums in Third
World megalopolises gives the impression that the laissez-faire policy has led
to an excessive concentration of human beings in excessively large agglomera-
tions all over the world. Likewise, most regional policy debates in industrialized
countries implicitly assume that there is too much spatial concentration. In this
respect, Hotelling (1929, 57) stated more than 70 years ago what probably re-
mains the conventional wisdom of economists regarding cities and the spatial
organization of economic activities: “Our cites become uneconomically large
and the business districts within them are too concentrated.” We will see in
this book that things are not that simple. Urban externalities are not necessarily
negative, and increasing returns might be a strong force in favor of geographical
concentration. Hence, it seems fair to say that there is no presumption regard-
ing the direction in which governments should move in their regional and urban
policies.14
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1.3.3 Thünen and Agglomerations

At this stage, it is worth noting that the economics profession has ignored
the previous availability in Thünen’s work of most of the factors explaining
economic agglomerations.15 When asking whether industrial firms are better
off located in major cities (especially in the capital), Thünen ([1826] 1966)
started by describing the main centrifugal forces at work:

1. Raw materials are more expensive than in the country towns on account of the higher
cost of transport. 2. Manufactured articles incur the cost of haulage to the provincial
towns when they are distributed to the rural consumers. 3. All necessities, especially
firewood, are much more expensive in the large town. So is rent for flats and houses, for
two reasons (1) construction costs are higher because raw materials have to be brought
from a distance and are consequently more expensive, and (2) sites that may be bought
for a few thalers in a small town are very dear. Since food, as well as fuel and housing,
cost so much more in the large town, the wage expressed in money, must be much
higher than in the small one. This adds appreciably to production costs (pp. 286–7 of
the English translation).

This list is surprisingly comprehensive. In particular, the impact of high land
rents and high food prices onmonetary wages in large cities is explicitly spelled
out (see Chapter 6).

Thünen then turned to the centripetal forces that, according to him, stand
behind industrial agglomerations.

1. Only in large-scale industrial plants is it profitable to install labour-saving machinery
and equipment, which economise on manual labour and make for cheaper and more
efficient production. 2. The scale of an industrial plant depends on the demand for its
products. . . . 4. For all these reasons, large scale plants are viable only in the capital in
many branches of industry. But the division of labour (and Adam Smith has shown the
immense influence this has on the size of the labour product and on economies of produc-
tion) is closely connected with the scale of an industrial plant. This explains why, quite
regardless of economies ofmachine-production, the labour product per head is far higher
in large than in small factories. . . . 7. Since it takes machines to produce machines, and
these are themselves the product of many different factories and workshops, machinery
is produced efficiently only in a place where factories and workshops are close enough
together to help each other work in unison, i.e. in large towns. . . .Economic theory has
failed to adequately appreciate this factor. Yet it is this which explains why factories
are generally found communally, why, even when in all other respects conditions appear
suitable, those set up by themselves, in isolated places, so often come to grief. Techni-
cal innovations are continually increasing the complexity of machinery; and the more
complicated the machines, the more the factor of association will enter into operation
(pp. 287–90 of the English translation).

Observe that the combination of Thünen’s agglomeration factors 1, 2, and 4
almost coincides with Krugman’s “basic story” for the emergence of a core–
periphery structure (see Chapter 9). Furthermore, if we combine these factors
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with the last one (7), which is about interindustry linkages and technologi-
cal spillovers, we get another fundamental explanation for the emergence of
industrial agglomerations (see Chapters 7 and 9).

Even though Thünen’s work took place at the very beginning of the Industrial
Revolution in Germany, it would be hard to imagine a more explicit description
of the forces shaping the industrial landscape.

1.4 ON THE RELATIONSHIP BETWEEN SPACE AND ECONOMICS

It is rare to find an economics text in which space is studied as an important
subject – if it is even mentioned. As argued by Krugman (1995, chap. 1), this is
probably because economists lacked amodel embracing both increasing returns
and imperfect competition, the two basic ingredients of the formation of the
economic landscape, as shown by the pioneering work of Hotelling (1929),
Lösch (1940), Isard (1956), Koopmans (1957), and Greenhut (1963).16

Certainly many eminent economists have turned their attention to the sub-
ject at least in passing, and Samuelson (1983) places the subject’s founder,
Thünen, in the pantheon of great economists. Thünen ([1826] 1966) sought to
explain the pattern of agricultural activities surrounding a typical city in pre-
industrial Germany, and we will see that his theory has proven to be very useful
in studying land use when economic activities are perfectly divisible. In fact,
the principles underlying his model are so general that Thünen can be consid-
ered the founder of marginalism (Samuelson 1983; Nerlove and Sadka 1991).
Ekelund and Hébert (1999, 246) go one step further when they claim that “With
uncommon brilliance and deftness Thünen virtually invented the modern eco-
nomic ‘model,’ which integrates logical deduction with factual experiment.” In
addition, the import of Thünen’s analysis for the development of geographical
economics is twofold in that space is considered as both an economic good and
as the substratum for economic activities, thus making his work more relevant
and general than several later contributions.

Despite his monumental contribution to economic thought, Thünen’s ideas
languished for more than a century without attracting widespread attention.
Why was this so? According to Ekelund and Hébert (1999, 245), the reason lies
in the work and influence of Ricardo:

The economics ofDavidRicardo constituted a negativewatershed in the history of spatial
theory. By reducing situational differences to differences in the fertility of land, Ricardo
effectively eliminated spatial considerations from his analytical system. Moreover, he
made transportation costs indistinguishable from other costs, and in international trade
theory where spatial considerations had previously dominated, he substituted compar-
ative costs as the crucial factor. The practical effect of Ricardo’s method and of his
analytical innovations was to dislodge space from mainstream economic theory, so that
for a long period thereafter it came to be treated, if at all, outside themainstreamdeductive
models of British classical economics.
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Aside from such an unfortunate historical whim, Thünen’s theory left a cru-
cial issue unexplored: Why is there a city in Thünen’s isolated state? Although
such a center may emerge under constant returns when space is heterogeneous
(Beckmann and Puu 1985), a city is more likely to arise when increasing returns
are at work in the design of trading places or in the production of some goods.
In other words, onemust appeal to “something” that is not in the Thünianmodel
to understand what is going on.

There is an interesting analogy between the Thünen’s model and Solow’s
(1956) growth model. Both assume constant returns to scale and perfect com-
petition. As in Thünen’s, inwhich the city cannot be explainedwithin themodel,
the main reason for growth, that is, technological progress, cannot be explained
within the model of exogenous growth. This difficulty is well summarized by
Romer (1992, 85–6) in the following paragraph:

The paradox . . . was that the competitive theory that generated the evidence was incon-
sistent with any explanation of how technological change could arise as the result of the
self-interested actions of individual economic actors. By definition, all of national output
had to be paid as returns to capital and labor; none remained as possible compensation
for technological innovations. . . . The assumption of convexity and perfect competition
placed the accumulation of new technologies at the center of the growth process and
simultaneously denied the possibility that economic analysis could have anything to say
about this process.

Stated differently, explaining city formation in Thünian models is similar to
explaining technological progress in the neoclassical growth model.

Despite this limitation, the Thünian model has proven its relevance lately
for the development of spatial economics. Following the suggestion made by
Isard (1956, chap. 8), Alonso (1964) succeeded in extending Thünen’s central
concept of bid rent curves to an urban context inwhich amarketplace is replaced
by an employment center (the Central Business District). Since that time urban
economics has advanced rapidly. The reason for this success is that the model
is compatible with the competitive paradigm. Or, as pointed out by Krugman
(1995, 54),

Economists understood why economic activity spreads out, not why it becomes concen-
trated – and thus the central model of spatial economics became one that deals only with
the way competition for land drives economic activities away from a central market.

1.4.1 Space and the Competitive Paradigm

More than half a century ago, when Isard (1949) critically discussed general
equilibrium analysis, he was mainly concerned with Hicks’s Value and Capital
published in 1939. Isard concluded thatHicks confinedhimself to “awonderland
of no dimension.” He further elaborated this point on page 477 in which he
recorded a conversation he had with Schumpeter, who defended the Hicksian
analysis, maintaining that “transport cost is implicitly contained in production
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cost, and thus Hicksian analysis is sufficiently comprehensive.” Isard’s point
was that

production theory . . . cannot justifiably treat certain production costs explicitly and
other important ones implicitly in order to avoid the obstacles to analysis which the
latter present. For a balanced treatment, the particular effects of transport and spatial
costs in separating producers from each other must be considered.17 They are too vital
to be sidestepped through implicit treatment, as Hicks and others may be interpreted as
having done.

We believe that Isard was right.
In fact, the debate about whether or not the general equilibriummodel based

on perfect competition is comprehensive enough to fully reflect the working
of the spatial economy has a long history. On one side, general equilibrium
theorists have maintained that the problem of space can be handled by defining
each commodity by its physical characteristics as well as by the place (period) in
which it is made available, and hence, once we have thus indexed commodities,
we can essentially forget space (and time) in economic theory. This is the way
Arrow and Debreu (1954) treated space (and time) in their seminal article.

On the other side, from the standpoint of the alternative view, supported
by Lösch, Isard, and several others, the problem is not that simple. To capture
the essential impact of space on the distribution of economic activities, new
models are needed that are fundamentally different from those found in standard
general equilibrium. In particular, Koopmans claimed in his Three Essays on
the State of Economic Science that the vital effects of space become evident
when our concern is the location of several economic activities and, hence, when
the spatial distribution of activities itself becomes a variable. In this respect,
Koopmans (1957, 154) maintained that

without recognizing indivisibilities – in human person, in residences, plants, equipment,
and in transportation – urban location problems, down to those of the smallest village,
cannot be understood.

Because standard general equilibrium analysis abstains from the consider-
ation of indivisibilities or increasing returns to scale, it will fail to capture the
essential impact of transport and land when one comes to study the spatial
distribution of economic activities.

In the long debate concerning the comprehensiveness of general equilibrium
theory for the spatial economy, Starrett (1978) has made a fundamental con-
tribution. The essential question is whether the competitive price mechanism
is able to explain the endogenous formation of economic agglomerations. To
check the ability of a spatial model to do so, the best approach is to consider
the case of a homogeneous space in which economic agents are free to choose
their locations. For, if any concentration of economic activities is to occur, it
must be due to endogenous economic forces. Starrett has shown that if space is
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homogeneous and transport costly, then any competitive equilibrium is such that
no transportation occurs. In other words, the economy degenerates into sepa-
rated single-location groups of agents with all trades taking place within, rather
than between, groups. Consequently, the perfectly competitive pricemechanism
alone is unable to deal simultaneously with cities and trade. This fact has a fun-
damental implication for the modeling of the spatial economy: If the purpose
is to build a theory explaining the formation of economic agglomerations, then
such a theory must depart from general competitive analysis.

Once it is recognized that the competitive equilibrium paradigm cannot be
the right foundation for the space-economy, what theory is conceivable? The
following is Isard’s second major insight to which the alternative should be a
general theory of spatial competition:

Because of the monopoly elements which are almost invariably present in spatial rela-
tions, a broadly defined general theory of monopolistic competition can be conceived as
identical with the general theory of location and space-economy (Isard 1949, 504–5).18

1.4.2 Spatial Competition

Ever since Sraffa (1926), it has long been recognized in the economics profes-
sion that the integration of increasing returns within the competitive model is
problematic. As observed by B.C. Eaton and Lipsey (1977, 63),

Once the firm acts as if it faces a perfectly elastic demand curve, there is nothing to
restrict size from the demand side. Size must be restricted from the cost side. Hence, the
extreme importance of eventually diminishing returns to scale in any competitive model
that seeks to limit the size of plants and firms. (italics in original)

while, despite unexploited economies of scale, however, the firm size is demand
constrained once consumers are dispersed across locations.

In fact, combining space and economies of scale has a profound implication
for economic theory. If production involves increasing returns, a finite economy
accommodates only a finite number of firms, which are imperfect competitors.
Treading in Hotelling’s footsteps, Kaldor (1935) argued that space gives this
competition a particular form. Because consumers buy from the firm with the
lowest price augmented by transport cost, each firm competes directly with only
a few neighboring firms regardless of the total number of firms in the industry
(Eaton and Lipsey 1977; Gabszewicz and Thisse 1986).

The very nature of spatial competition is, therefore, oligopolistic and should
be studied within a framework of interactive decision making. This was one
of the central messages conveyed by Hotelling (1929) but was ignored until
economists became fully aware of the power of game theory for studying com-
petition in modern market economies.19 Following the application of game the-
ory to industrial organization in the late 1970s, it became natural to study the
implications of space for competition. New tools and concepts are now available
to revisit and formalize the questions raised by early location theorists.



Agglomeration and Economic Theory 15

But this is not yet the end of the story. Most of the contributions to location
theory by industrial organization dealwith partial equilibriummodels.Although
a comprehensive general equilibrium model with imperfect competition has so
far been out of reach and is likely to remain so for a long time (Bonanno 1990),
specific models have been developed that, taken together, have significantly
improved our understanding of how the spatial economy works. In particular,
since the 1990s, a growing number of economists have become interested in the
study of location problems, and it is fair to say that some real progress has been
made. This increased interest has been partially triggered by the integration
of national economies within trading blocks, such as the European Union or
NAFTA, that leads to the fading of national borders. In the same vein, the study
of the microeconomic underpinnings of economic development has led several
economists to investigate the connection between growth and cities.20

1.5 PLAN OF THE BOOK

To a large extent, the organization of this book reflects what we have said in
the foregoing sections. Although we have tried to make each chapter more or
less self-contained, the reader may benefit from “agglomeration economies” in
the course of study. Thus, the book has been organized into four parts. The first
one deals with the fundamentals of geographical economics. After showing the
insufficiency of the competitive paradigm for studying economic geography, we
consider different issues such as the land rent formation, the structure of com-
petition between geographically separate firms, and the provision and financing
of local public goods. The second part explains the structure of metropolitan
areas and the clustering of firms selling similar products. In the third part,
we shift to a different geographical scale and cope with the impact of factor
mobility on the location of industry. In particular, we study the role of both
technological and pecuniary externalities in the interregional distribution of
firms. In the last part, we offer two syntheses of various approaches taken in
this book, which also suggest new lines of research. We first study how perfect
competition in the land market and monopolistic competition in the product
market can be combined with the aim of explaining the emergence of cities in
an otherwise homogeneous setting. We then proceed by investigating the rela-
tionship between agglomeration and growth once agents have forward-looking
behavior.

Needless to say, the topics covered in this book reflect our idiosyncrasies.
Hence, we owe our apologies to those who have contributed to the field but who
might dislike our choice of menu.

1.5.1 Part I. Fundamentals of Geographical Economics

Chapter 2 shows the insufficiency of the competitive paradigm for the forma-
tion of economic agglomerations. Specifically, we follow Starrett and show
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that cities, local specialization, and trade cannot arise at the competitive equi-
librium of an economy with a featureless space. This criticism, because it is
internal to the model, is especially powerful. After having provided an intuitive
explanation for Starrett’s theorem, we discuss what could be the alternative
modeling strategies that will allow us to study economic agglomerations in
market economies.

Chapter 3 discusses the location of divisible activities, as directly inspired
by Thünen, and demonstrates how a competitive land market works regarding
the allocation of land among competing activities. Once it is assumed that
centers do exist through which commodities are traded, the competitive model
is applicable and yields sensible results regarding the way land is organized
around these centers. (The reasons for the formation of centers are postponed
to Part II.) We then consider the adaptation of the Thünian model to urban
economics. The main results derived in the classical context of the monocentric
city are then presented.

In Chapter 4, we move to the fundamental trade-off between increasing
returns and transport costs and investigate several models illustrating the im-
portance of this trade-off for the spatial economy. Our first task is to explain
why the gathering of people within a small area is able to yield scale economies
in the aggregate. We consider two microeconomic foundations for such social
returns. In the first, a monopolistic, competitive, intermediate sector produces
nontradable goods under scale economies at the firms’ level. Increasing returns
are transferred in the aggregate to the final sector that would otherwise exhibit
constant returns, thus showing the importance of the urban service basis for the
formation and productivity of the city production system. In the second model,
both firms and workers are heterogeneous, whereas wage formation is driven by
a matching process. The average quality of the match rises with the population
size, and this factor suggests an explanation for the tendency of wages to be
higher in large metropolitan areas than in smaller cities.

We then focus on the process of competition among communities (e.g., com-
pany towns) that form to exploit scale economies. When communities are able
to capitalize land rent into their payoffs, we show that increasing returns do not
prevent the decentralization of the optimal allocation. Production communities,
on the contrary, do not form in the absence of increasing returns. This material
allows us to present the basic elements of a theory of urban systems proposed
by Henderson.

Finally, we demonstrate how the process of spatial competition develops
once it is recognized that geographical separation gives firms market power
over consumers located in their vicinity. If firms are able to capitalize the land
rent they create by their mere existence, then they find it profitable to sell at
marginal costs, making money from the land rent only. An old conjecture stated
by Hotelling (1938) is then proven: When there is free entry, firms’ fixed costs
are just covered by the aggregate land rent.
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A similar line of reasoning is used in Chapter 5 but is applied to local public
goods. Our first result is the Henry George theorem, which claims that public
expenditure equals aggregate land rent when the population size of a city is
optimal. In the same spirit as in Chapter 4, we show how competition among
land developers allows for the decentralization of the efficient allocation of
public goods when agents are identical in preferences and incomes. We also
consider voting as an alternative decision-making mechanism to determine the
location and number of facilities supplying local public goods. It is shown that
voting fosters too much public infrastructure financed through too big a public
budget. Once again, allowing individuals to move and to compete for land
use permits us to show that the optimum is unanimously selected by consumers
through voting. All these results confirm the idea that a competitive landmarket
is a powerful device for improving the allocation of resources.

1.5.2 Part II. The Structure of Metropolitan Areas

In Chapters 6 and 7, we deal explicitly with the formation of different types
of economic agglomerations within cities. Specifically, we survey and extend
the literature developed in urban economics, industrial organization, and re-
gional science to explain either the emergence of a central business district
or the clustering of firms selling similar products. In Chapter 6, our frame of
reference is the existence of communication externalities. We first consider
partial equilibrium models, the aim of which is to determine under which con-
ditions similar agents (households or firms) want to congregate despite their
competition for land. We show that the density around the endogenous center
is not high enough from the welfare point of view because each agent accounts
for the benefit received from the others but not for the benefits transmitted to
others.

We then move to an explicit treatment of spatial interaction between firms
and households on both land and labor markets. The urban structure turns out
to be the outcome of the interplay between the intensity of face-to-face com-
munications and the level of commuting costs. Low commuting costs foster
the emergence of a single central business district, thus providing a key expla-
nation for the monocentric city. However, dispersed or polycentric structures
may emerge when higher commuting costs prevail. Typically, a multiplicity of
equilibria arise, and transitions from one equilibrium to another may display
catastrophic changes.

Chapter 7 focuses on imperfect competition as the main explanation for the
clustering of firms within cities. Without a strictly positive markup generated
by product differentiation, there would be no agglomeration in the models
analyzed. We deal with the case of monopolistic and oligopolistic competition
and consider mobile as well as fixed consumers. As observed by Stahl (1983),
product variety is a major determinant of consumers’ spatial behavior. The



18 Economics of Agglomeration

generalmessageof this chapter is that low transport costs togetherwith sufficient
product differentiation push economic agents toward agglomeration. The reason
is that product differentiation relaxes price competition and consequently allows
firms to attract more consumers when they are clustered than when any firm
chooses to stand alone.

1.5.3 Part III. Factor Mobility and Industry Location

In Chapters 8 and 9, our interest shifts from cities to the spatial distribution of
industries among larger spatial entities, that is, regions or nations. Hence, land
consumption is no longer an issue. This is not to deny the reality of congestion
effects, but we believe that they have little to do with the imbalance between
big regions. At this geographical scale, the reasons for over- or underconcentra-
tion have more to do with interindustry linkages or linkages between firms and
consumers, workers, or both, through the product and labor markets. Chapters
8 and 9 can be viewed as the counterpart of Chapters 6 and 7, respectively,
because externalities and imperfect competition are the corresponding engines
of agglomeration in each pair of chapters. Their aim is to present “clarifying
examples” enhancing our understanding of how the obstacles to the spatial mo-
bility of goods and factors affect the economic geography. In particular, these
chapters provide illustrations of what is likely the main spatial feature of mod-
ern economies, namely, the emergence of a “putty-clay” economic geography.
Specifically, the recent fall in trade costs seems to allow for a great deal of flexi-
bility in where particular activities can locate, but once spatial differences have
developed, they tend to become rigid. Hence, regions that were once similar
may end up having very different production structures.

Chapter 8 is devoted to the impact of technological externalities, whereas
Chapter 9 is concerned with pecuniary externalities expressed through monop-
olistic competition. In Chapter 8, we deal with the existence of urbanization
economies in an otherwise standard model of regional economics. The sole
presence of such externalities suffices to upset the convergence result derived
in the standard neoclassical model. We then shift to localization economies to
investigate the interplay between the fall in trade costs, the cost reductions as-
sociated with the implicit cooperation arising among firms located in the same
area, and the intensity of competition between firms in the domestic and foreign
product markets. When trade costs keep falling, an asymmetric distribution of
firms emerges gradually from the interplay between these three forces.

Chapter 9 deals with what has come to be known as the “new economic
geography.” What drives the formation of agglomeration here is the pres-
ence of many types of pecuniary externalities such as those created by firms
or workers moving from one region to the other. We will restrict ourselves
to the description of the main forces driving the core–periphery structure,
namely, when preference for variety and increasing returns combine to generate
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economic agglomerations.21 In doing so, we compare two alternative formu-
lations of preferences (CES versus quadratic utilities) and of transport tech-
nologies (iceberg versus proportional costs). We also study the impact of the
intermediate sector (as modeled in Chapter 4) on the spatial distribution of
firms and provide a welfare analysis of the core–periphery model. Finally, we
complete this chapter by extending the standard framework to deal with the
issue of “history versus expectation” (Krugman).

1.5.4 Part IV. Urban Systems and Regional Growth

In the final two chapters, we show how the material developed in previous
chapters may be used to address two major economic issues: the formation of
urban systems and the unequal growth of regions. In Chapter 10, we combine
different models studied in previous chapters in order to develop a synthetic
approach whose aim is to explain how and why cities emerge as a response
to population growth. For that, we graft a competitive land market associated
with the agricultural sector onto the canonical core–periphery model studied
in Chapter 9. A monocentric configuration arises as a spatial equilibrium when
the transport cost of the agricultural good is low relative to the cost of moving
the industrial goods and when the total population is small. Using the interme-
diate input framework developed in the previous chapter leads to a wider array
of results. In particular, we show that two very distinct types of monocentric
patterns may emerge according to the level of intermediate inputs’ transport
costs. Finally, we discuss how these models can be used to explain the regu-
lar pattern of cities suggested by central place theory when population grows
continuously. In addition to their theoretical interests, the results presented in
this chapter shed light on the urbanization phases that took place in the United
States during the second half of the nineteenth century.

Aswill be seen in the course of this book, geographical economics has strong
connections with several branches of modern economics, including industrial
organization and urban economics but also with the new theories of growth
and development. In particular, economic geography and endogenous growth
theory share the same framework, using monopolistic competition, increasing
returns, and spillovers. This suggests the existence of a high potential for cross-
fertilization. Indeed, regional growth turns out to be a new and promising topic,
although it is still in its infancy.

In Chapter 11, we deal with some of the main issues addressed in the hope of
convincing the reader of the relevance of further research in this domain. The
main message here seems to be that, in a world of globalization, agglomeration
maywell be the territorial counterpart of economicgrowthmuch in the sameway
as growth seems to foster inequality among individuals. However, inequalities
may be accompanied by a higher level of welfare even for those living on the
periphery. If such preliminary results were to be confirmed, they would have
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farfetched implications for the modern space-economy as well as for the design
of more effective economic policies.

NOTES

1. The term agglomeration is less ambiguous than concentration, which is used to
describe different economic phenomena. Agglomeration has been introduced in
location theory by Weber ([1909] 1929). Though Weber is mainly known for his
work on the location of the firm (Wesolowsky 1993), his main concern was to
explain the formation of industrial clusters (Isard 1956, chap. 2).

2. In this respect, R. Martin (1999, 387) is right in his criticism of economists’ pro-
clivity to use the same models “to explain the tendency for economic activity to
agglomerate at various spatial scales, from the international, through the regional,
to the urban and the local.”

3. Before proceeding, we would like to clarify how this book relates to two recent vol-
umes. First, the present book differs essentially from the work by Fujita, Krugman,
and Venables (1999), which focuses exclusively on monopolistic competition à la
Dixit–Stiglitz. In contrast, we consider a broader range of approaches and concepts,
with a special focus on cities, in order to study the foundations of the spatial econ-
omy.We also cover more broadly the economics and regional science literature that
have been devoted to the location of economic activities. The two books are there-
fore complementary, defining the frontier of geographical economics. Our book
also differs from the one edited by Huriot and Thisse (2000), which deals more
with various specific urban issues (e.g., the dynamics of cities when land is not
malleable) or particular aspects of the process of agglomeration (e.g., the impact
of globalization on the geography of financial centers) that are not covered here.
Once again, there is complementarity.

4. Throughout this book, the word city refers to a whole urban region; we will use
city, metropolitan area, and urban area interchangeably.

5. Throughout this book, transportation costs are broadly defined to include all im-
pediments caused by distance such as shipping costs per se, tariff and nontariff
barriers to trade, different product standards, difficulty of communication, and cul-
tural differences.

6. It is worth noting here that Isard and Peck (1954) tried to echo Ohlin’s concern
about the relevance of transport costs in trade theory. Isard (1954) also strove to
provide an early justification for the gravitymodel, whichwas familiar to Tinbergen
as well (1962).

7. This is what Cronon (1991) calls “first nature” by contrast to “second nature,”
which emerges as the outcome of human beings’ actions to improve upon the first
one.

8. See Razin and Sadka (1997) for a synthetic presentation of migration and trade as
possible substitutes.

9. It has recently been argued that capital does not necessarily flow from rich to
poor regions (Lucas 1990), whereas persistent regional wage differences seem to
be frequent within modern economies (Shields and Shields 1989). In addition, the
empirical evidence that per capita income would converge across countries, or even
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between regions of the same country, is not conclusive. Without being complete,
we should like to mention Sala-i-Martin (1996), Blanchard and Katz (1992), de la
Fuente and Vives (1995), de la Fuente (1997), and Quah (1996).

10. In the 1970s, another prominent trade theorist, R.G. Lipsey, vastly contributed, with
B.C. Eaton, to the development of spatial economic theory (see, e.g., Eaton and
Lipsey 1977, 1997).

11. An attempt to clarify the concept ofMarshallian externalities ismade in Section 4.2.
12. This phenomenon is similar to that encountered in network externalities. Besides

the network effect, which is an agglomeration force because consumers always pre-
fer a larger network, it is necessary to identify another effect that plays the role of
a dispersion force in order to obtain different networks (see Grilo, Shy, and Thisse
2001 for a spatial model with network externalities). Note also that the issue of
standardization bears some resemblance to that of agglomeration (Arthur 1994,
chaps. 2 and 4).

13. In a sense, this corresponds to a revival of ideas advocated by early development the-
oristswhousedvarious related concepts such as the “big push”ofRosenstein-Rodan
(1943), the “growth poles” of Perroux (1955), the “circular and cumulative causa-
tion” by Myrdal (1957), and the “backward and forward linkages” by Hirschman
(1958). Recent additions to this cornucopia include the “dynamic economies of
scale” by Kaldor (1985), the “positive feedbacks” by Arthur (1994, chap. 1) and
the “complementarities” by Matsuyama (1995).

14. The idea that cities have an optimal size is old and goes back at least to Plato, for
whom the ideal city has 5,040 citizens. This number does not include women, chil-
dren, slaves, and foreigners, thus making the total number of residents significantly
larger (we thank Yorgos Papageorgiou for having pointed out this reference to us).

15. See section 2 of part II of The Isolated State, which contains the extracts of posthu-
mous papers on location theory written by Thünen between 1826 and 1842 and
edited by Hermann Schumacher in 1863. The reader is referred to Fujita (2000) for
more details.

16. See Ponsard (1983) for a historical survey of spatial economic theory.
17. It is not clear what Isardmeant here by “the particular effects of transport and spatial

costs in separating producers from each other.” But, because Isard complained in the
same paper about Hicks’s rejection of monopolistic competition model in favor of
perfect competition, we guess that “the particular effects” include the monopolistic
elements that spatial costs introduce into price theory.

18. Of course, Isard does not refer here to the Dixit–Stiglitz model of monopolistic
competition but more broadly to what is now called imperfect competition.

19. In this article, Hotelling’s contribution to economic theory has been fundamental
in many respects. For example, Mueller (1989, 180) regards Hotelling’s paper as
the pioneering contribution in public choice. The idea to formulate a game on price
and locations according to a two-stage procedure was also extremely ingenious and
original; it precedes by several decades the work of Selten on perfect equilibrium.

20. It is worth noting that preclassical economists have stressed the role of cities in the
process of development and growth (see, e.g., Lepetit 1988, chap. 3, for an overview
of the main contributions before Adam Smith). In particular, those economists
viewed cities not only as a combination of inputs but also as a “multiplier” that leads
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to increasing returns in the aggregate. In accordwithmodern urban economics, pre-
classical economists further considered cities as economic agents having the power
to make decisions. Not surprisingly, their work is connected to modern theories
of growth, thus suggesting that the “new” theories of agglomeration and of en-
dogenous growth have the same historical roots. There are here several interesting
questions that should be explored by historians of economic thought.

21. Using product variety as a surrogate for urban life agrees with the early work by
Cantillon (1755). According to this author, the origin of cities was to be found in
the concentration of land ownership, allowing landowners to live at a distance from
their estates in placeswhere they could “enjoy agreeable society,” and in an agglom-
eration economy related to the landowners’ demand, which attracted craftsmen and
merchants.
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The Breakdown of the Price Mechanism
in a Spatial Economy

2.1 INTRODUCTION

As a start, it is natural to ask the following question: To what extent is the com-
petitive paradigm useful in understanding the main features of the economic
landscape described in Chapter 1? The general competitive equilibrium model
is indeed the benchmark used by economists when they want to study the mar-
ket properties of an economic issue. Before proceeding, we should remind the
reader that the essence of this model is that all trades are impersonal: When
making their production or consumption decisions, economic agents need to
know the price system only, which they take as given. At a competitive equi-
librium, prices provide firms and consumers with all the information they need
to know to maximize their profit and their utility.

The most elegant and general model of a competitive economy is undoubt-
edly that developed by Kenneth Arrow, Gérard Debreu, and Lionel MacKenzie.
According to this model, the economy is formed by agents (firms and house-
holds) and by commodities (goods and services). A firm is characterized by a set
of production plans, each production plan describing a possible input–output re-
lation. A household is identified by a relation of preference, by a bundle of initial
resources, and by shares in firms’ profits. When both consumers’ preferences
and firms’ technologies are convex, a price system (one price per commodity),
a production plan for each firm, and a consumption bundle for each household
exist that satisfy the following conditions at the prevailing prices:

1. Supply equals demand for each commodity;
2. Each firm maximizes its profit subject to its production set; and
3. Each household maximizes its utility under a budget constraint defined

by the value of its initial endowment and shares in firms’ profits.
In other words, all markets clear while each agent chooses the most preferred
action at the equilibrium prices.

25
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In this model, a commodity is defined not only by its physical characteristics
but also by the place it is made available. This implies that the same good traded
at different places is treated as different economic commodities.1 Within this
framework, choosing a location is part of choosing commodities. This approach
integrates spatial interdependence of markets into general equilibrium in the
same way as other forms of interdependence. Thus, the Arrow–Debreu model
seems to obviate the need for a theory specific to the spatial context.

Unfortunately, however, matters are not that simple. As will be seen in
Section 2.3, the competitive model cannot generate economic agglomerations
unless strong spatial inhomogeneities are assumed. More precisely, we follow
Starrett (1978) and show that introducing a homogeneous space (in a sense
that will be made precise in the following paragraphs) in the Arrow–Debreu
model implies that total transport costs in the economy must be zero at any spa-
tial competitive equilibrium, and thus regional specialization, cities, and trade
cannot be equilibrium outcomes. In other words, the competitive model per se
cannot be used as the foundation for the study of a spatial economy. This is
because we are interested in identifying purely economic mechanisms leading
agents to agglomerate even in a featureless space. Indeed, as argued by Hoover
(1948, 3),

Even in the absence of any initial differentiation at all, i.e., if natural resources were
distributed uniformly over the globe, patterns of specialization and concentration of ac-
tivities would inevitably appear in response to economic, social, and political principles.

Starrett’s result has far-reaching implications for our purpose. Indeed, once
it is recognized that economic agents use land, they cannot all be together at
the same location. As a consequence, the only equilibrium compatible with
the competitive setting and a homogeneous space involves a collection of local
autarkies.2 It is thus almost impossible to think of a spatial economy in which
agents are price-takers and to derive relevant and plausible results at the same
time about the distribution of economic activities over a homogeneous space.

Of course, space is not homogeneous and trade may occur because the ge-
ographic distribution of resources is nonuniform, as in the neoclassical theory
of international trade. Note that trade may also arise because exchange must
occur at some given places, as in the Thünian model studied in Chapter 3.
Although diversity in “first nature” is obviously pertinent, the unequal distri-
bution of resources seems weak as the only explanation for agglomeration and
trade.3 Likewise, the formation of marketplaces is to be explained rather than
assumed.

At this point, it is worth discussing the major assumptions made by Arrow
and Debreu (1954), as well as their successors, to demonstrate the existence
of prices that simultaneously equilibrate all markets. They suppose convexity
of consumers’ preferences and consumption sets as well as that of firms’ pro-
duction sets. In addition, constant unit prices imply that consumers’ budget
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constraints are linear. These hypotheses are restrictive in themselves but in
the context of a spatial economy become literally untenable. In particular, the
convexity assumptions imply that consumers (producers) want to spread their
consumption (production) activity over many locations as if they were ubiq-
uitous. Because they are not, space therefore implies that some fundamental
nonconvexities arises in the general equilibrium model (Scotchmer and Thisse
1999).

Convexity of preferences is not really necessary for existence of a com-
petitive equilibrium if there are a large number (a continuum) of consumers.
Nevertheless, it is worth pointing out that convexity of preferences is contra-
dicted by the evidence regarding consumers’ choice of housing. As stressed by
Mirrlees (1972), with convex preferences a consumer would purchase a small
quantity of a large number of goods – in particular, a small quantity of hous-
ing in many different locations.4 This is not what consumers do. Following a
now standard approach, Grimaud and Laffont (1989) relaxed the hypothesis
of convex preferences by assuming a continuum of consumers and a finite set
of locations and established the existence of a competitive equilibrium in an
exchange economy in which consumers choose to reside in only one place.

Because each consumer resides in a small number of places (typically one),
the residential choice also implies that parts of a consumer’s initial endowment,
especially labor force and skills, are available only at her residence. Since
goods are differentiated by their location, a consumer’s endowment changes
with location aswell and, therefore, with her consumption bundle. Furthermore,
consumers commonly organize shopping itineraries to minimize the total ex-
penditure, including transport costs. “Trip-chaining” suggests a particular struc-
ture of substitution between retail outlets that introduces nonconvexities into
the budget constraint, thus affecting demand functions in complex ways.

Convex technologies are troubling in a more fundamental way.5 The hy-
pothesis that production sets are convex implies that production exhibits no
increasing returns to scale – whatever its scale. Fragmenting a firm’s operations
into smaller units at different locations does not reduce the total output available
from the same given inputs whereas transport costs decline. If the distribution
of natural resources is uniform, the economy is such that each person produces
for her own consumption, we therefore have backyard capitalism. Although
the number of firms is given, each firm prefers a small plant at each of many
locations, which again differs from what we observe in the real world. Hence,
increasing returns to scale are critical in explaining the geographical distribu-
tion of productive activities. This claim has been coined the “folk theorem of
spatial economics.”

The introduction of increasing returns to scale into general equilibriummod-
els has generated much interest recently. Although these attempts are interest-
ing, they remain largely unsatisfactory mainly because they skirt the essential
question posed by Sraffa (1926, 545): To what extent is price-taking behavior
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compatible with increasing returns to scale? Suppose the firm size that mini-
mizes average production cost is “large” relative to the size of the market. A
price-taking equilibrium could not have “many” firms, each operating at ineffi-
ciently small scale, because each such firm would have a profit incentive to
increase its output. Hence, the market can only accommodate a “few” firms of
efficient size. But with only a few firms, how does one justify the hypothesis
that firms treat prices as given, for firms must realize that their size permits
them to influence prices to their own advantage? This takes us to the problem of
market size. Although a price-taking equilibrium does not in itself require many
agents, they seem necessary to justify the behavioral hypothesis that agents are
price-takers (Novshek and Sonnenschein 1987).

Even if the economy is large, so that the total number of firms can be large,
the geographic dispersion of consumption causes production to be dispersed and
local markets to be “small.” Thus, the combination of increasing returns and
geographically dispersed consumption renders untenable the hypothesis that
many firms compete in each market. If one returns to the suggestion of Arrow
and Debreu to distinguish goods by their location, most markets are probably
characterized by a small number of firms (if any) that, as a consequence, do not
behave competitively.

The remainder of the chapter is organized as follows. The inadequacy of the
competitive assumption for spatial economics is demonstrated by means of a
simple example in Section 2.2. The robustness of the conclusions drawn from
this example is then examined in Section 2.3 in which what we call the spatial
impossibility theorem is proven: No competitive equilibrium involving trade
across locations exists in a homogeneous space. Unlike the criticisms discussed
above, the point made here is internal to the theory, which makes it stronger.
A competitive equilibrium may exist, however, when space is heterogeneous.
This leads us quite naturally to investigate in Section 2.4 the validity of the first
welfare theorem in a spatial economy with a finite number of locations and a
heterogeneous space. In Section 2.5, we explore the possibility of decentralizing
the optimal configuration of firms through a nonlinear price system when there
are indivisibilities at the plant level in a spatial economy with a finite number
of locations and a heterogeneous space. We do this in the context of a classical
operations researchmodel knownas the simple plant locationproblem.Weagain
find a negative answer even though we allow for two-part tariffs. Section 2.6
presents our conclusions.

2.2 THE QUADRATIC ASSIGNMENT PROBLEM

We begin our discussion by considering the quadratic assignment problem in-
troduced by Koopmans and Beckmann (1957). Assume that M firms are to
be assigned to M locations. The quadratic assignment problem is defined by
the following set of assumptions6: Each firm is indivisible, and the amount of
land available at each location is such that a single firm can be set up there.
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Hence, every firm must be assigned to a single location, and every location can
accommodate only one firm. Each firm produces a fixed amount of goods and
uses one unit of land as well as fixed amounts of the goods produced by the
others. Suppose further that the technology used by each firm is not affected by
the chosen location. Finally, shipping a good from a location to another location
involves a positive cost.

Although the issue addressed by Koopmans and Beckmann was the possi-
bility of sustaining the optimal assignment through a competitive price system,
we can see that any feasible assignment cannot be decentralized through a com-
petitive price system. To illustrate the nature of the difficulties encountered, we
restrict ourselves to the case of two firms, denoted i = 1, 2, and two locations,
denoted r = A, B.7 Without loss of generality, we assume that firm 1 is as-
signed to A and firm 2 to B. Firm i produces qi units of good i and purchases
q j units of good j from the other firm j regardless of its own location. Firm i
also receives a revenue ai > 0 from other activities with the rest of the world,
which does not depend on its location. Finally, each good i can be shipped from
its place of production to the other location by a carrier at a given cost ti > 0.

To study the sustainability of this assignment, we follow the suggestion of
Arrow and Debreu by considering the same good at locations 1 and 2 as two
different commodities, each with its own price. Let pir be the price of good i
at location r and Rr be the rent to be paid by a firm for using one unit of land
at location r . Firm 1’s profit in location A is defined as follows:

π1A = a1 + p1Aq1 − p2Aq2 − RA.

A similar expression holds for firm 2 at location B. If this price system sus-
tains the foregoing configuration, then, as shown by Samuelson (1952), the
equilibrium prices pir must satisfy the following conditions:

p1B = p1A + t1 > p1A (2.1)

p2A = p2B + t2 > p2B . (2.2)

In other words, the price of good 1 (2) in location B (A) is equal to its price in
location A (B) plus the corresponding transport cost t1(t2). Hence, total profits
are equal to

π1A + π2B = a1 + a2 − (t1q1 + t2q2 + RA + RB),

which are positive if a1 and a2 are sufficiently large.
We now show that it is impossible to find values for the rents RA and RB

such that both firms 1 and 2 maximize their own profit at locations A and B,
respectively. Without loss of generality, assume that RA ≥ RB . Then, if firms
behave competitively, one can readily verify that firm 1 would earn a strictly
higher profit by setting up at location B. Indeed, if firm 1 sets up at location B,
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its profit is

π1B = a1 + p1Bq1 − p2Bq2 − RB .

Using (2.1) and (2.2), we can then readily verify that

π1B − π1A = t1q1 + t2q2 + RA − RB > 0. (2.3)

Hence, firm 1 always has an incentive to move. This reasoning can easily be
extended to the case of M firms and locations. See chapter appendix for a
proof. In other words, when locations have identical exogenous attributes, no
feasible location pattern of firms can be sustained as a competitive equilibrium
in the quadratic assignment problem. In deriving this surprising conclusion,
it has been assumed that firms believe that “changing place” does not affect
the prevailing prices of goods and land rents. This assumption, however, is the
essence of a price-taking equilibrium.

The reader might believe that this negative result is an artifact of the two-
location, two-firm setting. For example, consider three firms 1, 2, and 3 located
respectively at A, B, and C , which are colinear. Firms 2 and 3 use good 1
produced by firm 1, and firm 3 also uses good 2 produced by firm 2. Let ti (r, s)
be the transport cost per unit of good i between r and s. Then, provided that
ti (A,C) > ti (A, B), the price system supporting such a configuration must
satisfy the following relations:

p1C = p1A + t1(A,C) > p1A + t1(A, B) = p1B

p2C = p2B + t2(B,C) > p2B .

In this case, if firm 2 moves to location C , it can sell its output there at a higher
price but must also pay a higher price for input 1. Hence, if p1C is sufficiently
larger than p1B , firm 2 may find it unprofitable to relocate to C , thus suggesting
that a competitive equilibrium exists. Yet, the nonexistence of an equilibrium
does carry over to the quadratic assignment problem with an arbitrary number
of firms and locations when locations are a priori equally attractive from the
viewpoint of firms. The proof is presented in the appendix to this chapter.

Onemight also think that the result is caused by the specifics of the quadratic
assignment problem. In the next section, we show that such a breakdown of the
competitive price mechanism holds for a general spatial economy.

2.3 THE SPATIAL IMPOSSIBILITY THEOREM

To gain more insights about the proof of the main result of this section, it is
desirable to go one step further in the preceding example by computing firm 2’s
incentive to move as in (2.3), that is,

π2A − π2B = t2q2 + t1q1 + RB − RA. (2.4)
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Summing expressions (2.3) and (2.4) yields 2(t1q1 + t2q2). This means that the
sum of firms’ incentives to move is equal to twice the total transport costs.
Because this sum must be nonpositive for a competitive equilibrium to exist,
transportation cannot occur in such an equilibrium. This suggests that compet-
itive pricing and positive transport costs are incompatible in a homogeneous
spatial economy, for the incentive to change location is of the same order of
magnitude as transport costs.

Our objective in this section is to show that this property, which we call the
spatial impossibility theorem, holds in a general setting. To facilitate compar-
ison, we use standard notation from general equilibrium theory. However, to
make our point more transparent, we explicitly distinguish prices and goods by
their location and separate land as well as transport services from the remaining
goods.

2.3.1 Competitive Equilibrium in a Homogeneous Spatial Economy

Consider a spatial economy formed by two regions A and B that can both ac-
commodate a large number of firms and households. Each region r = A, B is
endowedwith the same positive amount of land S. There are n goods (excluding
land and transport services), and each of them can be moved from one region
to the other by using transport services. There are M firms and N households;
to ease the burden of notation, M and N also denote the sets of firms and
households. By definition of a static model, firms and households are located
“nowhere” before choosing their equilibrium place so that they can choose at
zero cost the region in which they want to conduct their activities. When firm
f ∈ M sets up in region r = A, B, a production plan for this firm is given by
a vector y f r of n goods (outputs are positive and inputs are negative) and by a
positive amount of land sf r in region r . The firm’s production set is denoted by
Y f r ⊂ Rn+1; this set may vary with the region in which the firm is established.
Household h ∈ N resides and works in the same region r = A, B, and its con-
sumption plan is given by a vector xhr of n goods (a positive component means
that the household has a positive demand for the good, whereas a negative com-
ponent means that the household is a supplier of the good – such as labor) and
by a positive amount of land shr in region r . The household’s consumption set
is given by Xhr ⊂ Rn+1. Household h has a utility function Uhr defined over
Xhr , which may both change with the region in which the household is located,
together with an initial endowment of goods ωh and a land endowment s̃h =
(s̃h A, s̃hB). Because we consider location a separate attribute, we may assume
that the same endowment in goods (e.g., labor) is available in any region inwhich
the consumer resides and works; by contrast, the land endowment is immobile.8

Transportation within each region is costless, but shipping goods from one
region to the other requires resources. Without loss of generality, transportation
between the two regions is accomplished by a profit-maximizing carrier (or
broker) who purchases goods in a region at the market prices prevailing in
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this region and sells them in the other region at the corresponding market
prices while using goods and land in each region as inputs. The carrier ships an
(nonnegative) export plan EAB ∈ Rn of goods from A to B and an (nonnegative)
export plan EBA ∈ Rn from B to A using (nonpositive) vectors ytr ∈ Rn of
inputs and nonnegative amounts of land str bought in both regions A and B.
The set of feasible transportation plans for the carrier is denoted by Zt ⊂ R4n+2.

Let Mr be the set of firms and Nr the set of households located in region
r = A, B so that M = MA ∪ MB and N = NA ∪ NB . An allocation is defined
by the set Nr of households residing in region r = A, B, by the set Mr of
firms located in region r = A, B, by N consumption plans (xhr , shr ), by M
production plans (y f r , s f r ), and by two export plans EAB, EBA together with
the associated input vectors yt A, yt B and land requirements st A, st B . Therefore,
an allocation describes both the location and the consumption or production
activities of each household or firm as well as the transportation activity carried
on by the carrier.

For an allocation to be feasible, the following material balance conditions
must be met:

1. for goods in region A∑
h∈NA

xhA + EAB − yt A =
∑
h∈NA

ωh +
∑
f ∈MA

y f A + EBA (2.5)

2. for goods in region B∑
h∈NB

xhB + EBA − yt B =
∑
h∈NB

ωh +
∑
f ∈MB

y f B + EAB (2.6)

3. for land in region r = A, B∑
h∈Nr

shr +
∑
f ∈Mr

s f r + str ≤
∑
h∈Nr

s̃hr ≡ S, (2.7)

where (xhr , shr ) ∈ Xhr , (y f r , s f r ) ∈ Y f r and (EAB, EBA, yt A, yt B, st A,
st B) ∈ Zt .9

Finally, a competitive equilibrium for the economy described earlier in this
section is given by a price system – that is, two vectors pA and pB for the goods
and a land rent pattern (RA, RB) – and a feasible allocation as above, such that:

1. all markets clear in each region r ; that is, (2.5)–(2.7) hold;
2. each firm f ∈ Mr maximizes its profit at the chosen location and feasible

production plan

π f r ≡ pr · y f r − Rrs f r ≥ ps · ŷ f s − Rsŝ f s

for all ( ŷ f s, ŝ f s) ∈ Y f s and s = A, B;
3. each household h ∈ Nr maximizes its utility at the chosen location and
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consumption plan subject to the household’s budget constraint:

Uhr (xhr , shr ) ≥ Uhs(x̂hs, ŝhs)

for all (x̂hs, ŝhs) ∈ Xhs and s = A, B such that

ps · x̂hs + Rsŝhs ≤ ps · ωh +
∑

r∈{A,B}
Rr s̃hr

+
∑

r∈{A,B}

∑
f ∈Mr

θh f π f r + θhtπt ,

where θh f is the share of consumer h in firm f ’s profits and θht the
consumer’s share in the carrier’s profit πt ; and

4. the carrier maximizes its profit defined by

πt = ( pB − pA) · EAB + ( pA − pB) · EBA + pA · yt A

+ pB · yt B − RAst A − RBst B (2.8)

subject to its transportation plan being in Zt ⊂ R4n+2.

Space is said to be homogeneous when (1) the utility function Uh and the
consumption set Xh are the same regardless of the region where household h
resides, and (2) the production set Y f is independent of the region elected by
firm f . In other words, consumers and producers have no intrinsic preferences
for one region over the other.

Suppose that space is homogeneous. The profit of firm f located in region
A is given by the following expression:

π f A = pA · y f A − RAs f A.

Space being homogeneous, the production plan (y f A, s f A) is also possible in
region B. If firm f were to locate in region B while keeping the same production
plan, its profit would become:

π f B = pB · y f A − RBs f A.

Hence, for firm f the incentive to move from A to B is defined by the difference
in profit earned in each of the two regions:10

I f (A, B) = π f B − π f A = ( pB − pA) · y f A − (RB − RA)s f A. (2.9)

Clearly, an expression similar to (2.9) holds for every firm set up in region B.
Consider now a household h residing in region A. The household’s residual

income (neglecting its share in firms’ profit and income from land, which are
independent of the place of residence) is defined by the expression

BhA = pA · (ωh − xhA) − RAshA.

If this consumer were to locate in region B while keeping the same consump-
tion plan, she would derive the same utility from (xhA, shA), and thus only the
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consumer’s residual income in region B would matter:

BhB = pB · (ωh − xhA) − RBshA.

Hence, if there is no satiation, the consumer’s incentive to move from A to B is
given by the difference in her residual income in each of the two regions:

Ih(A, B) = BhB − BhA = (pB − pA) · (ωh − xhA) − (RB − RA)shA.

(2.10)

Again, an expression similar to (2.10) holds for a household residing in B.
Summing (2.9) and (2.10) for all firms and households across the two regions,

we obtain:

I = ( pB − pA) ·
( ∑

f ∈MA

y f A +
∑
h∈NA

(ωh − xhA)

)

+ ( pA − pB) ·
( ∑

f ∈MB

y f B +
∑
h∈NB

(ωh − xhB)

)

− (RB − RA)

( ∑
f ∈MA

s f A +
∑
h∈NA

shA

)

− (RA − RB)

( ∑
f ∈MB

s f B +
∑
h∈NB

shB

)
.

Using thematerial balance conditions (2.5)–(2.7),we can rewrite this expression
as follows:

I = (pB − pA) · (EAB − EBA − yt A)+ (pA − pB) · (EBA − EAB − yt B)

+ (RB − RA)(st A + φA − S) + (RA − RB)(st B + φB − S),

where φr is the amount of land unused in region r = A, B. Adding ( pA +
pB) · (yt A + yt B) − 2(RAst A + RBst B) to the first two terms, subtracting the
same expression from the last two terms, and regrouping them in the resulting
expression yields

I = 2

[
πt + pA + pB

2
· (−yt A − yt B) + RA + RB

2
(st A + st B)

+ RA + RB

2
(φA + φB)

]
(2.11)

in which we have used (2.8) as well as RAφA = RBφB = 0 because the land
rent is zero when all the land available in a region is not used.

In words, (2.11) means that the aggregate incentives for firms and house-
holds to move from one region to the other is equal to twice the carrier’s profit
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(2πt ) plus two terms that can be interpreted as twice the carrier’s costs evalu-
ated at the average prices ( pA + pB)/2 and rent (RA + RB)/2 (they are called
pseudo-transport costs), plus twice the value of vacant land evaluated at the
average rent (RA + RB)/2. Because the carrier maximizes its profit, πt can-
not be negative. In addition, unless the equilibrium involves no transportation,
the pseudo-transport costs are strictly positive because shipping goods requires
scarce resources: some components of the vectors ytr must be negative, whereas
no component is positive by assumption; similarly the quantities of land used
must be nonnegative, whereas the land rents are nonnegative. Clearly, the last
term in (2.11), (RA + RB) (φA + φB), cannot be negative, for land rents are
nonnegative. Consequently, the global incentives to move are always strictly
positive for any allocation involving costly trade between the two regions.

In a competive equilibrium, no agent has a positive incentive tomove. There-
fore, we may conclude with the following theorem:

The Spatial Impossibility Theorem. Assume a two-region economy with a
finite number of consumers and firms. If space is homogeneous, transport is
costly, and preferences are locally nonsatiated, there is no competitive equilib-
rium involving transportation.

What does this theorem mean? If economic activities are perfectly divisible,
a competitive equilibrium exists and is such that each location operates as an
autarky. For example, when households are identical, regions have the same
relative prices and the same production structure (backyard capitalism). This
is hardly a surprising outcome because, by assumption, there is no reason for
economic agents to distinguish among locations and each activity can operate
at an arbitrarily small level. Firms and households thus succeed in reducing
transport costs at their absolute minimum, namely zero.

However, as observed by Starrett (1978, 27), when economic activities are
not perfectly divisible, the transport of goods or people between some places
becomes unavoidable:

as long as there are some indivisibilities in the system (so that individual operations must
take up space) then a sufficiently complicated set of interrelated activities will generate
transport costs.

In this case, the spatial impossibility theorem tells us that no competitive equi-
librium exists.

This is clearly a surprising result that requires more explanation. When
both regions are not in autarky, one should keep in mind that the price system
must perform two different jobs simultaneously: (1) to support trade between
regions (while clearing the markets in each region), and (2) to prevent firms
and households from relocating. The spatial impossibility theorem says that,
in the case of a homogeneous space, it is impossible to hit two birds with
one stone: the price gradients supporting trade bear wrong signals from the
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viewpoint of locational stability. Indeed, if a set of goods is exported from A
to B, then the associated positive price gradients induce producers located in
region A (who seek a higher revenue) to relocate in region B, whereas region
B’s buyers (who seek lower prices) want to relocate in A. Likewise, the export
of another set of goods from B to A encourages such “cross-relocation.” The
land rent differential between the two regions can discourage the relocation in
one direction only. Hence, as long as trade occurs at positive costs, some agents
always want to relocate.11

To ascertain the fundamental cause for this nonexistence, it is helpful to
illustrate the difficulty encountered by using a standard diagram approach. De-
picting the whole trade pattern between two regions would require a diagram
with six dimensions (two tradable goods and land at each location), which is
a task beyond our capability. We thus focus on a suballocation formed by the
feasible trade patterns of good i between A and B only and keep the other ele-
ments fixed. Because the availability of the same physical good at two distinct
locations gives rise to two different commodities, this is equivalent to studying
a standard transformation between two different economic goods.

Suppose that one unit of good i is produced by one firm at either location
by using a fixed bundle of inputs. For simplicity, the cost of these inputs is
assumed to be the same in both locations. The good is shipped according to an
iceberg technology (Samuelson 1954a): when xi units of the good are moved
between A and B, only a fraction xi/ϒ arrives at destination, where ϒ > 1,
whereas the rest melts away en route. In this context, if the firm is located in A,
then the output is represented by point E on the vertical axis in Figure 2.1; if

Figure 2.1: The set of feasible trade patterns in a homogeneous space.
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the entire output is shipped to B, then the fraction 1/ϒ arrives at B, which is
denoted by point F on the horizontal axis. Hence, when the firm is at A, the set
of feasible allocations of the output between the two locations is given by the
triangle OEF . Likewise, if the firm locates at B, the set of feasible allocations
between the two places is now given by the triangle OE ′F ′. Hence, when the
firm is not located, the set of feasible allocations is given by the union of the
two triangles.

Let the firm be set up at A and assume that the demand conditions are such
that good i is consumed in both locations so that trade occurs. To support any
point belonging to the frontier EF , the price vector (pi A, pi B) must be such that
pi A/pi B = 1/ϒ , as shown in Figure 2.1. However, under these prices, it is clear
that the firm can obtain a strictly higher profit by locating in B and choosing
the production plan E ′ in Figure 2.1. This implies that there is no competitive
price system that can support both trade and a profit-maximizing location for
the firm.

This difficulty arises from the nonconvexity of the set of feasible allocations.
If transportation were costless, this set would be given by the triangle OEE ′ in
Figure 2.1, which is convex. In this case, the firm would face no incentive to
relocate. Similarly, if the firm’s production activity were perfectly divisible, the
set of feasible allocations would again be equal to the triangle OEE ′, and no
difficulty would arise.

Therefore, we may conclude that the fundamental reason for the spatial
impossibility theorem is the nonconvexity of the set of feasible allocations caused
by positive trade costs and the fact that agents have an address in space, even
though the individual land consumption is endogenous.

2.3.2 Examples

To investigate the implications andmeaning of the spatial impossibility theorem
further, we find it illustrative to study some examples involving heterogeneous
groups of agents with strong intragroup and weak intergroup linkages.

Example 2.1 Consider an economy formed by two groups of agents such that
the members of each group have strong internal linkages, whereas each group
produces a distinct set of final goods indispensable to both groups. When the
transport costs of the final goods are not too high, it is then natural to expect
each group of agents to agglomerate into a separate region and to trade their net
outputs across regions.We show in this example that if space is homogeneous (in
the sense defined in page 33), then there is no competitive price system that can
support such a “natural” spatial configuration. We also show that locating both
groups within one region (on the assumption that this is physically possible) is
not either equilibrium when the marginal utility of land is positive for at least
one agent.

Consider an economywith two locations A and B, two firms 1 and 2, and two
workers a and b. The two locations have the same amount of land S. Worker
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h = a (b) is endowed with one unit of labor of type i = 1 (2) together with
one-half of the land available at each location and half of the profits earned by
the two firms. Both workers have the same utility function,

U = xβ/2
1 xβ/2

2 s1−β 0 < β < 1, (2.12)

where xi is the consumption of good i = 1, 2 and s is the land consumption.
Firm f (= 1, 2) produces good i = f at a single location using two inputs: a
fixed amount s̄ of land and a variable amount li of type of labor i acquired at
the same location. Its production function is given by

Qi = lαi 0 < α < 1. (2.13)

Each good is transported according to the same iceberg technology.
Let pir , wir , and Rr be respectively the price of good i , the wage rate of the

type of labor i , and the land rent at location r . If firm i locates at r , its profit is
as follows:

πir = pir Qi − wir li − Rr s̄.

If this firm behaves competitively, maximizing πir yields

αpir l
α−1
i = wir . (2.14)

Let Yr be the total income of a worker residing at r . Then, using (2.12), we
obtain the demands of such a worker as follows:

xir = β

2

Yr

pir
(2.15)

sr = (1 − β)
Yr

Rr
. (2.16)

The land constraint S = sr + s̄ at r together with (2.16) yields

Rr = (1 − β)Yr

S − s̄
. (2.17)

Because firm f (= 1, 2) uses only the type of labor i = f , it is reasonable
to expect firm f to locate with the worker of type i in equilibrium. Hence,
since the two locations are identical, there are only two possible candidates as
equilibrium configurations:

1. Dispersion: firm 1 and worker a locate together in A, whereas firm 2 and
worker b are in B;

2. Agglomeration: both firms and both workers locate together in, say, A.

We now consider each configuration in turn and examine whether it can
be supported by a competitive price system. First, let us address the dispersed
configuration. To begin, we fix locations of all agents as they are in this con-
figuration and show the existence and uniqueness of a competitive equilibrium.
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Because the whole setting is symmetric, in equilibrium it follows that

w1A = w2B = 1, (2.18)

where labor is chosen as the numéraire. Because the whole amount of labor is
used in equilibrium, we may set li = 1 in (2.14) so that, using (2.18), we have

p1A = p2B = 1/α (2.19)

and, hence, from the iceberg transport technology with parameter ϒ > 1

p1B = p2A = ϒ/α. (2.20)

Setting li = 1 in (2.13), we also obtain

Q1 = Q2 = 1. (2.21)

The total demand for good 1, say, is

D1 = x1A + ϒx1B,

where the last term represents the quantity of good 1 to be shipped from A for
the quantity x1B to be available for consumption in B. Substituting (2.15) into
this equation and using (2.19) and (2.21), we get

D1 = D2 = αβY,

where Y is the income common to each location. Then, by equating supply and
demand (Di = Qi ) and using (2.14)–(2.21), we obtain

RA = RB = 1

αβ

1 − β

S − s̄

π1A = π2B = 1

αβ

βS − s̄

S − s̄
− 1 (2.22)

x1A = x2B = 1

2

x1B = x2A = 1

2ϒ
.

Each firm’s equilibrium profits are nonnegative if and only if

α ≤ S − s̄/β

S − s̄
. (2.23)

Therefore, if this condition holds, a unique market equilibrium exists under the
locations corresponding to dispersion. Condition (2.23) is satisfied when each
firm’s land requirement is sufficiently small compared with S.

Let us evaluate the incentive to move of each agent in A. In doing so, we first
note that w1B (wage rate for type 1 at B) is not defined. In fact, we show next
that, regardless of its values, at least one agent in region A has an incentive to
move. To show this, let us set the value of w1B at an arbitrary level. Then, the
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incentive for firm 1 to move from A to B (defined under the same production
plan) is such that

I1(A, B) = π1B − π1A

= (p1B − p1A)Q1 − (w1B − w1A)

because RA = RB . Similarly, the incentive for worker a to move from A to B
(while keeping the same consumption plan) is defined as

Ia(A, B) = B1B − B1A

= (w1B − p1Bx1A − p2Bx2A − RBsA)

− (w1A − p2Ax1A − p2Ax2A − RAsA)

= (w1B − w1A) − (p1B − p1A)x1A − (p2B − p2A)x2A.

Summing these two expressions, we obtain

I (A, B) = (p1B − p1A)(Q1 − x1A) − (p2B − p2A)x2A
= (p1B − p1A)ϒx1B − (p2B − p2A)x2A
= p1A(ϒ − 1)ϒx1B + p2B(ϒ − 1)x2A > 0

in which we have used (2.20). Therefore, at least firm 1 or worker a has an
incentive to move from A to B because ϒ > 1, thus implying that dispersion
is not a competitive equilibrium once agents can freely choose their location.

Consider now the agglomeration in which both firms and workers locate
together in A. Using the equilibrium conditions (2.14) to (2.17), one can readily
verify that the corresponding equilibrium prices are as follows:

w1A = w2A = 1

p1A = p2A = 1/α

Q1 = x1A = Q2 = x2A = 1

RA = 2αβ(1 − β)

S − s̄
and RB = 0

π1A = π2A = 1

αβ

βS − s̄

S − s̄
− 1. (2.24)

Because (2.22) and (2.24) imply that the profit of each firm is the same in both
configurations, a competitive equilibrium exists when (2.23) holds. Because all
agents are located in A, they do not trade with B. Hence, given any equilib-
rium wage rates and prices at B, when all agents are in B all terms related to
transactions between them cancel out, and thus the aggregate incentive for all
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agents to move from A to B is equal to the land cost saving:

I (A, B) = (RA − RB)S

= RAS > 0.

Accordingly, agglomeration is not a spatial equilibrium, either.

Example 2.2 To illustrate the role of externalities, we now consider a setting
similar to the one explored in Example 2.1 in which we allow for M replicas
of each of four agents, where M is assumed to be an integer number. The 2M
workers equally share the profit of each firm as well as the land rent at each
location. When M is an even number, a competitive equilibrium always exists
in which M/2 firms and workers of each type are located in A and B, in which
case there is autarky. This is not a very exciting outcome.

To obtain a competitive equilibrium with trade, we change the assumptions
of the replicated economy as follows. First, for simplicity, we assume that the
2M workers are equally productive in either type of firms. Second, and this is
more fundamental, the production function (2.13) of each firm of type i is now
as follows:

Qir = a(Mir )l
α i = 1, 2 and r = A, B, (2.25)

where l is the amount of labor used by a firm and a(Mir ) is an increasing func-
tion of the number (Mir ) of type i firms at r. The function a(Mir ) represents
the so-called Marshallian externality associated with the local agglomeration
of firms belonging to the same industry.

Consider the dispersed configuration inwhichM firms of type 1 andM work-
ers locate together in A, whereas M firms of type 2 and M workers are at B, and
find under which conditions this configuration is an equilibrium. Because each
firm uses one unit of labor, the two locations are formally symmetric. Hence,
as in the foregoing, we can readily obtain the following equilibrium values:

wA = wB ≡ 1 (2.26)

p1A = p2B = 1/[αa(M)]

p1B = p2A = ϒ/[αa(M)] (2.27)

Q1A = Q2B = a(M)

RA = RB = M

αβ

1 − β

S − Ms̄

π1A = π2B = 1

αβ

βS − Ms̄

S − Ms̄
− 1.

When the lot size s̄ of each firm is sufficiently small, the profit of each firm is
nonnegative, and thus a unique market equilibrium exists under the dispersed
configuration.



42 Economics of Agglomeration

Let us examine whether an agent has an incentive to relocate. All workers
attain the same utility level and, therefore, have no reason to move. In con-
sidering the possible relocation of a firm, we assume that the number M is so
large that each firm takes the externality levels, a(M) and a(0), as given when
making its locational decision. In such a context, if a type 1 firm, say, moves
from A to B, then its profit is

π1B = p1Ba(0)l
α − wBl − RBs̄.

Using (2.26) and (2.27), the profit-maximizing labor input l1B at B is equal to

(l1B)
α−1 = 1

ϒ

a(M)

a(0)
, (2.28)

which yields

π1B = 1 − α

α
l1B − RBs̄.

Because

π1A = p1Aa(M) − wA − RAs̄ = (1/α) − 1 − RAs̄,

using RA = RB yields

π1B − π1A = 1− α

α
(l1B − 1),

which is nonpositive if and only if l1B ≤ 1, or

a(M)

a(0)
≥ ϒ > 1 (2.29)

by (2.28). By symmetry, for a type 2 firm, the profit differential π2A − π2B is
nonpositive if and only if (2.29) holds.

Therefore, we may conclude that, when Marshallian externalities are suf-
ficiently large in comparison with trade costs that (2.29) holds, the dispersed
configuration involving the agglomeration of M firms of each type within the
same region is an equilibrium. Because of these externalities, the agglomera-
tion of firms belonging to the same industry gives rise to endogenous spatial
inhomogeneities, which allow for the existence of an equilibrium once such in-
homogeneities are sufficiently strong. They generate new forces that are able to
overcome the locational instability caused by the competitive price mechanism.
This agrees with what we will see in Chapter 3.

2.3.3 Corollaries and Extensions

The spatial impossibility theorem per se does not preclude the agglomeration of
all agents into a single region. However, we will see that this is a very unlikely
outcome. Indeed, if a competitive equilibrium exists, then the theorem implies
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that there is no costly trade between regions. Hence, in the right-hand side of
(2.11), the first three terms must be zero, so that

I = (RA + RB)(φA + φB),

thus implying that, if either φA > 0 or φB > 0, it must be that RA = RB = 0.

Corollary 2.1 Assume that a competitive equilibrium exists in a spatial
economy with a homogeneous space. If there is vacant land in one region,
then the land rent must be zero in both regions.

When all agents locate in region A, then region B is empty. Using
Corollary 2.1, the equilibrium land rent must also be zero in region A. This
is so only when no agent in the economy has a positive marginal utility or
productivity for land – a situation that is very unlikely in practice.

In fact, Corollary 2.1 is a special case of a more general result that has
farfetched implications. Summing (2.9) and (2.10) across firms and households
in region A and using (2.5)–(2.7), we obtain

I (A, B) = (pB − pA) · (EAB − EBA − yt A)+ (RB − RA)(st A + φA − S)

= (RB − RA)(φA − S).

Likewise, we get

I (B, A) = (pA − pB) · (EBA − EAB − yt B)+ (RA − RB)(st B +φB − S)

= (RA − RB)(φB − S).

At a competitive equilibrium, neither I (A, B) nor I (B, A) can be positive.
As a consequence, if there is no vacant land in the economy (φA = φB = 0), it
follows that

I (A, B) = (RA − RB)S ≤ 0 and I (B, A) = (RB − RA)S ≤ 0,

thus implying that RA = RB . Alternatively, if there is some vacant land in, say,
B, (φB > 0), then RB = 0 so that I (A, B) = RA(S − φA) ≤ 0. This in turn
implies that RA = 0; hence, RA = RB .

Corollary 2.2 If a competitive equilibrium exists in a spatial economy with a
homogeneous space, then the land rent must be the same in all regions.

This corollary has the following fundamental implication for us: In a ho-
mogeneous space, the competitive price mechanism is unable to explain why
the land rent is higher in an economic agglomeration (such as a city, a cen-
tral business district, or an industrial cluster) than in the surrounding area.
This implies that no commuting, a special form of trade, may arise in this
model.

Some further remarks are in order. First, using the same approach as Starrett
(1978), we can extend the theorem (as well as the two corollaries) to any finite
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number of regions at the expense of heavy notation. Second, we have assumed
for notational simplicity that each firm locates in a single region. The argument
could be generalized to permit firms to run two distinct plants, one plant per
region. The aggregate incentives tomove, I , would now be defined in relation to
the activities performed by plants and households in each region because each
plant amounts to a separate firm (Koopmans 1957). Third, we have considered
a closed economy. The model and the theorem can readily be extended to allow
for trade with the rest of the world provided that each region has the same access
to the world markets in order to satisfy the assumption of a homogeneous space.
Last, the size of the economy is immaterial for the spatial impossibility theorem
to hold, for assuming a “large economy,” in which competitive equilibria often
emerge as the outcome generated by several institutional mechanisms, does not
affect the result because the value of total transport costs within the economy
rises when agents are replicated.

Our main critical assumption regards the homogeneity of space. Relaxing
this assumption may help to restore a competitive equilibrium involving trans-
portation. To see it, consider the example of Figure 2.1 in which we introduce
inhomogeneities in space. More precisely, we assume that location B has an
exogenous attribute that makes the firm less productive there. This exogenous
attribute may correspond to the absence of some immobile inputs used by the
firm or to differences in land quality. In any event, if the firm locates in B, the
set of feasible allocations is given by the new triangle OE ′F

′
, as depicted in

Figure 2.2. We see that the set of feasible allocations is now convex.

Figure 2.2: The set of feasible trade patterns in a heterogeneous space.
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To gain more insights about the effect of spatial inhomogeneities, consider
one more time our two-firm, two-location example with fixed lot size. We
assume that location A has an exogenous attribute beneficial to firm 1 only
(whereas firm 2 experiences a similar advantage in the sole location B).12

Whatever the reason for it, this attribute gives rise to an additional earning
equal to bA when firm 1 is at A. Then, firm 1’s profit at location A is now
defined as follows:

π1A = a1 + bA + p1Aq1 − p2Aq2 − RA,

whereas π1B is unchanged. Measuring again the incentive to move by the dif-
ference in profit at A and B, we obtain

π1B − π1A = t1q1 + t2q2 + RA − RB − bA,

which is negativewhenbA is sufficiently large.Because the sameargument holds
for firm 2, we may conclude that a competitive equilibrium involving trade may
well exist if firms have strongly diverging preferences for location attributes.
Or, to put it differently, the market breaks down when interagent transporta-
tion costs outweigh other aspects of agents’ preferences about locations.13 As
Hamilton (1980, 38) put it,

Stability is lent to the system by having plants differ from one another in their preferences
for the sites qua sites, and instability arises from a large volume of trade among plants.

The spatial impossibility theorem is important because the competitive price
mechanism is the keystone of the economic theory of market equilibrium. For
our purpose, it seems that little can be learned about the formation of the eco-
nomic landscape by appealing only to the competitive framework unless we
consider an heterogeneous space. In this case, as will be shown in Chapter 3,
the competitive model keeps its relevance. On the other hand, if we want to ex-
plain the emergence of economic agglomerations in an otherwise homogeneous
space, we must explicitly consider a noncompetitive setting. Examples include
(1) market failures such as (technological) externalities (see Chapters 6 and 8)
or public goods (see Chapter 5) and (2) imperfect competition (see Chapters 7
and 9). Whatever the solution retained, if we want to explain how economic
agglomerations are formed, we have to appeal to nature (the unevenness in the
distribution of natural resources), to nonmarket institutions (externalities), or
to an imperfectly competitive paradigm.14

2.3.4 Notes on the Literature

One of the first spatial competitivemodels is the spatial price equilibriummodel
formalized by Cournot (1838, chap. X). The sellers and buyers of a commodity
are located at nodes of a transportation network. The issue is then to determine
simultaneously the quantities supplied and demanded at each node and the
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local prices at which the commodity is supplied by the sellers and bought by
the customers. The equilibrium is reached when the demand price equals the
supply price plus the transport cost for all positive flows; if the demand price is
less than the supply price plus the transport cost, then no trade flow occurs.

This problem has been revisited by Enke (1951), who found a formal connec-
tion with the theory of electric circuits and proposed a solution method based
on this analogy. Soon after, Samuelson (1952) showed that the market equilib-
rium can be obtained as the solution to a mathematical program containing the
celebrated Hitchcock–Koopmans transportation problem, whereas Beckmann
(1952) provided a continuous version of these problems. This cross-fertilization
between geographical economics and mathematical programming has gener-
ated many extensions dealing with different aspects of production and demand,
which are summarized in Takayama and Judge (1971) and Mougeot (1978).
Later on, Florian and Los (1982) demonstrated that spatial equilibrium models
may also be solved by means of variational inequalities, thus opening the door
to a new flow of contributions that are reviewed and extended in Nagurney
(1993). A shorter synthesis may be found in Labys and Yang (1997). The main
limit of all these models is that they do not allow for the locational choice of
economic agents: both firms and households are supposed to be located.

In this perspective, the quadratic assignmentmodel introduced byKoopmans
andBeckmann (1957)may be viewed as the first serious attemptmade to capture
the locational choices of agents when commodities are traded between them.
The difficulties encountered by these authors have triggered a very limited
number of articles.Heffley (1972, 1976) has provided some useful complements
to the work of Koopmans and Beckmann. A nice overview of the literature
centered on the spatial price equilibrium and the quadratic assignment problem
can be found in Schweizer (1986).15

Schweizer, Varaiya, and Hartwick (1976) have proposed a general equilib-
rium locationmodel inwhich goods are to be traded at some givenmarketplaces.
Berliant and Konishi (2000) have shown the existence of a competitive equi-
librium involving trade and agglomeration when the exchange of commodities
must occur in such trading centers. In addition, their model allows the num-
ber and locations of such centers to be endogenous through a noncompetitive
mechanism. Opening a trading center involves a positive setup cost, and thus
increasing returns are present in their conception. In equilibrium, the open
marketplaces are the solution to the trade-off between setup costs and transport
costs, which is discussed in Section 2.5 (see also Chapter 4).

A more general model has recently been developed by Berliant and Zenou
(2000). They considered a two-stage, general equilibrium framework. Their
model entails a continuum of heterogeneous workers and a finite number of
heterogeneous firms. Each firm uses an area of land as well as one type of labor.
Firms first choose their locations strategically, whereas prices are determined
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competitively. Consumers/workers then determine their residence, working
place, and consumption bundle, taking the firm locations and the prices of
goods as given. Showing the existence and (local) uniqueness of an equilibrium
turns out to be a hard task in such a setting. Berliant and Zenou have com-
bined bid rent techniques and the tools of modern general equilibrium theory to
show existence and local uniqueness. This suggests the use of alternative new
techniques to get existence of noncooperative/competitive equilibria in spatial
models.

2.4 THE FIRST WELFARE THEOREM IN A SPATIAL ECONOMY

It has been claimed sometimes that the firstwelfare theoremdoes not necessarily
hold in a spatial economy when firms exchange intermediate goods. If it did,
this would make the case of the market really bad for the analysis of a spatial
economy. We want to show here that this criticism is unfounded because it
disregards the assumption that markets are complete in the standard general
equilibrium model.

To illustrate our point, we consider again our two-firm, two-location example
inwhich location A has an exogenous attribute beneficial to firm 1 only, whereas
firm 2 experiences a similar advantage in location B only. In this case, we know
that a competitive equilibrium may exist. But is it efficient? That is, does the
location pair (A, B) maximize the social surplus given by

S = a1δ1i + a2δ2 j − t1q1 − t2q2,

where δ1i = 1 if firm 1 is located at A (i = A) and zero at B; the definition
of δ2 j is similar. We know that the competitive equilibrium, when it exists,
involves firm 1 at location A and firm 2 at location B. Hence, the total surplus
is maximized.

More generally, considering the two-region economy described in Section
2.3, we say that an allocation is efficient if no feasible allocation exists such
that every consumer is at least as well off and at least one consumer is strictly
better off.

Proposition 2.3 Assume a two-region economy. If the preferences Uhr satisfy
local nonsatiation for all consumers at each location, then any competitive
equilibrium is efficient.

Proof Assume that the competitive allocation is not efficient and denote a
dominating allocation by N̂ A, N̂ B , M̂ A, M̂ B , x̂hr (r = A, B), ŷ f r (r = A, B),

ÊAB , ÊBA, ŷtr (r = A, B), and ŝ tr (r = A, B).



48 Economics of Agglomeration

Consider the consumers in NA. Those who stay in region A (h ∈ NA ∩ N̂ A)
at the dominating allocation face the same prices as before so that

pA · x̂hA + RAŝhA − pA · ωh

≥
∑

r∈{A,B}
Rr s̃hr +

∑
r∈{A,B}

∑
f ∈Mr

θh f π f r + θhtπt (2.30)

because consumers are at least as well off and local nonsatiation implies that the
budget constraints are all binding at the competitive equilibrium. Similarly, for
the consumers who are now established in region B (h ∈ MA − M̂ A), it follows
that

pB · x̂hB + RBŝhB − pB · ωh

≥
∑

r∈{A,B}
Rr s̃hr +

∑
r∈{A,B}

∑
f ∈Mr

θh f π f r + θhtπt , (2.31)

for otherwise local nonsatiationwould imply that eachof these consumerswould
have chosen to reside in region B instead of A at the competitive equilibrium.
The same conditions hold for the consumers in NB .

Because at least one consumer is strictly better off, one inequality in (2.30)
and (2.31) must be strict for at least one region; otherwise, this consumer would
not maximize her utility. Summing across consumers and regions, we obtain

∑
r∈{A,B}

(
pr ·

∑
h∈N̂ r

(x̂hr − ωh) + Rr ŝhr

)

>
∑

r∈{A,B}
Rr S +

∑
r∈{A,B}

∑
f ∈Mr

π f r + πt . (2.32)

Because the dominating allocation is feasible, we may use the material bal-
ance conditions (2.5)–(2.7) evaluated at this allocation together with (2.32) to
show that∑

r∈{A,B}

∑
f ∈Mr

π̂ f r + π̂t >
∑

r∈{A,B}

∑
f ∈Mr

π f r + πt ,

which means that the aggregate profits made by the firms and the carriers would
be higher at the dominating feasible allocation. Consequently, some firms, the
carrier, or both do not maximize profits at the competitive equilibrium, which
is a contradiction. Q.E.D.

Note that Proposition 2.3 remains valid for any finite set of locations and can
be extended to the case inwhich some agents undertake their activities in several
regions.16 As such, this result should not come as a surprise because the first
welfare theoremdoes not require any convexity assumption and is, therefore, not
affected by the assumption that consumers and producers establish themselves
into a single (or a small number of) location(s).
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Nevertheless, the first welfare theorem requires complete markets. This
seems to be a very demanding assumption in a spatial setting. Indeed, it means
that firms and households make all their decisions on the basis of publicly
posted prices not only for the active markets but also for all the potential mar-
kets. Because a good or service is differentiated by its location, this means that
firms and households know 2n prices, one price being associated with each
good in each location (for simplicity land and transport prices are neglected).
Stated differently, in order to figure out whether or not a consumer wants to
buy (to sell) a good in her location, the consumer (the producer) must know
the price of this good even at a location at which nobody chooses to buy (to
sell) it in equilibrium. It seems hard to believe that something like that could
happen because the price of a good is not quoted before a market is open. Yet,
we know from Samuelson (1952) that a relationship exists between the equilib-
rium prices of the same physical good at different locations that allows one to
obviate this difficulty. The equilibrium price at a location in which the good is
not produced is equal to the minimum of the marginal production cost (at each
place the good is produced) plus the corresponding transport cost. Hence, once
firms and consumers know the matrix of shipping costs between any pair of
locations, it is sufficient to know the prices where the good is actually produced
to infer the equilibrium prices at all the other places.

2.5 CONSIDERATIONS ON THE SECOND WELFARE THEOREM
IN A SPATIAL ECONOMY

In the quadratic assignment problem, we have seen that, in general, the opti-
mum cannot be decentralized by a system of prices and land rents. In other
words, the second welfare theorem does not hold in a spatial economy when
there are indivisibilities in firms. However, this does not preclude the possibility
of decentralization through a nonlinear price system involving both a positive
fee and marginal cost pricing. A well-developed body of literature is available
in operations research, called facility location analysis, which is of great inter-
est to economists and geographers.17 Operations researchers and management
scientists have, indeed, extensively studied some basic location models, thus
making it possible to gain more insight into the nature and magnitude of the
difficulties posed by location problems involving indivisibilities.

2.5.1 The Simple Plant Location Problem

In facility location analysis, a particular model has emerged as the main pro-
totype for situating facilities, such as industrial plants or warehouses, to mini-
mize the cost of satisfying the demand for some commodity. In general, there
are fixed costs for locating the facilities and transport costs for distributing
the commodity from the facilities to the consumers. When there is no a priori
capacity constraint on the facilities, this problem is commonly referred as the
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simple plant location problem (SPLP). This model encapsulates the fundamen-
tal trade-off between fixed production costs and transportation costs. As will
be seen in Chapter 4, this trade-off is at the heart of many location models and
is crucial for the geography of economic activities regardless of the particular
institutional setting in which those activities develop.

Having said that, we may turn to the SPLP, which we now define: Given a
spatial distribution of requirements for a (composite) commodity, the purpose
of the model is to determine the number and locations of facilities so as to
minimize the sum of production and transportation costs. On the demand side,
social needs are expressed by some fixed requirements distributed over a finite
number of given locations j = 1, . . . , N ; the requirement in site j is denoted
by δ j . On the supply side, facilities can be placed at a finite number of po-
tential locations i = 1, . . . , M , where production displays increasing returns.
The setup cost Fi and marginal production cost ci are constant; hence, the total
production cost of a facility at i producing qi units of the commodity is given by
Fi + ciqi . Different fixed costs (Fi ) may account for differences in fixed factors
endowments, whereas the marginal costs (ci ) may reflect other specificities in
local conditions of production. Finally, the cost of shipping one unit of the com-
modity from site i to site j is a constant ti j . The matrix of transportation costs
(ti j ) is general enough to account for various access conditions to the local mar-
kets j . Unlike the quadratic assignment problem, there is no direct interaction
between plants in the SPLP. However, facilities’ locations are interdependent
through the market areas they supply. This model, therefore, allows for indirect
interaction among facilities.

Formally, the SPLP is defined by the following mathematical program:

min Z =
M∑
i=1

N∑
j=1

(ci + ti j )δ j xi j +
M∑
i=1

Fi yi (2.33)

subject to the constraints

0 ≤ xi j ≤ yi i = 1, . . . , M and j = 1, . . . , N (2.34)

M∑
i=1

xi j = 1 j = 1, . . . , N (2.35)

yi ∈ {0, 1} i = 1, . . . , M, (2.36)

where xi j stands for the (nonnegative) fraction of the demand at j supplied by
a facility at i , and yi is a 0 − 1 variable that equals 1 when a facility is set
up at j and 0 otherwise. Clearly, the objective function (2.33) accounts for all
the production and transportation costs to be borne in order to satisfy all the
local requirements. The first set of constraints (2.34) implies that no demand
can be supplied from a site where no facility has been built. The second set
of constraints (2.35) means that the total requirement in each i must be met
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from the open facilities. Finally, the integral constraints (2.36) correspond to
indivisibilities in facilities.

The SPLP is a linear program involving both continuous variables (xi j ) and
integer variables (yi ). It can readily be verified that there is always an optimal
solution such that any local market is supplied by a single facility, which implies
that the constraints (2.34) can be replaced by the following integral constraints:

xi j ∈ {0, 1} i = 1, . . . , M and j = 1, . . . , N ,

and thus the SPLP becomes a linear program involving integer variables only.
We follow quite a different path in this section by assuming that the integral

constraints (2.36) are replaced by the nonnegativity constraints

yi ≥ 0 i = 1, . . . , M, (2.37)

where yi will never exceed 1 at the optimal solution because xi j ≤ 1. In words,
(2.37) means that we allow for a “fraction” yi of a facility to be built in i . Stated
differently, facilities are now assumed to be perfectly divisible in that the cost
of setting a fractional facility of size yi at i is just equal to Fi yi ; hence, there
are constant returns to scale at the plant level. Given the constraints (2.34), at
the optimum it must be that

yi = max
j=1,...,N

{xi j } i = 1, . . . , M.

In this case, the SPLP becomes a standard linear program called the linear
programming relaxation of the SPLP. Because the set of possible solutions is
broader under (2.37) than under (2.36), the optimal value of the original problem
is larger than or equal to that of the relaxed problem.

The dual of the linear programming relaxation is defined as follows:

max ZD =
N∑
j=1

λ j (2.38)

subject to the constraints

λ j − µ j i ≤ (ci + ti j )δ j i = 1, . . . , M and j = 1, . . . , N (2.39)

N∑
j=1

µ j i ≤ Fi i = 1, . . . , M (2.40)

µ j i ≥ 0 i = 1, . . . , M and j = 1, . . . , N , (2.41)

where the λ j are the dual variables associated with the constraints (2.35),
whereas dual variables µ j i are associated with the constraints (2.34) rewrit-
ten as follows:

yi − xi j ≥ 0 i = 1, . . . , M and j = 1, . . . , N .
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The economic interpretation of the dual variables is straightforward: λ j is
the (shadow) willingness to pay of the consumers located at j for having their
requirement δ j at j , whereasµ j i is the (shadow) fee that the same consumers are
willing to propose for a facility at location i to be set up. The set of consumers
supplied by facility i may be interpreted as a club whose membership fee for
consumers at j is precisely given by µ j i . Consequently, maximizing (2.38)
implies the maximization of the total revenue collected from all consumers,
subject to the following constraints:

1. The offer made by consumers at location j , net of the fee they pay to
get the commodity from i , never exceeds the cost of supplying those
consumers from location i (see (2.39));

2. The sum of fees across consumers associated with facility i does not
exceed the fixed cost of setting a facility at that location (see (2.40));

3. The fees µ j i are nonnegative (see (2.41)), but there is no constraint on
the offers λ j .

With this interpretation in mind, it is easy to see that each facility may be
interpreted as a separate agent that aims to maximize its profit defined by the
following expression:

πi =
N∑
j=1

[λ j − (ci + ti j )δ j ]xi j − yi Fi i = 1, . . . , M,

where each bracketed term stands for the gross profits earned from selling in
market j and the last term for the endogenous “fixed” cost the agent i must
incur for operating.

It is well known from linear programming that the following complementary
conditions hold at the optimum:

x∗
i j > 0 ⇒ λ∗

j − µ∗
j i = (ci + ti j )δ j i = 1, . . . , M and j = 1, . . . , N

(2.42)

y∗
i > 0 ⇒

N∑
j=1

µ∗
j i = Fi i = 1, . . . , M (2.43)

λ∗
j > 0 ⇒

M∑
i=1

x∗
i j = 1 j = 1, . . . , N (2.44)

µ∗
j i > 0 ⇒ y∗

i = x∗
i j i = 1, . . . , M and j = 1, . . . , N . (2.45)

Condition (2.42) means that a positive flow from i to j signifies that the offer
made by consumers at i , net of their contribution to the building of a facility
at this location, is just equal to the actual cost of supplying these consumers
with their requirement δ j from a facility at i .18 Condition (2.43) means that,
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at location i accommodating a facility, the sum of fees across consumers must
exactly cover the fixed cost of opening a facility at i . When the offer made by
consumers at i is positive, then (2.44) means that the commodity requirement at
i is satisfied by the facility system. Finally, (2.45) means that a positive fee from
consumers at j for a facility at i implies that the fraction of the requirement at
j satisfied from i is equal to the “fraction” of facility open at i .

These conditions imply that, at the optimum, open facilities earn zero profits
(πi = 0), whereas the other facilities are not open because they would make
negative profits (πi < 0) at the equilibrium offers and fees. In other words, the
economyworks as if the commodity price atmarket j (definedby (λ∗

j − µ∗
j i )/δ j )

were equal to the marginal cost (ci + ti j ) when market j is supplied by the
facility at i and lump-sum transfers (µ∗

j i ) are available tomatch exactly the fixed
production costs of the open facilities. It iswell known from linear programming
that such dual variables always exist, and thus the optimummay be decentralized
by prices and lump-sum transfers.

Unfortunately, the counterexample presented below shows that the solution
to the dual may yield a solution whose primal involves fractional values for the
variables yi , thus violating the integral constraints (2.36). To make calculations
easier, we substitute (2.39) into (2.40) and set

[λ j − (ci + ti j )δ j ]
+ = max{λ j − (ci + ti j )δ j , 0}

i = 1, . . . , M and j = 1, . . . , N

so that the dual programmay be rewritten under the following condensed form:

max Ẑ D =
N∑
j=1

λ j

subject to

N∑
j=1

[λ j − (ci + ti j )δ j ]
+ ≤ Fi i = 1, . . . , M.

In this new setting, [λ j − (ci + ti j )δ j ] describes the fee that consumers at j
are willing to pay in order to have a facility at i supplying them at its marginal
production and transportation cost.

Example. The local markets and potential locations coincide with the vertices
of a triangle whose sides have a length equal to 1. The commodity requirements
are the same across markets with δ j = 1. The production cost is the same
across locations with Fi = 2 and ci = 0. Finally, transportation costs are linear
in distance, and the commodity is shipped in a clockwisemanner (the admissible
routes are from 1 to 2, from 2 to 3, and from 3 to 1) so that the matrix (ti j ) is
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as follows:

0 1 2

2 0 1

1 2 0


 .

Clearly, it is less costly to supply, say, the consumers at 1 first from site 1,
then from site 3, and finally from site 2. The corresponding condensed dual is:

max Ẑ D = (λ1 + λ2 + λ3)

subject to

[λ1]+ + [λ2 − 1]+ + [λ3 − 2]+ ≤ 2

[λ1 − 2]+ + [λ2]+ + [λ3 − 1]+ ≤ 2

[λ1 − 1]+ + [λ2 − 2]+ + [λ3]+ ≤ 2.

By symmetry, it is straightforward to check that

λ∗
1 = λ∗

2 = λ∗
3 = 3/2,

and thus the optimal value of the dual is equal to 9/2. Hence, the complemen-
tarity conditions (2.42)–(2.45) are satisfied if and only if

y∗
1 = x∗

11 = x∗
12

so that facility 1 supplies markets 1 and 2,

y∗
2 = x∗

22 = x∗
23,

facility 2 supplies markets 2 and 3,

y∗
3 = x∗

31 = x∗
33,

and facility 3 suppliesmarkets 1 and 3.Because x∗
1 j + x∗

2 j + x∗
3 j = 1, it then fol-

lows that y∗
i = 1/2 for all i . The preceding three equalities therefore imply that

x∗
11 = x∗

12 = x∗
22 = x∗

23 = x∗
31 = x∗

33 = 1/2

x∗
13 = x∗

21 = x∗
32 = 0.

As a consequence, the relaxed problem yields a solution in which “half” a
facility is established at every location. Total production costs are equal to 3, and
total transportation costs to 3/2. This result obviously contradicts the integer
constraints (2.36) because there is no optimal solution in which each market is
supplied from a single facility (e.g., x∗

11 and x∗
31 are both positive). Therefore, it

is sufficient to build the fraction of the facility corresponding to the maximum
of the fractions of the requirements it serves (here 1/2) to get the optimum of
the relaxed problem.
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Going back to the original problem (2.33)–(2.36), some simple calculations
show that the optimal solution is given by

y∗
1 = y∗

2 = 1

x∗
11 = x∗

22 = x∗
23 = 1,

thus implying that total production costs are equal to 4 and total transportation
to 1. Because plants are indivisible, more is spent on fixed production costs
without permitting reduced transport costs. This yields a value for the objective
function (2.33) equal to 5, which is strictly larger than the optimum value of
the relaxed problem (9/2). The difference Z − Ẑ D is called the duality gap.
It is precisely the existence of this gap that makes it problematic, not to say
impossible, to decentralize the optimal configuration even though we allow for
more instruments, that is, prices and fees.

The situation is not as bad as it seems to be, however. First, in practical
problems, the solution to the dual of the relaxed SPLP is often an integer, thus
making decentralization through a system of nonlinear prices possible. Second,
there are some interesting recent results showing how the SPLP and the dual are
connected, which are now discussed. Assume that marginal production costs
are equal across locations and that transportation costs ti j satisfy the triangular
inequality

ti j ≤ tik + tk j for all i, j, and k

as well as the symmetry property

ti j = t ji .

The last two conditions hold under fairly general conditions such as transport
costs given by a concave and increasing function of any metric (Huriot, Smith,
and Thisse 1989).

In this case, Chudak (1998) has shown that the optimal value of Z never
exceeds the optimal value of ZD by more than 74%:

max ZD ≤ min Z ≤ [(e + 2)/e] max ZD. (2.46)

In other words, a configuration of facilities and a two-part tariff system always
exist that allow one to recover at least the fraction e/(e + 2) ≈ 0.576 of the
total cost incurred. It is worth stressing that this bound holds regardless of the
form of the metric used to measure distance over space and for any finite set of
locations and markets. Furthermore, it is conjectured that the upper bound used
in (2.46) is not the best possible; for the time being, it seems that this bound
would be about 1.463, in which case the system operator would be certain to
recoup at least 68% of the total cost (Guha and Khuller 1998).

In many practical problems, however, the duality gap is often much lower
than the one given in (2.46). In particular, when all the locations and themarkets
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are colinear, it has been shown that

min Z = max ZD,

which means that any one-dimensional SPLP may be decentralized by means
of a nonlinear price system. This is a very nice result especially relevant for
transport systems developed along a major corridor. However, this result is also
somewhat misleading because it might provide wrong insights about decentral-
ization within more general location problems.

Last, there is no duality gap if and only if the core of the economy corre-
sponding the SPLP is nonempty (Goemans and Skutellla 2000). This result has
two major implications:

1. Being able to decentralize the optimal solution to the SPLP means that
there is a pricing rule such that no group of consumers located at some
markets j may be strictly better off by seceding from the others.

2. Thenonlinear pricing rule considered in the foregoingdiscussionbelongs
to the core and is therefore accepted by the grand coalition of all the
consumers.

Those results suggest that approximate nonlinear competitive equilibria may
exist since the approximation obtained by relaxing the integral constraints in
the SPLP is often fairly good. We will return to the decentralization of the
optimum, using a different approach, in Sections 4.3 and 5.2.

2.5.2 Notes on the Literature

TheSPLPhas been proposedmore or less simultaneously by various authors, in-
cluding Kuehn and Hamburger (1963), Manne (1964), and Stollsteimer (1963).
Since then, it has attracted much attention in operations research, and a great
deal has been learned about this model and its various extensions. Exten-
sive surveys of the literature related to the SPLP can be found in Francis and
Mirchandani (1990) and Labbé, Peeters, and Thisse (1995).

2.6 CONCLUDING REMARKS

Economic theory has long been dominated by the competitive paradigm, and
this may partly explain why space has been neglected by the economics pro-
fession. Indeed, we have seen that, when a competitive equilibrium exists in a
homogeneous spatial economy, no transportation can occur; hence, regions do
not specialize and agglomerations of firms and households cannot be formed
and sustained. This is not what we observe in the real world.

Of course, assuming that space is heterogeneous as a result of an uneven ge-
ographical distribution of natural resources may help to explain a nonuniform
distribution of economic activities over space. It is our contention, however,
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that the diversity of resources does not provide a fully satisfactory explanation
for the existing spatial concentration and regional specialization. In saying this,
we do not deny the usefulness of neoclassical trade theory based on constant
returns to scale and comparative advantage. We mean that, by relying solely on
the diversity of resources over space, one puts aside the main endogenous
socioeconomic forces that yield agglomeration and specialization (“second
nature”). Even though physical attributes may explain why particular loca-
tions nest agglomerations such as cities, these attributes are not sufficient to
explain why these agglomerations may become so large. As argued previously,
their size must be explained through the interplay of economic and social in-
teractions within economic models.19 To perform such a task and to construct
economically relevant theories of agglomeration, wemust depart from the com-
petitive paradigm.

Finally, because land is essential and scarce and transportation is costly in
the real world, the presence of some kinds of indivisibilities is crucial to under-
standing the emergence of economic agglomerations (see also our discussion
in Chapter 1). In this case, the decentralization of economic decisions by means
of perfectly competitive markets is problematic – even when two-part tariffs
are permitted. We will see, however, that much can be achieved by appealing
to noncompetitive theories of market behavior and to nonmarket institutions.

APPENDIX

In the general case with M firms and M locations, when locations are appro-
priately situated (for example, locations are distributed along a circle) and the
input–output linkages among firms are appropriately chosen, a location assign-
ment may seem supportable by a competitive price system. And, indeed, since
the publication of Koopmans and Beckmann (1957), several counterexamples
have been proposed. After a close examination, however, they turn out to be
false. To prevent the reader frommaking such a vain attempt, we show here that
no competitive equilibrium exists in the quadratic assignment problem when
space is homogeneous.

There are M firms (i = 1, . . . , M) and M homogeneous locations (r =
1, . . . , M ). Firm i produces good i using inputs q ji ( j = 1, . . . , M) produced
by each other firm j , where the q ji ’s are constants such that at least one q ji

is strictly positive. By convention, we set qii = 0 for all i . Each location can
accommodate one firm only. Let ti (r, s) > 0 be the cost of shipping one unit of
good i from r to s (r �= s).

Consider any feasible assignment.Without loss of generality, we assume that
firm i is assigned to location i . In this way, each location is characterized by
the index of the firm that is assigned there. Let {pi (r ), R(r ); i, r = 1, . . . , M}
be the price system assumed to support this assignment. In this case, the profit
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of firm i at location i is given by

πi (i) = ai + pi (i)
M∑
j=1

qi j −
M∑
j=1

p j (i)q ji − R(i),

where ai is a constant independent of the firm’s location. If firm i relocates to
location r and conducts the same activity, its profit is given by

πi (r ) = ai + pi (r )
M∑
j=1

qi j −
M∑
j=1

p j (r )q ji − R(r ),

Let us define the incentive for firm i to move from location i to location r
by

Ii (i, r ) = πi (r ) − πi (i) r = 1, . . . M and r �= i (A.1)

and define the aggregate incentive for all firms to move (to all other possible
locations) as follows:

I =
M∑
i=1

M∑
r=1

Ii (i, r ). (A.2)

In equilibrium, because no Ii (i, r ) can be positive, the aggregate incentive I
must be nonpositive.

In fact, we show below that

I = M
M∑
i=1

M∑
j=1

qi j ti (i, j); (A.3)

that is, the aggregate incentive for all firms tomove isM times the total transport
costs associated with the original assignment, which is strictly positive. This
implies that no feasible assignment can be supported by a competitive price
system.

To demonstrate (A.3), we proceed as follows. First, observe that in calcu-
lating Ii (i, r ) in (A.1), the constant ai disappears. Second, in evaluating I as
defined by (A.2), whenwe compute the sum Ii (i, r ) + Ir (r, i) for each pair (i, r ),
the land rents R(i) and R(r ) disappear. Therefore, we may focus on quantities
qi j and express the total incentive I as follows:

I =
M∑
i=1

M∑
j=1

qi j fi j (P), (A.4)

where fi j (P) is a function of all prices pi (r ). To determine these functions, let
us focus on any one pair (i, j) such that qi j �= 0. Because qi j is a part of the
sales made by firm i while it is also an input of firm j , qi j appears in each of
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the following incentive-to-move functions related to firm i and firm j :

for firm i : Ii (i, r ) = πi (r ) − πi (i) r �= i,

for firm j : I j ( j, s) = π j (s) − π j ( j) s �= j.

Therefore, in calculating the aggregate incentive I , the quantity qi j appears only
in the following subtotal:

M∑
r=1

Ii (i, r ) +
M∑
s=1

I j ( j, s) ≡ Ii (i, j) + I j ( j, i) +
M∑

r=1
r �=i, j

{Ii (i, r ) + I j ( j, r )}.

In Ii (i, j), using (A.1) in which r = j , we see that the term related to qi j ap-
pears as qi j [pi ( j) − pi (i)]. Similarly, in I j ( j, i), the term related to qi j appears
as qi j [pi ( j) − pi (i)]; this stands for firm j’s cost saving on input qi j associated
with firm j’s relocation from j to i . Hence, in Ii (i, j) + I j ( j, i), the term related
to qi j appears as 2qi j [pi ( j) − pi (i)].

Since, for each pair (i, j), the equilibrium prices must be such that

pi ( j) = pi (i) + ti (i, j) when qi j > 0

in Ii (i, j) + I j ( j, i) we have

2qi j [pi ( j) − pi (i)] = 2qi j ti (i, j). (A.5)

Finally, take any r �= i, j . Then, in Ii (i, r ), the term related to qi j appears
as qi j [pi (r ) − pi (i)], which represents the change in revenue for firm i from
selling the quantity qi j at location r instead of selling it at location i . On the
other hand, in I j ( j, r ), the term related to qi j appears as qi j [pi ( j) − pi (r )],
which represents a part of firm j’s cost saving associated with the relocation
from location j to r. Hence, in Ii (i, r ) + I j ( j, r ), we have

qi j [pi (r ) − pi (i)] + qi j [pi ( j) − pi (r )] = qi j [pi ( j) − pi (i)]

= qi j ti (i, j), (A.6)

thus implying that, if both firms i and j relocate to r �= i and j , they can save
the transport cost qi j ti (i, j).

Becausewe have M − 2 such locations r �= i, j,we see from (A.5) and (A.6)
that, in the sum (A.4), the term related to qi j appears as

2qi j [pi ( j) − pi (i)] + (M − 2)qi j [pi ( j) − pi (i)] = Mqi j [pi ( j) − pi (i)]

= Mqi j ti (i, j),

and thus, using (A.4), we obtain

fi j (P) = M[pi ( j) − pi (i)] = Mti (i, j).
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Because this result holds for any pair (i, j) such that i �= j , wemay conclude
as in (A.3).

NOTES

1. This idea was put forward by Allais (1943, 809).
2. This is consistent with a standard result in trade theory according to which perfectly

competitive agents exchange commodities as long as there are differences in relative
endowments, production techniques, or preferences across locations. Hence, no
trade would occur in the noeclassical model with a homogeneous space (Samuelson
1939, 1962).

3. For example, if natural amenities may explain the development of the French
Riviera, they do not seem to play any major role in the surge of a large metropolitan
area of 30 million people such as Tokyo.

4. That convex preferences do not fit consumer behavior in a spatial economy had also
been noticed by several general equilibrium theorists such as Hildenbrand (1974,
83) and Malinvaud (1970, 22).

5. More precisely, the proof of the existence of a competitive equilibrium assumes
only the convexity of the production set of the economy, not the convexity of the
production set of each firm, the latter being a sufficient condition for the former
(Debreu 1959, chapter 6). This does not affect, however, the nature of the difficulty
addressed here.

6. The resulting optimization problem involves a quadratic objective function, which
accounts for the name of the problem.

7. The reader may find the competitive assumption unrealistic in the case of two firms.
As shown by the spatial impossibility theorem proven below, the number of agents
can be made very large without changing the conclusions.

8. For simplicity, we have not taken natural resources into account. However, they
could be integrated into the model, if they are assumed to be uniformly distributed
across regions but not (necessarily) across households.

9. Replacing equalities by inequalities in (2.5) and (2.6) does not affect the result,
whereas the inequality in (2.7) turns out to be essential.

10. Of course, this expression underestimates the profit that firm f couldmake in region
B by adjusting its production plan. The same holds for households. However, the
argument used by Starrett is sufficient for the spatial impossibility theorem.

11. As shown by the vast literature developed around the theme of the “spatial price
equilibrium,” standard general equilibrium theory can be very useful for the study
of commodity flowswhen both firms and households have fixed and given locations
(see, e.g., Takayama and Judge, 1971).

12. Such a situation was typical of the manufacturing sector in the nineteenth century
when plant locations were very much governed by the geographical distribution of
raw materials, which was itself very uneven. This is much less relevant in modern
economies replete with footloose firms.

13. See Heffley (1972, 1976) and Hamilton (1980) for further developments.
14. Ellickson and Zame (1994) disagreed with this claim and argued that the introduc-

tion of moving costs in a dynamic setting may be sufficient to save the competitive
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paradigm. To our knowledge, however, the implications of their approach have not
yet been fully worked out.

15. Fujita and Thisse (1993) have shown how the land capitalization process (see
Chapter 4)maybe used to provide a solution to a generalized version of the quadratic
assignment problem. They designed a game in which firms’ payoffs are defined by
their profits augmented by the value of the land rent they create and showed that
this game always has pure strategy equilibria that are also socially optimal.

16. However, in an economy with a continuum of locations and a continuum of con-
sumers having location-dependent preferences, Berliant, Papageorgiou, and Wang
(1990) have identified technical problems that cast doubt on the validity of the first
welfare theorem in such a general context.

17. See Drezner (1995) for several surveys devoted to various aspects of this literature,
whereas Hansen et al. (1987) have offered an economics-oriented survey.

18. These conditions are similar to those derived by Samuelson (1952) and discussed
in Section 2.3.

19. For example, Cronon (1991) explained how first and second nature are to be com-
bined to account for both the location and the growth of Chicago.
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The Thünen Model and Land Rent Formation

3.1 INTRODUCTION

Land use models explain the way various activities using land locate over a
given area. This phenomenon can be studied from a different perspective by
asking which activities are accommodated in specific locations. As will be
seen in this chapter, these two approaches may be considered interchangeable,
although they differ somewhat. The first is more in line with microeconomics
in that the analysis focuses on where given agents chose to locate, whereas the
second is more akin to the approach followed by many geographers, who put
the emphasis on places and densities and not on agents.1

Because, in a market economy, land is allocated among activities through the
price of land, the land use problem is equivalent to asking how the price of land
is determined in a competitive economy. This does not seem to be a feasible
task, for we have just seen that the price mechanism does not work in a spatial
economy. The spatial impossibility theorem does not preclude, however, the
possibility of uncovering particular, but relevant, economic situations in which
the price mechanism is able to govern the allocation of activities over space.
This is precisely what we will try to do in this chapter.
The prototype of such particular situations has been put forward by Thünen

(1826), who sought to explain the pattern of agricultural activities surrounding
cities in preindustrial Germany. The various models developed in his footsteps
can be cast within the Arrow–Debreu framework because transactions must
occur at a given marketplace (the town in Thünen’s analysis), whereas activities
(the crops in Thünen’s analysis) and land are supposed to be perfectly divisible.2

Oncemarkets are considered as perfectly competitive, it becomes easy to under-
stand why the Thünian model has been extensively studied in both production
theory and urban economics where it has proven to be a very powerful tool.
That is, the Thünian model rests on the paradigmatic combination formed by
the standard assumptions of constant returns and perfect competition, while
assuming an exogenously located marketplace.

62
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Each location in space is characterized by various factors such as soil con-
ditions, relief, geographical position, and the like. Both land rent and land use
vary across locations depending on these characteristics. Among them, themost
important for location theorists is the transport-cost differential over space. Al-
though Ricardo concentrated more on fertility differences in his explanation
of the land rent, Thünen constructed a theory focusing on the transport-cost
differentials across locations. For that, he used a very simple and elegant set-
ting in which space is represented by a plain on which land is homogeneous in
all respects except for a marketplace in which all transactions regarding final
goods must occur. The location of this marketplace is supposed to be given,
and the reasons for its existence are left outside of the analysis. (Possible ex-
planations for the formation of such a marketplace will be dealt with in later
chapters.) We will see that very interesting results can be obtained with this
model. In essence, the Thünen model shows how the existence of a center is
sufficient for a competitive landmarket to structure the use of space by different
activities.
Not all transactions, however, need to occur at the market town. In particular,

it seems reasonable to assume that intermediate inputs are traded on a local basis
instead of being shipped to the marketplace. Therefore, we will extend the basic
model by integrating intermediate goods, which are also produced from land but
locally traded. This will allow us to shed light on the impact that technological
linkages may have on the spatial distribution of activities.
Our purpose in this chapter is not to provide a comprehensive survey of what

has been accomplished in the large body of land use theory. Instead, we have
chosen to focus on the main principles underlying Thünen’s analysis. To this
end, we discuss in Section 3.2.1 the properties of a simple model formulated
within the general competitive equilibrium framework. Specifically, we assume
that (1) all agents are price-takers, (2) producers operate under constant returns
to scale, and (3) there is free entry in each type of activity. The price-taking
assumption in the land market can be justified on the grounds that land in a
small neighborhood of any location belonging to a continuous space is highly
substitutable, thus making the competitive process for land very fierce.
However, because our main concern is to determine which agent occupies

a particular location, it appears to be convenient, both here and in subsequent
chapters in which we work with a land market, to determine the land use equi-
librium from the bid rent function suggested by Thünen. The concept of bid rent
function is probably what makes Thünen’s analysis of land use so original and
powerful. In a sense, it rests on the idea that land at a particular location corre-
sponds to a single commodity whose price cannot be obtained by the textbook
interplay between a large number of sellers and buyers, for as Alonso (1964,
41) put it, “land as space is a homogeneous good and land at a location is a
continuously differentiated good.”
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Having said that, our aim is to find what kind of spatial distribution may
arise in equilibrium as well as the features of the land rent profile sustaining
such a distribution. Though the model is very simple, it shows that the spa-
tial heterogeneity generated by a preexisting center is sufficient to obviate the
negative conclusion of the spatial impossibility theorem. Two extensions of the
basic model will be considered, namely, the introduction of intermediate goods
(Section 3.2.2) and the possibility of substitution between land and labor in
production (Section 3.2.3).
In Section 3.3, we will continue our exploration of the Thünian model by

studying its applications to the formation of the urban land rent and the resi-
dential distribution of housing within a monocentric city. In this case, as sug-
gested by Isard (1956, chapter 8) and formally developed by Alonso (1964), the
Thünian town is reinterpreted as the city center (or central business district) to
which individuals must commute in order to work, whereas housing is devel-
oped in the surrounding area. Our main focus here will be on the households’
trade-off between housing size and accessibility to the city center where jobs are
available. We will see that this simple model provides a set of results consistent
with the prominent feature of urban structures (Section 3.3.1). In particular, it
explains the decrease in the urban land rent with distance away from the city
center as well as the fall in the population density as one moves away from
the center. As in the Thünian model, the city center plays a key role in the
emergence of such a residential structure. Some comparative statics analysis
is then performed on the residential equilibrium (Section 3.3.2). This analysis
reveals several tendencies that agree with the main stylized facts suggested by
urban economic history.3 Among others, we note a spreading of the residential
area corresponding to suburbanization when consumers get richer and com-
muting costs become lower, thus providing an explanation for what has been
observed in many modern cities. We go on by showing that the market city is
efficient in the absence of spatial externalities such as congestion in transport
(Section 3.3.3).
In the foregoing analysis, the consumers are assumed to be identical in

preferences and incomes. We go one step further by studying how the resi-
dential structure is affected when consumers are differentiated by their income
(Section 3.3.4) and demonstrate that high-income consumers tend to settle far
from the city center, which is left to the low-income ones. Finally, following
the tradition of mainstream urban economics, we have assumed throughout this
chapter a continuum of locations and consumers, thus working with a model
in which all the unknowns are described by density functions. We show how
the basic model of urban economics can be related to that of a city with a finite
number of consumers located in a continuous urban space (Section 3.3.5). We
conclude in Section 3.4 with a brief discussion of alternative but related urban
models.
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3.2 THE LOCATION OF DIVISIBLE ACTIVITIES

3.2.1 The Basic Model

By allocating an acre of land near the town to some crop, the costs of delivering
all other crops are indirectly affected as they are forced to be grown farther
away. Hence, determining which crops to grow where is not an easy task, thus
making the work of Thünen very original. Though fairly abstract for the time,
his treatment of the land use problemwas not mathematical. One had to wait for
the work of Launhardt ([1885], 1993, chap. 30), Lösch ([1940], 1954, chap. 5),
and Dunn (1954) to have a formal presentation of his ideas.
The model is based on the following premises. There is a town located at the

center of a featureless plain. All the products of various agricultural activities
established in the surrounding area are to be traded there. The state formed by
the town and its hinterland has no economic connections with the rest of the
world; it is thus referred to as an isolated state. This isolated state is formally
described by a large set of the Euclidean plane in which the town, treated as a
point, is at the origin of the plane, whereas the distance from any point to the
town is measured by the Euclidean distance. Each location r is identified by its
distance r to the town.4

There are n activities, each producing a different agricultural good, or crop,
denoted i = 1, . . . , n. One may think of an activity as a set of farmers selling
the same crop and using the same technology. The production of one unit of
good i requires only the use of ai units of land, where ai is a positive constant
independent of location, so that the technology of activity i exhibits constant
returns to scale.5 Consequently, if a unit of land at distance r is allocated to
activity i , the corresponding production qi (r ) of good i is given by

qi (r ) = 1

ai
. (3.1)

The density of land at each location is unity, and thus land density at distance
r equals 2πr .
Inasmuch as our focus is on land use, we put aside the determination of the

prices of the agricultural goods in the town, which are supposed to be given
and constant. Specifically, good i is sold at price pi in the town to which it is
shipped from its production place at a constant transport cost ti per unit of good
i and unit of distance. In other words, the product and transport markets are
perfectly competitive.6

There is a perfectly competitive land market at every location in space, and
the opportunity cost of land is assumed to be zero. However, as observed in
the introduction, it is convenient to think that land at any point is allocated
to an activity according to a bidding process in which the producer offering
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the highest bid secures the corresponding lot. In this regard, Thünen imagined
a process in which each farmer makes an offer based on the surplus he can
generate by using one unit of land available at any particular location. Because
land is the only input and goods must be shipped to the market town, it should
be clear that this surplus is given by (pi − ti r )/ai . It varies with the activity but
also with the location. Each activity i can then be characterized by a bid rent
�i (r ) which is defined by the surplus per unit of land of any producer of good i
at location r . Specifically, the bid rent of activity i at location r is here defined
as follows:

�i (r ) ≡ (pi − ti r )/ai . (3.2)

Since farmers are rational, they maximize profit per land unit. Being price-
takers, the profit πi (r ) made by a farmer in activity i per unit of land at location
r is given by

πi (r ) = (pi − ti r )qi (r )− R(r ) = �i (r )− R(r ),

using (3.1) and (3.2), where R(r ) is the rent per unit of land prevailing at distance
r . Hence, if the profit earned by raising crop i at r is zero, the bid rent coincides
with the market land rent.
In the present setting, a competitive equilibrium is defined by a land rent

function and by the areas in which each activity is undertaken such that no
producer finds it profitable to change the location of its activity at the prevailing
land rent. Because returns to scale are constant, it follows that any farmer with
a positive output earns zero profits, whereas the equilibrium land rent cannot
be negative. Consequently, (3.2) implies that the equilibrium land rent is such
that

R∗(r ) ≡ max
{
max

i=1,...,n
�i (r ), 0

}
= max

{
max

i=1,...,n
(pi − ti r )/ai , 0

}
(3.3)

so that the land rent function R∗(·) emerges as the upper envelope of the bid
rent functions �i (·). In other words, at the end of the bidding, each location is
occupied by the agent who is able to offer the highest bid.7

Each bid rent function being decreasing and linear in distance, we may
conclude as follows:

Proposition 3.1 The equilibrium land rent function is the upper envelope of
all bid rent functions, and each crop is raised where its bid rent equals the
equilibrium land rent. If the transport cost function is linear in distance, then
the equilibrium land rent is decreasing, piecewise linear, and convex.

As suggested in the introduction, it appears that the land rent is given by the
differential surplus corresponding to the resources saved in transport by themost
profitable activity relative to the zero surplus obtained at the extensivemargin of
land use. It even turns out that, for each activity, land rent is equal to the saving in
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Figure 3.1: The land rent profile and Thünen rings when n = 3.

transport cost. This strict relationship should not be overemphasized, however,
because it depends on the assumption of fixed technological coefficients (see
Section 3.2.3). An illustration of a land rent profile in the case of three activities
is provided in Figure 3.1.
It follows from Proposition 3.1 that, in equilibrium, the area allocated to a

crop has the shape of a ring (or annulus) centered at the market town. Then, the
crops, if they are raised, is ordered by the distance from the town in such a way
that the crop having the steepest bid rent function locates nearest to the town,
the crop with the second steepest locates in the next ring, and so on. Hence, it is
not true that zones near the market town are necessarily locations of intensive
type of land use or are appropriated by activities producing transport costly
goods. Instead, as one moves away form the center, it is the activity with the
steepest cost gradient, defined here by the ratio ti/ai , that outbids the remaining
activities, and secures the corresponding location. For example, if the activities
usemore or less the same amount of land per unit of output, the hard-to-transport
goods, typically because they are perishable, are produced close to the market
town, whereas the easier-to-ship goods are produced farther away from their
consumption place. Conversely, if the transport rates are about the same across
goods, land-intensive activities are located close to the market town, whereas
land-extensive activities are developed far from the center.
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Proposition 3.1 implies several other things. First, all activities are distributed
around the center which, therefore, appears to be the pivotal element in the
spatial organization of production. Second, each location is specialized and
activities are spatially segregatedwithin rings of land.However, wewill see that,
in other contexts (see Section 3.2.2), integrated configurations inwhich different
activities are undertaken at the same locations may also arise in equilibrium.
Last, any activity k such that

�k(r ) < R∗(r ) for all r ≥ 0

has a zero output in equilibrium because it is unable to generate a surplus
large enough to outbid the other activities anywhere in the plane. For notational
simplicity, we assume from now on that all activities have a positive output in
equilibrium.
Without loss of generality, we can reindex the activities in decreasing order

of the slope (in absolute value) of their bid rent functions:

t1/a1 ≥ . . . ≥ tn/an.

We now show how the land use equilibrium pattern can be determined by using
the bid rent function. Because activity 1 generates the highest surplus in the
immediate vicinity of the town, it uses a disk of land (that is, an annulus with
a zero inner radius) whose radius r∗

1 must satisfy

�1(r
∗
1 ) = �2(r

∗
1 );

that is,

r∗
1 = p1/a1 − p2/a2

t1/a1 − t2/a2

beyond which activity 2 is undertaken because its surplus becomes higher than
that of activity 1. Similarly, activity i (= 2, . . . , n − 1) will occupy a ringwhose
inner radius r∗

i−1 is such that

�i−1(r∗
i−1) = �i (r

∗
i−1)

whereas the outer radius r∗
i is the unique solution to

�i (r
∗
i ) = �i+1(r∗

i )

because the two bid rents are to be equal along the border between two adjacent
rings. Solving this equation yields

r∗
i = pi/ai − pi+1/ai+1

ti/ai − ti+1/ai+1
.
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Finally, the external margin of land use is endogenously determined at the
distance r∗

n from the market town at which

�n(r
∗
n ) = 0

because the opportunity cost of land is assumed to be zero:

r∗
n = pn

tn

so that land is used only within a bounded disk whose radius is given by r∗
n .

Beyond this distance stands Thünen’s wilderness.
Since the equilibrium is competitive and there are no externalities, one ex-

pects this concentric pattern of rings to be socially optimal. That is, any other
pattern in terms of size and shape would result in a lower social surplus S
defined as the sum of crop values minus transport costs.

S ≡
n∑

i=1
pi Qi −

n∑
i=1

Ti , (3.4)

where Qi is the output of activity i , and Ti is the corresponding transportation
cost. Let θi (r ) ≥ 0denote the proportion of the land used by activity i at distance
r (

∑
i θi (r ) ≤ 1). Then, because 2πr units of land are available at distance r,

we have

Qi =
∫ ∞

0
θi (r )2πr/ai dr

and

Ti =
∫ ∞

0
[θi (r )2πr/ai ]ti rdr.

Substituting Qi and Ti into (3.4) and using (3.2), we obtain

S = 2π
∫ ∞

0

[
n∑

i=1
θi (r )�i (r )

]
rdr.

Maximizing S with respect to θi (·) is therefore equivalent to maximizing the
bracketed term at each location r with respect to θi (r ) subject to

∑
θi (r ) ≤ 1.

Clearly, activity i is carried out at distance r if and only if �i (r ) is positive and
the maximum of all bid rents. Therefore, the optimum land use and market out-
come are identical in the Thünian model, and both result in identical concentric
annuli.8

The preceding analysis can be readily extended to the case of several pro-
duction factors if production functions are of the fixed coefficient variety and
if the return of each factor other than land is the same across locations. The
case of a neoclassical technology is more complex and will be studied in
Section 3.2.3.
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The Thünian model can be closed by assuming that all agricultural activities
need land and laborwhile a (n + 1)thmanufactured good is produced in town by
using labor alone – typically under the form of craftsmanship; such a specializa-
tion of tasks reflects the traditional division of labor between cities and the coun-
tryside.Workers are perfectly mobile and landlords reside in town; they all have
identical (homothetic) preferences defined over the (n + 1) goods. The solution
to such a general spatial equilibrium model, in which the real wage common
to all workers as well as the prices of agricultural and manufactured goods are
endogenous, has been studied by Samuelson (1983) when n = 2 and byNerlove
and Sadka (1991)when n = 1. In Chapter 10, we follow amore general research
strategy in which the formation of the town itself is made endogenous.

3.2.2 Technological Linkages and the Location of Activities

So far we have assumed that any produced good is shipped to the market town
in which it is consumed. A well-known difficulty encountered in economics is
to account for the existence of intermediate goods. It is interesting to figure
out what the ring-shaped pattern obtained in the Thünian model becomes when
some goods are used as inputs in the production of other goods. To the best
of our knowledge, this problem has been first modeled by Mills (1970; 1972a,
chap. 5) and extended further by Goldstein and Moses (1975). These authors
assumed that intra-area shipments go by the shortest route and need not be
shipped through the town.
The main change in the spatial organization of production is that several

goods may be produced simultaneously at the same location instead of being
produced in separated locations, as in the preceding section. To illustrate the
working of such an economy, we adopt a slightly modified version of Mills by
assuming that only twogoods are involved, good2beingusedonly as an input for
producing good 1, which is itself shipped to the market town for being sold at a
given price p1.Wewill study this particular model in detail because it will allow
us to see howall the equilibriumconditions interact to determine the equilibrium
configuration and why the assumption of complete markets is needed.
As before, the production of one unit of good i requires a fixed amount of

land ai . However, producing one unit of good 1 requires also b units of good 2.
Without loss of generality, the units may be chosen for b = 1.
If Q1 is the quantity of good 1 produced and Q2 the quantity of good 2

required, we have Q1 = Q2. It is worth noting that the equilibrium distance to
the external land margin r2 depends on the total production of good 1 but not
on the way land is allocated between the two activities. Indeed, we have

a1Q1 + a2Q2 = (a1 + a2)Q1 = πr22

so that

r2 = [(a1 + a2)Q1/π ]
1/2.
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An equilibrium configuration arises when no producer wants to change the
location of his activity at the prevailing land rent and factor prices and when
the spatial price equilibrium conditions for the intermediate product hold.
Because the model is linear, we may disregard the intermediate cases and focus
on the following two polar configurations: the integrated one, where both activ-
ities are undertaken together at each location, and the segregated one, where the
two activities are separated as in Section 3.2.1. The spatial price equilibrium
conditions then imply that it is never profitable to transport good 2 when the
configuration is integrated; when the configuration is segregated, they say that
the price of good 2 at any location where good 1 is produced is equal to the cost
for one unit of good 2 to be available at the border between the two areas plus
the transport cost from the border point to the production point.
To identify the conditions under which each configuration emerges as an

equilibrium, it is again useful to work with the bid rent function associated with
each activity. If p∗

2(r ) stands for the equilibrium price of good 2 at r , the surplus
per unit of land (or the bid rent) of activity i at each r is defined as follows:

�1(r ) = (p1 − t1r )− p∗
2(r )

a1
(3.5)

�2(r ) = p∗
2(r )

a2
. (3.6)

First, consider an integrated configuration. In this case, the two activities
must have the same bid rent at each r ≤ r2, as illustrated in Figure 3.2. That is,

(p1 − t1r )− p∗
2(r )

a1
= p∗

2(r )

a2

or

p∗
2(r ) = a2

a1 + a2
(p1 − t1r ). (3.7)

Setting�2(r ) = 0 (or p∗
2(r ) = 0) at r2, we obtain the fringe distance as follows:

r∗
2 = p1/t1.

The integrated configuration is an equilibrium if and only if shipping good 2
must never be profitable. Because (3.7) is linear in distance, this amounts to

t2 ≥
∣∣∣∣dp2(r )

dr

∣∣∣∣ = a2t1
a1 + a2

or

t2
t1

≥ a2
a1 + a2

. (3.8)
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Figure 3.2: The rent profile for the inte-
grated configuration.

This conditionmeans that the cost of shipping one unit of good 2 is high relative
to that of shipping one unit of good 1 given the relative intensity of land use in
producing the two goods, and thus it is preferable to save on the transport of 2
than on the transport of 1.
The case of a segregated configuration is a bit more involved. Assume as in

Figure 3.3 that good 1 is produced up to r1, whereas good 2 is produced beyond
r1 up to r2. Because the market for good 2 is competitive, everything works as
if there were a marketplace for good 2 located in town, where this good is sold
at some equilibrium price p∗

2 . When good 2 is used at r , we have

p∗
2(r ) = p∗

2 − t2r. (3.9)

Figure 3.3: The rent profile for the segre-
gated configuration.
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Substituting (3.9) into (3.5) and (3.6) yields

�1(r ) = (p1 − p∗
2)− (t1 − t2)r

a1

�2(r ) = p∗
2 − t2r

a2
.

The three unknowns, p∗
2 , r1, and r2, can be determined by using the following

equilibrium conditions. First, the two activities have the same bid rent at r1:

(p1 − p∗
2)− (t1 − t2)r1

a1
= p∗

2 − t2r1
a2

.

Second, the bid rent of activity 2 is zero at r2:

r2 = p∗
2/t2.

Third, Q1 = Q2 implies

πr21
a1

= π
(
r22 − r21

)
a2

,

and thus

r2 =
(

a1 + a2
a1

)1/2

r1 ≡ kr1,

where k > 1. The three conditions above yield

r∗
1 = a2 p1

(k − 1)(a1 + a2)t2 + a2t1
,

r∗
2 = a2kp1

(k − 1)(a1 + a2)t2 + a2t1
,

and

p∗
2 = kt2r

∗
1 .

For the segregated configuration to be an equilibrium, as shown in Figure
3.3, the bid rent curve of crop 1 must intersect that of crop 2 from above at
distance r∗

1 , thus implying

−d�1(r )

dr
≥ −d�2(r )

dr
.

This amounts to

t1 − t2
a1

≥ t2
a1
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or
t2
t1

≤ a2
a1 + a2

. (3.10)

To sum up, we have shown:

Proposition 3.2

1. If

t2
t1

≥ a2
a1 + a2

holds, then the integrated configuration is an equilibrium.
2. If

t2
t1

≤ a2
a1 + a2

holds, then the segregated configuration is an equilibrium.

Though an equilibrium exists, it involves positive transport costs whatever
its shape. This does not contradict the spatial impossibility theorem because the
existence of a center turns out to be a major spatial inhomogeneity. Note also
that the equilibrium may be characterized by positive interactivity transport
costs. This is so when the cost t2 of shipping the intermediate good to the
producers of good 1 is low relative to the cost t1 of shipping the final product to
the market town. In this case, the equilibrium involves specializing land in the
production of good 1 in the vicinity of the center, whereas good 2 is produced
farther away; the pattern of production is ring-shaped as in the Thünian model.
Otherwise, the two activities are spatially integrated to save the interactivity
transport costs. Hence, in the presence of intermediate goods, the equilibrium
does not necessarily involve spatial specialization.9 In addition, there is no
outward shipment of goods in equilibrium: either good 2 is consumed on the
spot (as in the case of an integrated configuration) or transported toward the
inner ring (as in the case of a segregated configuration).
Consequently, when there are technological linkages, the type of spatial

configuration emerging at the market solution varies with the relative value of
the transportation rates. This has an important implication: The fall in transport
costs observed since the beginning of the Industrial Revolution does not imply
that activities become indifferent with respect to their location. Even though
transport costs would decrease, what matters for the organization of space is
their relative changes.
The set of equilibrium patterns becomes richer once we allow for a more

general input–output structure and relax the assumption of an isolated state by
permitting imports through themarket town at given prices p1 and p2 (Goldstein
and Moses 1975). For example, when each activity uses the output of the other,
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if there are no imports, the inner ring is specialized in activity 1, whereas the
outer ring involves integration: good 2 is produced for use in the first ring, but
also for producing good 1 locally in the second ring, which, in turn, is used as a
local input for producing good 2. When they compared their approach with the
quadratic assignment model, Goldstein and Moses (1975, 77) were right when
they claimed the following:

By setting up a model with two goods, and a marketing center we are able to reach an
equilibrium with complete interdependence and positive transport costs.

It is thus fair to say that the continuous approach to land use leads to impor-
tant results with nontrivial equilibria. Unfortunately, the corresponding models
become quickly intractable when the number of goods increases owing to the
many possible special cases involved in characterizing equilibria.
The work by Koopmans and Beckmann (1957) has been at the origin of

a long-standing debate about the (im)possibility of decentralizing the optimal
configuration in a spatial economy. Of course, for this question to be addressed
properly, one must work within a framework in which nontrivial competitive
equilibria exist. In this perspective, Proposition 3.2 offers an interesting starting
point. Furthermore, Mills (1970; 1972a, chap. 5) also showed that, in the model
discussed above, the integrated solution is socially optimal if and only if (3.8)
is verified, that is, when it pays to save on the transport of the intermediate good
despite the need of shipping the final good to the center. On the contrary, when
(3.10) holds, it is the segregated configuration that is socially desirable because
it now pays to economize on the cost of shipping the final product. Accordingly,
the optimum can be sustained as an equilibrium, and vice versa.
This turns out to be a fairly general property because Schweizer and Varaiya

(1976) have been able to show that, in a monocentric economy, the optimal
configuration can always be sustained by a decreasing and convex land rent in
the general case of n goods with any input – output technology. This result is
equivalent to the second welfare theorem for a spatial economy with divisible
activities and technological linkages. Accordingly, we may safely conclude
that the presence of intermediate goods does not prevent the existence of a
competitive equilibriumwhen activities are perfectly divisible andwhen a single
marketplace exists for some goods. In addition, the analysis of Mills reveals
that any equilibrium is an optimum, that is, the first welfare theorem also holds
(see also Goldstein and Moses 1975). Again this seems to be fairly robust in
the case of divisible activities, though a general result comparable to Schweizer
and Varaiya (1976) is missing (see, however, Proposition 2.1). This robustness,
which is due to the divisibility of activities, makes the accessibility of an activity
to the others potentially free because an integrated configuration is always
feasible, whereas the existence of a single marketplace is a spatial heterogeneity
that is used as a coordination device. In this case, there is no market failure. We
will see an example of such a result in Section 3.3.3.
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3.2.3 The Case of a Neoclassical Technology

Even though Thünen is considered the founder of marginalism, his model still
belongs to the realm of classical economics to the extent that it assumes fixed
technological coefficients. A more modern approach is obtained once substi-
tution between land and labor, say, is allowed. This problem was tackled by
Beckmann (1972a), who considered the case of a neoclassical Cobb–Douglas
production function, but more general production functions could be similarly
considered. Here we present a slightly more general analysis of this problem in
that the parameter of this function may vary across activities. We assume that
the assumptions of Section 3.2.1 are still valid, but (3.1) is now replaced by

qi (r ) = f [xi (r )] = [xi (r )]
αi ,

where xi (r ) denotes the quantity (formally, the density) of labor units used
per unit of land, whereas qi (r ) is the output of good i per unit of land. In
this expression, 0 < αi < 1 stands for the substitution parameter between land
and labor for good i . Hence, the marginal productivity of labor is positive and
decreasing; the marginal productivity of land, given by f (xi )− xi f

′
(xi ), is also

positive and decreasing.
The profits πi (r ) per unit of land earned by a producer at location r are then

given by

πi (r ) = (pi − ti r )qi − wxi − R(r ), (3.11)

where w is the wage rate that is, for simplicity, supposed to be given and fixed,
and constant across locations. Therefore, the corresponding profit-maximizing
level of employment is

x∗
i (r ) =

[
αi (pi − ti r )

w

] 1
1−αi

for r ≤ pi

ti
. (3.12)

Accordingly, for each activity, less and less labor is used as one moves
away from the market town so that the equilibrium output is decreasing and
continuous in the distance to the market town. Plugging (3.12) into (3.11)
and setting πi (r ) = 0 and R(r ) = �i (r ), we determine the maximum surplus
that activity i may generate at location r . Consequently, the bid rent function
associated with this activity is now defined by

�i (r ) = (1− αi ) (αi/w)
βi (pi − ti r )

1+βi for r ≤ pi

ti
,

where βi ≡ αi/(1− αi ) > 0. Hence, each bit rent function is decreasing and
strictly convex in distance.
Without loss of generality, let p1/t1 ≤ . . . ≤ pn/tn . Using the same argu-

ment as in Section 3.2.1, it may be shown that the equilibrium land rent is now
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given by

R∗(r ) ≡ max
{
max

i=1,...,n
�i (r ), 0

}
= max

{
max

i=1,...,n
(1− αi )(αi/w)

βi (pi − ti r )
1+βi , 0

}
for p j−1/t j−1 ≤ r ≤ p j/t j ,

and thus:

Proposition 3.3 If production is described by a linear Cobb–Douglas function
and if the wage rate is constant across locations, then the equilibrium land rent
is decreasing and strictly convex in distance to the market town.

Hence, using a neoclassical production function does not affect the gen-
eral pattern of location, which is still described by a set of concentric rings,10

whereas the land rent keeps the same decreasing and convex shape as in the
Thünian model.
However, the simple and elegant condition describing the sequence of land

use zones in the Thünian model does not hold any longer. The most surprising
result, perhaps, is that the employment level may not be a continuous and de-
creasing function across activities.We have seen that this function is continuous
and decreasing within each ring, but this does not necessarily hold at the border
between two adjacent activities. Indeed, the equilibrium conditions imply that,
at any distance r where activity i is undertaken, the land rent equals themarginal
productivity of landwhereas the wage equals themarginal productivity of labor,
that is,

R(r ) = (1− αi )[x
∗
i (r )]

αi (pi − ti r )

as well as

w = αi [x
∗
i (r )]

αi −1(pi − ti r ).

Taking the ratio of these two expressions yields

R(r )

w
= x∗

i (r )

βi
.

Because, at the border r∗
i between the i th and (i + 1)th rings, the same

relationship holds for activity i + 1, and since R(r )/w is the same, it follows
that

x∗
i (r

∗
i )

βi
= x∗

i+1(r
∗
i )

βi+1
.

Hence, the employment level is continuous across activities (x∗
i (r

∗
i ) =

x∗
i+1(r

∗
i )) if and only if the coefficients βi are the same for all activities, that is,
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the production functions are identical for all activities. In this case, the equi-
librium employment is a continuous and decreasing function of the distance to
the market town across locations and activities.
On the other hand, if the coefficients αi differ across activities, there is a

discontinuity in the employment level at the border between two adjacent rings.
Nevertheless, this inputmay still be decreasing. Let us checkwhen this is so. For
x∗

i (r
∗
i ) > x∗

i+1(r
∗
i ) to hold, it follows that βi < βi+1, that is, αi > αi+1. There-

fore, in equilibrium, the labor input is decreasing (but not continuous) provided
that the locations of activities are ordered by decreasing order of the share of
labor in the production of goods. There is no reason to expect this condition to
be satisfied at the equilibrium configuration. Though the consumption of land
remains specialized and ring-shaped, it therefore appears that the employment
level may jump up or down when land use shifts from one activity to the next
once substitution between land and labor is allowed.
Note, finally, that the inspection of the market land rent R∗(r ) reveals that,

for any given activity, the decrease in the land value no longer fully compensates
for the corresponding increase of the transport cost. The change in land price
now induces a substitution from labor to land as one moves away from the
market town, thus making this relationship more involved.

3.2.4 Notes on the Literature

The Thünianmodel has been formalized by Launhardt ([1885], 1993, chap. 30),
Lösch ([1940], 1954, chap. 5), and Dunn (1954). Since then, much attention
has been devoted to the possible reswitching of technologies as one moves
away from the market town. The main results can be found in Schweizer and
Varaiya (1976) and Schweizer (1978). A recent analysis of Thünen’s origi-
nal work is contained in Huriot (1994). Another domain of application of
the Thünian model lies (somewhat ironically) in the neo-Ricardian models
of production considered by Scott (1976) and Huriot (1981; 1994), among
others.

3.3 THE URBAN LAND RENT

3.3.1 Residential Equilibrium in the Monocentric City

The basic urban model focuses on the fundamental trade-off between acces-
sibility and space in residential choice, as developed by Alonso (1964), Mills
(1967), and Muth (1969). To illustrate how it works, we consider a monocen-
tric city with a prespecified center, called the central business district (CBD),
where all jobs are located. For simplicity, the CBD is treated as a point, and
space is assumed to be homogeneous except for the distance to the CBD. In
this context, the only spatial characteristic of a location is its distance from the
CBD, and thus the model is essentially one-dimensional. Compared with the
Thünian model presented in Section 3.2.1, it therefore appears that the CBD
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replaces the market town, whereas the land available for raising crops is now
used for housing.
Consider a continuum N of identicalworkers/consumers commuting directly

to the CBD where they earn a given fixed income Y . Each consumer has a
utility U depending on the quantity z of a composite good, which is available
everywhere at a price equal to 1, and the lot size s of housing.11 It is assumed
thatU is strictly increasing in each good, twice continuously differentiable, and
strictly quasi-concave while both z and s are essential goods (every indifference
curve has each axis as an asymptote). Furthermore, the lot size s is assumed
to be a normal good. If a consumer is located at a distance r from the CBD,
his budget constraint is then given by z + R(r )s + T (r ) = Y , where R(r ) is the
rent per unit of land at r and T (r ) the commuting costs at r . We suppose that
there is no congestion in commuting while T (r ) is strictly increasing in distance
and 0 ≤ T (0) < Y < T (∞).
The residential problem of the consumer can then be expressed as follows:

max
r,z,s

U (z, s), s.t. z + s R(r ) = Y − T (r ), (3.13)

where Y − T (r ) is the net income at r . The only difference from the standard
consumer problem is that here the consumer must also choose a residential
location r ≥ 0, which affects the land rent he pays, his commuting cost, and
his consumption bundle. It should be clear that this problem encapsulates the
trade-off between accessibility, measured by T (r ), and the land consumption,
measured by s.
Because consumers are identical in terms of preferences and income, in

equilibrium they must reach the same utility level u regardless of location. In
the same spirit as in the Thünian model, we define the bid rent function�(r, u)
of a consumer as the maximum rent per unit of land that he is willing to pay at
distance r while enjoying a given utility level u. Given (3.13), we have

�[Y − T (r ), u] ≡ �(r, u)

= max
z,s

{
Y − T (r )− z

s
s.t. U (z, s) = u

}
. (3.14)

Indeed, for the consumer residing at distance r and selecting the consumption
bundle (z, s), Y − T (r )− z is the money available for land payment, and thus
[Y − T (r )− z]/s represents the rent per unit of land at r . The bid rent �(r, u)
is then obtained when this rent is maximized by choosing the appropriate con-
sumption bundle (z, s) subject to the constraint U (z, s) = u.12

Before continuing, two remarks are in order. First, observe the difference
with the bid rent defined by (3.2) in the Thünian model in which it is implicitly
assumed that the equilibrium profit level of activity i is zero. By contrast, the
equilibrium utility level is endogenous here, making the land market across
locations interdependent. Second, the bid rent function approach followed here
is essentially the same as the indirect utility function approach used by Solow
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Figure 3.4: The equilibrium consumption bundle at r .

(1973) and is, therefore, closely related to duality theory as developed in mi-
croeconomics.
BecauseU is strictly increasing in z,we can alwaysdefine thequantity Z (s, u)

of the composite good z, which solves U (z, s) = u. A standard analysis shows
that Z (s, u) is strictly decreasing, strictly convex in s such that lims→0 Z (s, u) =
∞, and strictly increasing in u. Consequently, (3.14) can be rewritten as follows:

�(r, u)= max
s

Y − T (r )− Z (s, u)

s
. (3.15)

It follows from this expression that the equilibrium consumption bundle of a
consumer located at r is obtained at the tangency point between the budget line
whose slope equals�(r, u) and the indifference curve of level u in the positive
orthant of the (z, s)-plane, as illustrated in Figure 3.4. For each r at which the
net income Y − T (r ) is positive, the unique solution to (3.15) is denoted by
S(r, u).
The price of the composite good being 1, the indirect utility when the land

rent is R and the net income I is denoted V (R, I ). By definition of the bid rent,
we have the identity

u ≡ V [�(r, u), Y − T (r )]. (3.16)

Denoting by ŝ(R, I ) the Marshallian demand for land and by s̃(R, u) the
Hicksiandemand for land,we readily obtain the followingwell-known identities:

S(r, u)≡ ŝ[�(r, u), Y − T (r )]≡ s̃[�(r, u), u]. (3.17)

We are now prepared to characterize the bid rent and the lot size functions.
Applying the envelope theorem to (3.15), we obtain

∂�(r, u)

∂r
= − T ′(r )

S(r, u)
< 0

(3.18)
∂�(r, u)

∂u
= − 1

S(r, u)

∂ Z (s, u)

∂u
< 0
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because T is strictly increasing in r and Z (s, u) strictly increasing in u, whereas
using (3.17) yields

∂S(r, u)

∂r
= ∂ s̃

∂ R

∂�(r, u)

∂r
= − ∂ s̃

∂ R

T ′(r )
S(r, u)

> 0 (3.19)

because the Hicksian demand for land is always strictly decreasing in rent, and

∂S(r, u)

∂u
= ∂ s̃

∂ R

∂�(r, u)

∂u
> 0

because the Marshallian demand for land is strictly decreasing in rent owing to
the normality of land. Thus, we have shown:

Proposition 3.4 The bid rent function is continuously decreasing in both r and
u (until it becomes zero). Furthermore, the lot size function is continuously
increasing in both r and u.

When T (r ) is linear or concave in distance, �(r, u) is strictly convex in r ,
as shown by differentiating (3.18) with respect to r and using (3.19).
We now turn to the description of the equilibrium conditions for the mono-

centric city with N homogeneous consumers, each having a given income Y ;
landowners are assumed to be absentee. The equilibrium utility u∗ is the maxi-
mumutility attainable in the city under themarket land rent R∗(r ). Using (3.16),
we obtain

u∗ = max
r

V [R∗(r ), Y − T (r )], (3.20)

which is the common utility level in equilibrium.
If onedifferentiates (3.16)with respect to r andusesRoy’s identity, the utility-

maximizing choice of a location by a consumer at the residential equilibrium
implies

S(r, u∗)
d R∗(r )

dr
+ dT (r )

dr
= 0. (3.21)

That is, at the residential equilibrium, changes in land costs evaluated at the
utility-maximizing landconsumption are balancedby thecorrespondingchanges
in commuting costs. In particular, when the lot size is fixed (s = 1), (3.21) be-
comes d R∗(r )/dr + dT (r )/dr = 0, and thus

R∗(r )+ T (r ) = constant.

In this case, the shape of the land rent is the opposite of the shape of the
commuting cost function, whereas the consumption of the composite good is
the same across consumers. If commuting costs are linear in distance, then the
aggregate differential land rent is just equal to total commuting costs when the
city is linear, whereas it equals half the total commuting costs when the city is
circular. Unexpectedly, these results still hold when the lot size is variable and
the utility function well-behaved (Arnott 1979; 1981).
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Let n(r ) be the consumer density at distance r in equilibrium. Then, we have

R∗(r ) = �(r, u∗) if n(r ) > 0.

If it is assumed that land not occupied by consumers is used for agriculture
yielding a constant rent RA ≥ 0, the city fringe arises at distance r∗ such that

�(r∗, u∗) = RA. (3.22)

The bid rent being decreasing in r by Proposition 3.4, the residential area is
given by a disk centered at the CBD having radius r∗. As a consequence, the
market land rent is given by

R∗(r ) =
{
�(r, u∗) for r ≤ r∗

RA for r ≥ r∗. (3.23)

Because no land is vacant within the urban fringe, we must have

n(r ) = 2πr/S(r, u∗) for all r ≤ r∗, (3.24)

and thus the total population N within the urban area must satisfy∫ r∗

0

2πr

S(r, u∗)
dr = N . (3.25)

In summary, the residential equilibrium is described by R∗(r ), n∗(r ), u∗, and
r∗ satisfying conditions (3.22) through (3.25). Under the preceding assumptions
about preferences, income, and commuting costs, the existence of a unique
residential equilibrium can be shown to hold (Fujita 1989; Proposition 3.1).
Proposition 3.4 and (3.23) imply that, within the urban area, the market

land rent is decreasing as one moves away from the CBD, which is a result
that also holds in the Thünian model. Denoting the population density at r by
δ(r ) ≡ n∗(r )/2πr , we see from (3.24) that

δ(r ) = 1/S(r, u∗).

We may then conclude from Proposition 3.4 that the equilibrium population
density is decreasing from theCBD to the urban fringe, whereas the equilibrium
land consumption simultaneously rises. In other words, consumers trade more
(less) space for housing against a lower (higher) accessibility to the CBD in a
way that allows them to reach the same highest utility level across locations.
In monetary terms, a consumer paying a high (low) price for land bears low
(high) commuting costs, but the compensation is not necessarily exact because
the consumption of the composite good also changes with r . Indeed, each
consumer residing further away from the city center has a larger consumption
of land and a smaller consumption of the composite good.13

Therefore, the equilibriumcity accommodating a population of N consumers
is described by a circular area centered at the CBD. The consumer density as
well as the land rent fall as the distance to the city center rises. This provides



The Thünen Model and Land Rent Formation 83

an explanation for the fairly general empirical fact that the population density
is higher near the city center (where housing costs are high) than at the city
outskirts (where housing costs are low). In addition, the size of the residential
area depends on the opportunity cost of land but also on the number of con-
sumers, their income, and the value of their commuting costs to the CBD. These
relations will be used in Section 3.3.2 to explain another major fact about urban
areas, namely suburbanization.

3.3.2 Comparative Statics of the Residential Equilibrium

We can now perform some comparative statics that will shed additional light on
real world issues (see Fujita 1989, chap. 3 for more details). First, an increase in
the population size has fairly straightforward effects. Indeed, a rising population
makes competition for land fiercer, which in turn leads to an increase in land
rent everywhere and pushes the urban fringe outward. This corresponds to a
well-documented fact stressed by economic historians. Examples include the
growth of cities in Europe in the twelfth and nineteenth centuries as well as in
North America and Japan in the twentieth century or since the 1960s in Third
World countries. All were caused by demographic expansion and rural–urban
migrations resulting from technological progress in agriculture, which freed
some population from agricultural activity (Bairoch, 1985, chaps. 10 and 14).
Wenow investigate the impact of a rise in consumers’ incomeY . Using (3.22)

and (3.25), we can readily verify that the residential area expands because the
urban fringe moves outward. Although all consumers are clearly strictly better
off, the impact on the land rent and the population density is less obvious. An
increase in consumers’ income raises demand for land everywhere. However, it
also leads to a decrease in the relative value of commuting costs, thusmaking lo-
cations in the suburbsmore desirable than before the income rise. Consequently,
because enough land is available in the suburbs (recall that the additional land
available between r and r + dr is 2πrdr ), a substantial segment of the popula-
tion will move from the center to the suburbs. This will in turn decrease the land
rent and the population density near the CBD but increase them in the suburbs.
In other words, both the land rent and the population density become flatter.
Because the locational decision of a consumer is governed by his net income,
decreasing the commuting costs has exactly the same impact as increasing Y .
We may then conclude that, since the development of modern transportation
means (mass transportation and cars) that have followed the Industrial Revo-
lution, income has increased and commuting costs have decreased, generating
both suburbanization and a flattening of the urban population densities in many
American and European cities (Bairoch 1985, chap. 19).
Finally, consider an increase in the opportunity cost of land as measured

by the agricultural land rent RA. Using (3.22) and (3.25), one can show that
the urban fringe shrinks, whereas the equilibrium utility level falls as RA rises.
Then, Proposition 3.4 implies that both the market land rent and consumer
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density are higher at any distance within the new urban fringe. Hence a higher
opportunity cost of land leads to a more compact city with more consumers
at each location paying a higher land rent. Increasing the opportunity cost of
land therefore leads to more concentrated populations and less well-being for
consumers, as suggested by the current situation in many cities in Japan or
other countries in East Asia. A high opportunity cost for land may be due to
the relative scarcity of land, but it may also find its origin in public policies that
maintain the prices of agricultural products far above the international level.14

This also explains why, for centuries, the spatial extension of towns was limited
by returns in agricultural activities as well as by the transport means available
to ship produce (Bairoch 1985, chap. 1).

3.3.3 Efficiency of the Residential Equilibrium

It remains to discuss the efficiency of the residential equilibrium. Because this
equilibrium is competitive (consumers are price takers) and no externalities
are involved, the first welfare theorem proven in Chapter 2 suggests that the
equilibrium is efficient. However, we have here a continuum of commodities
(land), and thus we need a more specific argument.
It is well known in urban economics that using a utilitarian welfare func-

tion leads to the unequal treatment of equals (Mirrlees 1972), whereas equals
are equally treated in equilibrium. Such a difference is unexpected, and one
might think that competition for space leads to strong social inefficiencies even
though our economy is competitive. However, Wildasin (1986a) has shown that
this pseudo-paradox arises because the marginal utility of income is different
across consumers at different locations. Using a utilitarian approach is therefore
unjustified. This fact invites us to consider an alternative approach in which the
utility level is fixed across identical consumers.
Assume, then, that all consumers achieve the equilibrium utility level u∗ and

check whether another feasible allocation (n(r ), z(r ), s(r ); 0 ≤ r ≤ r̂ ) exists
that sustains u∗ and reduces the social cost C . Note that such an allocation
maximizes a Rawlsian welfare function (maximizing the minimum utility level
in the economy) when the social planner cannot use lump-sum transfers. This
has major implications that will be discussed in subsequent chapters.
In our model, the social cost for N consumers to enjoy the utility level u∗

is given by the residential cost obtained by summing the commuting costs, the
composite good cost, and the opportunity land cost borne by society for this to
be possible. Let Z (s(r ), u∗) be the quantity of the composite good for which
U [Z (s(r ), u∗), s(r )] = u∗. In consequence, we want to minimize the function

C =
∫ r̂

0
[T (r )+ Z (s(r ), u∗)+ RAs(r )]n(r )dr (3.26)

subject to the land constraint

s(r )n(r ) = 2πr for all r ≤ r̂ (3.27)



The Thünen Model and Land Rent Formation 85

and the population constraint∫ r̂

0
n(r )dr = N . (3.28)

Using (3.27) and (3.28),wecan readily verify thatminimizing (3.26) amounts
to solving the following maximization problem:

max
r,s(r )

S = 2π
∫ r̂

0

[
Y − T (r )− Z (s(r ), u∗)

s(r )
− RA

]
rdr

subject to (3.28) in which n(r ) = 2πr/s(r ) and Y the fixed income assumed in
the equilibrium model in Section 3.3.1.
Neglecting for themoment the population constraint, wemay solve this prob-

lem by maximizing [Y − T (r )− Z (s(r ), u∗)]/s(r ) with respect to s(r ) at each
r ≤ r̂ . By definition of S(r, u∗), it follows that the efficient land consumption
s(r ) is identical to the equilibrium land consumption of land for each r ≤ r̂ , a
condition that holds if and only if

Y − T (r )− Z (s(r ), u∗)
s(r )

= �(r, u∗) for all r ≤ r̂ ,

where �(r, u∗) is the bid rent given by (3.15). Therefore, in order to maximize
S, r̂ must satisfy

�(r̂ , u∗) = RA

because�(r, u∗) is decreasing in r . Because this equation has a unique solution,
it follows that r̂ = r∗. Given (3.25), it is easily seen that (s(r ), r̂ ) satisfies the
population constraint (3.28) because s(r ) = S(r, u∗) and r̂ = r∗. Consequently,
we may conclude as follows:

Proposition 3.5 The residential equilibrium is efficient.

3.3.4 The Case of Multiple Income Classes

In the Thünian model, we have seen that the presence of intermediate goods
gives rise to two types of configurations, segregatedor integrated (Section3.2.2).
A related concern in understanding the working of a city is to determine how
consumers with different incomes organize themselves within the city. Clearly,
we will not observe an integrated configuration because consumers endowed
with different incomes have different bid rent functions and there is no direct
interaction among consumers (e.g., home services from the poor to the rich).
Hence, the residential equilibrium involves segregation. What remains to be
determined, however, is the shape of the corresponding social stratification at
the residential equilibrium.
Consider the case of a finite numberm of income classes with Ni consumers

in class i ; without loss of generality, Y1 < Y2 < · · · < Ym . All consumers have
the same utility U and face the same commuting costs T (r ). When the utility
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level of a consumer of class i is equal to ui , his bid rent function is defined as
follows (see (3.15)):

�i (r, ui ) = max
si

Yi − T (r )− Z (si , ui )

si
,

where Z (s, ui ) is the quantity of the composite good that solvesU (z, s) = ui . A
residential equilibriumwithm income classes is then defined as in the preceding
section where the conditions similar to (3.22) through (3.25) are stated for each
class i .
As in the Thünian model, each location is occupied by the consumers with

the highest bid rent. Consequently, the social stratification results from the
ranking of the bid rent functions in terms of their slope in a sense that will
now be defined. It is apparent that the equilibrium utility levels are such that
u∗
1 < u∗

2 < · · · < u∗
m because the utility function does not exhibit satiation.

Wherever two bid rent curves �i (r, u∗
i ) and � j (r, u∗

j ) with i < j intersect at
r̄ ≥ 0, (3.17) and the normality of land imply that the corresponding lot sizes
are such that

Si (r̄ , u∗
i ) ≡ ŝ [�i (r̄ , u∗

i ), Yi − T (r̄ )]

< ŝ [� j (r̄ , u∗
j ), Y j − T (r̄ )] ≡ Sj (r̄ , u∗

j ).

Hence, by (3.18), �i (r, u∗
i ) turns out to be steeper than � j (r, u∗

j ) at r̄ . This
means that consumers of class i ( j) will outbid those of class j (i) on the left
(right) side of r̄ .15

Repeating the same argument for each pair (i, j) of income classes, we find
that the N1 consumers of the lowest income class occupy a disk of land centered
at the CBD, the N2 consumers with the second lowest income occupy a ring
surrounding this disk, . . . , and the Nm consumers belonging to the richest class
are situated in the outermost ring. We thus have the following:

Proposition 3.6 Assume that consumers have the same preferences and com-
muting cost function. Then, the social stratification of consumers within the city
obeys the rule of concentric rings such that the consumer classes are ranked by
increasing income as the distance from the CBD rises.

Despite strong simplifying assumptions, this result sheds light on the stylized
fact, in many U.S. cities, that the poor live near the city center and the wealthy
in the suburbs (Wheaton 1977).
Proposition 3.6 also offers a new perspective into the political economy of

the city. An increase in the income of the rich consumers relaxes competition
for land because these consumers move farther away from the center, making
all income groups better off. On the other hand, raising the income of the poor
consumers intensifies competition for land and pushes the rich farther away in
the suburbs; eventually the poor people are better off but the rich ones are worse
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off. This suggests a potential conflict between the two classes: the poor have
no objection to the rich class becoming richer, but the latter may find it better
to keep the poor class poor. This seems to agree with the fact that shocks in
the income distribution induce the development of particular urban sections at
the expense of others, whereas the rich class members often try to lobby urban
governments to implement restrictive zoning policies.
Having said this, we must acknowledge that this proposition is far from

providing a complete answer to the stratification problem. Neglected factors
governing the distribution of consumers over the urban space include the size
of the family, the value of commuting time, the existence of historical andnatural
amenities, and the financial support of the school system. Although we will not
study these factors exhaustively, their impact can be summarized as follows:

1. A larger family has a stronger preference for space, which makes it live
farther away from the CBD to benefit from the lower land rent prevailing
there (Beckmann 1973).

2. If higher income workers place a higher value on their commuting time,
they face a trade-off between a higher land demand (due to normality
of land) and the extra value of commuting time. As a result, the low-
income consumers reside near the center and the middle class consumers
in the suburbs; however, now the high-salary professionals and working
couples choose to reside close to the CBD, because of their high value
of time, in an urban section different from that of the poor consumers
(Fujita 1989, chap. 2).

3. The existence of a well-preserved historical center may lead the rich
households to cluster nearby to enjoy the benefit of a rich cultural life
(as in Kyoto or Paris). Likewise, natural amenities available near the city
limits may induce a similar clustering at the city fringe to permit the rich
consumers to benefit from a better natural environment. To the extent
that rich households value being together (a club effect), historical or
natural amenities may act as a focal point (Bruekner, Thisse and Zenou
1999).

4. When the financing of education is decentralized, families valuing more
education (who are often those with higher incomes) similarly cluster in
order to supply a better education to their offsprings. This results in higher
human capital in the corresponding neighborhoods, thus perpetuating
social and spatial segregation (Bénabou 1994; 1996).

3.3.5 Discrete Foundations of Continuous Land Use Models

The neoclassical urbanmodel used so far differs from standardmicroeconomics
in that all the unknowns are described by density functions. Instead, one might
want to develop a discrete model with a finite number of households each
consuming a positive amount of the composite good aswell as a positive amount
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of land. Though Alonso himself has proposed two alternative formulations of
such a discrete model, very little work has been devoted to this issue.16 In this
section, we follow Asami, Fujita, and Smith (1990) as well as Berliant and
Fujita (1992) and study a simple one-dimensional model in which consumers
are homogeneous.
Space is described by the interval X = [0, ∞) with a unit density of land

everywhere and the CBD located at the origin; the opportunity cost of land RA
is positive. A finite number n of consumers may be accommodated in this area.
The utility of a consumer is U (z, s), where z is the quantity of the composite
good, but now s > 0 is the size of a lot defined by an interval [r, r + s) ⊂ X . If a
consumer occupies the lot [r, r + s), r describes his location, and the commuting
cost is defined by tr , where t is a positive constant. All consumers have the same
incomeY and the sameutility functionU ,which satisfies all the properties stated
in Section 3.3.1. As in Section 3.3.1, let Z (s, u) be the positive quantity of the
composite good that yields utility level u when a consumer occupies a lot of
size s > 0. Recall that Z (s, u) is strictly decreasing, strictly convex in s, and
such that lims→0 Z (s, u) = ∞.
An allocation (zi , si , ri ; i = 1, . . . , n) is defined by a consumption bun-

dle and a location for each consumer. It is feasible if and only if no pair of
lots overlap. Without loss of generality, we may rank consumers such that
r1 < r2 < · · · < rn .
Let R(r ) be the land price function defined on X such that a consumer

choosing a lot [r, r + s) pays R(r )s for the lot. Then the consumer problem is
given by

max
r,z,s

U (z, s) s.t. z + R(r )s = Y − tr.

This is formally identical to (3.13),whereT (r ) = tr . Therefore, if this consumer
chooses location r and achieves the utility level u, then he must choose a lot
size S(r, u) that maximizes the bid rent function (3.15).
A residential equilibrium with n consumers is given by a utility level u∗

and a land price function R∗(r ) together with a feasible allocation (z∗
i , s∗

i , r∗
i ;

i = 1, . . . , n) such that the following conditions hold:

R∗(r ) ≥ max{�(r, u∗), RA} (3.29)

R∗(r∗
i ) = �(r∗

i , u∗) i = 1, . . . , n (3.30)

R∗(r∗
n ) = RA (3.31)

s∗
i = S(r∗

i , u∗) i = 1, . . . , n (3.32)

r∗
1 = 0 and r∗

i+1 = r∗
i + s∗

i i = 1, . . . , n − 1, (3.33)

where the bid rent function �(r, u∗) is defined by (3.15) for all r ≥ 0. The
condition (3.31) on the land rent for the last consumer allows us to avoid
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unnecessary technical difficulties,17 whereas the last condition states that there
is no vacant land within the city.
Clearly, because the bid rent function decreases with distance, the equilib-

rium rents R∗
i satisfy R∗

1 > R∗
2 > · · · > R∗

n = RA. Furthermore, since S(r, u∗)
is strictly decreasing in r (Proposition 3.4 (ii)) i < j implies that s∗

i < s∗
j . So,

we have shown

Proposition 3.7 Consider any finite number of consumers and assume that a
residential equilibrium exists.18 Then, this residential equilibrium is such that
the land rent decreases as one moves away from the CBD whereas consumers
with larger lots locate farther from the CBD than consumers with smaller lots.

Thismeans that the residential equilibriumwith a finite number of consumers
displays the same basic features as the continuous standard model of urban
economics.However, the preceding discretemodel suffers froma serious defect,
namely, each consumer pays the same price for each unit of his lot, and thus
the landowner may want to extract more from the consumer or a consumer may
buy more land for resale to the next one. To avoid this difficulty, one may either
assume that arbitrage is prohibitively costly or that a consumer located at r pays
a price given by∫ r+s

r
R(y)dy

for the lot [r, r + s), which is also suggested byAlonso. Proposition 3.7 remains
essentially the same in this alternative model, but the analysis is more complex
(Berliant and Fujita 1992).
Note, finally, that Asami, Fujita, and Smith (1990) have shown that the stan-

dard continuous model provides a good approximation of the discrete model
considered in this sectionwhen n is large enough. In particular, a finite economy
with n consumers and a continuous economy with a mass N of consumers each
have a cumulative population distribution; these authors show (Theorem 5) that
the two sequences of normalized (by the population size) distributions have the
same limit as n = N → ∞.

3.3.6 Notes on the Literature

The urban land use model presented in Section 3.3.1 is essentially a simple
version of neoclassical urban models, which were developed by Beckmann
(1957; 1969), Alonso (1960; 1964), Muth (1961; 1969), Mills (1967; 1972b),
Casetti (1971), and Solow (1973). However, it seems fair to say that Beckmann’s
short article published in the first issue of the Journal of Economic Theory and
based on his 1957 discussion paper is really pathbreaking in that it is not only
a concise statement of the standard monocentric model but also a precursor to
several later contributions.
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Definitions of closed and open cities were introduced by Wheaton (1974),
whereas the public ownership model is credited to Solow (1973). The existence
of a residential equilibrium with a continuum of locations and a single market-
place for heterogeneous consumers has been established by Fujita and Smith
(1987). The study of the monocentric model when consumers have heteroge-
neous tastes as described by the logit can be found in Anas (1990), whereas the
extension of the standard model to several prespecified centers was considered
by Papageorgiou and Casetti (1971).
The comparative statics of the residential equilibrium was first studied by

Wheaton (1974) in the case of homogeneous consumers. The optimal city was
studied by Mirrlees (1972), who used a utilitarian welfare function. The ap-
proach taken in Section 3.3.3 is based on Herbert and Stevens (1970), who
retained a discrete space and used the duality theorem of linear programming.
The general analysis of the residential equilibrium with several income classes
has been presented by Hartwick, Schweizer, and Varaiya (1976).
Finally, the discrete foundations of the continuous urban model have been

criticized by Berliant (1985). Possible solutions have been investigated by
Asami, et al. (1990), Papageorgiou and Pines (1990), and Berliant and Fujita
(1992).
The state of the art in urban economics is summarized in the two comple-

mentary books by Fujita (1989) and Papageorgiou and Pines (1999), whereas a
historical and methodological outlook of this field is provided by Baumont and
Huriot (2000).

3.4 CONCLUDING REMARKS

We have seen how land use patterns and land rent profiles can be determined in
competitive land markets once it is assumed that a center exists where (some or
all) tradable goods have to be shipped. As in Chapter 2, we have assumed that
there are no physical differences in land at different locations. The differences in
land rents can therefore be attributed to the relative advantage of each location
compared with the extensive margin of land use. In this sense, the land rent
corresponds to a locational rent. This concept of rent is to be contrasted to
the more standard concept of scarcity rent, which could be integrated into the
Thünian model by assuming that the “isolated state” is replaced by a “small
circular island.” At the border of the island, the land rent would be positive,
and this value would express the global scarcity of land, whereas the difference
in the value of the land rent inside the island would still have the nature of a
locational rent. In the Thünian model, the land rent is equal to the excess of
revenues obtained from the sale of goods produced by using land over payments
to nonland factors used in production and transportation. This iswhy the bid rent
function is obtained from a condition of zero profits, which can be interpreted
as a free-entry condition of producers in each activity considered.
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When consumers (instead of producers) use land, the mechanism leading to
the formation of the bid rents is similar to the one uncovered byThünen provided
that the utility level is given by the reservation utility and the population size is
variable (this amounts to a condition of free entry). This is called the open city
model, an example of which will be discussed in the next chapter. By contrast,
in the closed city model in which the population size is fixed, the utility level
is endogenous. This requires a more general approach to the formation of bid
rents such as that studied in Section 3.3.1. Both types of models (closed city
and open city) are useful because they correspond to different situations and
lead to similar results.
In addition, we have implicitly assumed absentee landlords. That is, the land

rent earned within the city goes to landlords who do not reside within the city;
hence, the rent does not feed back into consumers’ incomes. Both the closed
city and open city models can be extended to cope with public ownership of
land in which the aggregate land rent is first collected by a public agency and
then equally shared among consumers. The analysis remains essentially the
same. The choice of a particular specification (open versus closed, absentee
landlords versus public property) is dictated by the main features of the prob-
lem under consideration. In this chapter, we have chosen to present the most
popularmodel, andwe refer to Fujita (1989) formore details regarding the other
approaches.

NOTES

1. Either approach will be used in this book. Roughly speaking, we can say that the
former is followed in models with a finite number of agents to locate, whereas the
latter will be encountered in models with a continuum of agents.

2. All these assumptions are to be contrasted to thosemade in the quadratic assignment
problem discussed in Section 2.2.

3. In this respect, the books by Bairoch (1985) and by Hohenberg and Lees (1985)
offer both a great deal of relevant information.

4. In general, a point is described by its radius and its angle, but we may omit the
angle because space is featureless around the city.

5. As in Lucas (2001), we treat here a unit of land as a given combination of land and
labor. Alternatively, we may consider that pi introduced below represents the crop
i’s price net of all input-costs other than land rent. The cost of labor is explicitly
accounted for in Section 3.2.3.

6. It is worth noting that Thünen used a more general specification of the transport
cost involving two components. The first component corresponds to a monetary
cost proportional to the quantity shipped and the distance covered (like ours),
whereas the second is given by a fraction of the initial shipment’s melting during the
transport. For example, Thünen supposed that the cost of shipping grain consists
partially of the grain consumed on the way by the horses pulling the load. This
anticipates the iceberg cost used by Samuelson (1954a, 1983), Nerlove and Sadka
(1991), and Krugman (1991a,b).
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7. If the number of locationswere finite, the land rentwould be given by the outcome of
an English auction in which the commodity is sold at the second highest reservation
price. When the distance between adjacent locations along any ray goes to zero,
the second highest reservation price tends to the highest reservation price at each
location as given by Proposition 3.1 (Asami 1990). However, we must stress that,
in more general settings in which the land use pattern is determined together with
prices – wages or utility levels, say – this is no longer true. In such contexts, it is not
clear how the bid rent function may emerge from a standard auctioning process.

8. Given (3.3), it is readily verified that the total surplus is identical to the aggregate
land rent in this model.

9. See Chapter 6 for a similar result in a different context.
10. The same crop, however, may be raised within two different zones.
11. To focus on lot size and population density changes within the city, we use a simple

utility with two arguments, z and s. However, the model can readily be extended to
the case of several consumption goods as well as to nonland input for housing (see
Fujita 1989, 44).

12. If the net income Y − T (r ) is positive, the utility-maximizing bundle (z, s) exists
and is unique because U is strictly quasi-concave.

13. As seen in the foregoing, there is exact compensation when the lot size is fixed.
14. According to Ohmae (1995, 48),

within a 50-kilometer radius of Tokyo, 65 percent of land – nearly 330,000 hectares
of some of themost expensive property in the world – is devoted to wildy inefficient
agriculture. If only one quarter of this landwere sold for private housing, Tokyo-area
families would be able to afford 120 to 150 square meters of living space, instead
of today’s average of 88 square meters. Moreover, cheaper – and more available –
land would cut the cost of essential public work like providing better sewage,
removing traffic bottlenecks, and double-tracking commuter trains.

15. Note that the lot size is discontinuous at the border between two adjacent social
areas. This corresponds to the discontinuity observed in the employment level at
the border between two adjacent zones of production in the neoclassical model of
land use.

16. By contrast, the connection between the Arrow–Debreu model and the continuous
approach developed by Aumann has attracted much attention (Hildenbrand 1974).

17. When this condition is replaced by the inequalities �(rn, u∗) ≥ RA and
�(rn + sn, u∗) ≤ RA, there is a continuum of equilibria (see Asami et al. 1990,
Theorem 2).

18. Standard tools of general equilibrium analysis are not applicable here because of
major nonconvexities. However, existence, uniqueness, and optimality have been
shown by Asami et al. (1990).
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Increasing Returns and Transport Costs:

The Fundamental Trade-Off of a Spatial Economy

4.1 INTRODUCTION

As seen in Chapter 2, a homogeneous space together with the competitive
mechanism is not compatible with the existence of economic agglomerations
such as cities. This is why we broached the assumption of homogeneity in
Chapter 3 by assuming the existence of a prespecified center to which workers
must commute. We did not, however, provide any justification for the existence
of such a center.

One of the main reasons for a city center is the presence of scale economies
in the aggregate, but such social returns remain to be explained. The standard
approach is to appeal to Marshallian externalities. As argued in Chapter 1, this
often amounts to using a black box. More interesting is a recent and growing
literature that explores the specific factors that can generate such social scale
economies. In this chapter, it is not our intention to provide a full survey of this
new literature. Instead, we want to stress the importance of two forces, namely,
the diversity of intermediate goods and the effect of the matching process on the
labor market. Each factor lies at the origin of the division of labor and provides a
foundation for increasing returns in the aggregate. Specifically, wewill illustrate
the advantages of specialization by showing how increasing returns may arise
in the final goods sector when the intermediate goods sector is described by a
monopolistic competitionmodel. In addition, wewill show how imperfect com-
petition in thick labormarkets, such as those encountered in big cities, allows for
a reduction in averagematching costs. This in turn results in higher wages. Both
models illustrate how a growing urban population has permitted gains to be gen-
erated from both specialization and matching. In this sense, they are very much
in the spirit of Adam Smith ([1776] 1965, 17) when he wrote the following:

There are some sorts of industry, even of the lowest kind, which can be carried on no
where but in a great town. A porter, for example, can find employment and subsistence
in no other place. A village is by much too narrow a sphere for him; even an ordinary
market town is scarce large enough to afford him constant occupation.

93
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In fact, the degree of increasing returns may be so high that a single firm op-
erates at the CBD. Such a situation is reminiscent of the “factory town” in which
workers are hired by a single firm that also holds the land leased to its workers.
Besides production activity, the firm therefore assumes the tasks of a developer
(Mirrlees 1972; Henderson 1974). In such a context, land and the composite
goodmay be viewed as “intermediate inputs” used by the firm to attract workers
who move in to produce the final goods in the firm and to live in the city. In
this sense, it is fair to say that the factory town resembles a vertically integrated
structure. Furthermore, this approach allows one to regard a city as a firmmaxi-
mizing some objective. Specifically, the land-development company, owned by
Arrow–Debreu shareholders, seeks to maximize land rents net of any cost.

What makes this setting interesting for our purpose is that the firmmust take
actions to attract workers from the rest of the economy, which has powerful
implications. Indeed, the firm must meet two requirements. First, it must pay
the migrants a wage high enough to compensate them for the extra costs they
incur while residing in the city (land rent plus commuting costs). Second, the
firm must give the workers a utility level at least as high as the best alternative
they can secure in the rest of the economy, which means that firms behave
as utility-takers. In addition, it is possible to describe an entry–exit process
similar to that encountered in Marshallian theory of competition in which the
free-entry, zero-profit equilibrium involves a system of factory towns, each
accommodating the optimum population of workers. At this equilibrium, there
are positive transport costs within cities. Note that this result does not contradict
the spatial impossibility theorem because firms behave as utility-takers and not
as wage-takers.

There are two main results. The first one states that, at the zero-profit equi-
librium, each firm must select an output, or equivalently an employment level,
arising in the domain where it faces increasing returns. Roughly speaking,
the essence of the argument is as follows. The average total (production plus
transport) cost of each firm must be minimized at the long-run output and is,
therefore, equal to the corresponding marginal total cost. Furthermore, because
increasing the number of workers causes transportation costs to rise more than
proportionally, the marginal transport cost exceeds the average transport cost.
Hence, the marginal production cost of each firmmust be lower than its average
production cost. This means that the optimal firm size must be in the phase of
increasing returns.1

The second result has been described by Serk-Hanssen (1969) and Starrett
(1974). Although workers are paid at their marginal productivity, increasing
returns do not prevent the emergence of a first best optimum. This is so because
the losses incurred by each firm are exactly compensated by the aggregated
differential rent within each city at the zero-profit equilibrium. Indeed, when
firms (or, more generally, any group of agents forming a production coalition)
capitalize the land rent they create by their activity, everything works as if
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firms were able to capture the whole consumer surplus, whence firms do the
socially optimal things when maximizing profit, as they do under perfect price
discrimination (Spence 1976). This should not come as a surprise, for we have
seen that a competitive land market leads residents to pay the highest surplus
they can afford in order to occupy a particular location (see Section 3.3.1);
thus, land capitalization can be viewed as way of extracting the whole consumer
surplus. Or, as Vickrey (1977, 343) put it in a very neat and transparent way:

Urban land rents are, fundamentally, a reflection of the economies of scale of the activities
that are carried on within the city, and that efficient organization of a city, or even of
the urban life of a nation as a whole, requires that these land rents, or their equivalent,
be devoted primarily to the financing of the intramarginal residues that represent the
difference between revenues derived from prices set at marginal costs and the total cost
of the activities characterized by increasing returns.

This is important because the presence of increasing returns is known to
make it very unlikely for producers to respond optimally to a central message
(e.g., a price system in a competitive setting). Here, optimality is obtained by
introducing three main changes in the competitive model: (1) firms are wage-
makers (instead of wage-takers); (2) they are utility-takers, that is, firms do not
assume they can manipulate the utility level of consumers; and (3) they are able
to capitalize the differential land rent they create into their payoffs. Though the
first two assumptions are not related to space per se, the third one does require
an explicit accounting for land and transportation.

These results are probably themost distinctive contribution of location theory
to economics because they show how spatial friction costs go hand in hand with
the presence of increasing returns in production as well as how site rents play
an essential role in the emergence of the optimum in an economy involving
increasing returns in production.

From the spatial point of view, these results confirm Mills’ (1967) view
that cities form in the economy because there are scale economies in produc-
tion. Nevertheless, despite the presence of increasing returns in production, the
profit-maximizing population of workers is finite, and the corresponding urban
area is bounded. It turns out, therefore, that scale economies in production are
damped by scale diseconomies arising in transportation (even when the indi-
vidual commuting cost displays long-haul economies). As also acknowledged
by Mills (1967), the size of a city is determined by a trade-off between in-
creasing returns and transportation costs. Stated differently, in the absence of
scale economies in production, there would be no city (backyard capitalism),
whereas, with no transportation costs, there would be a single city in the econ-
omy (the world megalopolis). Thus, it is not too much to say that this trade-off
is central to the understanding of a city.

An alternative institutional system is obtained by assuming that a group of
workers decides to form a cooperative producing the final good. They do so
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because they understand that, by joining efforts, they may enjoy the benefits
of increasing returns (at least up to some employment level). To this end, they
cluster within a small area and form a community, which then establishes a lo-
cal government. This government is entitled with the objective of maximizing
the well-being of the community members by choosing the optimum commu-
nity size. This problem is related to the previous one in that each community’s
behavior encapsulates a developer’s problem, and competition among commu-
nities yields the same long-run equilibrium. In fact, both approaches amount
to assuming a “market for cities” (Henderson) in which cities are created until
no opportunity exists for a developer or a community to build a new one.2 This
leads to a simple theory of the urban system, which can in turn be extended to
explain why different types of cities emerge (Henderson 1974; Mirrlees 1995).

It remains to consider the classical trade-off between increasing returns at the
firm’s level and transportation costs, which goes back at least to Kaldor (1935)
and Lösch ([1940] 1954). Despite the difference in settings, this trade-off is
similar to those mentioned in the foregoing, although its description involves a
particular form of imperfect competition known as spatial competition.

When production entails increasing returns at the firm’s level and demand is
spatially dispersed, the economy accommodates only a finite number of firms,
which are imperfect competitors because they can derive monopoly power from
their geographic isolation. Treading in Hotelling’s footsteps, Kaldor argued that
space gives this competition a particular form. Because consumers buy from
the firm with the lowest “full” price, that is, including the transport cost, each
firm competes directly with only a few neighboring firms regardless of the total
number of firms in the economy. Or, as Kaldor (1935, 391) put it:

Looked at from the point of view of any seller, a change of price by any other particular
seller (the prices of the rest being assumed as given) is less and less important for him,
the further away that particular seller is situated.

Therefore, the process of spatial competition takes place among the few and
should be studied within a framework of interactive decision making. This is
the other main contribution of location theory to economics in that it shows
the importance of strategic considerations in the formation of prices in spatial
markets. However, it was ignored until economists became fully aware of the
power of game theory for studying competition in modern market economies.
Following the outburst of industrial organization theory since the late 1970s, it
became natural to study the implications of space for competition. New tools
and concepts are now available to revisit and formalize the questions raised by
early location theorists such as Launhardt ([1885] 1993), Hotelling (1929), and
Lösch ([1940] 1954).

In that context, scale economies in production have another far-reaching
implication that is of direct relevance for us: the number of marketplaces
open in the space-economy is likely to be suboptimal. Or, to put it differently,



Increasing Returns and Transport Costs 97

spatial markets being incomplete because of nonconvexities in technologies,
an equilibrium allocation is generally not efficient. This sheds additional light
on the trade-off between increasing returns and transportation costs in a spatial
economy in which firms compete strategically to attract consumers. As will be
seen, large-scale economies yield a sparse production pattern, whereas high
transportation costs lead to a dense spatial configuration of firms. And it is
only when both become negligible that the market equilibrium approaches the
competitive outcome and so gets close to the optimum.

Spatial competition models can be referred to as “location without land”
models because no land market exists. Yet, they can be extended to integrate
a land market when it is recognized that consumers are mobile. Introducing
a land market and consumer mobility into spatial competition models has at
least two important consequences. It permits the location decisions of firms
and consumers to be jointly endogenous, and it permits allocation mechanisms
based on land capitalization, as in the literature on local public goods. Indeed,
a differential land rent is generated by the relative proximity to the stores.
When each firm is allowed to collect the extra rent that its activity creates, the
discrepancy between the market equilibrium and the optimum vanishes, thus
extending the results obtained in the foregoing sections inasmuch as firms now
behave strategically.

Although they seem to be very different, the two approaches taken in this
chapter are complementary. In urban system models, we consider a framework
in which production occurs at some given city centers and determine the corre-
sponding spatial distribution of workers and consumers. In spatial competition
models, we suppose a given spatial distribution of demand and ask at which
places production will occur.

The organization of the chapter reflects what has been said above. The mi-
croeconomicunderpinnings for increasing returns at the city level are spelledout
in Section 4.2. In Section 4.3, we study the trade-off between scale economies
and commuting costs in the context of city formation. The factory town model
(Section 4.3.1) and the community model (Section 4.3.2) are successively dis-
cussed and compared. These models then serve as a basis for the analysis of
urban systems (Section 4.3.3). In Section 4.4, we extend the framework in order
to figure out how the interplay between increasing returns and transport costs
between cities explains why cities are specialized in the production of a very
small number of goods or, instead, are diversified because they nest a wide
array of activities. After that, we turn in Section 4.5 to the study of the trade-off
between increasing returns and transport costs in the context of spatial compe-
tition. Specifically, we first consider the market equilibrium (Section 4.5.1) and
then the optimum (Section 4.5.2). The two solutions are different, but we will
see how they can be reconciled once firms are allowed to capitalize the differ-
ential land rent they create into their profits (Section 4.5.3). Our conclusions
are presented in Section 4.6.
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4.2 MICROFOUNDATIONS OF INCREASING RETURNS
AT THE CITY LEVEL

Recently, alternative (but not exclusive) explanations have emerged that all
focus on what is usually called “external scale economies.” They turn out to be
especially relevant for our purpose because they implicitly consider an urban
or industrial agglomeration while yielding similar reduced forms linking wage
and productivity to the size of the labor force. Three main lines of research can
be distinguished (Duranton and Puga 2000)3 as follows:

1. The most popular one goes back to Alfred Marshall and deals with the
many advantages that firms producing similar goods may exploit by co-
locating. For example, different agents own different bits of information
and their gathering yields a higher level of knowledge (“the secrets of
the industry are in the air”); this in turn improves their productivity.
Marshallian externalities were formally introduced in urban economics
by Mills (1967) and Henderson (1974) as an externality positively af-
fecting the cost of firms located in a CBD; their intensity depends on the
number of firms or on the volume of production. More recently, detailed
frameworks have been proposed that allow one to show how the need to
exchange information may lead heterogeneous firms (agents) to form a
CBD (a cluster). They will be further discussed in Chapters 6 and 8.

2. The Chamberlinian approach rests on the following popular idea: A
large market (think of a metropolitan area) allows for a large number of
intermediate commodities (Ethier 1982) or final goods (Krugman 1980).
In particular, intermediate commodities can be used as inputs to enhance
the productivity of the final sector, thus resulting in wages that increase
with the size of the urban labor force (Abdel-Rahman and Fujita 1990).
And, indeed, the importance for local development of diversified and
nontradable inputs (such as legal and communication services, nontraded
industrial inputs, maintenance and repair services, finance) is a well-
documented fact (Hansen 1990; Saxenian 1994).

3. The third approach is both old and new. It is old because the ideas were
clearly spelled out by Adam Smith and further elaborated by Alfred
Marshall, but it is new because their ideas were formalized only recently.
For our purpose, it is convenient to retain two specific models. In the
first, developed by Helsley and Strange (1990), it is shown that a large
city allows for a better average match between heterogeneous workers
and firms’ job requirements.4 Hence, something like an agglomeration
economy is at work when new firms, workers, or both enter the city
labor market, thus allowing firms located within the CBD to pay higher
wages. In the second, proposed by Duranton (1998), it is argued that a
large market permits workers to becomemore specialized and, therefore,
to be more efficient when they are gathered within cities.5
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In what follows, we have chosen to focus on the Chamberlinian idea of
diversity of inputs used in the final sector as well as on the Smith–Marshallian
idea that a thick market allows for a better matching between workers and jobs.
Clearly, for increasing returns to emerge, some types of indivisibilities must
exist within the city. What is shown is that such indivisibilities are expressed
by wages that increase with the size of the labor force. Note that another reason
for our choice of menu is that these two approaches rely on the two canonical
models used in geographical economics, namely, the CES (Section 4.2.1) and
spatial competition (Section 4.2.2) models.

4.2.1 A Chamberlinian Approach: The Diversity of Intermediate Inputs

In this section, we illustrate the advantages of diversification in intermediate
goods. Assume that the final sector operates under constant returns to scale
and perfect competition. Without loss of generality, this sector may then be
represented by a single firm whose production function is assumed to be as
follows:

X =
{ ∫ M

0
[q(i)]ρdi

}1/ρ

, (4.1)

where ρ takes a value strictly between 0 and 1.6 In this expression, X is the
output of the firm whose price is normalized to one, q(i) the quantity of variety
i used, and M the number (or mass) of intermediate goods available in the city.

As observed by Ethier (1982), (4.1) can be interpreted as the production
function of a competitive firm that has constant returns with respect to a given
number M of specialized inputs q(i).7 However, this function exhibits increas-
ing returns in the number M of intermediate goods. Suppose, indeed, that each
intermediate good is sold at the same price p̄, and let E denote the expense of
the firm on all the intermediate goods. Then, the consumption of each variety by
a firm of the final sector is such that q(i) = E/M p̄ for all i ∈ [0, M]. Plugging
this expression into (4.1), we obtain

X = EM (1−ρ)/ρ

p̄
.

Hence, for any given value of E , production strictly increases with the mass
of intermediate goods as long as ρ < 1. The more specialized the intermediate
goods, the stronger this effect; that is the smaller ρ. Hence, the working of the
final sector depends on the way the intermediate sector operates.

Consider a monocentric city with a final goods industry and an intermedi-
ate goods industry. The latter supplies specialized services to the former. The
production function of a firm belonging to the final sector is given by (4.1),
whereas the production function of the service firms is described below. Both
types of firms are located in the CBD.
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Because of specialization in production, each variety is produced by a single
firm according to an identical technology for which the only input is labor. The
total amount of labor required to produce the quantity q(i) of the intermediate
good i is given by

l(i) = f + cq(i), (4.2)

where f is the fixed labor requirement and c the marginal labor requirement.
Clearly, this technology exhibits increasing returns to scale.

Let w denote the common wage prevailing in the city. If p(i) denotes the
price of the intermediate good i , the representative firm selling the final good
chooses q(i) so as to maximize its profit given by

X −
∫ M

0
p(i)q(i)di

subject to the production function (4.1). The first-order conditions yield the
input demands as

q∗(i) = Xp(i)−σ Pσ i ∈ [0, M], (4.3)

and the total expenditure as∫ M

0
p(i)q∗(i)di = PX

where P is the price index for the intermediate sector defined as follows:

P ≡
[ ∫ M

0
p( j)−(σ−1)d j

]−1/(σ−1)

, (4.4)

whereas

σ ≡ 1

1 − ρ
,

is the elasticity of substitution between any two varieties that varies between
1 and ∞. Because the profit function of the representative firm, given by X −
PX = (1 − P)X , is linear in X , the equilibrium price index P∗ must satisfy

P∗ = 1 (4.5)

for the equilibrium output to be positive and finite.
Herein we follow Abdel-Rahman and Fujita (1990) and assume that the

intermediate sector is described by a market structure in which (1) each firm
produces one intermediate good (monopolistic) and (2) profits are just suffi-
cient to cover average costs (competition). That is, we use Dixit and Stiglitz’
(1977) monopolistic competition model in which the representative consumer
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is replaced by the representative firm of the final sector. Since there is a con-
tinuum of firms in the intermediate sector, each one is negligible in the sense
that its action has no impact on the market. Hence, when choosing its price, a
firm accurately neglects the impact of its decision over the magnitudes X and
P . In addition, because firms sell differentiated intermediate goods, each one
has some monopoly power in that it faces an isoelastic demand function, the
elasticity of which is σ .

The profit of firm i is

p(i)q∗(i) − wl(i).

Because demands (4.3) are symmetric and isoelastic, the equilibrium price is
the same across firms and is equal to the common marginal production cost
times a positive relative markup

p∗ ≡ p∗(i) = cw/ρ i ∈ [0, M] (4.6)

common to all firms.
Firms will enter the intermediate goods industry until profits are zero, that

is, p∗q∗ − wl∗ = 0. Substituting (4.2) and (4.6) into this equality yields the
equilibrium output common to all firms of the intermediate sector as follows:

q∗ ≡ q∗(i) = f

c

ρ

1 − ρ
(4.7)

which in turn yields the equilibrium labor consumption:

l∗ ≡ l∗(i) = f

1 − ρ
. (4.8)

Assuming that full employment prevails in the city when the size of the labor
force is N requires

N = M∗l∗. (4.9)

Using (4.8), (4.9) may be rewritten so as

M∗ = (1 − ρ)N/ f, (4.10)

whichmeans that the equilibrium number of intermediate goods is increasing in
the labor force but decreasing in its own fixed cost. In other words, the process
of specialization is limited by the size of the labor market (N ) as well as by the
presence of fixed costs in the intermediate sector ( f ). The equilibrium num-
ber of intermediate goods also rises with the degree of product differentiation
characterizing this sector (ρ is small).

We now determine the unknowns X and w as functions of the mass of inter-
mediate goods M . Using (4.1) and (4.7), we obtain the following relationships:

X = K1 M1/ρ, (4.11)
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where K1 ≡ fρ/(1 − ρ)c; Furthermore, using (4.4)–(4.6) leads to

w = K2 M (1−ρ)/ρ, (4.12)

where K2 ≡ ρ/c. This implies that both the equilibrium output of the final
sector and the equilibrium city wage increase with the mass of the intermediate
goods.

As a consequence, (4.10) and (4.11) allow us to rewrite the city production
function (4.1), built here from individual components, as follows:

X = AN 1/ρ, (4.13)

where A ≡ f −(1−ρ)/ρρ(1 − ρ)(1−ρ)/ρ/c is a positive constant depending on the
key parameters of the economy; in particular, A decreases with both the fixed
labor requirement f and the marginal labor requirement c.

Thus, in the aggregate, production in the final sector exhibits increasing
returns in the labor force (the exponent of N in (4.13) is greater than 1 when
ρ < 1) even though the production function in the final sector displays a priori
constant returns to scale. This is because the number of specialized firms in
the intermediate sector rises with the population size, thus permitting a higher
degree of specialization.8 The concept of city production function is not obvious
because the city is not an agent per se but a collection of agents, each with her
own interest. Hence, aggregate production functions should be built inside the
model. This is precisely what we have achieved in the foregoing.

Depending on the value of ρ, the degree of increasing returns might be high
enough for a “large” number of workers to reside within the same city. In par-
ticular, when ρ < 1/2, the marginal product of labor rises at an increasing rate
with the population size. This does not strike us as a realistic outcome, and we
find it more reasonable to assume that the increase in the marginal productivity
falls with N . Thus, provided that ρ > 1/2, the process of specialization cannot
be pursued indefinitely. Still, even in this case, the economy displays what may
be called “returns to scale at the city level.”

The equilibrium wage may be obtained from (4.10) and (4.12)

w∗ = AN (1−ρ)/ρ,

which also increases with the size of the labor force – a result that has been
empirically tested in several American cities (Rauch 1993; Peri 2001). Indeed,
when more workers are available in the city, more firms can enter the intermedi-
ate sector, generating higher wages. However, when ρ > 1/2, the equilibrium
wage rises at a decreasing rate because 1/ρ − 2 < 0.

As discussed in Section 3.3, an increasing population leads to an expan-
sion of the residential area, which yields in turn higher land rents and longer
commuting. Consequently, the city size is determined endogenously at the so-
lution to the trade-off between increasing returns in the intermediate sector
and workers’ commuting costs to the CBD.9 Of course, cities specialized in
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different final goods will have different production functions, yielding different
sizes.

Loosely speaking, we may thus conclude as follows: As in Adam Smith, the
division of labor within the city is limited by the number of workers but, as in
Young (1928), the extent of the labormarket is itself limited by the specialization
of labor through the degree of increasing returns in the intermediate sector.

4.2.2 A Smith–Marshallian Approach: The Matching Process
on the Labor Market

Wenow followa different path by assuming a population ofworkerswho are het-
erogeneous in the typeofwork they are best suited for. For example, thinkof a big
city (such asLondonorNewYork) that accommodates a large number of lawyers
with specific training. Once it is recognized that the labor force is heterogeneous
in the skill space, it should be clear that firms have incentives to differentiate
their technologies in much the same way as firms have incentives to locate at
different places when consumers are dispersed over space (see Section 4.5).
Indeed, firms are then able to obtain market power in the labor market that al-
lows them to set wages below the productivity of workers. The approach taken
here combines ideas fromHelsley and Strange (1990) as well as fromHamilton,
Thisse, and Zenou (2000).10

Consider a monocentric city with M firms located in the CBD. As in the
foregoing section, we assume that firms sell their output at a given market price
(we take this output as the numéraire). For simplicity, a firm is fully described
by the type of worker it needs. Firm i’s skill requirement is denoted by ri
(i = 1, . . . M) in some skill space C . Labor is the only input, and production
involves constant returns to scale once some entry cost measured in terms of
the numéraire has been paid.

There is a continuumofworkers of size N with heterogeneous skills.Workers
are heterogeneous in the type of work they are best suited for, but there is no
ranking in any sense of these types of work. A worker’s skill type, denoted by
r ∈ C , is distributed in the skill space. The characteristics of aworker relevant to
firms are summarized by her skill. Finally, eachworker supplies one unit of labor
provided that her wage net of training costs paid by the worker (her earnings) is
positive (without loss of generality, the reservation wage is normalized to zero).

Each firm has a specific technology such that workers can produce output
only when they match the firm’s skill needs perfectly. Because workers are
heterogeneous, they have different matches with the firm’s job offer. Thus, if
firm i hires a worker whose skill differs from ri , the worker must get trained,
and her cost of training to meet the firm’s skill requirement is a function of the
difference between the worker’s skill r and the skill requirements ri .

When workers are heterogeneous and the market is sufficiently thick, it
seems natural to assume that firms cannot identify an individual’s skill before
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employment. Instead, firms know the statistical distribution of individual skills.
For simplicity, the skill space C is described by the circumference of a circle
that has length L . Individuals’ skills are continuously and uniformly distributed
along this circumference; the density is constant and denoted by	. The density
	 expresses the thickness of the labor market, and L measures the degree of
diversity in workers’ skills. When the population of workers is heterogeneous,
the extent of the labor market is described by these two parameters. We will see
that they play different roles in the market equilibrium. Clearly, L and 	 must
be such that N = L	. We assume that firms’ job requirements ri are equally
spaced along the circumference C so that L/M is the distance between two
adjacent firms in the skill space.11

The training cost function is s|r − ri |, where s > 0 is an inverse measure of
a worker’s ability to learn how to adjust to a technology different from her skill.
After training, all workers are identical from the firm’s viewpoint because their
ex post productivity is observable and equal to g by convention.

Although firms do not observe workers’ types, workers know their own type
and observe the firms’ skill needs.12 In order to induce the appropriate set of
workers to take jobs with the most suitable firm, workers must pay at least
some part of the training cost. In addition, since the labor supply of a worker
is inelastic, firms cannot offer a wage menu so that the worker must pay for
all the costs of training that are not observable to the firm (hence resolving the
adverse selection problem). Consequently, each firm i offers the same wage to
all workers conditional on the worker having been trained to the skill ri . Each
worker then compares the wage offers of firms and the required training costs;
she simply chooses to work for the firm offering the highest wage net of training
costs.

The wage-setting game proceeds as follows. First, firms simultaneously
choose their gross wage offers.Workers then observe all wage offers and choose
to work for the firm that yields the highest net wage. Since each firm antici-
pates workers’ choices, it will hire all workers who prefer to work for it. In
equilibrium, there is no quits or layoffs because both firms and workers have no
incentive to deviate. The allocation of workers among firms is based entirely
on individual competitive advantage.

Consider firm i . If the firms on each side of it offer wages wi−1 and wi+1,
respectively, then firm i’s labor pool consists of two subsegments whose outer
boundaries are r̄i and r̄i+1. The worker at r̄i receives the same net wage from
firm i and firm i − 1, whereas the worker at r̄i+1 receives the same net wage
from firm i and firm i + 1. Because firm i knows the training cost function and
all firms’ job requirements, it can determine r̄i and r̄i+1. Specifically, r̄i is the
solution to the equation: wi − s(ri − r̄i ) = wi−1 − s(r̄i − ri−1), so that

r̄i = wi−1 − wi + s(ri + ri−1)

2s
. (4.14)
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Firm i attracts workers whose skill type lies in the interval (r̄i , ri ] because they
obtain a higher net wage from firm i than from firm i − 1. Workers with skill
types in [ri−1, r̄i ) prefer to work for firm i − 1. Similarly, we can show that

r̄i+1 = wi − wi+1 + s(ri + ri+1)

2s
. (4.15)

Firm i’s labor pool thus consists of all workers with skill types in the interval
[r̄i , r̄i+1]. Its profits are given by


i =
∫ r̄i+1

r̄i

	(g − wi )dr = 	(g − wi )(r̄i+1 − r̄i ).

For a given number of firms, wages and profits at the Nash equilibrium can
be determined as follows. It can be readily verified that a Nash equilibrium
exists in wages. We find the Nash equilibrium wages by taking the first-order
condition for 
i with respect to wi :

∂
i

∂wi
= −(r̄ i+1 − r̄i ) + (g − wi )

(
∂ r̄i+1

∂wi
− ∂ r̄i

∂wi

)
= 0. (4.16)

Using (4.14), (4.15), and (4.16) and ri − ri−1 = L/M , and setting equilibrium
wages equal to each other, we obtain

w∗(M) = g − sL/M. (4.17)

This solution is unique, for the first-order conditions are a system of linear
equations in the wage of each firm. Assuming that g > 3sL/2M , the worker
with the worst match whose training cost is sL/2M will choose to work so that,
in equilibrium, all workers are employed.

Assume now that there is free entry while firms remain equidistant.13 As
observed by Helsley and Strange (1990), the agglomeration of firms in the
CBD has the nature of a public good (or externality) for the workers because
the entry of a new firm leads to a wage increase (recall that w∗(M) given by
(4.17) is increasing in M).14 This is because an additional firm improves the
quality of the averagematch between skills and job requirements.As the number
of firms keeps increasing, firms have to pay higherwages because adjacent firms
compete for workers who are better matches. In the limit, when the number of
firms becomes arbitrarily large, the wage approaches the competitive level g,
whereas profits go to zero. However, each firm that enters the market must pay
a positive fixed cost f . Therefore, at the free-entry equilibrium, the number of
firms is limited.

Because profits per firmgross of entry costs are equal to
∗(M)= s	L2/M2,
the equilibrium number of firms is

M∗ = L
√
s	/ f . (4.18)

Clearly, the long-run number of firms rises with both the thickness (	) and the
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diversity of the labor market (L) but not at the same speed. Substituting (4.18)
into (4.17) yields the long-run equilibrium wage:

w∗ = g −
√
s f

	
= g −

√
s f

L

N
.

Because the quality of the average match improves, the long-run equilibrium
wage rises with the thickness 	 of the labor market. Thus, as expected, denser
urban labor markets are associated with higher wages. In particular, since w∗

is a strictly increasing and strictly concave function of N , the equilibrium wage
increases at a decreasing rate when the size of the labor force rises provided that
L remains constant. Stated differently, a better match gives rise to increasing re-
turns in the aggregate. In the present setting, the city size is therefore determined
endogenously according to the trade-off between increasing returns in the final
sector and workers’ commuting costs to the CBD. In other words, although the
microeconomic mechanism vastly differs from the one investigated above, we
arrive at the same conclusion when we look at what happens at the city level.

By contrast, if the population rises only through amore diversified labor force
(hence, L and N grow at the same pace), the equilibrium wage is unaffected.
This shows that an expansion of the labor force through a higher density or
a wider range of skills may have different effects on the level of wages when
workers are heterogeneous. In particular, the consequences for the city size of
a growing population depend on the way it affects the parameters L and 	 of
the economy.

4.3 CITY SIZE UNDER SCALE ECONOMIES

We have just seen that several mechanisms operating at the level of individ-
ual agents may generate increasing returns at the city level. Building on this
observation, we assume that the city’s production function exhibits increasing
returns. For simplicity, here we assume that the increasing returns in production
is due to the internal scale economies of a single firm that is accommodated in
a city (a factory town). Our purpose is to explore, under different institutional
arrangements, the implications of this assumption for the process of city forma-
tion. Specifically, we consider two types of institutions. In the first one, the city
is viewed as the outcome of decisions made by a developer who internalizes
the benefits of amalgamating workers within a factory. In the second, the city
is formed by a community of workers who choose to combine efforts in order
to enjoy the surplus generated by the presence of increasing returns.

4.3.1 The City as a Firm

Consider a monocentric city with a single firm located at the center.15 This firm
produces one good sold on the world competitive market at price p using one
production factor, labor. The firm’s production function is

X = F(N ),



Increasing Returns and Transport Costs 107

where X is the amount of the traded good and N the mass of workers. This
function is such that F(0) = 0, it is strictly increasing in N , and there exists
Na > 0 such that

dF

dN
≡ F ′(N )≥< F(N )/N as N ≤

> Na . (4.19)

Thus, production involves increasing returns for N < Na and decreasing returns
for N > Na .

Potential employees of the firm who have the same preferences as the con-
sumers studied in Section 3.3.1 enjoy a reservation utility level ū in the rest of
the economy. To be able to produce, the firmmust attract someworkers from the
rest of the world. To this end, it must pay them a wage w high enough for these
workers to be compensated for the urban rent determined on a competitive land
market as well as for the commuting cost to the firm. Indeed, when some work-
ers choose to reside within this city they anticipate that they will be organized
according to a residential equilibrium such as that described in Section 3.3.1,
and their income is now given by the wage w. Given this wage rate, workers
will migrate into the new city as long as the utility level they can reach there
is higher than or equal to their reservation utility. As seen in Section 3.3.2, the
equilibrium utility level in the city decreases when the population size rises.
Consequently, workers will stop migrating just when the utility level they can
reach within the factory town is equal to ū. Clearly, such a problem belongs to
the family of open city models.

When the wage rate isw, the city fringe r∗(w, ū) is determined by the unique
solution to the equation

�[w − T (r ), ū] = RA. (4.20)

Using (3.24) and (3.25),we thus obtain the equilibriummass ofworkers residing
in the city as given by the following function of the wage rate:

N (w, ū) =
∫ r∗(w,ū)

0

2πr

S[w − T (r ), ū]
dr, (4.21)

which is called the population supply function (from the rest of the economy to
the city). When w increases, (4.20) implies that the bid rent curve of each
worker moves upward and, hence, the urban fringe expands. Furthermore,
because workers’ reservation utility is fixed, their Hicksian demand for land
S[w − T (r ), ū] falls. Consequently, (4.21) implies that the population supply
rises with the wage offered by the firm. When w becomes arbitrarily large,
N (w, ū ) goes to infinity. It is also easy to show that an increase in the reserva-
tion utility ū leads to a decrease in the labor supply to the city. As a result, more
workers are attracted to the factory town when w increases, but less workers
move in when the level of satisfaction in the rest of the economy rises.
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Conversely, we may define the wage function w(N , ū ) as the wage the firm
must pay to attract exactly N workers when the reservation utility level is ū.
Clearly, w(N , ū ) is the inverse of N (w, ū ). It can readily be verified that this
function is strictly increasing in both N and ū, whereas N → ∞ implies that
w → ∞.

Let C(N , ū ) denote the value of the residential cost (3.26) evaluated at the
efficient allocation when the population is equal to N and the utility level ū
with C(0, ū ) = 0, and let

ADR(w, ū ) =
∫ r∗(w,ū )

0
[�(w − T (r ), ū ) − RA]2πrdr (4.22)

be the aggregate differential land rent (that is, the sum across locations of the
difference between the urban land rent and the agricultural land rent) when the
income is w and the common utility level ū.

It is straightforward to check that at the residential equilibrium total income
equals the residential cost plus ADR for all values of N :

Nw(N , ū ) = C(N , ū ) + ADR(w(N , ū ), ū ). (4.23)

Differentiating this expression with respect to N yields

w(N , ū ) + N
∂w(N , ū )

∂N
= ∂C(N , ū )

∂N
+ ∂ADR[w(N , ū ), ū ]

∂N
. (4.24)

Because the integrand of (4.22) is zero at r∗(w, ū ) by (3.20), we have

∂ADR(w(N , ū ), ū )

∂N
=

∫ r∗(w,ū )

0

(
∂�

∂w

)(
∂w(N , ū )

∂N

)
2πrdr

= ∂w(N , ū)

∂N

∫ r∗(w,ū )

0

2πr

S[w(N , ū ) − T (r ), ū ]
dr

= ∂w(N , ū )

∂N
N

where (3.15), (3.25) and (4.21) have been used. Therefore, (4.24) becomes

w(N , ū ) = ∂C(N , ū )

∂N
. (4.25)

This means that the wage the firm has to pay to attract one additional worker
is equal to the marginal residential cost. Because ∂w/∂N = ∂2C(N , ū )/∂N 2

and w(N , ū ) is strictly increasing in N , we see that C is strictly convex in N .
We may similarly show that C is strictly increasing in ū. In summary, we have

Proposition 4.1 The residential cost is strictly increasing and strictly convex
in N as well as strictly increasing in ū.

Intuitively, the reason is that, because of an increase in travel distance, the
total commuting costs within the city increase more than proportionally with
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the population size. In other words, given the monocentric structure, there are
diseconomies in urban transportation when the population rises.16 This result
coincides with another well-documented fact in economic history that high
commuting costs placed an upper limit on the growth of cities for fairly long
periods (see Bairoch 1985, chap. 12). Another important implication is that the
cost of living in larger cities is higher because of the higher commuting costs
workers have to pay. This does not mean, however, that people residing in cities
are worse off than others. As seen in Section 4.2, individuals living in larger
cities earn higher wages. The increase in urban costs is the response of the
market to this wage premium.

There are two equivalent ways to look at the factory town problem. Consider
the first one. The firm buys some land from farmers at the price RA and then
plans and manages every aspect of the formation of the city, including the
allocation of housing toworkers subject toworkers having the reservation utility
level ū. The cost borne by the firm is then given by C(N , ū ) because the res-
idential cost is minimized at the residential allocation. In this case, the firm
chooses a population size N so as to maximize its profit given by


(N ) = pF(N ) − C(N , ū ).

If the firm were to do so, however, a tremendous amount of action would be
entailed, and even more information would be required. Fortunately, there is an
alternative and simpler way for the developer to maximize its profit. The firm
still buys the land from farmers at RA, but now lets the competitive market for
land determine the residential allocation. In this case, the firm sets a wage w

and, hence, the corresponding N (w, ū) workers will migrate into the city and
organize themselves on the residential area, as described in Section 3.3.1. In
particular, the urban land will be leased at the competitive market rent. The
firm then chooses a wage w so as to maximize its profit in which the aggregate
differential rent is capitalized as follows:


(w) = pF[N (w, ū )] − wN (w, ū ) + ADR(w, ū ).

In fact, the alternatives above yield the same outcome. Indeed, the first
problem

max
N

pF(N ) − C(N , ū )

is equivalent to

max
w

pF[N (w, ū )] − C(N (w, ū ), ū ) (4.26)

because N (w, ū ) increases from zero to infinity when w varies from zero to
infinity. In turn, by (4.23), (4.26) amounts to the second problem

max
w

pF[N (w, ū )] − wN (w, ū) + ADR(w, ū ).
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Consider the first problem. Differentiating 
 with respect to N and using
(4.25) yields the following equilibrium condition:

pF ′(N ∗) = w(N ∗, ū ), (4.27)

which states that the profit-maximizing employment level is such that the equi-
librium wage equals the marginal value product of labor even though the firm
is not a wage-taker on the labor market. For the second-order condition to be
met, it is necessary that

pF ′′(N ∗) − ∂2C(N ∗, ū )
∂N 2

< 0, (4.28)

and thus both F ′′(N ∗) > 0 and F ′′(N ∗) < 0 are consistent with the second-
order condition because C(N , ū ) is strictly convex.

Figure 4.1 shows graphically that the profit-maximizing employment arises
at point N ∗ when the tangents to pF(N ) and C(N , ū) are parallel.

Furthermore, it is easy to see that the equilibrium population size rises when
the output price increases. More interesting is the impact of the transportation
costs. To simplify the argument, suppose that T (r ) = tr and, for the city to
continue to exist when t rises, that 
(N ∗) > 0. Then, it is easy to check that
an increase in t leads to a higher residential cost for each given value of N . Si-
multaneously, the wage function moves upward so that the marginal residential
cost also shifts upward because of (4.25). As a consequence, the equilibrium
mass of workers as well as the urban fringe shrink. Stated differently, lower

Figure 4.1: The determination of the population size in the factory town.
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commuting costs lead to a larger population and a spreading out of the urban
area. This is the other side of the same coin.

4.3.2 The City as a Community

Assume now that a group of workers chooses to join efforts within a community
to benefit from the presence of increasing returns in production activity. For
that purpose, they must work at the same place where the production function,
which is now to be interpreted as the community production function, is given
by F(N ), as described by (4.19).

Theseworkers elect a local government endowedwith the task ofmaximizing
their well-being. Because all these workers are identical, they are to enjoy the
same utility level, and thus the objective of the local government is to maximize
this common utility level. In so doing, of course, the local government must
meet some budget constraint, which will be defined below.

As usual, it is assumed that the community buys the land from farmers at RA.
To maximize the utility level of the community members, the local government
chooses a certain population size No. Again, two approaches are possible. In
the first one, the local government plans and manages all the aspects of city
formation. Consequently, its budget constraint is expressed as follows:

pF(N ) − C(N , u) ≥ 0.

This implies that the problem of the local government is to achieve the highest
utility for the community members by choosing the community size while
satisfying the budget constraint, that is,

max
N

u s.t. pF(N ) − C(N , u) ≥ 0,

where N must be strictly positive for the problem to be meaningful.
BecauseC(N , u) is strictly increasing in u, the budget constraint is binding at

the optimum. Therefore, the following two conditions must hold in optimum17:

pF ′(No) = ∂C(No, u)

∂N
(4.29)

pF(No) = C(No, u). (4.30)

The strict convexity of the residential cost function implies that

∂C(No, u)

∂N
>

C(No, u)

No
,

and thus (4.29) and (4.30) yield

F ′(No) >
F(No)

No
.
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Figure 4.2: The determination of the population size in the community.

Thus, We have:

Proposition 4.2 The utility-maximizing population size occurs in the phase of
increasing returns to scale.

Hence, for a group of workers to agglomerate in a community and engage
together in production, there must be increasing returns; otherwise, no com-
munity would emerge. This shows how increasing returns operate to create an
agglomeration of workers around the center of production. Yet, the correspond-
ing urban area will accommodate a finite mass of workers. This is because the
benefit of increasing returns will be less than the extra cost generated by an
additional worker once the optimum population size is reached.

Graphically, Figure 4.2 shows that the optimum population No arises for the
value of uo at which F(N ) and C(N , uo) are tangent.

As in the foregoing, it is easy to see that uo rises when the output price
increases. If T (r ) = tr , an increase in t leads to a decrease in uo because the
residential cost curve C(N , u) moves upward with t . However, the impact of p
and t on the population size is ambiguous in that it depends on the curvature of
F(N ) at the tangency point between pF(N ) and C(N , u).

Suppose now that the optimum population of workers decides to form a
community. As usual, the residential allocation can be achieved through a com-
petitive land market. Assume that workers are paid at their marginal value
product so that their common income is

wo = pF ′(No).

Because the optimum population is such that Nowo > pF(No), the wage bill
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exceeds the output value, thus implying that the production activity gener-
ates a loss. Nevertheless, rewriting (4.23) at the optimum yields the following
relationship:

ADR(No, uo) = −[pF(No) − Nowo]. (4.31)

Accordingly, at the optimum the aggregate differential land rent capitalized
by the community just compensates for the loss incurred in the production activ-
ity onceworkers receive themarginal value product of labor. This is an important
result suggesting how the loss incurred in the production under increasing re-
turns may be compensated through the capitalization of the differential land
rent, without introducing any distortive tax. This is a version of a more general
relationship named the Henry George theorem by Stiglitz (1977).18

We are now able to compare the two institutional systems studied in the
foregoing sections. It is straightforward from (4.27) through (4.30) that the
factory town and the community models yield the same outcome if and only
if firms’ profits are zero. Stated differently, the profit-maximizing size equals
the optimum size if and only if the reservation utility level is the same as the
optimum utility level.

This is no longer true when firms’ profits are positive. The two outcomes
differ in the following way: the profit-maximizing firm chooses a labor force
strictly larger than the optimum size when the reservation utility level ū is lower
than the optimum utility level uo. Indeed, if ū < uo, the firm is able to pay its
workers a wage high enough to attract more than No workers. This induces the
firm to hire a population larger than the optimum one. On the other hand, when
ū > uo the firm cannot break even and, hence, the factory town is not formed.

4.3.3 System of Cities: A Simple Framework

The foregoing results suggest an interesting entry – exit process leading to the
formation of a system of cities. To this end, suppose the economy consists of an
urban sector with many potential cities and a rural sector with an insignificant
population (such as in most developed countries). For simplicity, we assume
that the total population of the urban sector is exogenously given by a constant
N . Because the economy under consideration is closely tied with the world
economy, both the output price of the urban sector and that of the rural sector
are assumed to be given and fixed. Whenever a city is to be developed, the
production function is the same and is expressed by (4.19). The economy has
enough land for each developer to buy the land needed at the fixed agricultural
land rent RA and for all the created cities not to overlap.

The process of city formation works as follows. We have seen that uo is the
highest utility a firm-developermay sustainwithout losses, andwo is the highest
wage it can pay to its workers. Suppose that the optimum number of cities in
the economy, given by N /No, is large enough to be safely treated as a real
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number.19 Because the size of each city is small compared with the population
N , each developer will consider the utility level in the other cities as given. As
long as u∗ < uo, each existing developer can earn a strictly positive profit, for
example by hiring No workers at a wage lower than wo, thus inviting the entry
of new developers. Eventually, profits earned from the formation of new cities
will become zero and entry will stop. At this zero-profit equilibrium u∗ = uo,
and each firm will hire exactly No workers and will pay them wo. This implies
that workers enjoy the optimum utility level uo in each city and that the number
of cities developed will be optimal.

Clearly, the same results hold if competition takes place among utility-
maximizing communities. Furthermore, because all cities are identical, (4.31)
holds in each one of them. We may summarize these results as follows:

Proposition 4.3

1. The equilibrium city system resulting from competition between profit-
maximizing firms or developers is identical to the optimum system in
which the common utility level is maximized, and conversely.

2. In every city of the equilibrium – optimum city system, the aggregate
differential rent just covers the loss from production activity when goods
and labor are priced at their competitive level (Henry George theorem).

It follows from the first part of the proposition that the optimum city system
may be obtained through competition among profit-maximizing firms or utility-
maximizing communities.20 This is interesting because, for factory towns to
exist in the zero-profit equilibrium, the firms’ production function must exhibit
increasing returns. Although workers are paid at their marginal productivity,
which exceeds the average productivity, the corresponding loss incurred in
production is exactly compensated by the aggregate differential land rent cap-
italized within each factory town. This result, suggested by Vickrey (1977),
shows how the land market may provide a solution to a well-known problem in
economic theory due to increasing returns, which is usually solved by adding
constraints that lead to second-best solutions.

Furthermore, in equilibrium all individuals enjoy the same utility level re-
gardless of the city in which she resides. This implies that the corresponding
allocation is fair in the sense of Rawls. This is an intrinsic property of the spatial
equilibrium that suggests that amarket economy is not necessarily characterized
by spatial inequalities, as is often claimed by the proponents of regional plan-
ning. Within the present simple setting, there is no reason for the government
to interfere with the market system when such an intervention is motivated
by redistributive considerations because the market outcome maximizes the
Rawlsian welfare function.

Finally, because the optimum population changes with the price p, the equi-
librium urban system of an open economy is affected by the external factors
ruling the world market.
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However, all cities are identical and do not trade among themselves. The
city system obtained here looks like a collection of isolated cities, whereas one
would expect to get cities of different types trading goods. We will return to
this matter below.

4.3.4 Notes on the Literature

The work of Mills (1967) has served as a basis for many developments in
urban economics regarding especially the role of developers and the creation of
communities. In this respect, our approach to the formation of a system of cities
owes much to Mirrlees (1972), Henderson (1974), Eaton and Lipsey (1977),
Kanemoto (1980, chap. 2), Berglas and Pines (1981), Hochman (1981), and
Fujita (1989, chap. 5). Schweizer (1986) has provided a discrete treatment of
city numbers. The Henry George theorem, as applied to the financing of the
loss incurred under perfect competition and increasing returns, corresponds
to an old conjecture stated by Hotelling in a series of papers published in
the late 1930s, which are available in Darnell (1990). This theorem has been
studied independently by Serk-Hanssen (1969) and Starrett (1974), whereas
Vickrey (1977) did the same but within a system of competing cities.21 Finally,
Papageorgiou and Pines (2000) have shown that the optimality of the market
outcome obtained in Proposition 4.3 depends critically on the fact that cities
are many and replicable.

4.4 TRADE IN A SYSTEM OF CITIES

4.4.1 Specialization and Trade

The urban system we have just described looks like a system of “isolated city-
states” (Papageorgiou). This is a major limitation because exchange and trade
are often considered the main ingredients of urban systems. However, the pre-
ceding results can be extended to the case of several goods that are traded
between any two cities. In this section, we briefly describe the general equilib-
rium model developed by Henderson (1974; 1987; 1988, chap. 2); the reader
is referred to these works of Henderson as well as to Becker and Henderson
(2000) for further details.22

The main question to be solved is, Why is it that cities trade goods instead
of each city producing all of them? We know from the spatial impossibil-
ity theorem that some market failures are necessary for trade to arise. In this
section, agglomeration and trade are not inconsistent because scale economies
are external to firms but internal to the industry, as in A. Marshall, thus,
firms producing the same good benefit from being located together (see also
Chapter 8). On the other hand, we have seen that adding a newworker to the city
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generates a higher average per person commuting cost (see Proposition 4.1). As
a result, when external economies are confined within each industry, special-
ization will lead to a better exploitation of scale effects. Indeed, for the same
degree of global efficiency in the two sectors, when workers residing within a
city are engaged in the production of two different tradable goods, the average
commuting cost is higher than when they are located in two separate cities
producing each tradable good. Consequently, when the transport costs of these
goods are sufficiently low (here they are assumed to be zero), it is more efficient
for each city to supply a single tradable good that is both locally consumed and
exported to the rest of the economy, whereas other tradable items are imported
from other cities.

But why should such an efficient outcome occur in a market economy?
According to Henderson (1974), the answer is to be found in the existence
of some economic agents (the “city corporations”) who understand that they
may benefit from organizing cities in a way that maximizes the utility level of
residentswhile internalizing the external effects generated by the agglomeration
of firms and workers belonging to the same industry.23 As discussed above,
examples of such agents include land developers and local governments. These
agents are assumed to be many, whereas the total population of workers is
sufficiently large for many cities of each type to exist. In order to see how
Henderson’s model works, we present here a simplified version in which labor
is the only production factor.

Consider a representative city. For the reason discussed in the preceding
paragraph, it is never profitable for a developer to produce more than one traded
good in the city she develops, and thus a city may be identified with the traded
good i produced there.24 This means that an i-type city produces a traded good
Xi in addition to housing Hi .25

Technology in the i-sector exhibits constant returns to scale at the firm
level. However, there are external economies at the industry level such that the
production function of this sector is as follows:

Xi = Ei (Ni )Ni f ,

where Ni f is the number of residents working in the i-sector, whereas Ni is the
number of city residents and Ei (Ni ) a Hicksian shift factor taken by each firm
as given, with E ′

i > 0.
In each city, housing is produced under constant returns to scale at the firm

level. Instead of introducing the details of commuting and land consumption, it
is simply assumed that a negative externality is at work in the housing sector:

Hi = Eh(Ni )Nih,

where Nih is the number of residents working in this sector, whereas Eh(Ni ),
with E ′

h < 0, stands for the external diseconomies in the housing sector when
the total population of residents is Ni . Because the two “scale effects” are
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external to firms, all markets may be assumed to be perfectly competitive and
firms to be price-takers (Chipman 1970).

Henderson (1987) assumes particular functional forms for these two external
effects:

Ei (Ni ) = exp(−ϕi/Ni ),

where ϕi > 0 is a measure of the degree of increasing returns in the production
of good i , and

Eh(Ni ) = N−δ
i ,

where δ > 0 expresses the intensity of commuting and congestion costs within
a city.

There are n traded goods, and consumers have the same Cobb–Douglas
preferences given by

U = xa11 · · · xann hb,

where xi stands for the consumption of good i produced in city i and h is the
housing consumption. Consumers live in the city where they work and spend
their income.

The role of a developer is to choose a tradable good to be produced while
letting competitive markets determine individual production activities in the
chosen sector as well as in housing. Because consumers are identical and free
to move, they must reach the same equilibrium level regardless of the city in
which they live. As in the preceding section, the equilibrium size of each type
i-city is such that the common utility level of the residents is maximized at this
equilibrium size; otherwise, there would exist potential profits to be earned.
Stated differently, through competition in the market for cities, the benefits of
agglomeration are eventually transferred to workers in order to make up for
the higher urban costs they bear in more productive (and larger) cities. In this
process, each developer is assumed to be able to choose the population size
through setting the urban wage while taking the utility level as given (as in
Section 4.2.1) or by controlling land development and usage.

Given some large population of workers in the whole economy, it is stan-
dard to determine consumers’ demands for each tradable good and housing as
well as the corresponding equilibrium competitive prices. FollowingHenderson
(1974), it can then be shown that the equilibrium population size in a type i-city
is such that

N ∗
i = a1 + · · · + an

bδ
ϕi .

Hence, the equilibrium population of a city producing good i increases with the
degree of increasing returns (ϕi ) and the intensity of preferences for all tradable
goods (a1/b+ · · · + an/b), but decreases with commuting and land use costs
(δ) in the urban arrangement.
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Because the degree of increasing returns varies with the good produced, it is
clear that cities specializing in the production of different goods have different
sizes. Larger cities are those specialized in the production of traded goods with
higher degrees of increasing returns. In other words,

City sizes vary because cities of different types specialize in the production of different
traded goods, exported by cities to other cities or economies. If these goods involve
different degrees of scale economies, cities will be of different sizes because they can
support different levels of commuting and congestion costs. (Henderson 1974, 640).

In addition, all individuals enjoy the same utility level in equilibrium, what-
ever the type of city in which they live, since they are free to choose where to
reside. However, because the production functions are not necessarily the same,
the wages paid in cities of different types are not the same, thus generating dif-
ferent population sizes, which in turn implies different commuting costs and
land rents. Specifically, wages (w∗

i ) and housing prices (R∗
i ) rise with the city

size in order to keep the utility level identical across cities:

w∗
i

w∗
k

= R∗
i

R∗
k

=
(
N ∗
i

N ∗
k

)1/α

=
(

ϕi

ϕk

)1/α

.

Hence, the wage ratio and the housing price ratio between two types of cities
both equally rise with the ratio between their respective degrees of increasing
returns. Clearly, differences in wages do not correspond here to differences in
workers’ well-being.

Finally, the ratio of numbers of each type of city is obtained by equating
demand and supply for each type of good within the whole economy. If m∗

i
denotes the equilibrium number of cities of type i , then for any two types of
cities i and k it can be shown that

m∗
i

m∗
k

= ai
ak

(
N ∗
i

N ∗
k

)−1−1/α

= ai
ak

(
ϕk

ϕi

)1+1/α

.

Hence, the trade-off between increasing returns and commuting costs within
cities takes the following particular form:

1. As increasing returns get stronger in the production of good i , the relative
number of cities of type i decreases, whereas these cities become larger.

2. When commuting costs rise, the relative number of type i-cities increases
(decreases) when ϕi < ϕk (ϕi > ϕk), whereas each city gets smaller. The
number of cities of each type also depends on the expenditure share on
each tradable good.

This model explains the existence of an urban system with different types of
cities as well as intercity trade involving different goods. It also sheds additional
light on the trade-off between increasing returns and commuting costs.However,
themodel does not permit one to predict the location of cities nor does it explain
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the urban hierarchical structure. A full theory of urban systems should explicitly
account for city location. This question is investigated in Chapter 10.

4.4.2 Diversified versus Specialized Cities

Another critical issue is why some cities are specialized in the production of
a few goods and services, whereas others are more diversified (Abdel-Rahman
2000; Duranton and Puga 2000). From the historical viewpoint, it should be
clear that cities were diversified when intercity trade was very costly. Indeed,
despite increasing returns, it was desirable to provide a wide array of goods
locally to save on transport costs (Abdel-Rahman 1996). Nowadays, intercity
trade costs are lower, and it seems desirable to take advantage of increasing
returns. This means that cities should specialize (as discussed in Section 4.4.1).
Yet, we observe that large and diversified metropolises keep growing.

One reason for diversification is the possibility of exploiting the scale eco-
nomies associated with a large variety of common intermediate goods and pub-
lic services (Goldstein and Gronberg 1984). If the demand for the final output
of a city-industry is not perfectly elastic, then it is not profitable for this industry
to grow beyond some limit. If two different industries colocate within the same
city, they may enjoy a larger intermediate sector and more public services, mak-
ing each industry more productive. On the other hand, this colocation requires
more workers within the same city and, therefore, longer commuting. As a con-
sequence, firms in the two final sectors must pay a higher wage. In this case, the
balance is between the productivity gains of the two industries resulting from
a larger intermediate sector and the commuting cost within the diversified city.
The same type of argument may be applied to consumption (Abdel-Rahman
2000).

A second reason is that the diversified city is able to smooth out random
shocks affecting specific urban industries. In this case, the diversified city is to
be viewed as a portfolio of activities. When one activity is adversely affected,
workers have the opportunity to move to other sectors. The expected wage is
then higher than in a specialized city (Krugman 1991b).

Finally, Jacobs (1969) has argued that urban diversity facilitates innovation
because it allows new producers to observe and borrow ideas initiated by firms
belonging to other industrial sectors. Duranton and Puga (2002) have shown
how uncertainty about the production process in the initial phases of the product
cyclemay lead to the coexistence of different sectors within the same city.When
firmsmaster their production processes, they relocate tomore specialized areas,
and thus the diversified cities are viewed here as “nurseries.”

4.5 COMPETITION AND THE SPATIAL ORGANIZATION
OF MARKETS

We now come to quite a different tradition, which is deeply rooted in classical
location theory. If firms and consumers are geographically dispersed and the
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number of firms is small relative to the mass of consumers owing to indivisi-
bilities in production, each firm has some monopoly power over the consumers
in its immediate vicinity. In other words, the presence of increasing returns at
the plant level prevents spatial markets from being perfectly competitive be-
cause differences in consumer locations, and hence transport costs, are a source
of market power. Competition in space is, therefore, imperfect and should be
studied according to the relevant theories. Once this is recognized, the trade-off
between increasing returns and transport costs turns out to be crucial for deter-
mining the number of firms competing within a given area whose population
size is given. The present setting may be viewed as the “primal” of that studied
in Section 4.2.2.

4.5.1 Equilibrium and the Number of Firms in Space

The prototype of spatial competition is generally attributed to Hotelling (1929),
who studied firms’ price decisions assuming that consumers’ locations are
fixed.26 Hotelling’s main purpose was to model competition so that each firm’s
demand is continuous, while permitting consumers to react discontinuously at
the individual level.27 The heterogeneity across consumers, introduced through
transportation costs, ensures that individual discontinuities stemming from con-
sumers’ mutually exclusive purchases are distributed so as to be unnoticeable
to the firm.

Yet, the essence of spatial competition was probably better described by
Kaldor (1935). According to this author, locations in space mold the nature of
competition between firms in a very specific way.Whatever the number of firms
participating in the aggregate, competition is localized: each firm competes more
vigorously with its immediate neighbors than with more distant neighbors.
Spatial competition is therefore inherently strategic in that each firm is only
concerned with a small number of direct competitors regardless of the total
number of firms in the industry. This does not imply, however, that the industry
is formed by independent clusters of sellers. Because a chain connects any two
firms such that any two subsequent firms in the chain are direct competitors, all
of them are interrelated within a complex network of interactions. Some “chain
effect” linking of apparently independent firms seems to be inherent to the spa-
tial framework. The whole demand system must then be inspected to delineate
the extent of a spatial market.

To gain some insights into the working of competition in such a context,
we consider a very simple setting in which M firms supplying the same good
are distributed equidistantly along a circle C of length l while consumers are
continuously distributed along the same circle.28 Then, firm i has two direct
competitors, firms i − 1 and i + 1. The market situated between firms i − 1
and i + 1 is segmented according to the principle stated above: each consumer
patronizes the firmwith the lowest full price. Hence, for a vector of prices, there
are three groups of consumers in this local market: the customers of firm i − 1,
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of firm i + 1, and of firm i . A unilateral price cut by firm i will consequently
extend its own market only at the expense of firms i − 1 and i + 1, whereas
the other firms are not directly affected. Therefore, the cross-price elasticity
between firm i and firm j �= i − 1, i + 1 is zero.

Each consumer purchases one unit from the firm that, for him, has the lowest
full price, which is defined as the posted price plus the transportation cost to the
corresponding firm. The consumers are thus divided into different segments,
and each firm’s demand is the sum of consumers’ demands in one particular
segment. The boundary between two firms’ markets is given by the location of
the consumer indifferent between them known as the marginal consumer. This
boundary is endogenous because it depends on the prices set by the firms. Given
the continuous dispersion of consumers, a marginal variation in price changes
the boundary and each firm’s demand by the same order.

To keep things simple, we assume that the density of consumers over the
circle C is uniform (maybe because the lot size is fixed and the same across
locations) and equal to n > 0. Each consumer buys one unit of the product from
one of the M firms located at equal distance l/M .29 A consumer at location
r ∈ C has an indirect utility given by

Vi (r ) = u + Y − pi − t |r − ri | (4.32)

when she patronizes the shop located at ri ∈ C . In this expression, u describes
the gross utility that a consumer derives from the product, Y her income, pi
the price posted by firm i , t |r − ri | the transportation cost the consumer must
bear when visiting firm i with t > 0, and |r − ri | the length of the shortest arc
connecting r and ri . The net income Y − t |r − ri | is supposed to be high enough
for each consumer to be able to buy the good.All firms have the same production
cost given by C(q) = f + cq , where f > 0 and c > 0 (see also (4.2)). A price
vector is denoted by p = (p1, . . . , pM ), whereas p−i stands for the price vector
p from which the i th component has been deleted.

Our first task is to determine the position of the marginal consumer between
firm i and each of its two neighbors. Consider the case of firm i − 1. The
corresponding marginal consumer is located at ri−1,i ∈ [ri−1, ri ], which must
satisfy Vi−1(ri−1,i ) = Vi (ri−1,i ) so that

ri−1,i = pi−1 − pi + tl/M

2t
.

Because a similar expression holds for ri,i+1, it follows that the demand to firm
i when prices are given by pi−1, pi and pi+1 is

Di (pi−1, pi , pi+1) = n
pi−1 − 2pi + pi+1 + 2tl/M

2t
. (4.33)

This expression reflects the localized nature of competition, for, besides its own
price, Di depends only upon the prices charged by its two neighbors.
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Consequently, firm i’s profit, contingent on the prices pi−1 and pi+1 set by
its two neighbors, can be written as follows:

πi ( p) = ( pi − c)Di (pi−1, pi , pi+1) − f. (4.34)

We consider a Nash price equilibrium in pure strategies, that is, a price vector
p∗ such that each firm i = 1, . . . , M , anticipating correctly the prices charged
by the other firms, maximizes its profit 
i (p∗

1, . . . , pi , . . . , p
∗
M ) at p

∗
i . If such

an equilibrium exists, it must solve the first-order condition applied to (4.34):

pi−1 − 4pi + pi+1 + 2tl/M + 2c = 0 i = 1, . . . , M.

This is a system of M linear equations that has a unique solution given by

p∗ = p∗
i = c + tl/M. (4.35)

This solution is aNash equilibrium. Indeed, the second-order condition is locally
satisfied, whereas any unilateral deviation that prices firms i − 1 and i + 1 out
of business leads to negative profit.30

Inspecting (4.35) reveals that firms apply an absolute markup tl/M that in-
creases with the transportation rate t as well as with the distance l/M between
two adjacent firms. In other words, geographical isolation, economically ex-
pressed by the value of the transportation cost, allows each firm to have market
power. However, this market power is restricted by the market power exercised
by the closest competitors, as measured by the distance between two successive
firms along C . This shows how space acts as a barrier to competition: higher
transportation costs, fewer firms, or both yield higher equilibrium price and
profit.

On the contrary, when the number of firms becomes arbitrarily large, the
equilibrium price converges toward the marginal production cost, that is, the
competitive outcome. But the existence of a fixed cost will prevent the number
of firms from rising indefinitely. In fact, firms are confronted by a trade-off
when deciding whether or not to enter. A firm will only enter if it can locate
sufficiently far from other firms (in terms of economic distance, not physical
distance) so that it can serve enough consumers and charge a high enough price
to cover its fixed costs.

The equilibrium number of firms M∗ is obtained when firms’ equilibrium
profit is equal to zero (disregarding again the integer problem), that is, when
(tl/M)(nl/M) − f = 0 so that

M∗ = l

√
nt

f
. (4.36)

Consequently, the equilibrium number of firms increases with the unit trans-
portation cost but decreases with the fixed production cost. The intuition is the
same as presented in Section 4.2.3. This is the spatial competition version of
the now classical trade-off between increasing returns and transportation costs:
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Whereas the former reduces the average production cost, it also increases the
cost of transportation for those traveling to the firm. This trade-off determines
the number of firms in space.

This result can be given an interesting interpretation from the historical
point of view. When technologies were inefficient, production involved low
investments, and transport was very costly, a large number of firms were oper-
ating at small scales. Since the beginning of the Industrial Revolution, however,
transport costs have declined dramatically whereas production has entailed in-
creasing overhead costs. Consequently, we may safely conclude that the type
of technological progress observed for many decades in developed countries
has led to a substantial reduction in the number of operating plants as well as
to an expansion of their size and market area. On the other hand, a rise in the
population size through an increase of n or a geographical expansion of the
economy expressed via an increase of l both lead to a larger number of plants
(Cain 1997).

4.5.2 The Optimum Spatial Distribution of Firms

Consider now the efficient configuration. How many firms should there be in
the market? Or, equivalently, how many markets should be open? In the setting
considered in the section above in which each consumer buys one unit of the
product, there is no deadweight loss associated with a discrepancy between
price and marginal cost. Because consumers’ indirect utility (4.32) is linear in
income and each consumer buys one unit of the good produced at a constant unit
cost c, the optimal number of firms minimizes the firms’ fixed production costs
plus consumers’ total transport costs. Hence, the problem involves a trade-off,
for increasing the number of firms, hence fixed costs, reduces the aggregate
transport costs, and vice versa.31

It can readily be verified that the social cost to be minimized is defined as
follows:

C(M) = M f + 2M
∫ l/2M

0
ntrdr

= M f + ntl2/4M.

Treating M as a real number and differentiating this expression with respect
to M yields the optimum number of firms (the second-order condition is met
because C is strictly convex):

Mo = l

2

√
nt

f
= M∗/2. (4.37)

Using (4.36), we thus have shown the following:

Proposition 4.4 In the spatial competition model, the equilibrium number of
firms is larger than the optimal number.
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This is a fairly general result suggesting that the market tends to provide too
many small firms, thus leading to a denser pattern of production than the one
chosen by a benevolent and informed planner.32 The reason is that, although
there are M firms in the industry, each firm competes with its two neighbors
only, thus leading to high market prices, which, in turn, invite more entry.
Proposition 4.4 can be viewed as the spatial counterpart of Chamberlin’s excess
capacity theorem in that the total capacity built by the market, expressed by the
number of plants, is too high. This is interesting because proponents of regional
planning often argue that the market works poorly in fighting against regional
imbalances and “desertification.” After all, the market seems to generate denser
patterns of production thanwhat is optimum–a result that invites us to be careful
in evaluating the relevance of some criticisms of a spatial market economy’s
organization.

4.5.3 Land Capitalization

Space has an important consequence that is ignored in spatial competition
models but is central to urban economics, namely capitalization. Capitalization
means here that the land rent reflects both the price paid and the transport
cost incurred by the occupant when patronizing the cheapest store. There is
no capitalization in the standard spatial competition model because land is not
involved. Yet, the model can be extended to cope explicitly with consumers
simultaneously choosing location and consumption. The basic framework has
been laid down by Fujita and Thisse (1986) as well as by Asami, Fujita, and
Thisse (1993); it is described in the paragraphs that follow.

We suppose that firms and households make their decisions sequentially. In
the first stage, M equidistant firms choose prices in a noncooperative way. In
the second stage, given the decisions made by firms, households consume one
unit of land (the lot size is fixed) in addition to one unit of firms’ output. Hence,
households have to choose a location and the firm to patronize.33 For simplicity,
we assume that the mass N of consumers is equal to l so that consumer density
must be one (n = 1). Consumers compete for land and pay the land rent. Besides
land rent, the income of each household is spent on the firms’ output, transport
cost, and the numéraire. A consumer at location r ∈ C now has an indirect
utility given by

Vi (r ) = u + Y − pi − t |r − ri | − R(r ) (4.38)

when she patronizes the shop located at ri ∈ C and pays the market land rent
R(r ) at location r .

When choosing their prices firms anticipate consumers’ responses, thus re-
flecting the fact that the firms have more market power than consumers. Our
equilibrium concept can then be summarized as follows. Given a price config-
uration of firms, consumers decide on their location and shopping place at the
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corresponding residential equilibrium, which is of the competitive type. With
respect to firms, consumers could be viewed as the followers of a Stackelberg
game in which firms would be the leaders. Firms choose prices at the Nash
equilibrium of a noncooperative game whose players are the firms and in this
way anticipate consumers’ residential equilibrium.

To showhowspatial competitionmayyield thefirst best outcome,wepropose
an institutional system inwhich the firms’ payoff functions aremodified through
land capitalization. Specifically, we assume that firm i’s payoff is defined by the
sum of the operating profit made from selling its product and the added land
value as a result of its presence in the urban area. The added land value (	i ( p))
is obtained by subtracting the aggregate land rent when firm i does not operate
(ADR( p−i )) from the aggregate land rent when firm i operates with the other
n − 1 firms (ADR( p)):

	i ( p) ≡ ADR( p) − ADR( p−i ),

and thus firm i’s payoff is


i ( p) = πi ( p) + 	i ( p).

Given what we said in Section 4.3, this means that firm i behaves like a land
developer within its market area, which corresponds to a segment of the urban
area.

If M equidistant firms have entered the urban market and incurred the fixed
cost f , each of them is active in the price equilibrium.At the resulting residential
equilibrium, all consumers must reach the same utility level, and thus (4.38)
implies a constant R̄ that equals the common urban cost borne by consumers,

R(r ) + min
j=1,...,M

{p j + t |r − r j |} = R̄, (4.39)

for all r ∈ C . In what follows, it is supposed that all firms consider the common
urban cost R̄ as a given constant.34

When firm i is the only nonactive firm, we have

R−i (r ) + min
j �=i

{
p j + t |r − r j |

} = R̄,

where R−i (r ) is the land rent prevailing at r when firm i is inactive. Then the
added land value of firm i , 	i ( p), is given by the shaded area in Figure 4.3,
which can be shown to be equal to

	i ( p) = (pi−1 − pi + tl/M) (pi+1 − pi + tl/M)

2t
,

and thus firm i’s payoff is given by


i ( p) = (pi − c)Di (pi−1, pi , pi+1) + 	i ( p), (4.40)

where n = 1 in (4.33).
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Figure 4.3: Firm i’s added land value.

Differentiating (4.40)with respect to pi and equating the resulting expression
to zero, we obtain

∂
i

∂pi
= Di + (pi − c)

∂Di

∂pi
+ ∂	i ( p)

∂pi

= Di + (pi − c)
∂Di

∂pi
− Di

= − pi − c

t
= 0,

which implies that p∗
i = c. Clearly, 
i ( p) is concave in pi so that the unique

solution to the first-order condition is the unique price equilibrium. In fact,
because p∗

i = c is the optimal strategy for firm i regardless of the prices charged
by all other firms, we have the following result:

Proposition 4.5 Assume that firms capitalize the added land value on their
market area into their payoffs. If firms consider the common urban cost as a
constant, then marginal cost pricing is the equilibrium in strongly dominant
strategies of the price game.

The intuition behind this somewhat surprising result is that land capitaliza-
tion is equivalent to first-degree price discrimination, up to a constant that is
the same across firms because the consumer surplus is identical to the land rent
(up to the same constant for all firms), which is now captured by the agent who
creates it. Therefore, making the socially optimal decision is a Nash equilibrium
(Spence 1976). We have, however, a stronger result because our equilibrium is
in dominant strategies.

Marginal cost pricing implies that operating profits πi are zero for all firms
so that their payoff is equal to their added land value. In the entry process, the
number of firms will be such that the added land value of the last firm is equal
to its fixed entry cost (neglecting the integer problem). Because the added land
value by a firm is equal to the corresponding reduction in total transport costs,
the free-entry condition means that the last comer must balance the social gain
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and the social entry cost. Hence, we have the following:

Proposition 4.6 Assume that firms capitalize the added land value on their
market area into their payoffs. If firms consider the common urban cost as a
constant, then the free-entry equilibrium leads to the socially optimal number
of firms.

The equilibrium number of firms is now given by (4.37). Indeed, Proposition
4.5 implies that the social value of an additional firm is identical to its added land
value in the present model. Hence, when land rents are accurately accounted for,
there is no excess capacity in a spatial economy, thus “proving” the following
conjecture stated by Hotelling (1938, 242) more than 70 years ago:

All taxes on commodities, including sales taxes, are more objectionable than taxes on
incomes, inheritances, and the site value of land; and . . . the latter might be applied to
cover the fixed costs of electric power plants, waterworks, railroads, and other industries
in which the fixed costs are large, so as to reduce to the level of marginal cost the prices
charged for the services and products of these industries.

Proposition 4.6 also means that we have obtained a Henry George rule in an
environment in which firms behave strategically. In other words, allowing firms
to capitalize the added land rent they create by their activities leads to the first
best outcome even though firms behave strategically on the product market.
On the other hand, they are not supposed to be able to manipulate the urban
cost borne by the consumers.35 This behavioral assumption is very much in
the spirit of Hart (1985), who has suggested that firms should account only for
some effects of their policy on the economy as a whole. This seems reasonable
because such computations are likely to be beyond their reach. The utility-
taking assumption is also acceptable as long as no firm is dominant within the
economy – a claim that opens new perspectives on antitrust policy.36

4.5.4 Notes on the Literature

Since the path-breaking article of Hotelling (1929), it has been well known
that the framework used to describe a spatial industry permits one to study
the working of a differentiated industry. The power of this analogy has been
exploited extensively in industrial organization (Eaton and Lipsey 1977;
Gabszewicz and Thisse 1986). Beckmann (1972b) and Stern (1972) were the
first who formalized in a precise way the trade-off between increasing returns
and transportation costs under spatial competition, whereas the circular model
was developed independently and later on by Salop (1979). There is a substan-
tial literature on industrial organization that addresses the issue of whether the
market under- or overprovides differentiated products that is of direct relevance
for spatial competition. Surveys can be found in Eaton and Lipsey (1997),
Gabszewicz and Thisse (1992), and Anderson, de Palma, and Thisse (1992,
chap. 6). Launhardt’s contribution to spatial competition was ignored until
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recently outside the German-speaking community. A modern presentation of
his model can be found in Dos Santos Ferreira and Thisse (1996). Finally, it is
worth noting that many results obtained in spatial competition were anticipated
by Vickrey in his Microstatics published in 1964. The main extracts have been
reproduced in Anderson and Braid (1999).

4.6 CONCLUDING REMARKS

We have seen that the trade-off between increasing returns and transportation
costs may take very different forms and explain a wide range of issues in a spa-
tial economy. First, this trade-off lies at the source of the mechanism governing
the size of a city in either context of the city as a firm or a community. The
approach taken in these two modeling strategies has much to share with club
theory, as developed by Buchanan (1965) and Berglas (1976).37 Not surpris-
ingly, therefore, free entry in the development industry leads to the emergence
of the optimum city system.38 Although the description of a city system pro-
vided here is very simple, it is interesting that the first best outcome is achieved
in a setting with increasing returns and perfect competition. This is due to the
Henry George rule, which states how the loss incurred in production may be
financed by the differential land rent once all goods are sold on competitive
markets. It is worth noting that there is no difference in models of imperfect
competition of the product or factor market provided that the differential land
rent is accurately redistributed among firms. When several goods can be traded
at no cost, most of these results remain valid, each city being specialized in the
production of one tradable good.

Second, a similar trade-off arises in the study of the spatial organization of
an industry. High overhead costs in production lead to a sparse distribution of
firms, whereas high transportation costs have the opposite effects. These are the
elements considered (implicitly) by Christaller ([1933] 1960) and (explicitly)
by Lösch ([1940] 1954) in their explanation of a one-commodity spatial market.
Increasing returns prevent spatial markets from being complete, and, as seen
in the preceding sections, the number of active firms depends on the trade-off
between increasing returns and transportation costs. In general, the two systems
lead to a different number of markets. However, when firms are allowed to
capitalize the land rent they create over their market area, the market once
again yields the first best outcome. This result shows the power of the urban
land rent in a market economy and reconciles Hotelling (1929) with Hotelling
(1938) in addition to being a superb illustration of the contributions made by
this author to the development of modern economics through the use of space
as a specific economic category.

Observe that the forces at work are not tied to the particular spatial price
policy used in the foregoing developments, which is called mill pricing. For
example, the ability to engage in discriminatory pricing (see Chapter 7 for more
details) implies that a firm can cut its prices in one part of its market without the
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need to change its prices elsewhere. This effectively reduces the power of the
firm to commit to a set of prices and so strengthens price competition. But fiercer
price competition will not necessarily work to the benefit of consumers. On the
one hand, for a given number of firms, stronger price competition will indeed
reduce the prices charged by incumbent firms. On the other hand, stronger
price competition can also be expected to act as an entry deterrent and so
may benefit incumbent firms. Norman and Thisse (1996) have shown that the
entry deterrence effect is dominant: discriminatory pricing leads to less and
larger firms than mill pricing. The power of price discrimination to limit the
openingof newmarketplaces in the spatial economy is particularlymarkedwhen
relocation costs are high. To the extent that regional planning is concerned with
encouraging greater geographical dispersion of industries, mill pricing might
turn out to be more socially desirable in terms of consumer welfare and regional
planning.

More fundamental, perhaps, the same trade-off is encountered in planning
the number and location of all sorts of private or public facilities such as schools,
recreational facilities, fire stations, and the like. The corresponding optimization
problem, known as the simple plant location problem, is at the heart of facility
location analysis in operations research (see Section 2.5.2). Last, the same
trade-off has been once more “rediscovered” in the new economic geography
that started with the work of Krugman (1991a, b). It operates in a still different
way andwill be studied in Part III. So it does not seeman exaggeration to say that
the trade-off between increasing returns and transportation cost is fundamental
for the operation of a spatial economy.

Two comments are still in order. First, in this chapter, we have focused on
what are probably the two main existing spatial models. The first one (Sections
4.3 and 4.4) involves land and consumer location, but it does not deal with the
relative position of cities. The second one (Section 4.5) involves the location
of firms but often neglects land. One of the fundamental challenges for future
research is tomerge these two structures to study the location of cities using land.
In this perspective, one may wonder what the efficiency result of Proposition
4.3 becomes when the choice of locations by developers becomes critical.

Second, Section 4.2 shows how detailed economic analyses are able to un-
cover some of the forces leading to workers’ agglomeration around a CBD. In
particular, as argued in Chapter 1, appealing explicitly to imperfect competition
has allowed a sharper grasp of the mechanisms at work. In such disaggregate
models, instead of using ad hoc expressions, it is possible to evaluate the impact
of a particular policy on all the agents and to design better corrective public
policies. We believe that this kind of approach may also lead to better empirical
models because they suggest what could be the relevant variables to consider.
Although it is likely that black box models will remain useful in urban eco-
nomics, not all black boxes are alike. We paraphrase George Orwell in Animal
Farm by observing that all black boxes are black but some boxes are more black
than others.
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NOTES

1. This was already known by Desrousseaux (1964).
2. Both approaches have much to share with club theory à la Buchanan.
3. Note that a fourth approach has recently been suggested by McLaren (2000), al-

though his purpose is not to deal with cities. The industrial structure of a given area,
such as a region, may take the form of either many specialized firms or of a small
number of vertically integrated firms. The pattern of organization is considered as
the outcome of globalization and history. This should not come as a surprise because
we know from Coase (1937) that one of the main reasons for firms to exist is the
need they face to minimize transaction costs. Inasmuch as trade costs correspond
to a particular type of transaction cost, globalization should be accompanied with a
move toward more “outsourcing” and less vertical integration. Because firms tend
to subcontract a great deal of intermediate activities and to concentrate on their core
competencies (see, e.g., Milgrom and Roberts 1992, chap. 4), the “local” supply
of goods and services becomes more important to them, thus making this trend
relevant for the city structure.

4. In the same vein, once it is recognized that bilateral search often arises on the labor
market, cities lead to lower search costs and, hence, to higher human capital and
productivity (see, e.g., Acemoglu 1996).

5. As observed by Duranton and Puga (2000), the Chamberlinian and Smithian ap-
proaches have much in common with the Marshallian externalities of type (ii) and
(iii) discussed in Section 1.3. Because externalities of type (iv) correspond to local
public goods, it is preferable to restrict the concept of Marshallian externality to
the informal sharing of information across agents through face-to-face communi-
cations, as discussed in Chapter 6.

6. For notational simplicity, we assume that the final sector uses no labor. It is fairly
straightforward to add labor as an additional input when the production function is
of the Cobb–Douglas type (Abdel–Rahman and Fujita 1990).

7. Recall that the CES function was first introduced in the economic literature as a
production function by Arrow et al. (1961).

8. See Hayek (1988, chap. 8) for a similar idea that tends to run against the dominant
paradigm.

9. This approach is consistent with the idea of Marshallian externalities as modeled
by Henderson (1987, 1988, chap. 2), but here the market interaction leading to
increasing returns is considered explicitly instead of being assumed through an
ad hoc specification of an externality affecting the production function. For the
comparison of the two approaches aswell as for the determination of the equilibrium
and optimum city size in the present context, see Fujita (1989, chap. 8).

10. The model presented here is the “counterpart” of the standard spatial competition
model discussed in detail later (Section 4.5).

11. By choosing a technologymidway between the two adjacent competitors, each firm
is able to gain more market power and to relax wage competition. The equidis-
tant configuration of technologies is likely to be an equilibrium outcome of a
game in which firms would choose their technologies before their wages (see, e.g.,
Economides 1989 and Kats 1995).

12. When workers choose in which city to work and reside, it is reasonable to assume
that they have incomplete information about job requirements in any particular city
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(Hesley and Strange 1990). There is no need to make this assumption here because
we focus on what happens within a single city.

13. Dealing with the choice of technologies by firms leads to unnecessary technical
difficulties.

14. For analytical simplicity, it is assumed that the entry of a new firm leads the incum-
bents to relocate equidistantly along the circle.

15. We assume that each firm is equally shared by all the individuals in the economy.
When each city is small compared with the whole population, the action of a firm
affects its workers only negligibly. Because profits are zero in equilibrium, the
residents of each city have no income other than wages.

16. Note that there is no congestion in commuting. Adding congestion would make the
commuting cost even more convex.

17. Observe that this optimization problem does not necessarily have a solution. For
that, some fairly mild assumptions must be imposed on preferences and the produc-
tion function (Fujita 1989, Proposition 5.8). Furthermore, there may be more than
one optimal solution. Hereafter, however, we assume the unique existence of the
optimum. See Mirrlees (1995) for a sufficient condition guaranteeing uniqueness.

18. The most popular version of the Henry George theorem is associated with local
public goods, as discussed in Chapter 5.

19. This implies that no coalition of workers can form to guarantee themselves a higher
utility level. The corresponding allocation therefore belongs to the core of the econ-
omy. See Scotchmer andWooders (1987) for a general approach to club formation.

20. There is a formal analogy between the results presented in this section and those
obtained in another strand of the economics literature: labor–management versus
entrepreneurial management. Specifically, Meade (1972) and Drèze (1974; 1985)
have shown that both institutional systems yield the same long-run equilibria when
there is free mobility of factors and perfect competition. Labor–management elimi-
nates both profits and wages as guides to business decisions and assumes that
firms maximize their value added per worker. This setting is therefore similar
to our community model when members’ utilities are identified with workers’
income.

21. Note that the Henry George rule is reminiscent of the Groves–Clarke mechanism
used in public good theory and developed around the same time.

22. Mirrlees (1995) has proposed an alternative but related model in which firms pro-
duce under increasing returns and are monopsonistic competitors on the labor
market.

23. As in Section 4.3, city corporations are assumed to be equally shared by all the
consumers.

24. According to Henderson (1987, 1997a), there is a substantial amount of empirical
evidence showing that small and medium-sized cities tend to be specialized.

25. Housing stands for all the goods (such as general retailing, schools, housing ser-
vices) that cannot be traded between cities because of prohibitive transportation
costs.

26. In fact, Hotelling’s analysis had been anticipated in several respects by Launhardt
([1885] 1993, chap. 9), who questioned the validity of the price-taking assumption
by observing that firms dispersed over space have some market power over the
customers situated in their vicinity, thus allowing them to manipulate their prices
to their own advantage.
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27. There lies the root of Hotelling’s brilliant idea to restore continuity in the firm
demands by considering a nonatomic distribution of consumers. A similar idea has
been used much later in a different context by Aumann (1964).

28. The assumption of equidistant firms is the spatial counterpart of that of equally
weighted varieties in the Dixit–Stiglitz model.

29. The assumption of a perfectly inelastic demand could be removed without affecting
our main results but at the expense of longer algebraic developments.

30. Beckmann (1972b) has shown that the equilibrium price is lower when firms com-
pete in a two-dimensional space rather than in one-dimensional space. This is be-
cause each firm now has six direct competitors (located at the vertices of a hexagon)
instead of two, thus making price competition fiercer.

31. This is equivalent to the SPLP studied in Section 2.5 when there is a continuum of
locations, facilities have identical costs across locations, and demand is uniformly
distributed.

32. It should be kept in mind that the entry of a new firm is supposed to lead to a new
equidistant configuration of firms. This is so if the equidistant configuration is a
location equilibrium and if firms can freely move to the new locations. If the latter
assumption does not hold, the number of incumbents at the free-entry equilibrium
might be lower than the optimal number of firms (Eaton and Wooders 1985).

33. This approach to firms’ and consumers’ locational choice is analogous to the
Cournot–Walras model used in general equilibrium with imperfect competition
(Bonanno 1990). In this model, firms select quantities, and prices are then es-
tablished at the Walrasian equilibrium of the corresponding exchange economy.
Hence, firms are able to determine the demand functions relating the quantities
they supply to the equilibrium market prices. Using these inverse demands, firms
choose their outputs at the Cournot equilibrium. In the spatial setting, the locations
of firms correspond to outputs, and the residential equilibrium, which is influenced
by the locations chosen by firms, corresponds to the competitive equilibrium in the
Cournot–Walras model.

34. Note that this constant cannot be determined within the model because of our
assumptions of a fixed lot size and of no vacant land. When there is an arbitrarily
small amount of vacant land, this constant is given by R̄ = max

r∈C
min

j=1,...,m
{p j + t |r −

r j |}. In any case, the value of this constant does not affect the results of this section.
35. If firms are assumed to be aware and able to manipulate the utility level, then a

Nash equilibrium may fail to exist (Scotchmer 1985).
36. It can also be shown that the optimal configuration of locations may be sustained as

a Nash equilibrium in which firms simultaneously choose price and location once
firms are allowed to capitalize the land rent which they create (Asami et al. 1993).

37. Note that modern approaches to club theory assume in line with urban economics
that (1) there is a continuum of agents and (2) each agent belongs to a finite number
of clubs – here one city (Ellickson et al. 1999).

38. That cities are often associated with the presence of particular spatial inhetero-
geneities, such as rivers or harbors, may prevent the replicability of cities. Because
coordinating urban activities is an especially hard task, replicability may also fail
due to a deficit in city developers (Papageorgiou and Pines 2000).
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Cities and the Public Sector

5.1 INTRODUCTION

When seeking a reason for the existence of cities, the one that comes most natu-
rally to mind is the supply of public services. In large measure, this is dictated
by historical considerations. For example, in medieval Europe cities were sig-
nified in two ways: a physical boundary (the walled city) and a legal status
(the democratized city). Clearly, walling a city exhibits increasing returns and
corresponds to a local public good whose supply is governed by size effects: the
length of a circular wall is 2πr , whereas the size of the corresponding area is
πr2; the ratio of the circumference to the area falls as the radius r increases, and
thus a larger number of individuals may be defended at a lower average cost.
In addition to its defensive purpose, the wall was also the symbol of the city’s
political autonomy, and the corporate freedom of the towns brought emancipa-
tion to individuals.1 Historians agree that the specific legal status, which may
itself be interpreted as a local public good, was a major criterion for identifying
the city at least until the end of the Middle Ages (Bairoch 1985, chap. 1), if not
later on. This clear-cut separation no longer exists. The legal status has been
homogenized, except for minor exceptions, in most nations. Urban activities
have gradually extended beyond the physical boundaries of the city to create
suburbs, which are now very much part of the city considered as an economic
agglomeration. As a result, the modern city is more dispersed and has fuzzy
boundaries. However, the availability of local public goods remains a major in-
gredient of modern cities because the congregation of a large number of people
facilitates the mutual provision of collective services that could not be obtained
in isolation.2

A pure public good is collectively consumed by all members of a commu-
nity such as a city or a nation (Samuelson 1954b). Its consumption is nonri-
valrous in the sense that each individual’s consumption does not subtract from
any other individual’s consumption of that good. A pure public good’s bene-
fits are also nonexcludable because, once the good is provided, it is virtually
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impossible to exclude any member of the community from the benefits. Hence,
unlike private goods, public goods can serve unlimited numbers of consumers
without having quantity or quality degraded through congestion or increased
costs. In contrast to this somewhat extreme model, most public services suf-
fer from congestion (e.g., too many people attending an exhibit). Furthermore,
consuming the public good often involves traveling. If a public good is lo-
cated in space, there is competition for the limited land close to the public
good. Hence, the social cost increases with the number of users because higher
transportation costs are required to use the public good. The literature follow-
ing Tiebout (1956) and Buchanan (1965) has argued that both these effects
compromise the “purity” of public goods and make them more similar to pri-
vate goods. In this chapter, we consider this broader class of “impure” public
goods.

It is well known that consumers have incentives not to reveal their true pref-
erences regarding pure public goods because they cannot be excluded from their
consumption. In this respect, it was Tiebout’s merit to observe that many public
services, such as police and fire protection, schools, hospitals, and stadiums,
are “local.” By migrating to the jurisdictions that respect their tastes in terms
of goods and tax schemes, consumers reveal their preferences. According to
Tiebout (1956, 420),

Moving or failing to move replaces the usual market test of willingness to buy a good
and reveals the consumer–voter’s demand for public goods. Thus each locality has a
revenue and an expenditure pattern that reflects the desires of its residents.

Thus, if each locality competes for consumers by providing its own package
of public goods and taxes, competition among communities and “voting with
feet” by consumers may lead to the efficient provision of local public goods.

For this to work, consumer mobility is necessary. However, there is an-
other aspect that has been neglected in the standard literature on local public
goods. That is, the choice of a particular community implies the choice of
residence, which, in turn, involves land consumption. This fact has an impor-
tant consequence for local public goods models, namely, land capitalization.
Capitalization means that the price of land embodies the benefits and costs
of public services incurred by the residents. Hence, capitalization provides
a natural measure of social surplus or willingness to pay for an increase in
local public goods. In fact, capitalization and consumer mobility are inextric-
ably linked: because consumers can move from unattractive locations to at-
tractive locations, land prices will adjust to compensate for the differences in
attractiveness. In other words, through capitalization and consumer mobility,
populations are endogenous to local policies.

Although the traditional spatial competition model has “location without
land” (see Section 4.5), new local public goods models have “land without
location” in the sense that there are no transport costs within the community. In
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Tiebout’s local public goods model, consumers are mobile in the sense that they
choosewhat jurisdiction or location to occupy, but once there, their accessibility
to public goods is irrelevant. Consumers cannot use the public goods of a
neighboring locality even if those public goods are closer. The tying of consumer
benefits to residency in the jurisdiction is essential to the success of the model;
without it, the land value would not capture all the benefits of its policies. This
assumption is most vividly met in the “islands” model of Stiglitz (1977) in
which it is infeasible for a consumer on one island to consume the public goods
of another.

In the context of local public goods, it is generally not desirable to increase
the size of the city population indefinitely even though the per capita cost of
the public good is decreasing with the number of users. Indeed, even when the
public good is pure, the marginal social cost of a consumer, which is identical
to the additional commuting cost, increases. Therefore, in the same spirit as in
Chapter 4, there is a trade-off between transport costs and the cost of supplying
the public good. In general, the city will have a finite optimal size, which is
determined by maximizing the utility level of the residents.

In pointing out the analogy between private goods and local public goods,
however, Tiebout did not specify the objective function of the jurisdictions.
Much of the debate following his work has revolved around this question. Ac-
cording to several authors, including Arnott (1979), Kanemoto (1980, chap. 3),
Berglas and Pines (1981), Hochman (1981), and Henderson (1977, chaps. 3
and 10; 1985), there is a missing agent in Tiebout’s local public good setting,
namely, a land developer who capitalizes the benefits of the public good in
the land rent. In such an institutional context, competition between land de-
velopers may lead to the efficient provision of local public goods in a spa-
tial economy. Indeed, jurisdictions, which are now identified with land devel-
opers, can profit by respecting their residents’ tastes when the provision of
public goods is capitalized into land prices. Thus, if capitalized land values
are included in profits, jurisdictions have an incentive to organize their affairs
efficiently.

In the real world, local public goods are often provided under the form of
a public facility designed to provide a bundle of services to a community of
consumers (Tiebout 1961; Teitz 1968). From the practical point of view, the
importance of public infrastructure in shaping cities as well as the quality of
life within them has been emphasized, with humor, by Teitz (1968, 36):

Modern urban man is born in a publicly financed hospital, receives his education in
a publicly supported school and university, spends a good part of his time travelling
on publicly built transportation facilities, communicating through the post office or the
quasi-public telephone system, drinks its public water, disposes of his garbage through
the public removal system, reads his public library books, picnics in his public parks,
is protected by its public police, fire, and health systems; eventually he dies, again in a
hospital, and may even be buried in a public cemetery.
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In an otherwise homogeneous space, the location of a public facility becomes
the center of the city. This is because consumers must travel to this facility to
enjoy the public services made available there.3

In Section 5.2, we study the optimal provision of local public goods in a
system of cities populated with identical consumers. We show that, when the
population size is such that the residents’ common utility level is maximized,
the cost of the public good is equal to the aggregate differential land rent within
each city. Furthermore, if land developers take the common utility level in
the economy as given, the first best optimum can be sustained as a free-entry
equilibrium among land developers. In each city, the cost of the local public
good is financed by the aggregate differential land rent. These results suggest
that the rules governing the supply of local public goods are similar to those
applicable to private goods, as discussed in Chapter 4. In other words, we have
“Tiebout without politics” (Pines), or, as Henderson (1977, 72) put it:

The existence of land developers seeking tomaximize profits ensures that scale economy
benefits of increasing city size versus commuting cost increases are traded off implicitly
or explicitly to achieve optimal city size.

In the preceding approach it is assumed that there is enough land for each
city to be developed as an “isolated city state” (Papageorgiou). At this point,
it is therefore natural to ask where a local public good should be supplied
when consumers are dispersed over the entire territory. Furthermore, we are
also interested in checking what happens when the provision of public services
is decided through a political process such as voting. This is a topic that has
recently attracted attention in political economics. In Section 5.3, we consider a
voting procedure in which consumers vote first for the number of facilities and
then for their locations. As expected, each facility is set up at the middle point of
its service area. Less expected is the result that, when the construction of these
facilities is financed through a proportional income tax, voters tend to choose a
number of facilities exceeding the efficient one. This suggests that the recourse
to voting for choosing the system of public facilities fosters a proliferation of
public infrastructure.

However, using more sophisticated taxation schemes enables one to sustain
the optimum as a voting equilibrium. Specifically, we will show that the optimal
tax scheme has the same profile as the land rent. More precisely, voting yields
the optimum when the benefits associated with the proximity of facilities is
capitalized in the land rent and when consumers are aware that they have to
pay the corresponding rent. This shows, once more, that a perfectly competitive
land market is a powerful device to achieve the first best optimum.

5.2 THE CITY AS A PUBLIC GOOD

Into the urban land use model considered in Section 3.3, we now introduce a
third commodity in the consumers’ utility function, that is, a local public good.
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This good is made available to consumers through a facility located in the city.
For simplicity, each city is to be formed within a one-dimensional space with
unit land density. Consumers must bear some travel costs T (r ) to have access
to the public service. In their attempt to reduce the access costs, consumers
agglomerate around the place where the public facility is built in the same way
as they do around the business district.4 Let g = g(G, N ) be the quantity of
public good, where G stands for public expenditure and N for the mass of users.
If the local public good is pure, then g is independent of N and, without loss of
generality, we may assume that g = G. If the local public good is congestible,
then an additional consumer has a negative impact on the welfare of others, in
which case g is a strictly decreasing function of the mass N of users.

The whole population in the economy is formed by N identical consumers
whose income is Y . This income is earned in a perfectly competitive industry
operating under constant returns to scale. The utility function of a consumer is

U [s, z, g(G, N )].

When the consumer resides at distance r from the city center, his budget con-
straint is given by

z + s R(r ) = Y − T (r )− θ (r )

in which R(r ) denotes the land rent prevailing at distance r and θ (r ) any tax
paid (or subsidy received) by a consumer at distance r . This tax depends only
upon the consumer’s location because consumers are identical up to their dis-
tance to the facility.

Suppose that the local public good is pure. Although the results we present
below can be generalized to the case in which the lot size is variable, we find it
convenient to assume that the lot size used by each consumer is fixed and nor-
malized to one. Therefore, if N consumers live in the city, at the corresponding
residential equilibrium they are evenly distributed around the city center over
the interval [−N/2, N/2]. Let G be the level of public expenditure. Then, from
the equality of the utility level across consumers and from the consumer budget
constraint in which we set s = 1, a common level of composite good consump-
tion, equilibrium consumption of the composite good z∗, and an equilibrium
land rent R∗(r ) exist such that

z∗ = Y − R∗(r )− T (r )− θ (r ) r ∈ [−N/2, N/2]. (5.1)

Thus, given G and R∗(r ), maximizing the utility of a consumer amounts to
maximizing the consumption z∗ as given by (5.1). In this case, evaluating the
land rent at the urban fringe, we obtain

R∗(r ) = T (N/2)+ θ (N/2)− T (r )− θ (r )+ RA r ∈ [−N/2, N/2],

(5.2)

where RA is the agricultural land rent (or land opportunity cost).
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In what follows, we first analyze the case of a single city and identify condi-
tions under which confiscating the aggregate differential land rent is sufficient
to finance the public good. We then consider the centralized provision of a local
public good in a system of cities and discuss how the optimum can be decen-
tralized by appealing to competition among land developers. Throughout this
section, the amount of land available in the whole economy is assumed to be
sufficiently large for the numbers of cities determined to be feasible.

5.2.1 The Henry George Theorem

Consider a group of individuals who choose to form an urban community to
benefit from a local public good. In this section, the quantity of public good G
is assumed to be fixed. Because individuals are identical, they delegate to a city
government the task of maximizing their common utility level. To this end, the
government first buys the land for the city from farmers at the agricultural rent
RA. Since the government knows that the competitive residential equilibrium
is efficient (see Proposition 3.5), it may allow for a competitive land market to
determine the consumer residential allocation and the consumption of the com-
posite good within the city. Nevertheless, the government must find resources
that allow it to finance the public good. To achieve its goal, the city govern-
ment can confiscate the differential land rent created by the establishment of the
public facility. In addition, the government may levy a tax θ (r ) ≥ 0 that may
vary with consumers’ locations. The government is also entitled to choose the
city population size N .

The city government understands that it is wasteful to have vacant land
within the city and that the consumers must be symmetrically distributed about
the public facility. Focusing on the right-hand side of the city, this implies that

R∗(r )− RA ≥ 0 r ∈ [0, N/2] (5.3)

and

R∗(N/2) = RA. (5.4)

Because each consumer’s budget constraint is given by Y = z∗ + R∗(r )+
T (r )+ θ (r ), the equilibrium land rent must be such that

R∗(r ) = Y − z∗ − T (r )− θ (r ) r ∈ [0, N/2]. (5.5)

The city government has to solve the following problem:

max
N ,θ (.)

z∗

subject to the city budget constraint

2
∫ N/2

0
θ (r )dr + 2

∫ N/2

0
[R∗(r )− RA]dr ≥ G (5.6)

as well as to (5.3), (5.4), and (5.5).
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Let ADR be the aggregate differential land rent when there are N consumers

ADR ≡ 2
∫ N/2

0
[R∗(r )− RA]dr (5.7)

and denote by T T C(N ) the total transportation costs incurred by the N
consumers

T T C(N ) = 2
∫ N/2

0
T (r )dr.

Substituting (5.5) into (5.6) and using the equality (no waste) yields

NY = N z∗ + T T C(N )+ G + N RA,

and thus

z∗ = Y − T T C(N )+ G + N RA

N
. (5.8)

Accordingly, the optimal utility level corresponding to G is reached when the
per capita cost G/N + T T C(N )/N + RA is minimized with respect to N . The
trade-off discussed in the introduction should now be clear: if the population
size rises, the per capita cost of the public goodG/N decreases, but the per capita
transportation cost T T C(N )/N increases because the cost T T C is strictly
increasing and strictly convex in N by Proposition 4.1.

Because (5.8) does not involve θ (·), without loss of generality θ (r )may be set
equal to zero for all r as long as (5.3) and (5.4) are met. Indeed, any positive or
negative transfer is automatically reflected in the equilibrium land rent defined
by (5.5). In this case, using (5.4), (5.5) becomes

R∗(r ) = T (N/2)− T (r )+ RA

and, hence, ADR depends only upon N :

ADR(N ) = 2
∫ N/2

0
[T (N/2)− T (r )]dr,

which is strictly increasing in N .
Furthermore, evaluating (5.5) at the urban fringe shows that

z∗(N ) = Y − T (N/2)− RA,

which strictly decreases with N . Consequently, maximizing z∗(N ) under the
budget constraint (5.6), which is now rewritten ADR(N ) ≥ G, implies that the
optimal population size N o(G) must satisfy the condition

ADR[N o(G)] = G.
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Thus, we have shown the following:

Proposition 5.1 Given any level of expenditure on a pure public good in a city,
the aggregate differential land rent equals public expenditure if the population
size is chosen to maximize the utility level of the city’s residents.

In urban public finance, this result is known as the Henry George theorem
based on the proposal for a confiscatory tax on pure rents made in 1879 by
the American economist–crusader Henry George in his book Progress and
Poverty.5 It is worth stressing that Proposition 5.1 does not depend on the
structure of preferences and holds regardless of the quantity of public good
supplied within a city. This is to be contrasted to the standard equilibrium
conditions for the efficient supply of a pure public good identified by Samuelson
(1954), which requires knowing the marginal utility of the supplied public good
across all consumers. Further, because θ (r ) = 0 for all r, a single tax on land rent
is sufficient to finance the public expenditure. The land tax proposed by George
also has the advantage of being levied on land, which is supplied inelastically
so that no distortion is introduced in the price system. In practice, however,
implementing such a taxation policy might be a difficult task.6 Nevertheless,
the idea is provocative, and we have already seen in Section 4.3.3 that similar
mechanisms can be applied to firms providing private goods.

Furthermore, it follows from Proposition 5.1 and because ADR(N ) is a
strictly increasing function of N that

ADR(N ) ≤
>

G if and only if N ≤
>

N o(G).

Stated differently, the aggregate differential land rent exceeds expenditure on
the public good in a city with a population above the optimal size: too large
a number of consumers leads to increasing land rent at each urban location. By
contrast, expenditure on the public good exceeds the aggregate land rent in a
city with a population below the optimal size: too small a number of consumers
makes the land rent too low at each urban location. In this case, a tax is needed
to finance the public good.

It can be shown that the Henry George theorem remains valid when the
lot size is variable (hence, the population density now decreases as one moves
away from the public facility) as well as in the presence of locational amenities
(see Arnott and Stiglitz 1979 and Fujita 1989, chap. 6, for more details).

5.2.2 The Centralized Provision of a Local Public Good

Consider an economy-wide planner whose objective is to maximize the com-
mon individual utility level among the whole population N in the economy.
The role of the planner is to determine the number of cities, their population
size and corresponding residential area, the supply of public good in each city
and the corresponding tax scheme, the allocation of consumers within each city,
and their consumption of the composite good. Because all cities are identical, it
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is sufficient to focus on the representative city. As seen in the foregoing section,
the planner allows for a competitive land market to determine the allocation
of residential land to consumers and the consumption of the composite good
within each city, whereas confiscating the aggregate differential land rent per-
mits the financing of the public good.7 In order to do so, he acquires the land
needed for each city at the prevailing agricultural rent RA. If N consumers
choose to reside within the city, the planner knows that land will be used only
for residential purpose and that consumers will distribute themselves over the
segment [−N/2, N/2]. As a result, the planner has only to choose the popula-
tion size N per city (or, equivalently, the number of citiesN /N ) as well as the
public expenditure G and the taxation scheme θ (·) in each city. In the case of a
pure local public good, the planner problem may then be written as follows:

max
G,N ,θ (.)

u = U (1, z, G)

subject to (5.3), (5.4), (5.5), and (5.6). Except for the choice of G, this problem
is equivalent to the one considered in the preceding section.

Let Z (u, G) be the unique solution to the equation U (1, z, G) = u. Then,
using consumers’ budget constraints, the city budget constraint (5.6) becomes

2
∫ N/2

0
[Y − Z (u, G)− T (r )− RA]dr ≥ G

in which the tax θ (·) cancels out. The planner’s problem may then be rewritten
as follows:

max
G,N ,θ (.)

u = U (1, z, G)

subject to (5.3), (5.4), (5.5), and

2
∫ N/2

0
[Y − Z (u, G)− T (r )− RA]dr ≥ G. (5.9)

As before, the value of θ (r ) has no impact on the solution as long as the
residential area is given by [0, N/2], and thus we may choose θ (r ) = 0 for all
r without loss of generality. Hence, the planner’s problem reduces to

max
N ,G

u = U (1, z, G)

subject to (5.3), (5.4), (5.5), and (5.9). Let (uo, N o, Go) be the optimal solution.8

To investigate what the solution to this problem is, we first note that, when
the reservation utility is uo and when G = Go, if the migration to the city were
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free, the equilibrium population of the representative city would be

N ∗(uo, Go) = 2µ{r ≥ 0; Y − Z (uo, Go)− T (r )− RA ≥ 0},
where µ(·) is the physical size of the corresponding residential area.9 Set

ε ≡ N ∗(uo, Go)/2− N o/2.

Because T (r ) is strictly increasing in distance and Y − Z (uo, Go)− T (r )−
RA = 0 when it is evaluated at r = N ∗(uo, Go)/2, it can readily be verified that
ε �= 0 and (5.9) imply that

2
∫ N ∗(uo,Go)/2

0
[Y − Z (uo, Go)− T (r )− RA]dr

> 2
∫ N o/2

0
[Y − Z (uo, Go)− T (r )− RA]dr ≥ Go.

Therefore, since Z (u, Go) is continuous in u, these would exist u′ > uo and
δ > 0 such that

2
∫ N ∗(u′,Go)/2−δ

0
[Y − Z (u′, Go)− T (r )− RA]dr ≥ Go

and

Y − Z (u′, Go)− T (r ) ≥ RA r ∈ [0, N ∗(u′, Go)/2− δ]

with the equality holding at the urban fringe N ∗(u′, Go)/2− δ. This would
contradict the optimality of (uo, N o, Go), and thus ε = 0. This means that the
optimal population size N o equals the equilibrium population size of the open
city model in which G = Go, and the reservation utility level is uo.10 Stated
differently, we have

N o = N ∗(uo, Go). (5.10)

Because ε must be 0 in the optimal solution, we have

2
∫ N o/2

0
[Y − Z (uo, Go)− T (r )− RA]dr = ADR∗(uo, Go).

Consequently, since (5.9) holds with equality at the optimum, it follows that

ADR∗(uo, Go) = Go. (5.11)

More generally, when the reservation utility is u and G is a public good
supplied in the city, the aggregate differential land rent corresponding to the
residential equilibrium of the open city model is such that

ADR∗(u, G) = 2
∫ N ∗(u,G)/2

0
[Y − Z (u, G)− T (r )− RA]dr, (5.12)
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where N ∗(u, G) denotes the equilibrium population size associated with u and
G. Assume now G ′ exists such that

ADR∗(uo, G ′) > G ′.

It then follows from (5.12) that

ADR∗(uo, G ′) ≡ 2
∫ N ∗(uo,G ′)/2

0
[Y − Z (uo, G ′)− T (r )− RA]dr > G ′.

Again, u′ > u∗ would exist such that

ADR∗(u′, G ′) > G ′,

thus contradicting the optimality of (uo, N o, Go). Therefore, it follows that

ADR∗(uo, G) ≤ G for all G ≥ 0. (5.13)

To sum up, if (uo, N o, Go) is an optimal solution, the three conditions (5.10),
(5.11), and (5.13) must be satisfied. Conversely, it can readily be verified that
these three conditions are also sufficient for (uo, N o, Go) to be an optimal
solution to the planner’s problem. In addition, (5.11) and (5.13) imply that

∂ ADR∗(uo, Go)

∂G
= 1. (5.14)

Furthermore, using (5.12) and the envelope theorem, we obtain

∂ ADR∗(uo, Go)

∂G
= − 2

∫ N ∗(uo,Go)/2

0

[
∂ Z (uo, Go)

∂G

]
dr,

= − N o ∂ Z (uo, Go)

∂G

and thus

∂ ADR∗(uo, Go)

∂G
= −N o ∂ Z (uo, Go)

∂G
= 1. (5.15)

This is equivalent to the standard Samuelsonian condition, which states that
the optimal quantity of a public good is such that the sum of the marginal
rates of substitution between the public good and the numéraire is equal to its
marginal production cost (which is here equal to 1). In addition, (5.15) also
implies that the marginal social value of the local public good is equal to the
marginal increase in the aggregate differential land rent. This is a land capital-
ization rule (Starrett 1988, chap. 13).

Finally, provided that the optimal city size is sufficiently small relative to the
whole population N , the integer problem may be neglected, and the optimal
number of cities is given by N /N o, where N o ≡ N o(Go).
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5.2.3 The Supply of Local Public Goods by Land Developers

Following a well-established tradition in urban economics, we now assume
a different institutional setting in which each city is developed by a profit-
maximizing land developer. We now consider a market mechanism in which
consumers are free tomove into any city (N is endogenous to the city developer)
and to choose the location they find appealing to them in the corresponding
city (the residential equilibrium is also endogenous). Furthermore, consumers
being identical, they must achieve the same utility level regardless of the city in
which they live. Becausemany cities exist, each developer treats the utility level
prevailing in the economy as given. Clearly, the assumption according to which
the utility level is exogenous to each developer has a “competitive” flavor. It
is reasonable, provided that the number of developers (cities) is large enough,
for each consumer to consider his impact on consumers’ welfare as negligible.
Note that this assumption does not necessarily mean that a developer is able
to observe the prevailing utility level. It just means that the developer believes
(for whatever reason) that he cannot manipulate the reservation utility.

In such a context, the developer’s policy is, therefore, to attract some con-
sumers by supplying them with a local public good, taking their utility level
as given. When consumers decide to reside in a city, its developer may charge
them a fee (which may be positive or negative) θ (r ) that may vary with the
distance to the facility (here the city center). As in Chapter 4, it is assumed that
the developer is able to anticipate the residential equilibrium corresponding to
his policy on G and θ (.), taking the utility level u as given.

The developer’s profit is equal to the aggregate differential land rent plus the
total fee collected from the residents minus the expenditure on the local public
good.Hence, themaximizationproblemof adeveloper canbewritten as follows:

max
G,θ (.)

�[G, θ (·); u] = 2
∫

X∗
R

[R∗(r )− RA]dr + 2
∫

X∗
R

θ (r )dr − G,

(5.16)

where X∗
R = {r ≥ 0; R∗(r ) ≥ RA} denotes the equilibrium residential area,

whereas the corresponding equilibrium land rent R∗(r ) is given by

R∗(r ) = Y − Z (u, G)− T (r )− θ (r ). (5.17)

Substituting (5.17) into (5.16), we obtain

�[G, θ (·); u] = 2
∫

X∗
R

[Y − Z (u, G)− T (r )− θ (r )− RA]dr (5.18)

+ 2
∫

X∗
R

θ (r )dr − G

= 2
∫

X∗
R

[Y − Z (u, G)− T (r )− RA]dr − G.
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For a given value of G, it follows from (5.18) that choosing θ (r ) is equivalent
to choosing the residential area X∗

R . Clearly, the profit-maximizing residential
area X∗

R is the domain over which the willingness to pay for land exceeds its
opportunity cost, that is,

X∗
R = {r ≥ 0; Y − Z (u, G)− T (r ) ≥ RA}. (5.19)

Hence, as before, the profit-maximizing value of θ (r ) can be set equal to zero.
Because consumers maximize utility, they move to the developer’s city up

to the point in which the utility prevailing there is equal to u. Let N ∗(u, G) be
the equilibrium population corresponding to G (as defined in Section 5.2.2) so
that X∗

R = [0, N ∗(u, G)/2].Using (5.12), we may rewrite a developers’ profit
as follows:

�(G; u) = 2
∫ N ∗(u,G)/2

0
[Y − Z (u, G)− T (r )− RA]dr − G

= ADR[u, N ∗(u, G)]− G. (5.20)

Consequently, each developer maximizes �(G; u) with respect to G when the
utility level is u.

If there is free entry and exit (see also Section 4.3.3), then developers enter
(leave) the city market as long as potential profits obtained by developing a city
are positive (negative). During this process, the utility level u, the quantity of
local public good G, and the population N of each city vary. When the long-run
equilibrium is reached, profits (5.20) are zero:

ADR[u∗, N ∗(u∗, G∗)] = G∗, (5.21)

and thus profit-maximizing behavior also implies that

ADR[u∗, N ∗(u∗, G∗)] ≤ G for all G ≥ 0. (5.22)

Finally, the equilibrium population N ∗ satisfies

N ∗ = N ∗(u∗, G∗). (5.23)

Conditions (5.21), (5.22), and (5.23) are necessary and sufficient for the
market outcome (u∗, N ∗, G∗). They are identical to (5.10), (5.11), and (5.13)
determining the optimum. Hence, it follows that u∗ = uo, G∗ = Go, and N ∗ =
N o. Consequently, the number of cities arising at the market equilibriumN /N ∗

is also equal to the optimal number of cities N /N o.
Because the Henry George theorem holds in each city, the aggregate differ-

ential land rent collected by each developer allows him to finance exactly the
efficient provision of local public good, which is a result comparable to that
obtained in Section 4.4.3 for private goods.
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In addition, we have the condition

∂ ADR∗(u∗, G∗)
∂G

= 1,

which is similar to (5.14).
All this analysis may be summarized as follows:

Proposition 5.2 When the local public good is pure, an urban system is efficient
if andonly if it is a free-entry equilibriumof the citymarket. At bothoutcomes, the
public good in each city is solely financed by the aggregate differential land rent.

Thus, if the entrepreneur is brought back under the form of a land developer,
the supply of a local public good seems to obey rules similar to those governing
the production of a private good. This process is reminiscent of that described in
Section 4.3.3, although the reasons for the emergence of urban agglomerations
differ.

5.2.4 The Case of a Congestible Public Good

Consider now a public good such that an additional resident has a negative
impact on the consumption of this good by the incumbents. This is probably
more realistic than the case studied in the preceding section becausemost public
facilities have a maximum capacity. According to Buchanan (1965), Berglas
(1976), and Scotchmer and Wooders (1987), congestion would be sufficient to
foster the decentralized provision of public services by clubs, internalizing the
trade-off between financing and congestion. For this to occur, each club must
be able to charge a fee equal to the congestion cost generated by an additional
user and imposed to all users. Charging such a fee then allows us to finance a
congestible public good and provides the right incentives to choose the optimal
quantity for the users of the good. In this context, a city can be viewed as a
“consumption club” in much the same way as a city is considered a “production
club” in Section 4.3.

In each city, the land developer (or the local jurisdiction) now maximizes
the aggregate differential land rent plus the total fee charged to all users of the
congestible public good made available by the developer minus the cost of this
good (see Berglas and Pines 1981 and Fujita 1989, chap. 6, for more details).
In particular, it can be shown that θ (r ) is no longer equal to zero but to an
admission fee θo(N o) > 0 for all r . Both types of tax must be combined to
finance the public good, implying that the Henry George theorem is amended
in the following way: When the city size is optimal (N o), public expenditure
equals the aggregate differential land rent plus the optimal user fee θ (N o)
collected from all the users:

G = ADR(N o)+ N oθ (N o).

Hence, once we account for the spatial setting, a Pigovian tax falls short of the
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provision cost, but the deficit is just equal to the differential land rent. Hence, the
decentralization of a local, but congested, public good is still possible. Observe,
finally, that the optimal fee depends here only upon the mass of consumers
patronizing a facility and not upon their residential locations.

5.2.5 Potential Limits of Land Capitalization

Appealing as the capitalization argument seems, it needs qualification.

1. For the result above to hold, the city boundaries must be variable. In-
deed, Proposition 5.2 no longer holds when borders are determined by
administrative rules. Revising urban and regional borders certainly goes
against the customary habit of regarding administrative boundaries as
permanent. This rigidity responds, at least partly, to the individuals’
need to belong to a lasting community whose geographic contours must
remain stable. Agents involved, therefore, need to handle a new socio-
economic trade-off. In any event, Henderson (1985) observed that such
a process of revision is not unusual. In the United States, the growth
of many cities took place through the annexation (and detachment) of
smaller spatial entities. A similar process took place in Europe during the
two main waves of urbanization in the twelfth and nineteenth centuries
(Pirenne 1925; Bairoch 1985, chap. 10).11

Furthermore, for land-value maximization to yield efficiency, the city
must include all the beneficiaries of its fiscal policy within its border.
Hence, to avoid uncounted spillovers, cities must be sufficiently large –
something that may require the annexation of suburban communities.
This might not be easy to do, for local governments and communities
will resist precisely because their autonomy allows them to free ride on
the city’s provision of public goods.

Finally, we also encounter neighborhood public goods within a city
(Fujita 1989, chap. 6). These goods are to the city what local public
goods are to the nation in the sense that they have a utility only to the
residents who live in a particular urban neighborhood of the city. The
land rent prevailing in a neighborhood increases with the provision of
such goods, and the principles described above remain valid provided
that the supplier can recover the increment in the land rent profile created
by his decision to offer a particular neighborhood public good. However,
implementing such a policy at a low spatial level seems to be fairly
problematic because the service areas tend to be fuzzy and spillovers are
likely to be important.

2. Each city must be small relative to the total population. In this case,
the prices of land in other cities, hence utility, will be almost unrespon-
sive to one city’s change in fiscal policy. If the city is large relative
to the economy, the competitive hypothesis may fail to hold. Indeed,
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as pointed out in the introduction, capitalization and consumer mobil-
ity go hand in hand. Land prices rise in a city because more public
goods attract residents from elsewhere, which pushes up demand for
land and increases the population of the city. Meanwhile, as residents
leave the other cities, the land prices there fall, providing the remaining
residents more utility than they had before. In this way, utility is “ex-
ported” from the city that increased its public goods to the other cities.
As a result, with a small number of cities, the utility-taking assumption
is no longer tenable, thus making competition among land developers
strategic.

Because of this utility effect, the increase in land value in the city that
has increased its supply of public goods may underestimate willingness
to pay for the public goods, and in equilibrium public goods may be un-
derprovided.When the utility effect described in the preceding paragraph
is strong enough, underprovision arises because firms compete by using
only public goods. However, as Scotchmer (1986) has shown, a city can
do potentially better if it has two instruments to govern these two effects.
If cities can charge a head tax to control migration (θ (N ) > 0), public
goods will be provided efficiently within each city, but the allocation of
population among cities may not be optimal.

3. We have assumed so far that a single facility is able to supply all public
services to the city’s residents. Instead, one should expect different local
(pure) public goods to be supplied by different facilities that are not
necessarily located together. Indeed, the efficient number and locations
of facilities generally differ across goods and services. As a result, each
consumer patronizes different public facilities and, therefore, belongs
to different service areas. Hence, the problem is now to find a way to
distribute the differential land rent among the various local public goods
consumed by the residents. Because each type of facility is likely to
have a specific service area, the relative position of a consumer with
respect to the nearest facility supplying each type of good varies with
this consumer’s location. In otherwords, the “contribution” of a particular
facility to the differential land rent changes with the residential location.

This is not the end of the story. The problem of giving the right
incentives to each supplier to make the efficient decisions regarding the
location and size of his facility remains. In the aggregate, the Henry
George theorem holds true. But the rent-sharing rule must relate the
proceeds to the actions takenbyeach supplier of a local public good.More
precisely, the supplier’s revenuemust exactly reflect the net social benefit
of his decision for all his patrons operating within the various facilities.
For example, if some fixed rule is applied, each supplier receives a certain
fraction of the differential land rent, but then hismarginal profit generally
differs from the net social marginal benefit.
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As shown by Hochman, Pines, and Thisse (1995), geography has
a major implication for the socially desirable institutional structure of
local governments: the efficient provision of local public goods must be
decentralized through metropolitan governments that supply the whole
range of local public goods over some appropriate territories. For this
to hold, the area monitored by the metropolitan government must be
sufficiently large. To avoid the degenerate situation in which the whole
economy is used as a reference, one may assume that the metropolitan
region should be small enough that all trips made within this territory to
consume public services both originate and end there (Hochman et al.,
1995). This permits the corresponding territory to include an integral
number of each service area. In this way, the rent-sharing problem is
solved because the metropolitan government internalizes all the benefits
generated by the facilities under its control.

But practically, this implies that the corresponding units will often be
large. One then runs the risk that the metropolitan governments will be-
have strategically. This would invalidate the extension of Proposition 5.2
to the multiservice case. Furthermore, the setting of large local govern-
ments could generate other well-known inefficiencies.

4. Finally, the assumption of identical consumers is obviously very strong.
When there are several types of consumers, different types of cities,
involving different mixtures of individual types, are likely to emerge
(see, e.g., Scotchmer 1994, 2001). Hence, in this case, even when the
economy is large, it is far from being obvious that land developers will
be utility-takers. Indeed, it is likely that they will know that the change
in one particular city has a direct and significant impact only upon a few
other cities. In other words, competition among land developers becomes
localized as in Section 4.5.

5.3 THE NUMBER AND SIZE OF CITIES UNDER POLITICS

The preceding section has shown that consumers want to be organized into
communities whose number is governed by the existence of a trade-off between
transportation costs and the cost of the public good. Furthermore, this trade-off
is solved optimally when the provision of the public services is capitalized into
the land rent and when developers are able to collect the differential land rent
they create. However, in this setting, a city’s area is not constrained by the other
cities, and each one freely chooses howmuch land to use. Onemaywonder what
our results become when consumers are continuously dispersed over the entire
space within a given territory while their loctions are fixed.12 As in Section 5.2,
the number and size of cities are endogenous, but they occupy thewhole territory
whose size is fixed; hence, cities are connected through endogenous borders. It
seems reasonable to think of this problem as one in which consumers are asked
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to express their preferences about local public goods through a political process
such as voting. This subject has been addressed by Cremer, de Kerchove, and
Thisse (1983; 1985) and, more recently, by Alesina and Spolaore (1997) in a
slightly different context.

Because legal factors may prevent the use of other taxes or political diffi-
culties may prevent the implementation of specific taxes,13 the public good is
assumed to be financed through an income tax. Thus, consumers voting on the
number and location of public facilities are aware that they are both users of
public goods and taxpayers. As users, they would like to have a public facility
as close as possible to their residence, thus fostering the proliferation of such
facilities. However, as taxpayers, they also understand that their tax bill will
increase with the number of facilities, thus leading to the reduction in the sup-
ply of facilities. Hence, each voter internalizes the trade-off but does not take
into account the impact of his decision upon the others.

5.3.1 The Political Economics of Community Formation

Voting is modeled as a two-stage process in which consumers first vote on
the number of facilities and then on their locations.14 This division into stages
parallels the actions of consumers in choosing the number of facilities (the
first stage) before making decisions regarding their location (the second stage).
When choosing the number of facilities, voters anticipate the locations of the
corresponding facilities. For simplicity, we make the following assumptions:
(1) the local public good is pure and supplied in a fixed quantity so that its cost
is given and equal to G for each facility and (2) transport costs are linear in
distance, that is, T (r ) = tr .

Space is described by a linear segment with length l. Consumers are evenly
distributed over this segment, perhaps because they consume a fixed lot size,
and the uniform density is equal to a constant n. If M facilities are built, the
global budget constraint under a proportional income tax θ is given by15

(θY )(nl) = MG. (5.24)

Consider a locational configuration of M facilities yM = (y1, . . . , yM ) such
that facilities are placed at 0 ≤ y1 < · · · < yM ≤ l. If a consumer at x ∈ [0, l]
patronizes the facility located at yi , his budget constraint is

Y = z + t |x − yi | + θY.

Note that consumers’ locations are fixed so that there is no land market and
hence no land rent. Because the quantity of public good is the same at each
facility, each consumer patronizes the nearest facility. Since G is also fixed,
a consumer located at x maximizes his utility U (1, z, G) (see Section 5.2) if
and only if the consumer at x maximizes consumption of the composite good,
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which is given by

z(x ; M, yM ) = Y (1− θ )− min
i=1,...,M

t |x − yi |

= Y − min
i=1,...,M

t |x − yi | − MG

nl
(5.25)

in which we have used (5.24).
Let us now describe the voting procedure. In the second stage, the number of

facilities is known to the voters as the outcomeof thefirst-stagevotinggame.The
utility of a consumer, therefore, depends on the location of the nearest facility,
and the utility level decreases as the distance to this facility increases. This
yields a voting subgame whose outcome is defined as a Condorcet equilibrium
(i.e., a locational configuration such that no other locational configuration with
the same number of facilities is strictly preferred by a strict majority of voters).
When the number of facilities is M , the Condorcet equilibrium is denoted by
y∗

M = (y∗
1 , . . . , y∗

M ).
To illustrate how this works, consider two configurations y1 and y2 with

M facilities each. Then, if the mass of consumers who strictly prefer y1 to y2
exceeds the mass of consumers who strictly prefer y2 to y1, y1 is collectively
chosen. Because the population density is uniform, the size of the area in which
consumers strictly prefer y1 to y2 is larger than or equal to the size of area in
which consumers strictly prefer y2 to y1:

µ{x ; z(x ; M, y1) > z(x ; M, y2)} ≥ µ{x ; z(x ; M, y1) < z(x ; M, y2)},
where µ measures the size of the corresponding area.

We can now study the first-stage voting game in which consumers choose
the number of facilities. In doing so, they anticipate the outcome of the voting
subgame induced by their choice. Hence, the utility of a consumer at x is given
by the utility achieved in the second stage, that is, by (5.25) in which yM is
replaced by the Condorcet equilibrium y∗

M . This game is solved at the number
of facilities such that no other (integer) number is strictly preferred by a strict
majority of voters. This works as follows. If two numbers of facilities, M1 and
M2, are proposed, M1 is chosen if the mass of consumers who strictly prefer
M1 to M2 is larger than or equal to the mass of consumers who strictly prefer
M2 to M1. Formally,

µ
{

x ; z
(
x ; M1, y∗

M1

)
> z

(
x ; M2, y∗

M2

)} ≥ µ
{

x ; z
(
x ; M1, y∗

M1

)
< z

(
x ; M2, y∗

M2

)}
.

The Condorcet equilibrium of the first-stage voting game is denoted M∗.
The final outcome of the voting procedure, called a subgame perfect Con-

dorcet equilibrium, is such that the following two conditions are met: (1) for
each integer M , there are more consumers who strictly prefer the configuration
y∗

M to any other configuration yM with M facilities, and (2) for all M �= M∗,
there are more consumers who strictly prefer M∗ to M than consumers who
strictly prefer M∗ to M . This is denoted by (M∗, y∗

M ).
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As usual, the game is solved by backward induction. In the second stage, the
utility of a consumer at x reduces to

z(x ; M, yM ) = Y − min
i=1,...,M

t |x − yi | − MG

nl
,

which is single-peaked about x . This problem is, therefore, reminiscent of the
median voter principle (see, e.g., Mueller 1979). However, this principle does
not apply here because M items – the locations of facilities – instead of one are
to be chosen by the voters. This implies that we need a specific result, which
we state in Proposition 5.3 (the proof is contained in Part A of the chapter
appendix).

Proposition 5.3 Assume a proportional income tax. Then, for any given M ,
the equidistant configuration y∗

M = (l/2M, . . . , (2M − 1)l/2M) is the unique
Condorcet equilibrium of the second-stage voting game.

The intuition behind this result is as follows. Because each facility is at the
middle of its service area, its location is themedian of its consumer distribution.
It is as if themedian voter principle had been applied to each facility conditional
on its respective service area. Let us show how the proof works when M = 2.
If both facilities are located outside (inside) the first and third quartiles, then
a majority of consumers are located on both sides of the center (in the two
hinterlands generated by the facility’s locations) who strictly prefer (l/4, 3l/4)
to the status quo. Assume now that facility 1 (2) is located between 0 and
l/4 (l/2 and 3l/4). Then, all consumers between (y1 + l/4)/2 and l/2 strictly
prefer a configuration with a facility at l/4. Similarly, all consumers between
(y2 + 3l/4)/2 and l strictly prefer a configuration with a facility at 3l/4 (see
Figure 5.1 for an illustration). Adding these two numbers, we obtain

n

2

(
l − y1 − l

4
+ 2l − y2 − 3l

4

)
= n

2
(2l − y1 − y2) >

nl

2

because y1 < l/4 and y2 < 3l/4.
It should be clear that the equidistant configuration is also the one that min-

imizes total transport costs (see Part B of the chapter appendix for a proof ).
Hence, voting and planning yield the same outcome when the number of facil-
ities is fixed, as in the case when individuals vote for a single item.

Figure 5.1: Comparing (y1, y2) to (l/4, 3l/4).
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Consider now the first stage. Consumers now vote on the number of facilities
conditionally upon the locations obtained in the second stage. Hence, the utility
of a consumer at x becomes

z(x ; M, y∗
M ) = Y − min

i=1,...,M
t |x − y∗

i | − MG

nl
,

where

y∗
i = (2i − 1)l/2M i = 1, . . . , M.

This utility function is not single-peaked in M . Indeed, as M increases from
1 to some large integer, z(x ; M, y∗

M ) exhibits ups and downs corresponding to
variations in the distance to the nearest facility. Consequently, a Condorcet
equilibrium may not exist for some parameter configurations.

However, we have the following result whose proof is given in Part C of the
chapter appendix.

Proposition 5.4 Assume a proportional income tax. If

G ≥ (nl) (tl)

40
(5.26)

then there always exists a unique Condorcet equilibrium of the first-stage voting
game given by the largest integer M satisfying the inequality

M(M − 1) <
(nl) (tl)

2G
. (5.27)

Accordingly, a subgame perfect Condorcet equilibrium exists when the cost
G of a public facility is sufficiently large compared with the transport cost tl,
the market size, nl, or both. Stated differently, condition (5.26) is likely to be
satisfiedwhen the territory or the population is small. It also follows from (5.26)
and (5.27) that the equilibrium outcome M∗ is such that it does not exceed 4.

One may wonder what happens when (5.26) does not hold. When M = 5, a
simple calculation shows that M = 3 is strictly preferred to M = 5 bymore than
half of the voters. The same holds for any odd number M larger than 5, which
can be shown to be defeated by M − 2. The reason is as follows. When M is
odd, a facility is always established at the center of the segment, and consumers
around it strictly prefer the equidistant configuration with M − 2 facilities to
that with M facilities because the tax bill is lower. Consequently, there are only
M − 1 groups of consumers located respectively around the remaining M − 1
facilities who strictly prefer M to M − 2. However, when M ≥ 5, these groups
are too small to form a majority in favor of M . Hence, in general, M is not a
Condorcet equilibrium when M exceeds 4.

However, if we define a local Condorcet equilibrium for the first-stage voting
game as a number defeating M − 1 and M + 1, we can obtain (see Part D of
the chapter appendix for a proof ) the following:
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Proposition5.5 Assumeaproportional income tax. Let M̄ be the largest integer
for which the inequality

M(M − 1) <
(nl) (tl)

2G
(5.28)

holds; then, M̄ is the unique local Condorcet equilibrium of the first-stage
voting game.

The uniqueness of the local equilibrium endows the number M̄ with some
degree of stability. In addition, as shown by the proof of Proposition 5.5, the
number M̄ is also the single surviving outcome of the following sequential
choice process. Consumers are first asked to vote between one or two facilities.
Then, they are asked to choose between the winner and three facilities. The
procedure is iterated until M̄ is reached. Because M̄ defeats any number M >

M̄ , as shown in the proof of Proposition 5.5, it is indeed the only surviving
outcome. Finally, when a Condorcet equilibrium of the first-stage voting game
exists, it is also given by M̄ . All these results lead us to retain (M̄, y∗

M ) as the
outcome of the voting procedure for all values of G.

Hence, given (5.28), we see that the voting number of cities increases as the
cost of the public good (G) decreases, the transport cost (tl) increases, and the
population size (nl) increases. Correspondingly, the size of each city decreases.

5.3.2 Is There an Oversupply of Public Facilities?

In the present setting, the efficient outcome is obtained by minimizing the
social cost defined as the sum of fixed costs and transport costs. In view of
the discussion in the preceding section, we see that, for a given value of M, the
voting configuration is identical to the efficient one: they are both equidistant.

However, the numbers of facilities generally differ according to the decision-
making procedure selected. Indeed, given (5.25), the efficient number of facil-
ities minimizes the social cost defined as follows:

C(M) = MG + 2M
∫ l/2M

0
ntrdr

(5.29)
= MG + ntl2/4M.

Given the shape of C(M), it can readily be verified that the efficient number of
public facilities is the largest integer Mo that satisfies the condition (see also
Section 4.5.2):

M(M − 1) <
(nl) (tl)

4G
. (5.30)

Comparing (5.28) and (5.30), we immediately obtain the following:
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Proposition 5.6 Assume a proportional income tax. Voting tends to set a num-
ber of facilities exceeding the number that a planner maximizing total welfare
would choose.

Hence, voting fosters an excessive number of cities as well as an oversupply
in public infrastructure very much as the market does in the case of a private
good (see Section 4.5.2). The discrepancy appears to be especially large when
the public good cost is large and transport costs are low. In addition, each city
is too small.

In particular, the divergence between M̄ and Mo can be made more visible
when these numbers are large in as much as M(M − 1) is almost equal to M2.
In this case, M̄ is approximately equal to

√
2Mo, which means an increase of

40% in the public budget.
Somewhat surprisingly, the voting procedure yields the number of facilities

that would be chosen by a Rawlsian planner who maximizes welfare of the
worst-off consumer. Indeed, because the Rawlsian configuration is equidistant,
themaximumdistance covered by a consumerwhen there are M facilities equals
l/2M . Hence, the social welfare function of such a planner is given by

Y − tl

2M
− MG

nl
. (5.31)

Clearly, this function is maximized when M is the largest integer satisfying
inequality (5.28). Recall that the outcome of voting is generally associated
with the preferences of the median voter. In the community formation problem,
however, the pivotal voter is the most extreme voter (when the public good
is financed by an income tax). This can be explained as follows. The prefer-
ences of the individuals in the hinterlands [0, l/2M] and [(2M − 1)l/2M] are
determinants for the voting outcome. Furthermore, those individuals vote in
the same manner. Accordingly, the voting number of facilities must be such
that the consumers at 0 (or at l) strictly prefer M̄ to M̄ − 1 and M̄ + 1.
But these consumers belong to the set of worse-off ones in any equidistant
configuration, and thus their best choice is socially desirable under Rawlsian
optimality.

Hence, we have the following:

Proposition 5.7 Assume a proportional income tax. The voting outcome coin-
cides with the Rawlsian planning solution.

This proposition may also be used to understand the intuition that stands
behind Proposition 5.6. At the socially optimal number of facilities Mo, con-
sumers’ average utility is maximized, and this utility level is reached by the
consumers located at a distance l/4Mo from their nearest facility. As a result,
the utility of a consumer located at distance l/2Mo is much lower because he
has to cover twice the average distance, which gives him an incentive to vote
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for a larger number of facilities. Since we just saw that these consumers are
critical for the outcome of the voting process, it becomes simple to understand
why voting yields a number of facilities larger than the efficient one.

Finally, a more general approach can follow once it is understood that (5.29)
and (5.31) are the two polar cases of the social welfare function given by

{ ∫ l

0

[
min

i=1,...,M
t |x − yi | + MG

nl

]α

dx

}1/α

(5.32)

in which α ≥ 1 is a measure of the degree of aversion toward inequality
(Papageorgiou 1977). Minimizing this function can be shown to yield the fol-
lowing results: (1) for any given value of M , facilities are equidistant, and (2) the
socially optimal number of facilities is a nondecreasing function of α (Cremer
et al. 1985).

As a consequence, the answer to the question raised in the title of this section
varies with the nature of the planner’s objective. If α is small, so that efficiency
considerations are predominant, then voting fosters excess capacity and over-
taxing. However, the discrepancy narrows as the population density (n) or the
size of the territory (l) increases, whereas it enlarges when the cost of the public
good (G) or the transport rate (t) decreases. In other words, when the economy
is large in terms of either its population or its physical size, the voting outcome
is not very different from the efficient one. By contrast, the gap between the
two outcomes becomes significant when the transport rate is sufficiently low.

On the contrary, if α is large, so that equity considerations drive the choice
made by the planner, then voting is socially desirable because it yields the
socially optimal number of facilities. As a result, a trade-off exists between
efficiency and spatial equity in the formation of public communities: spatial
equity leads to a larger number of urban regions and a bigger public budget
than efficiency.

When α increase from 1 to ∞, then the discrepancy between the voting
outcome and the socially optimum one decreases.

5.3.3 The Role of Land Capitalization

Thus far, consumer locations have been assumed to be fixed so that there is
no land market. In contrast, when consumers can move, they compete for land
and pay a land rent. We want to reconsider the voting problem addressed in
Section 5.3.1 in the presence of a land market. For this, we assume without
loss of generality that n = 1 and, hence, the total number of consumers is l.
We also assume that each consumer uses a unit lot size so that the equilibrium
distribution of consumers is uniform.

The differential land rent arises here because of consumers’ proximity
to their nearest facility. In other words, if M facilities are placed at



Cities and the Public Sector 157

0 ≤ y1 < · · · < yM ≤ l, the bid rent of a consumer at x ∈ [0, l] is given by

�(x) = Y − z∗ − min
i=1,...,M

t |x − yi | − θ (x),

where z∗ is the common equilibrium consumption of the composite good at the
residential equilibrium corresponding to (M, yM , θ ), and θ (x) is the tax paid
(or the subsidy received) by this consumer. The equilibrium land rent is such
that

R∗(x) = Y − z∗ − min
i=1,...,M

t |x − yi | − θ(x) ≥ 0 x ∈ [0, l]. (5.33)

Furthermore, the total budget constraint is such that∫ l

0
R∗(x)dx +

∫ l

0
θ (x)dx = MG.

Using (5.33), we can transform this constraint to∫ l

0
[Y − z∗ − min

i=1,...,M
t |x − yi |]dx = MG (5.34)

in which θ (x) cancels out. In turn, (5.34) yields

z∗(M, yM ) ≡ z∗ = Y −
∫ l
0 [mini=1,...,M t |x − yi |]dx + MG

l
.

As a result, consumers cast their votes in order to maximize z∗ subject to
(5.34). Therefore, following the same voting procedure as in Section 5.3.1,
we see that, in the second-stage voting subgame induced by M , all consumers
agree to select the equidistant configuration because it minimizes total transport
costs, thus maximizing consumers’ equilibrium consumption of the composite
good. Similarly, in the first stage, given the equilibrium locations resulting
from the second stage, consumers unanimously choose the number of facilities
minimizing total cost C(M) given by (5.29).

Given (5.33), we have

R∗(x)+ θ (x) = Y − z∗ − min
i=1,...,M

t |x − yi |.

Setting

R∗(x ; M, yM ) ≡ R∗(x)+ θ (x),

we obtain

R∗(x ; M, yM ) = Y − z∗ − min
i=1,...,M

t |x − yi | x ∈ [0, l].

For the foregoing analysis, the respective share of the land rent, R∗(x), and tax,
θ (x), is immaterial. Consequently, we may focus on R∗(x ; M, yM ), which we



158 Economics of Agglomeration

call the land quasi-rent.16 Hence, in equilibrium, we have∫ l

0
R∗(x ; M∗, y∗

M∗ )dx = M∗G,

which means that the aggregate land quasi-rent is equal to the cost of the
equilibrium number of facilities.

Thus, we have the following:

Proposition 5.8 The voting equilibrium under a perfectly competitive land
market is efficient. Furthermore, the efficient number of facilities is financed
solely by the aggregate land quasi-rent.

This result is reminiscent of Proposition 4.5 derived in a spatial competition
model. As observed byCremer et al. (1983), the same outcome could be reached
by applying a spatial tax that is given by

t(x) = 1

Y

[
MG

l
+ l

M
− min

i=1,...,M
t |x − yi |

]
.

One way to implement this tax is to subsidize transportation fully while levying
a lump sum tax equal to (MoG/ l)+ (tl/4Mo).

5.3.4 Notes on the Literature

The process of competition between cities considered in Section 5.2 bears strong
resemblances to the one analyzed in Section 4.3. Not surprisingly, therefore, the
results are comparable and references overlap. These processes are, however,
often castwithin different frameworks. Indeed, despite the conceptual similarity
between private and public goods in the spatial context, economists studying
these subjects have made different modeling assumptions that have different
intellectual origins. The literature on local public goods is huge and cannot be
reviewed in this book. Distinct and complementary surveys may be found in
Wildasin (1986b; 1987) and Scotchmer (1994; 2001). Note that the role of the
Henry George theorem in local public finance has been studied independently
by Flatters, Henderson, and Mieszkowsi (1974) as well as by Stiglitz (1977)
and Arnott and Stiglitz (1979).

A large bodyof literature also exists devoted to the location of public facilities
that is more in the spirit of the material presented in Section 5.3. The aim of
these models is to help the decision maker by giving him relevant information
about the desirable configurations. Progress in computer science and operations
research allows one to solve problems whose size exceeded the capabilities of
technology only 10 years ago, and much more progress can be expected in the
future. Facility location analysis is a fast-growing domain: the bibliography of
Domschke and Drexl (1985) contains over 1,500 entries. Today, there would be
many more. Despite significant differences, facility location and local public
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goods are connected fields; both strands of literature are compared in Thisse
and Zoller (1983).

5.4 CONCLUDING REMARKS

The analysis conducted in this chapter leads to fairly strong conclusions. Space
blurs the distinction between public and private goods. Together with Chap-
ter 4, this chapter suggests indeed that the supply of local public goods obeys
principles that are not fundamentally different from those governing the effi-
cient supply of private goods (Scotchmer and Thisse 1999). In both cases, the
working of a perfectly competitive land market seems to be able to improve the
allocation of resources vastly in situations that are often described as typical
market failures – a property that is overlooked bymany in the economics profes-
sion. The underlying principle is simple: The differential land rent capitalizes
the costs and advantages associated with a particular location, thus fostering
the equalization of utility across similar individuals located at different places.
Indeed, when the land market is perfectly competitive, the optimal system of
cities is identical to the one emerging from competition among land developers.
In the same spirit, when there are several public goods, the relevant decision-
making entities should be consolidated and incorporated into areas sufficiently
large to allow them to internalize the effects of local public policies as much as
possible. Finally, even under a political process such as voting, accounting for
the differential land rent allows for a reconciliation between the voting outcome
and the optimum.

Such results are provocative enough for the problemof land property rights to
receive more attention than it does nowadays. Despite the limitations discussed
in Section 5.2.5, as well as the imperfections that characterize the housing mar-
kets in the real world (Arnott 1995), we may safely conclude that competition
among land developers, local governments, or both in the presence of competi-
tive land markets will significantly contribute to the efficient provision of local
public goods.17 In the absence of better alternative mechanisms, land capital-
ization is worth serious consideration. At the very least, antitrust authorities
should be invited to watch more carefully how land and housing markets and
developers operate.

It is often forgotten that major debates about land property rights have arisen
in the past precisely for the reasons discussed in this chapter. Considering the
situation in Europe during the second half of the nineteenth century, Hohenberg
and Lee (1985, 326) came to the following conclusion:

It was recognized that public purposes might require forced purchase of land, for exam-
ple, for roads . . . But only such land as would actually be used could be appropriated
by the collectivity, and any regulation imposed on landowners must be the same for all,
whatever their location in the city. Thus large-scale public projects could not recoup
their cost by capturing the gains in land value they generated.18
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It is also worth stressing that the results derived in Section 5.3 suggest a
stylized history of the formation of nations in Western Europe. The process
of amalgamation of regions started under the ancient regime. As democracy
developed in the nineteenth century, centralization of government services was
pursued. This is likely because, at the same time, nationalism took a firm hold
among the population while substantial technological progress developed in
transportation. Indeed, as observed byCremer et al. (1983) aswell as byAlesina
and Spolaore (1997), the rise in nationalism can be viewed in the present model
as a decline in the parameter t that intensified the decrease generated by tech-
nological innovations. Ultimately, a large group of individuals came to favor
a geographical concentration of government services. In other words, this was
the time of the nation-state.

Around the middle of the twentieth century, a resurgence of regionalism
occurred. In our setting, this means an increase in the parameter t . Not sur-
prisingly, geographical decentralization was the answer of most national gov-
ernments. Our analysis then suggests that the regional system chosen by the
majority of the population has been inefficient, thus generating endless debates
with those defending centralization of government activities.

As suggested by Alesina and Spolaore (1997), through an increased reliance
on voting, the number of regions and countries may increase as the degree of
economic integration and openness rises. Indeed, the benefits of a large home
market become relatively less important if small countries can freely trade with
each other as well as with the rest of the world. Consequently, in the twenty-first
century, regional separatism could well be associated with increasing economic
integration (Alesina and Spolaore 1997).

APPENDIX

Without loss of generality, wemay first divide (5.25) by t and then replaceG/nt
by G in the corresponding expression.
A. Consider M facilities and let y∗

i = (2i − 1)l/2M for i = 1, . . . , M and
A1, . . . , Ai , . . . , AM be the intervals given by

A1 = [0, l/M[, . . . , Ai = [(i − 1)l/M, il/M[, . . . , AM = [(M − 1)l/M, l].

Consider any configuration with M facilities yM �= y∗
M (without loss of

generality, we assume that all the components of yM are distinct) and let N
be the number of locations such that yi = y∗

i with N < M . Finally, denote by
I ( y∗

M , yM ) the set of consumers indifferent between the two configurations y∗
M

and yM and by µ̄ the measure of the set of consumers who strictly prefer yM to
y∗

M (µ is the Lebesgue measure defined on [0, l]).
For any j such that y j = y∗

j , we have

µ{A j ∩ I ( y∗
M , yM )} ≤ l

M
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so that

µ{I ( y∗
M , yM )} ≤ Nl

M
. (A.1)

Let B1, . . . , Bi , . . . , BM+1 be the intervals of [0, l] defined as follows:

B1 = [0, l/2M[, . . . , Bi = [(2i − 3)l/2M, (2i − 1)l/2M[, . . . , BM+1

= [(2M − 1)l/2M, l].

Denote by ki the number of facilities in yM belonging to Bi and by µi the
measure of the set of consumers in Bi who strictly prefer yM to y∗

M . For i =
2, . . . , M , it can readily be verified that µi = 0 if ki = 0, µi = l/2M if ki = 1,
and µi < l/M if ki ≥ 2. Similarly, for i = 1 and i = M + 1, we have µi = 0
if ki = 0 and µi < l/2M if ki ≥ 1, respectively. Let M̂ < M be the number of
intervals Bi for which ki ≥ 2. The following three cases may then arise:

1. k1 = kM+1 = 0. Then, there are at most (M − 2M̂ − N ) intervals Bi

containing one facility and

µ̄ ≤ M̂
M

l
+ (M − 2M̂ − N )

l

2M
,

the inequality being strict when M̂ > 0.
2. k1 = 0 and kM+1 ≥ 1 (or, symmetrically, k1 ≥ 1 and kM+1 = 0). Then,

we have

µ̄ ≤ l

2M
+ M̂

l

M
+ (M − 1− 2M̂ − N )

l

2M

3. k1 ≥ 1 and kM+1 ≥ 1. Then, we have

µ̄ ≤ l

M
+ M̂

l

M
+ (M − 2− 2M̂ − N )

l

2M
.

In all cases, it follows that

µ̄ ≤ (M − N )
l

2M
. (A.2)

Assume that the inequality is strict in (A.2). Then, (A.1) and (A.2) imply
that µ∗, the measure of the set of consumers who strictly prefer y∗

M to yM , is
strictly larger than µ̄, thus implying that yM is defeated by y∗

M .
Suppose now that the equality holds in (A.2). Hence, it follows that k1 =

kM+1 = 0 and M̂ = 0. Consequently, an interval B j exists containing one fa-
cility and having one facility placed at one of its endpoints such that either

µ{A j−1 ∩ I ( y∗
M , yM )} < l/M
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or

µ{A j ∩ I ( y∗
M , yM )} < l/M

holds. This implies that µ∗ > µ̄ so that yM is again defeated by y∗
M .

B.When there are M facilities, total transportation costs are as follows:

T T C(y1, . . . , yM ) =
∫ (y1+y2)/2

0
|x − y1|dx

+
M−1∑
i=2

∫ (yi +yi+1)/2

(yi−1+yi )/2
|x − yi |dx

+
∫ l

(yM−1+yM )/2
|x − yM |dx

= y21
2

+
M−1∑
i=1

(yi+1 − yi )2

4
+ (l − yM )2

2
.

Applying the first-order conditions to this expression yields the linear system

3y1 − y2 = 0

−yi−1 + 2yi − yi+1 = 0 for i = 2, . . . , M − 1

−yM−1 + 3yM = 2l,

which has a single solution given by y = (2i − 1)l/2M . That the second-order
conditions are always satisfied can easily be checked.
C. First, some simple calculations show that M̂ defeats M < M̂ when M̂ ≤

4. It then remains to prove that M̂ defeats any M > M̂ . Let µ̂ be the measure of
the set of consumers who strictly prefer M̂ to M > M̂ and show that µ̂ > l/2.

Assume first that M > (3M̂ + 1)/2. For each i = 1, . . . , M̂ , a consumer
located at

x ∈
[
2i − 1

M

l

2
− l

2M
min

{
M − M̂

M + 1
, 1

}
,
2i − 1

M

l

2
+ l

2M
min

{
M − M̂

M̂ + 1
, 1

}]

strictly prefers M̂ to M because

min
i=1,...,M̂

|x − y∗
i (M̂)| − min

i=1,...,M
|x − y∗

i (M)| <
(M − M̂)l

2(M̂ + 1)M̂
,

where

y∗
i (M) = (2i − 1)l/2M i = 1, . . . , M.



Cities and the Public Sector 163

Figure 5.2: Population segmentation.

Therefore, µ̂ is larger than or equal to

min

{
M − M̂

M̂ + 1
, 1

}
l

so that µ̂ > l/2 since M > (3M̂ + 1)/2.
Assume now that M̂ < M ≤ (3M̂ + 1)/2. To start with, consider the inter-

val [0, l/2M]. We know that l/2M < l/2M̂ < 3l/M . Consequently, the con-
sumers in [0, l/2M] strictly prefer M̂ to M if and only if 1/M M̂ < 2G/ l2 – a
condition that is satisfied by definition of M̂ . The same holds for the interval
[(2M̂ − 1)l/2M̂, l]. Consider now an interval given by

Ci =](2i − 1)l/2M̂, (2i + 1)l/2M̂[

for i = 2, . . . , M − 1. Two subcases may arise. In the first one, there is one
facility in the equidistant configuration with M facilities, which belongs to Ci .
Then, the measure of the set of consumers who strictly prefer M̂ to M is larger
than l/2M̂ . In the second one, there are two facilities of that configuration that
belong to Ci , as represented in Figure 5.2.

1. If both l1 and l2 are smaller than (G/ l) (M − M̂), then the consumers
at locations (2 j − 1)l/2M and (2 j + 1)l/2M, and, therefore, all con-
sumers in Ci , strictly prefer M̂ to M .

2. If only l1, say, is smaller than (G/ l) (M − M̂), the consumers located in]
(2i − 1)l

2M̂
,
(4 j − 1)l

2M

]

and in]
(2 j + 1)l

4M
+ (2i + 1)l

4M
,
(2i + 1)l

2M̂

]

strictly prefer M̂ to M .
3. Finally, observe that both l1 and l2 cannot exceed (G/ l) (M − M̂) be-

cause

l1 + l2 = l

M̂
− l

M
<

(M − M̂)l

(M̂ + 1)M̂
<

2G

l
(M − M̂)
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since M > M̂ . Thus, in the three cases, the measure of the set of con-
sumers in Ci who strictly prefer M̂ to M is larger than l/2M̂ .

Summing over all the intervals, we obtain

µ̂ >
l

M̂
+ (M − 1)

l

2M̂
> l/2.

D. It is sufficient to show that M defeats M − 1 as long as M ≤ M̂ . This,
togetherwithPartC, implies that M̂ is the unique value of M that simultaneously
defeats M − 1 and M + 1.

The consumers who strictly prefer M to M − 1 are located either in the
hinterlands or around the M facilities of the equidistant configuration. Consider
the first group. The consumer at l/2M strictly prefers M to M − 1 because of
(5.11). This holds a fortiori for all the consumers in [0, l/2M]. The same applies
to consumers in [(2M − 1)l/2M, l]. We now consider the intermediate groups.
Specifically, we focus on the consumers located near the facility established at
(2i − 1)l/2M for i = 2, . . . , M − 1. Clearly, we have

2i − 3

M − 1
<

2i − 1

M
<

2i − 1

M − 1
.

Let xl
i be the location of the consumer situated on the left-hand side of the

i th facility and indifferent between M and M − 1. Because xl
i must belong to

the interval]
(2i − 3)l

2(M − 1)
,
(2i − 1)l

2M

]

it follows that xl
i is the solution to

xl
i − 2i − 3

2(M − 1)
l −

(
2i − 1

2M
l − xl

i

)
= G

l
,

that is,

xl
i = 2i − 3

4(M − 1)
l + 2i − 1

4M
l + G

2l
.

Similarly, if xr
i is the location of the consumer situated on the right-hand

side of the i th facility and indifferent between M and M − 1, we obtain

xr
i = 2i − 1

4(M − 1)
l + 2i − 1

4M
l − G

2l
.

All consumers in ]xl
i , xr

i [ strictly prefer M to M − 1. Denote by µ∗
M the

measure of the set of consumers who strictly prefer M to M − 1. It then follows



Cities and the Public Sector 165

from the foregoing and from the continuity of the utility functions that

µ∗
M >

l

M
+ (M − 2)

[
l

2(M − 1)
− G

l

]
.

Because M ≤ M̂ , we have

l

2(M − 1)M
>

G

l

so that µ∗
M > l/2.

NOTES

1. For example, the German emperor Henry V affirmed the principle “City air brings
freedom” in charters for Speyer and Worms.

2. Other examples of local public goods that have played a major role in the history of
cities are religious temples, royal palaces, and public area places such as the agora
or the forum.

3. The distinction between traveled-for goods and delivered goodsmade byLea (1979)
is not essential for our purpose. It is indeed reasonable to believe that the quality of
a delivered good often decreases as the distance increases. So, in both cases, users’
benefits are subject to a distant-decay effect.

4. Another interpretation is to consider a monocentric city of Section 3.3. In this
context, the following analysis remains valid if T (r ) is interpreted as the commuting
cost to the CBD, whereas the local public good is uniformly available within the
entire city.

5. A brief overview of the work of George is provided by Whitaker (1998).
6. This question has generated harsh political debates in the United States. See Mills

(1972b, chap. 3) for a critical appraisal of the welfare and ethical aspects of the
single tax.

7. In a planning approach without a land market, we should account for the land avail-
ability constraint at each r. The corresponding multipliers would then correspond
to the equilibrium land rent used here.

8. If this optimization problem has several solutions, several optimal urban systems
exist. In this case, the following discussion applies to each one of them.

9. Formally, µ is the Lebesgue measure.
10. Using the notation introduced in the preceding section, we also have N o = N o(Go).
11. To study existing communities with fixed boundaries, there is an alternative ap-

proach to the land developer model in urban public finance (Wildasin 1986b; 1987).
Residents are voters who, according to the median voter rule, choose the quantity
of public goods and the taxation scheme to be established within the community.
In this case, consumers may be heterogeneous in terms of income, tastes, or both.
This leads to a segmentation of the population as envisioned by Tiebout, whereas
consumers are homogenous in the foregoing analysis. A model in that spirit will
be considered in the next section.

12. In a sense, this problem is similar to the one with neighborhood public goods, the
difference being that here a priori there is no center.
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13. As an example, think of the many difficulties faced by public authorities when they
try to implement urban tolls or peak-load pricing within cities.

14. Alternatively, we may interpret the model as one in which individuals vote on the
number of regions and the location of capitals.

15. Because Y is fixed, this is equivalent to the lump sum tax scheme used in the
previous section.

16. By choosing θ (x) appropriately, we may guarantee that (5.33) always holds.
17. See, however, Henderson and Thisse (2001) as well as Helsley and Strange (1997)

for additional limitations of the land development process when strategic consid-
erations are taken into account.

18. For example, Hausmann has financed property acquisition and construction against
future revenues obtained from the increased property values created by the planned
improvements of Paris (Barnett 1986; Marchand 1993). Interestingly, the operation
went bankrupt when the landowners recouped their property at the prices prevailing
before the improvements (Marchand 1993).



PART II

THE STRUCTURE OF METROPOLITAN AREAS





6

The Spatial Structure of Cities under
Communications Externalities

6.1 INTRODUCTION

The most distinctive feature of a city is its much higher population density
than the surrounding nonurban areas. As a result, economic agents residing
within a city are close to one another. But why do households and firms seek
spatial proximity? Fundamentally, this occurs because economic agents need to
interact and distance is an impediment to interaction. This need is gravitational
in that its intensity is likely to increase with the number of agents set up in each
location and to decrease with the distance between two locations. This need has
been at the heart of the work of several geographers, and we will encounter it
on many occasions and with different economic meanings.

However, by crowding a few locations only, economic agents also decrease
their satisfaction because they normally enjoy consuming more land, either as
consumers or as producers. Therefore, one can view the agglomeration process,
at least in the first order, as the interplay between an interaction field among
agents and competition on the land market. In such a setting, the need to interact
acts as a centripetal force, whereas competition for land has the nature of a
centrifugal force. As will be seen in this chapter, it is remarkable that the mere
need to interact turns out to be sufficient to generate a single-peaked distribution
of (homogeneous) agents across locations.

But this is not the end of the story. Indeed, one has to explain why economic
agents want to interact? It should be clear that several explanations can be put
forward. That human beings are “social animals” is perhaps the most basic
justification of the need for interaction among individuals. Indeed personal
relations are the essence of societies even though the consequences of relations
are often double-edged. For example, according to Fisher (1982, 2–3),

Our day-to-day lives are preoccupied with people, with seeking approval, providing
affection, exchanging gossips, falling in love, soliciting advice, giving opinions, soothing
anger, teaching manners, providing aids, making impressions, keeping in touch. . . .
Although modern nations have elaborate arrays of institutions and organizations, daily
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life proceeds through personal ties. . . . Those personal ties are also our greatest motives
for action.

Psychologists also recognize that human beings have a pervasive drive to
form and maintain lasting and positive relations with others. According to
Baumeiter andLeary (1995, 497), who reviewed a vast literature, two conditions
must be met for this drive to be satisfied:

First, there is a need for frequent, affectively pleasant interactions with a few other
people, and, second, these interactions must take place in the context of a temporally
stable and enduring framework of affective concern for each other’s welfare.

To the best of our knowledge, the first economic model focusing on such
a trade-off was proposed by Beckmann (1976). More precisely, Beckmann
assumes that the utility of an individual depends on the average distance to all
individuals with whom this person interacts as well as on the amount of land
she buys on the market. Under such preferences, the city exhibits a bell-shaped
population density distribution supported by a similarly shaped land rent curve.
Thus, the city emerges here as a social magnet. Stated differently, the natural
gregariousness of human beings leads to the spatial concentration of people
within compact areas. This model is presented in Section 6.2.1.

Although the process of interaction goes both ways, individuals worry only
about their role as “receivers” and tend to neglect their function as “transmitters”
to others. Hence, the equilibrium distribution of agents within the city is un-
likely to be an optimum. Indeed, a comparison of the equilibrium and optimum
densities shows that the former is less concentrated than the latter. This suggests,
from the social standpoint, that the need to interact may well result in an insuf-
ficient concentration of population around the city center. Contrary to general
beliefs, therefore, it is not obvious that agents are too densely packed in cities.

At this stage, it is natural to ask whether the principles uncovered by Beck-
mann for households also govern the locational decisions made by firms within
an urban area. In raising such a question, one may wonder what is the nature
of the interaction that would foster firms’ concentration beyond the standard
market transactions in which they are involved. The reason here is very different
from the one we saw for consumers in that it refers to the role of information
as a basic input in firms’ activities. By this, we mean the kind of information
that is difficult to codify because it is tacit, and thus it can typically be collected
only through face-to-face communications that require travel by high-skilled
people whose time is valuable.

The impact of information on locational decisions is not new. The decline
of manufacturing employment and the growth of office employment in central
cities has been a common trend observed in many countries that started after
the Industrial Revolution.1 For example, in their study of the urban making of
Europe, Hohenberg and Lee (1985, 299) forcefully argue that
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the common element of the tertiary or service activities of cities is information, an
intangible and therefore bulkless commodity that manifests itself mainly in the act of
being transferred or exchanged. Town centers were the natural location where those
trafficking in knowledge congregated, and they displaced not only residents but also
most activities dealing with visible commodities. The business center was taken over by
an army of brokers, clerks, bankers, couriers, and other dealers in the quintessentially
urban commodity, information.

A fundamental characteristic of information is its public-goodnature: the use
of a piece of informationby afirmdoes not reduce the content of that information
for other firms. Hence, the exchange of information through communication
within a set of firms generates externality-like benefits for each of them (Stigler
1961). Provided that firms own different types of information, the benefits of
communication generally increase as the number of firms rises. The quality of
the information is also better when firms are gathered in that the number of
intermediates is smaller. Because communications typically involve distance-
decay effects, a fact well documented since the pioneering work of Hägerstrand
(1953), the benefits are greater if firms locate closer to each other.

The empirical evidence is fairly conclusive. Controlling for the geographical
concentration of sectors affecting the location of patent use, Jaffe, Trajtenberg,
and Henderson (1993) found that, in the United States, citations of patents are
more likely to be domestic and to come from the same states and metropolitan
statistical areas, thus suggesting that the diffusion of knowledge is spatially
concentrated (at least at the early stages of the diffusion process). This con-
clusion is strengthened by several other empirical studies, such as the one of
Audretsch and Feldman (1996), who observed that external spillovers are likely
to be geographically bounded within the region where the new knowledge was
created.

In this respect, it is well known that face-to-face communication is most
effective for rapid product and process development when the access to infor-
mation about new products and production processes turns out to be essential
for the competitiveness of firms. Most likely, the origin of these spillovers lies
in the existence of face-to-face contacts. And indeed, in their survey of empir-
ical evidence, Tauchen and Witte (1984) observed that much of the interaction
among the employees of different firms consists of such contacts. For example,
Saxenian (1994, 33) emphasized the importance of this factor in making the
Silicon Valley an efficient productive system:

By all accounts, these informal conversations were pervasive and served as an important
source of up-to-date information about competitors, customers, markets, and technolo-
gies. Entrepreneurs came to see social relationships and even gossips as a crucial aspect
of their business. In an industry characterized by rapid technological change and in-
tense competition, such informal communication was often of more value than more
conventional but less timely forums such as industry journals.



172 Economics of Agglomeration

The key point here is that personal contacts within the agglomeration en-
courage a constant intercommunication of ideas. This might come as a surprise
in the age for which futurists had predicted the decline of cities because people
would use more and more telecommunications devices instead of face-to-face
interaction (see, e.g., Toffler 1980). However, it is well known that a substantial
amount of knowledge used by firms turns out to be tacit and difficult to transfer
from one location to another (see, e.g., Teece 1977 for an early contribution).
The difference between tacit and codified information (knowledge) is crucial
here. The transfer of information throughmodern transmission devices requires
its organization according to some prespecified patterns, and only formal infor-
mation can be codified and sent to others in this way. For example, the initial
steps in the development of a new technology require repeated contacts between
the actors involved to develop a mutual way of communicating through some
common codes, to figure out how to interpret personalized information, and to
make them operational. Such a process is facilitated by spatial proximity.

Furthermore, the historical evidence regarding the impact of the telephone on
urbanization suggests a positive correlation between city size and telephone use
(Gaspar and Glaeser 1998). Although telecommunications may be a substitute
for face-to-face meetings, these two forms of communications may also be
complementary. For example, Gaspar and Glaeser (1998) reported on some
suggestive evidence that an increase in business trips has occurred despite (or
because of) recent improvements in telecommunications technologies. Thus,
contrary to the opinions of futurists, the development of such technologies does
not (necessarily) imply the death of cities as information centers.

In essence, the explanation is that the transmission of knowledge and ideas
is not a routine activity that can be performed through standardized procedures.
It is a cognitive process (and uncertainty is therefore inherent to the exchange)
that is made easier when the individuals involved are close to each other. As
Feldman (1994, 2) put it nicely, “knowledge traverses corridors and streets more
easily than continents and oceans.” Furthermore, face-to-face communications
are often at the origin of new ideas, combining insights from each party that
are crucial for innovations.

In two independent articles, Borukhov and Hochman (1977) and O’Hara
(1977) have shown how face-to-face communications may induce (office) firms
to congregate and to form a central business district, even though clustering
results in higher land rents. A similar problem has been studied recently by
Lucas (2001) in a more general context. This topic is discussed in Section 6.2.2.

Diversity is another fundamental distinctive feature of cities. In other words,
cities are concentrations of different agents (mainly firms and households). The
mere recognition of this simple fact should lead to a new and richer set of results.
The next step is, then, to mix consumers and firms within broader models in
order to study what the interplay between the two groups of agents may result
in. The centripetal force in this interplay is the communications among firms
permitting the exchange of information: other things being equal, each firm has
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an incentive to establish itself near other firms, thus fostering agglomeration.
The centrifugal force is less straightforward and goes through the land and labor
markets. The clustering of many firms in a single area increases the average
commutingdistance for theirworkers,which, in turn, increases thewage rate and
land rent in the area surrounding the cluster. Such highwages and land rents tend
to discourage further agglomeration of firms in the same area. The equilibrium
distribution of firms and households is thus the balance between these opposite
forces. In Section 6.3, we focus on the direct interaction between firms because
we believe that they are even more fundamental in modern societies for the
shaping of cities than social interactions among individuals.

The interplay between those two types of forces has been studied in a series
of articles by Fujita, Imai, and Ogawa. These authors have shown that differ-
ent equilibrium patterns may emerge according to the values of the economy’s
basic parameters, thus affecting the balance of the two opposite forces. More
surprising, perhaps, is that the shape of the interaction field also influences the
types of equilibria that arise. We consider in Section 6.4 a linear accessibility
field and show that the market solution is essentially monocentric. When com-
muting costs are high in relation to the accessibility parameter measuring the
importance of the distance-decay effect in the interaction field, the equilibrium
involves a complete mixture of business and residential activities. As the com-
muting cost falls, two business districts, which are themselves flanked by a
residential area, are formed around the integrated section that shrinks. Even-
tually, when commuting costs are low enough, the city becomes monocentric
with the emergence of a single business district surrounded by two residential
sections. This seems to accord with what we have observed since the beginning
of the technological revolution in transportation.

Furthermore, the monocentric configuration is socially desirable for a larger
domain of parameters than for the equilibrium outcome. In other words, the
market may lead to a more dispersed configuration of firms than would be
socially optimal.

As examined in Section 6.5, the possible equilibrium patterns aremuchmore
complex in the case of an exponential distance-decay function. In addition to
the configurations just mentioned, we will see that intermediate values for the
commuting costs may lead to a duocentric configuration, or to a configura-
tion involving a primary business center and two secondary business centers,
or to three more or less identical centers. In these last three cases, the equi-
librium pattern may also be viewed as describing a system of two or three
cities.

Even more interesting is the nature of the transition from one equilibrium to
another when some parameters slightly change. For example, one may observe
catastrophic modifications in the urban configuration when the equilibrium
city moves from a monocentric configuration to a duocentric one in which the
interior residential area is quite large although the distance-decay parameter
changes only slightly. All these results show how nonlinearities in accessibility
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may lead to a vast set of different outcomes and, by the same token, may explain
why it is often hard to make reliable predictions about urban development.

Finally, in Section 6.6, we briefly discuss the case in which a firm splits its
activities between two units located far apart. In this way, we may capture the
idea that some activities are crucially dependent on the information obtained
from other firms, whereas more routine activities require communication with
the firm’s headquarters only. The typical configuration associatedwith low intra-
firm communication costs is the agglomeration of front offices at the city center
and the dispersion of back offices together with their workers in the suburbs.

In all models studied in this chapter, a city emerges in an otherwise homo-
geneous space as the collective outcome of the interplay between individual
decision makers. Cities are not the result of the actions taken by land develop-
ers or local governments. Furthermore, we focus on the formation and spatial
structure of a city but do not address the issue of its size. Thus, all the results
derived in this chapter are to be understood relative to given populations of
households and firms.

Before proceeding, we want to stress that, although we work with a contin-
uum of agents, we assume that each agent is indivisible. The implications of this
assumption are important for the models examined in this chapter as well as in
subsequent ones because the results are partly determined by the indivisibility
of firms and households over several locations (even in the case of the multiunit
firms, units cannot be subdivided). In other words, agents have a well-defined
spatial identity.2 The advantages of such a modeling strategy were made clear
by Hotelling (1929) but became broadly accepted in the economics profession
only after the work of Aumann (1964).3

6.2 AGGLOMERATION AS SPATIAL INTERACTION AMONG
INDIVIDUALS OR FIRMS

6.2.1 Social Externalities between Individuals

The propensity to interact with others is a fundamental human attribute. People
like to be close to each other to maximize social interaction. The following
simple model demonstrates how the preference for social life leads to the emer-
gence of a center through a unimodal and symmetric distribution of individuals.
This distribution is dispersed around the center because competition for land
leads to higher land rents near the center in a market economy.4

Consider a continuum N of identical consumers and a one-dimensional space
X = (−∞, ∞) in which the land density is 1 everywhere and the opportunity
cost of land is RA > 0. Land is owned by absentee landlords. A consumer
residing at x is endowed with the preferences

U = u(z, s) + Ix ,

where, as usual, z and s denote the composite good and the lot size, respectively,
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and Ix stands for the interaction field of a consumer located at x whose budget
constraint is

z + sR(x) = Y − T (x).

Here T (x) is the associated travel cost borne by the consumer. Because trips
are costly, the occupied area must be bounded. Without loss of generality, the
area under consideration is denoted by [−b, b], where b is the agglomeration
boundary determined at the equilibrium. As in Section 3.2, the quantity of the
composite good is obtained by solving u(z, s) = U − Ix for z, which is repre-
sented by z = Z (s,U − Ix ); thus, the consumer’s bid rent function is given by

�(x,U ) = max
s

Y − Z (s,U − Ix ) − T (x)

s
. (6.1)

In analyzing thismodel,Beckmann (1976)made several simplifying assump-
tions to derive a closed-form solution. First, the utility u is expressed as

u(z, s) = z + α log s

for which α > 0 is a parameter indicating the weight of land in consumer pref-
erences. Second, the interaction field is supposed to be such that each consumer
interacts once with each and every other consumer in the area under considera-
tion, which represents the extreme view that the individual network of personal
ties is formed by the whole population residing in the urban area under consid-
eration. Hence, the utility of Ix is constant across locations

Ix = I.

At best, this assumption is to be considered as a first exploration of one of
the main determinants of a city existence. Finally, maintaining a bond requires
time, money, and attention. It is assumed that this takes the form of a trip whose
cost is linear in distance, and thus the total travel cost borne by a consumer at
x while interacting with others is given by

T (x) ≡
∫ b

−b
t |x − y|n(y)dy, (6.2)

where n(y) is the density of consumers at location y and t > 0 the unit travel
cost. It is worth noting that, in T (x), the travel cost from x to y is weighted by
the number (formally the density) of individuals located at the destination y,
which means that there is one trip per individual at y. Clearly we have

T (x) =
∫ x

−b
t(x − y)n(y)dy +

∫ b

x
t(y − x)n(y)dy, (6.3)

and thus T (x) varies with the consumer’s location as well as with the entire
population density. It should be clear that the cost borne by a consumer when
interacting with others is here very different from what it was in Chapter 3,
where all activities were supposed to take place at the city center.
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Because all consumers must reach the same utility level U ∗ in equilibrium,
(6.1) may be rewritten as

�(x,U ∗) = max
s

Y − U ∗ + I + α log s − T (x)

s
. (6.4)

The first-order condition with respect to s gives the following equilibrium con-
dition:

Y − U ∗ + I − α + α log s − T (x) = 0. (6.5)

Let

ζ ≡ Y − U ∗ + I − α,

where ζ is a constant whose value is unknown. Solving (6.5) for s and using
the definition of ζ , we obtain

s∗(x) = exp

(−ζ + T (x)

α

)
(6.6)

so that

n∗(x) = exp

(
ζ − T (x)

α

)
, (6.7)

where n∗(x) ≡ 1/s∗(x) is the equilibrium population density. Substituting (6.6)
into (6.4) leads to

�(x,U ∗) = α

s∗(x)
. (6.8)

Because �(x,U ∗) = RA at the equilibrium city fringe b∗, we must have

RA

α
= n∗(b∗) = exp

(
ζ − T (b∗)

α

)
. (6.9)

Differentiating (6.3) twice yields

d2T

dx2
= 2tn∗(x),

and thus T (x) is strictly convex in x . It then follows from (6.7) that

d2T

dx2
= 2t exp

(
ζ − T (x)

α

)
. (6.10)

Solving this differential equation yields

T (x) = −α log

[
α

t
exp

(
− ζ

α

)
k2 exp(k|x |)

(1 + exp(k|x |))2
]
, (6.11)

where k is an unknown positive constant of integration (see Part A of the chapter
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appendix for detailed calculations). Substituting (6.11) into (6.7), we obtain

n∗(x) = α

t

k2 exp(k|x |)
(1 + exp(k|x |))2 , (6.12)

which gives the equilibrium population density as a function of the con-
stant k.

Clearly this function is symmetric about the origin. Furthermore, differenti-
ating (6.12) with respect to x shows that n∗(x) has a unique maximum at x = 0.
The equilibrium consumer density is therefore unimodal. Taking the second
derivative shows that n∗(x) is concave over the interval[

− log(2 + √
3)

k
,
log(2 + √

3)

k

]

and convex outside. A typical pattern of the population density is depicted in
Figure 6.1.

Accordingly, a preference for social life is sufficient to form an agglomera-
tion around an endogenous center and, therefore, to preclude the flat distribution
of individuals from being an equilibrium. This center is the place where the in-
teraction among people is most convenient and individual land consumption
is the lowest. And, indeed, the population is more concentrated around the
center because the population density falls when the distance from the cen-
ter rises, thus confirming the intuition that being at the center of the urban
area gives the individuals located there the highest accessibility to others. This
implies that the center emerging here plays the same role as the CBD in the
urban economics models surveyed in Chapter 3. The crucial difference is that
the center is endogenous here, whereas the CBD considered in Chapter 3 is
exogenous.

Figure 6.1: The equilibrium population density when consumers like to interact.
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Using (6.9) and (6.12), we see that the following condition must hold at the
urban fringe:

RA

α
= α

t

k2 exp(kb)

(1 + exp(kb))2
. (6.13)

Furthermore, integrating the population density over the interval [−b, b] must
be equal to N :

N = 2
∫ b

0
n∗(x)dx = 2

α

t

∫ b

0

k2 exp(kx)

(1 + exp(kx))2
dx

= 2
α

t
k
exp(kb) − 1

exp(kb) + 1
. (6.14)

These two expressions give the equilibrium values of the constant of integration
k and of the agglomeration boundary b. Setting y = exp(kb) in (6.13) and
(6.14), solving, (6.14) for y, and replacing the value thus obtained in (6.13), we
obtain

k2 = t

α2

(
t N 2

4
+ 4RA

)
. (6.15)

Hence, by (6.7) we have

n∗(0) = 1

α

(
t N 2

16
+ RA

)
; (6.16)

therefore the peak of the population distribution moves upward (and the pop-
ulation density is more concentrated) when the population size N is larger,
when the unit cost of traveling t rises, and when the opportunity land cost RA

increases; the peak of the population distribution moves downward when the
preference for land α gets stronger. These results are similar to those derived
in Section 3.3.2, but the center is no longer prespecified but determined as the
outcome of the interaction between consumers.

Similarly, the urban fringe may be obtained by replacing k in (6.14) with the
positive root of (6.15). Using this root then permits the complete determination
of the equilibrium population density, which, in turn, is used to find T (x) by
(6.3), thus yielding the equilibrium value of ζ by (6.11).

Setting R∗(x) = �(x,U ∗) and 1/s∗(x) = n∗(x) in (6.8) implies

R∗(x) = αn∗(x),

and thus the market land rent supporting the residential equilibrium mirrors the
population density. Both densities are bell-shaped and vary in the same way
with the parameters of the economy. In particular, a rise (fall) in the population
(the cost of trips) is reflected in higher (lower) land rents near the urban center.
Again, this agrees with what we saw in Chapter 3.5
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We may summarize these results as follows:

Proposition 6.1 Assume that consumers value land and interactionwith others.
Then, if consumers’ utility is given by

U = α log s + I − T (x),

the equilibrium population distribution and the equilibrium land rent are uni-
modal and symmetric.

The indivisibility of human beings is fundamental for this proposition to
hold. Indeed, if each individualwere to be perfectly divisible, spatial equilibrium
would involve a uniform distribution of people and a flat land rent.

We now study the optimal distribution of consumers using the same approach
as in Section 3.3.3. Though our equilibrium is competitive, it is not socially op-
timal. As noted by Tauchen and Witte (1984), the explanation for this market
failure is that, although the location of each individual directly affects the travel
costs of all others,6 the consumer considers only own travel costs in making a
locational decision. That the interaction among individuals goes both ways and
does not transit through the market implies an externality preventing the equi-
librium from being at an optimum. However, it is interesting to know whether
the equilibrium is excessively or insufficiently concentrated around the center.

To answer this question, we have to provide a fairly detailed analysis of the
optimum density. Because they are identical, all the consumers at the same
location x must have the same consumption bundle (z, s). Consequently, if U ∗

denotes the equilibrium utility level obtained above, the optimal distribution
must minimize the total cost as defined by (3.26) with respect to s(x) and b:

C ≡
∫ b

−b
{T (x) + Z [s(x),U ∗] + RAs(x)}n(x)dx,

where Z [s(x),U ∗] is equal to U ∗ − α log s(x) − I and T (x) is given by (6.3)
subject to the land constraint

s(x)n(x) = 1 for each −b ≤ x ≤ b, (6.17)

the population constraint∫ b

−b
n(x)dx = N , (6.18)

and the nonnegativity constraints on s and n.
As in Section 3.3.3, one can show that solving this maximization problem

is equivalent to solving the following maximization problem:

S ≡ NY − C =
∫ b

−b
{[Y − U ∗ + I + α log s(x) − T (x)]n(x) − RA}dx

(6.19)

subject to the aforementioned constraints.



180 Economics of Agglomeration

We present here an intuitive argument showing how the optimality condi-
tions are obtained.7 For that, we use (6.17) in order to rewrite our optimization
problem as the maximization of the expression

S =
∫ b

−b
{[Y − U ∗ + I − α log n(x) − T (x)]n(x) − RA}dx (6.20)

subject to (6.18), that is, we want maximize the Lagrangian function

L =
∫ b

−b
{[Y − U ∗ + I − α log n(x) − T (x)]n(x) − RA}dx

+ λ

[ ∫ b

−b
n(x)dx − N

]

=
∫ b

−b
{[Y − U ∗ + I + λ − α log n(x) − T (x)]n(x) − RA}dx − λN ,

(6.21)

where λ is the multiplier associated with the population constraint and U ∗ is
supposed to be given by assumption.

We first choose n(x) at every location x inside the city to maximize L . If we
neglect for the moment the impact of the choice of n(x) on T (x), the marginal
benefit of increasing the population at x is measured by

Y − U ∗ + I + λ − α log n(x) − T (x) − α.

However, by increasing the number of consumers at x by one unit, we increase
the travel costs of the other consumers by T (x) owing to the symmetry in
transport cost between any two locations, and thus the net benefit generated by
one more consumer at x is equal to

Y − U ∗ + I + λ − α log n(x) − T (x) − α − T (x).

The optimum is therefore reached when this magnitude equals zero:

Y − U ∗ + I − α + λ + α log s(x) − 2T (x) = 0. (6.22)

This condition states that, when the number of consumers at x increases by
one, the transport cost at this location increases by the amount T (x). However,
the transport cost of the other consumers at x also rises by the same amount.
Therefore, in the optimumproblem, onemust account for both costs in choosing
the location of a consumer. By contrast, in the equilibrium problem, in choosing
a location at x , a consumer only accounts for her travel cost to the others but
neglects the impact of this choice over the travel costs borne by the others (which
is also given by T (x)).

Setting

ζ o ≡ −α + Y − U ∗ + I + λ,
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we obtain from (6.22) the optimal distribution:

no(x) = 1/so(x) = exp

(
ζ o − 2T (x)

α

)
, (6.23)

which is identical to (6.7) except that the total travel cost T (x) enters with the
factor 2 instead of 1.

It remains to determine the optimal city boundary. As above, if we neglect
the impact of a marginal increase in b on T (x) and assume symmetry of the
distribution, theLagrangian function (6.21) ismaximizedwhen the city expands
up to the point b at which the marginal benefit from both sides given by

2{[Y − U ∗ + I + λ − α log no(b) − T (b)]no(b) − RA}

becomes zero. However, in so doing, we have not accounted for the fact that a
marginal increase in b (respectively in−b) leads to an increase in the population
by no(b) at b (respectively at −b), which, in turn increases the travel costs for
the other consumers by an amount equal to no(b)T (b). Hence, the net benefit
from expanding the city fringe is given by

2{[Y − U ∗ + I + λ − α log no(b) − T (b)]no(b) − RA} − 2no(b)T (b).

Setting this expression equal to zero and using the optimality condition (6.22)
evaluated at b, we obtain

αno(bo) − RA = 0

so that

no(bo) = exp

(
ζ o − 2T (bo)

α

)
= RA

α
(6.24)

which is again identical to (6.9) except that T (bo) is now multiplied by 2.
Therefore,wemayconclude that the equilibriumconditions become identical

to the optimality conditions when T (x) is replaced by 2T (x).
Using the same technique as in the equilibrium case, we can see that the

optimum population density is given by

no(x) = α

2t

h2 exp(h|x |)
(1 + exp(h|x |))2 ,

where h is a constant of integration that can be computed as k in the equilibrium
case:

h2 = t

α2
(t N 2 + 8RA).
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It can then be readily verified that the optimum population density at the
center is such that

no(0) = 1

α

(
t N 2

8
+ RA

)
.

Observe that the equilibrium and optimum solutions are identical when t is
replaced by 2t in the former, that is, when consumers internalize the others’
interaction costs. Because consumers have no incentives to do so, it appears
that the optimum distribution is more concentrated than the equilibrium one.
This result may come as a surprise because the conventional wisdom is that
market cities are too crowded near the center. The reason for this surpris-
ing result is that consumers do not account for the locational externality they
generate. Of course, we have not considered negative externalities (such as
transport congestion or pollution) in the present model. Still, it is interesting to
observe that a preference for social life is sufficient to foster the emergence of an
agglomeration of individuals and that the optimal agglomeration requires an
even stronger concentration of people. This is a fairly robust result, for we will
encounter it below in very different models. In fact, it always holds provided
that the individual benefit of interaction is additive across the whole population
of agents (Fujita and Smith 1990).

6.2.2 The CBD as the Outcome of Interaction between Firms

In the same spirit, we now characterize the equilibrium distribution of office
firms interacting together and using floor space. This topic has been addressed
by Borukov and Hochman (1977) as well as by O’Hara (1977). We consider a
continuum M of identical firms and a linear space for which the land density
is 1, whereas the opportunity (presumably housing) land cost is RA > 0. Each
firm produces the same output QM , which is sold on a competitive market at
a unit price. To do so, firms must interact with all other firms, thus bearing
the corresponding transaction cost T (x), and use one unit of floor space. This
competition for proximity will lead firms to substitute capital for space under
the form of office buildings. O’Hara (1977, 1196) put it this way:

One firm’s use of land near the center imposes higher travel costs on other firms which
are precluded from using that land, and these costs are reflected in its rent. This provides
an incentive to economize on these costs by substituting other inputs for land, especially
by building taller buildings in the center than on the periphery of the CBD.

In other words, firms use floor space bought (or rented) on the office market
at the prevailing office rent Ro(x). Therefore, the profit of an office firm at
location x ∈ [−b, b] is defined as follows:

π (x) = QM − T (x) − Ro(x),
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where the transaction cost borne by the same firm is

T (x) ≡
∫ b

−b
t |x − y|m(y)dy (6.25)

with m(y) denoting the office firm density at y. As will be seen, the centrifugal
force is expressed by the office rent, which is an increasing and convex function
of the number of offices supplied at a given location.

Suppose that offices are supplied by the construction sector formed by a
large number of competitive firms. If S(x) denotes the amount of floor space
provided by a developer per unit of land at location x , the developer’s profit is
supposed to be given by

πc(x) = Ro(x)S(x) − [S(x)]a − R(x),

where [S(x)]a stands for the construction cost of S(x) units of floor space per
unit of land and R(x) is the land rent prevailing at location x ; it is assumed that
a is a constant greater than 1, and thus construction exhibits decreasing returns
with respect to office height at the same place.

The equilibrium condition for construction firms implies that the density of
floor space supplied at x is such that

S∗(x) = [Ro(x)/a]
1

a−1 .

Thus, the supply of offices increases with the office rent. In turn, the market
clearing condition for offices implies that S∗(x) = m(x) for all locations x
occupied by offices, thus showing that the equilibrium office rent must be such
that

Ro(x) = a[m(x)]a−1, (6.26)

which is an increasing function of the number of firms established there since
a > 1. As a result, at the free-entry equilibrium for the construction sector, we
have

πc = Ro(x)m(x) − [m(x)]a − R(x) = 0,

and thus, using (6.26), we obtain

R(x) = (a − 1)[m(x)]a, (6.27)

which means that the land rent prevailing at a particular location also increases
with the number of firms set up there.

Because business firms are identical, in equilibrium each firm earns the same
profit π∗, which is unknown but such that

Ro(x) = QM − T (x) − π∗

holds. Using (6.26), we obtain

a[m(x)]a−1 = QM − T (x) − π∗.
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Differentiating this expression and using the relation d2T/dx2 = 2tm(x),
we obtain the following differential equation:

a(a − 1)[m(x)]a−2 d
2m

dx2
+ a(a − 1)(a − 2)[m(x)]a−3

(
dm

dx

)2

+ 2tm(x) = 0,

(6.28)

which is especially cumbersome because a need not be an integer. To simplify
the analysis drastically, we assume that a = 2 so that (6.28) reduces to the
following simple differential equation:

d2m

dx2
+ tm(x) = 0,

whose solution, that is, the equilibrium office firm density, is

m∗(x) = k cos
(
t1/2|x |),

where k is a positive constant of integration. In words, the equilibrium office
firm density is therefore bell-shaped (as in Figure 6.1) with a maximum arising
at x = 0, which is equal to k. Consequently, an information field is sufficient to
explain the formation of a central business district even though the technology
of the construction sector exhibits decreasing returns to scale at any given
location. Furthermore, the density of offices, or the building height, decreases
with the distance from the endogenous center inside the CBD, thus showing
that the concentration of offices is the highest at the center.

From (6.27), where a = 2, the equilibrium land rent is

R∗(x) = k2
[
cos

(
t1/2|x |)]2,

which is also described by a bell-shaped curve as is the office rent obtained
from (6.26):

R∗
o (x) = 2k cos

(
t1/2|x |).

At the fringe b of the business area, R∗(b) must be equal to RA, yielding

(RA)
1/2 = k cos

(
t1/2b

)
. (6.29)

Furthermore, the business firm population constraint implies that

M =
∫ b

−b
m(x)dx = 2k

∫ b

0
cos

(
t1/2x

)
dx,

which, after some manipulations, becomes

M = 2kt1/2 sin
(
t1/2b

)
. (6.30)
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From (6.29) and (6.30), it then follows that

b∗ = t−1/2 arctan

(
M

2

√
t

RA

)
,

whereas k can be obtained by replacing b∗ in (6.29):

k = (RA)1/2

cos arctan
(

M
2

√
t
RA

) .

Consequently, interaction among firms leads to the same kind of pattern
within the CBD as interaction among consumers within the urban area. For
exactly the same reason as the one discussed in the preceding section, the
optimum density of firms must be more concentrated than the equilibrium
density.8

6.3 THE CITY AS SPATIAL INTERDEPENDENCE BETWEEN
FIRMS AND WORKERS

In Section 6.2, we have considered consumers’ and firms’ agglomeration sepa-
rately. Here, we study how the interaction between both types of agents shapes
the spatial structure of the entire city. Our discussion is based on a model in
which the agglomeration force is generated, as in Section 6.2.2, through busi-
ness externalities among firms, whereas social interaction among households
is neglected for simplicity. Firms and households interact through perfectly
competitive labor and land markets.

Specifically, the agglomeration force is due to the existence of communi-
cations among firms permitting the exchange of information. An important
characteristic of information is that its transmission often requires direct com-
munication between agents who typically incur distance-sensitive costs; hence,
the benefits of information are larger when firms locate closer to each other.
Therefore, all other things being equal, each firm has an incentive to establish
itself close to other firms. On the other hand, the clustering of many firms into
a single area increases the average commuting distance for workers which, in
turn, gives rise to higher wages and land rent in the area surrounding the clus-
ter. Such high wages and land rents tend to discourage further agglomeration
of firms within the same area and act as a dispersion force. Consequently, the
equilibrium distributions of firms and households/workers are determined as
the balance between these two opposite forces.

6.3.1 The Model

Consider a one-dimensional space X = (−∞, ∞). The amount of land at each
location x ∈ X is equal to 1. There is a continuum N of homogeneous house-
holds/workers who are to reside in the city. There is also a continuum of
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potential firms that may operate in the city. Land is owned by absentee land-
lords, and firms by absentee shareholders. Workers are hired by active firms in
the city. Both households and active firms use land. Land and labor markets are
perfectly competitive at each and every location x ∈ X . The land rent prevailing
at x ∈ X is denoted by R(x), and W (x) stands for the wage at x ∈ X.

As usual, the utility of a household is given byU (z, s), where s represents the
land consumption and z the consumption of a composite good. For simplicity, it
is assumed that the land consumption is fixed and equal to Sh. Furthermore, each
household supplies one unit of labor, and the composite good is imported from
outside the urban area at a constant price normalized to 1. Then, if a household
chooses to reside at x ∈ X and to work at xw ∈ X , its budget constraint is given
by

z + R(x)Sh + t |x − xw| = W (xw),

where t is the unit commuting cost.9 Because the lot size is fixed, the objective
of a household is to choose a residential location and a job site that maximize
the consumption of the composite good given by

z(x, xw) = W (xw) − R(x)Sh − t |x − xw|.
It is convenient to define a mapping J from X to X associating a (poten-

tial) job site J (x) = xw with a (potential) residential location x . This mapping
describes the commuting pattern of workers and, for this reason, is called the
commuting function. It follows that an individual residing at x must work at the
location J (x) that maximizes her net income:

W [J (x)] − t |x − J (x)| = max
y∈X

{W (y) − t |x − y|} x ∈ X.

The associated bid rent function of a household at x is then defined as follows:

�(x, u) = {W [J (x)] − t |x − J (x)| − Z (u)}/Sh, (6.31)

where, as usual, Z (u) is the solution to the equation U (z, Sh) = u. In this case,
�(x, u) is the rent per unit of land that a household can bid at location x while
working at J (x) and enjoying the utility level u.

Firms produce the same good sold at a given price p and use the same
technology. Specifically, each firm needs some fixed amount of land (Sf) and of
labor (L f) to undertake its production activity. However, the output level Q of
a firm depends on the amount of information this firm obtains from the other
firms in the city.

Firms are symmetric but different in the type of information they own.
As a result, each firm wants to engage actively in communications with all
other existing firms. The intensity of communications is measured by the level
of contact activity (e.g., the number of face-to-face contacts), and each firm
chooses its optimal level of contact activitywith others.Whenϕ(x, y) is the level
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of contact activity chosen by a firm at x ∈ X with a firm at y ∈ X , V [ϕ(x, y)]
represents the total contribution of this contact level to the firm’s revenue pQ.
This contribution, expressed by V [ϕ(x, y)], is supposed to be the same across
firms because of symmetry.

Communication from one firm to another is a pairwise activity that is time-
consuming for both parties because of the need to organize, store, analyze, and
communicate information. When a firm at x obtains information from a firm at
y, the firm at x must bear a cost c1(x, y) per unit of contact, which is supposed
to be a function of the location of the two firms. However, during this action, the
firm at y also bears some cost c2, which is typically independent of the firms’
locations. For example, when a manager of a firm at x calls a manager of a firm
at y, she imposes some cost on the manager contacted by consuming her time,
and this cost does not depend on the interfirm distance. This means that each
firm bears the additional cost generated by the communication activity taken
by other firms.

Let m(y) be the density of firms at location y ∈ X and ϕ(x, y) the level of
contact activity chosen by a firm at x ∈ X with each firm at y. Then, the revenue
of a firm at x is given by

pQ(x) =
∫
X
{V [ϕ(x, y)]}m(y)dy,

and thus its profit is

π (x) = pQ(x) −
∫
X
[c1(x, y)ϕ(x, y) + c2ϕ(y, x)]m(y)dy

− R(x)Sf − W (x)L f

=
∫
X
{V [ϕ(x, y)] − c1(x, y)ϕ(x, y) − c2ϕ(y, x)}m(y)dy

− R(x)Sf − W (x)L f. (6.32)

Eachfirmchooses its location x and its contact fieldϕ(x, y) so as tomaximize
its profit, taking the firm spatial distribution and contact field as given.10

The optimal contact level of a firm at x with any firm at y can be determined,
independently of the whole distribution of firms, by choosing ϕ(x, y) so as to
maximize V [ϕ(x, y)] − c1(x, y)ϕ(x, y) in (6.32). If c1(x, y) = c1(y, x), firms
are symmetric in the process of communication so that the optimal level of
contact between each pair of firms is the same for both of them: ϕ∗(x, y) =
ϕ∗(y, x).

We define the local accessibility between each location pair (x, y) by

a(x, y) ≡ V [ϕ∗(x, y)] − [c1(x, y) + c2]ϕ
∗(x, y). (6.33)
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Then the profit function (6.32) can be rewritten as follows:

π (x) = A(x) − R(x)Sf − W (x)L f, (6.34)

where

A(x) ≡
∫
X
a(x, y)m(y)dy (6.35)

=
∫
X
{V [ϕ∗(x, y)] − [c1(x, y) + c2]ϕ

∗(x, y)}m(y)dy

stands for the aggregate accessibility of each location x ∈ X .
Note that a(x, y) could alternatively be interpreted as the information spill-

over experienced by a firm at x from a firm set up at y. In this case, A(x) would
represent the information field having the nature of a spatial externality. The
amount of information received by a firm is in itself exogenous; however, it still
depends on its location relative to the others.11

In association with (6.34), the bid rent function of a firm at x is defined as
follows:

�(x, π ) = [A(x) − W (x)L f − π ]/Sf, (6.36)

which represents the highest price a firm is willing to pay for a unit piece of
land at x ∈ X while earning a profit equal to π .

6.3.2 Equilibrium

As usual, the opportunity cost of land is given by RA. The equilibrium config-
uration of the city is then determined through the interplay of the firms’ and
households’ bid rent functions. More precisely, a spatial equilibrium is reached
when all the firms achieve the same equilibrium profit π∗, all the households
the same utility level given by u∗, and rents and wages clear the land and labor
markets. The unknowns are the firm distribution m(x), the household distribu-
tion n(x), the land rent function R(x), the wage function W (x), the commuting
function J (x), and the equilibrium profit level π∗ and utility level u∗.

For the N workers to be able to live in the city, all of them must get a job
because they have to spend at least RASh. Accordingly, there is full employment
when

N = L fM, (6.37)

and thus the equilibrium number of firms is

M∗ = N/L f.

In our setting, because (1) the mass N of households is fixed, (2) each firm
hires a fixed number of workers, and (3) there is no unemployment, either
the equilibrium profit π∗, or the equilibrium utility level u∗, is indeterminate.
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Here, we assume free entry and exit of firms so that π∗ = 0 is an additional
equilibrium condition.

From the bid rent functions (6.31) and (6.36), the equilibrium conditions can
be described as follows:

1. land market equilibrium: at each x ∈ X ,

R(x) = max{�(x, u∗), �(x, 0), RA} (6.38)

�(x, u∗) = R(x) if n(x) > 0 (6.39)

�(x, 0) = R(x) if m(x) > 0 (6.40)

Shn(x) + Sfm(x) = 1 if R(x) > RA, (6.41)

2. commuting equilibrium: at each x ∈ X ,

W [J (x)] − t |J (x) − x | = max
y∈X

[W (y) − t |y − x |] (6.42)

3. labor market equilibrium: at each x ∈ X ,∫
I
n(x)dx =

∫
J (I )

L fm(x)dx for every interval I of X (6.43)

4. firms’ and households’ population constraints:∫
X
m(x)dx = M∗ = N/L f (6.44)

∫
X
n(x)dx = N . (6.45)

Conditions (6.38) through (6.41) togethermean that each location is occupied
by agents with the highest bid rent. Condition (6.42) says that, for each potential
residential location x , the commuting destination J (x) maximizes the net wage.
Condition (6.43) ensures the equality of labor supply and demand under the
commuting function J . The meaning of the population conditions is obvious.

It is worth noting one general property of any spatial equilibrium. Given a
commuting function J , if there exist x ∈ X and x ′ ∈ X such that

(J (x)− x)(J (x ′)− x ′) < 0 and (x − x ′)(J (x)− J (x ′)) < 0, (6.46)

we say that cross-commuting occurs. The first inequality means that a resi-
dent at x and a resident at x ′ commute in the opposite directions, whereas the
second one implies that their commuting paths have an overlapping section.
Because (6.42) requires that each resident chooses a job site that maximizes her
net income, the following result is intuitively obvious: in any spatial equilib-
rium configuration, cross-commuting does not occur. Indeed, if two groups of
workers cross-commute, any household belonging to any of these groups would
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strictly increase its net income by choosing a job site in the area in which the
other group works.

It turns out that the properties of the equilibrium urban configuration cru-
cially depend on the shape of the local accessibility function a(x, y). By spec-
ifying the analytical form of the benefit function V (ϕ) and of the cost function
c1(x, y), we can obtain a different expression for a(x, y). In what follows, we
focus on two special but meaningful cases:

a(x, y) = β − τ |x − y| (6.47)

and

a(x, y) = β exp(−τ |x − y|), (6.48)

where τ and β are two positive constants, τ measuring the intensity of the
distance-decay effect. The former equation corresponds to a linear accessibility,
whereas the latter is a spatially discounted accessibility. Both expressions have
been used extensively in spatial models of interaction.

For example, expression (6.48) can be justified on the following grounds.
Let us assume that the benefit function is given by the entropy-type function

V (ϕ) =
{ −ϕ logϕ for ϕ < 1/e
1/e for ϕ ≥ 1/e

representing the firms’ propensity to collect heterogeneous information in the
context of (6.32). Then, for each location pair (x, y), by choosing ϕ(x, y) so
as to maximize {V [ϕ(x, y)] − c1(x, y)ϕ(x, y)}, we obtain the optimal level of
contact

ϕ∗(x, y) = exp[−1 − c1(x, y)].

Substituting this expression into identity (6.33) yields

a(x, y) = (1 − c2) exp[−1 − c1(x, y)]

or, setting β ≡ (1 − c2)/e, which is assumed to be positive, yields

a(x, y) = β exp[−c1(x, y)].

If c1(x, y) = τ |x − y|, we obtain (6.48).12
In the case of linear accessibility, Ogawa and Fujita (1980) and Imai (1982)

have shown independently that a unique equilibrium configuration exists for
each parameter constellation. Furthermore, in this case, only three possible
equilibrium configurations exist that are all essentially monocentric. In con-
trast, in the case of spatially discounted accessibility, Fujita and Ogawa (1982)
have established multiplicity of equilibria. Furthermore, some equilibrium con-
figurations display several centers. In the following two sections, we examine
each case in turn.
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6.4 THE MONOCENTRIC CITY

When the local accessibility is linear (6.47), the aggregate accessibility of each
location x ∈ X is given by:

A(x) =
∫
X
[β − τ |x − y|]m(y)dy. (6.49)

Because the support of the density m is not necessarily connected, its median,
denoted med[m], may be an interval. Hence,

d A(x)

dx
= −τ

{ ∫ x

−∞
m(y)dy −

∫ ∞

x
m(y)dy

}
, (6.50)

which is positive, zero, or negative, respectively, as x < inf med[m], x ∈
med[m], or x > sup med[m]. Furthermore, the support of the density m, de-
noted m+ ≡ {x |m(x) > 0}, is the business area, and we have

d2A(x)

dx2
= −2τm(x)

{
< 0 x ∈ m+
= 0 x /∈ m+

, (6.51)

implying that A(x) is globally concave, that is, strictly concave over the busi-
ness area and linear elsewhere. That A(x) is globally concave creates a strong
agglomeration force, thus suggesting that firms do not want to be too far apart
from one another.

In what follows, we determine each potential equilibrium configuration in
turn and then examine under which conditions they are equilibria using the
basic principles of land competition described in Chapter 3. As will be seen,
the bid rent functions are continuous with respect to x so that all the intervals
presented may be considered as closed.

We first represent in Figure 6.2 themonocentric city case. The upper diagram
depicts the corresponding land use pattern together with the associated wage
curveW (x). There is a central business district, definedby the interval [−b1, b1],
surrounded by two residential sections of equal size, [−b2, −b1] and [b1, b2].
Because there is no cross-commuting, the left (right) side half of the business
area contains the job sites associated with the locations belonging to the left
(right) side residential section. For all workers to have the same net wage, the
wage curve must be linear on each side of the city center and must have a slope
equal to the unit commuting cost t . This is an equilibrium if and only if the bid
rent curves associated with the monocentric pattern are as those depicted in the
lower diagram of Figure 6.2, that is, the households’ bid rent curve dominates
the firms’ bid rent curve in the business area, whereas the converse holds in
each section of the residential area.

In the monocentric configuration, the business area is completely separated
from the residential area so that each worker must commute to her job site.
At the other extreme, the completely integrated configuration is depicted in
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Figure 6.2: The monocentric configuration.

Figure 6.3, where both firms and households are uniformly distributed inside
the urban area [−b2, b2]. In this case, the job site is identical to the residential
location for all workers so that there is no commuting. For this to be a spatial
equilibrium, the corresponding households’ and firms’ bid rents must be equal
at each location.

The third case corresponds to the incompletely integrated configuration de-
picted in Figure 6.4 and is a mixture of the first two cases. As shown in the
upper diagram, firms and households are uniformly mixed within the inte-
grated district, [−b0, b0], where no commuting arises. This area is surrounded
by two business sections, [−b1, −b0] and [b0, b1], each of which is adjacent
to a residential section, [−b2, −b1] and [b1, b2]. The bid rent curves support-
ing such a configuration must resemble those given in the lower diagram of
Figure 6.4.

The reader has probably noticed that the first two configurations are special
cases of the third one. Indeed, if we set b0 = 0 in Figure 6.4, we obtain the
monocentric pattern; similarly, if we set b0 = b2 we get the completely inte-
grated configuration. In other words, the incompletely integrated configuration



The Spatial Structure of Cities under Communications Externalities 193

Figure 6.3: The completely integrated configuration.

corresponds to the generic pattern under linear accessibility. Consequently, in
what follows, we first determine the set of parameters for the incompletely in-
tegrated configuration to be an equilibrium. The other two configurations may
then be derived as special cases. In so doing, we will see that the whole domain
of admissible values for the parameters is fully covered.

Consider the configuration represented in Figure 6.4. Because the configu-
ration is symmetric about x = 0, we may restrict ourselves to the nonnegative
values of x . In the integrated area, [0, b0], all individuals work at their residen-
tial place, thus implying that J (x) = x for all x ∈ [0, b0]. The land constraint
condition (6.41) and the labor market clearing condition (6.43) then imply

m(x) = 1/(Sf + ShL f) and n(x) = L f/(Sf + ShL f) x ∈ [0, b0].

(6.52)
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Figure 6.4: The incompletely integrated configuration.

In each business section, it is necessary that

m(x) = 1/Sf and n(x) = 0 x ∈ [b0, b1]. (6.53)

Likewise, in each residential section, we must have

n(x) = 1/Sh and m(x) = 0 x ∈ [b1, b2]. (6.54)

In addition, the population constraint (6.44) implies that

M∗

2
=

∫ b0

0
m(x)dx +

∫ b1

b0

m(x)dx = b0
Sf + ShL f

+ b1 − b0
Sf

,

which yields the equilibrium boundary location as a function of b0:

b∗
1(b0) ≡ b∗

1 = ShL f

Sf + ShL f
b0 + SfM∗

2
. (6.55)
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Because there is no vacant land between−b∗
2 and b

∗
2, it can readily be verified

that MSf + NSh = 2b∗
2 implies that the city fringe is as follows:

b∗
2 = (Sf + ShL f)M/2. (6.56)

Since no cross-commuting occurs in the integrated district and all the indi-
viduals residing in the section [b∗

1, b
∗
2] work in the business section [b0, b

∗
1], we

can assume without loss of generality that the commuting function J (x) is as
follows:

J (x) =
{ x x ∈ [0, b0]

b∗
1 (x−b∗

1 )+b0(b∗
2−x)

b∗
2−b∗

1
x ∈ [b0, b∗

2]
, (6.57)

where J (b∗
1) = b0 and J (b∗

2) = b∗
1. This means that an individual living in the

integrated district [0, b0] is assigned to her residential location, whereas one
living in the residential section [b∗

1, b
∗
2] is assigned to a location belonging to

the business section [b0, b∗
1] with x and J (x) varying in the same direction. To

support this commuting pattern, condition (6.42) requires13

W ∗(x) = W ∗(b0) − t(x − b0) x ∈ [b0, b
∗
2]. (6.58)

Next, substituting (6.52)–(6.54) into (6.49), we obtain the following descrip-
tion of the aggregate accessibility:

A∗(x) = βM∗ −
{

τ

Sf

(
b21 − b20

) + τ

Sf + ShL f

(
b20 + x2

)}
x ∈ [0, b0]

= βM∗ −
{

τ

Sf

(
b21 − 2b0x + x2

) + 2τ

Sf + ShL f
b0x

}
x ∈ [b0, b

∗
1]

= βM∗ −
{
2τ

Sf
(b1 − b0x) + 2τ

Sf + ShL f
b0x

}
x ∈ [b∗

1, b
∗
2].

(6.59)

With π∗ = 0 in (6.36), the equilibrium bid rent function of a firm is

�∗(x) ≡ �(x, 0) = [A∗(x) − W ∗(x)L f]/Sf. (6.60)

Similarly, setting u = u∗ in (6.31) and using the first part of (6.57) as well
as (6.58), we obtain the equilibrium bid rent function of a household:

�∗(x) ≡ �(x, u∗) = [W ∗(x) − Z (u∗)]/Sh x ∈ [0, b0] (6.61)

= [W ∗(b0) − t(x − b0) − Z (u∗)]/Sh x ∈ [b0, b
∗
2].

As shown by the lower diagram of Figure 6.4, the incompletely integrated
configuration is a spatial equilibrium if and only if (1) the commuting condition
(6.42) holds and (2) the equilibrium bid rent functions satisfy the following
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conditions:14

�∗(x) = �∗(x) x ∈ [0, b0] (6.62)

�∗(x) ≥ �∗(x) x ∈ [b0, b
∗
1] (6.63)

�∗(x) ≤ �∗(x) x ∈ [b∗
1, b

∗
2] (6.64)

�∗(b∗
2) = RA (6.65)

with the commuting function given by (6.57).
The remainder of the argument involves five more steps.

1. Using (6.56), we obtain from the second part of (6.61) and from (6.65):

W ∗(b0) = RASh + t[(Sf + ShL f)M − 2b0]/2 + Z (u∗). (6.66)

2. Using (6.62) together with (6.60) and (6.61) yields the equilibrium wage
inside the integrated area:

W ∗(x) = A∗(x)Sh + Z (u∗)Sf
Sf + ShL f

x ∈ [0, b0]. (6.67)

We evaluate (6.67) by substituting A∗(x) as defined by the first equality
in (6.59) into (6.67) and using (6.55). The value of W ∗(x) at b0 may
then be equalized to (6.66) to determine u∗ uniquely as a function of b0,
denoted u∗(b0). From (6.58), (6.66), and (6.67), the equilibrium wage
W ∗(x) at each location x ≥ 0 may be uniquely determined as a function
of b0.

3. To determine b0, we observe that (6.62) implies

�∗(b0) = �∗(b0), (6.68)

whereas (6.63) and (6.64) lead to

�∗(b∗
1) = �∗(b∗

1). (6.69)

These two conditions then yield

τ

Sf
(b∗

1 − b0) + 2τb0
Sf + ShL f

= (Sf + ShL f)t

Sh
.

Substituting b∗
1 given by (6.55) into this expression allows for the deter-

mination of the equilibrium value of b0, which is given by:

b∗
0 = t(Sf + ShL f)2

τ Sh
− (Sf + ShL f)M∗

2
. (6.70)

Thismeans that b∗
0 is a linear function of t . Because b

∗
0 must belong to the

interval [0, b∗
2], where b∗

2 is given by (6.56), the following inequalities
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must hold:
ShM∗

2(Sf + ShL f)
≤ t

τ
≤ ShM∗

Sf + ShL f
. (6.71)

4. It is easy to check that �∗(x) is linear for x ∈ [b∗
0, b

∗
2], that �∗(x) is

strictly concave for x ∈ [b∗
0, b

∗
1] and linear for x ∈ [b∗

1, b
∗
2] while the left-

and right-hand side derivatives of�∗(x) are equal at b∗
1. These properties,

together with (6.68) and (6.69), imply immediately that (6.63) and (6.64)
hold.

5. It remains to check that the commuting function defined by (6.57) is
sustainable. Because W ∗(x) is strictly concave on [0, b∗

1] and linear on
[b∗

1, b
∗
2] with slope −t , the commuting pattern is part of the equilibrium

if and only if the absolute value of the left-hand side derivative ofW ∗(x)
at b∗

0 does not exceed t . From the first equality of (6.59) and (6.67), this
means

t ≥ 2τ Shb∗
0

(Sf + ShL f)2
(6.72)

or, using (6.70),

t ≥ 2t − τ ShM∗

Sf + ShL f
,

which amounts to
t

τ
≤ ShM∗

Sf + ShL f
.

This condition is satisfied whenever condition (6.71) holds.

Consequently, using (6.37), we have shown the following result:

Proposition 6.2 The incompletely integrated configuration is a spatial equi-
librium if and only if

ShN

2(Sf + ShL f)L f
≤ t

τ
≤ ShN

(Sf + ShL f)L f
.

As noted above, the incompletely integrated configuration degenerates into
themonocentric configuration represented in Figure 6.2 once b∗

0 = 0. By setting
b0 = 0 in all the analyses above and by replacing (6.68) by

�∗(b0) ≥ �∗(b0)

we obtain:15

Proposition 6.3 The monocentric configuration is a spatial equilibrium if and
only if

t

τ
≤ ShN

2(Sf + ShL f)L f
.
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Figure 6.5: The parameter ranges for the three equilibrium configurations under linear
accessibility.

In the same manner, by setting b0 = b2 in the preceding developments and
by replacing b∗

0 in (6.72) by b∗
2 given in (6.56), we get

16

Proposition 6.4 The completely integrated configuration is a spatial equilib-
rium if and only if

t

τ
≥ ShN

(Sf + ShL f)L f
.

All the results above are summarized in Figure 6.5 in which the whole do-
main of possible values for t/τ is covered. Among other things, we see that the
monocentric (respectively completely integrated) configuration is an equilib-
rium when t , the unit commuting cost, is relatively small (respectively large)
in comparison with τ , the distance-decay parameter in communication, and
N , the city size. Hence, as commuting costs fall while the intensity of com-
munication between firms rises (two fairly general trends observed since the
Industrial Revolution), one moves from backyard capitalism to a monocentric
city with complete specialization of land. This means that the monocentric
configuration is likely to emerge when commuting costs are low, when the
spatial distance-decay effect is strong, or both. If the second result is fairly
intuitive, the first is probably less apparent but will appear on several oc-
casions in subsequent chapters, for low transportation costs seem foster ag-
glomeration. On the other hand, high transportation costs lead to the com-
pletely mixed configuration, that is, a pattern with no land specialization and
no commuting. All these results confirm and extend those we have found in
Section 3.2.2.17

These three propositions may also be interpreted in terms of local labor
markets. In the case of a monocentric city, a single labor market is established in
the central business district. When the equilibrium configuration is completely
integrated, labor is traded in each location within the city. The pattern of labor
markets ismore involved in the case of an incompletely integrated configuration:
labor is locally traded in the integrated district, which is surrounded by two local
labor markets attracting workers from the city outskirts.

Showing the uniqueness of these configurations involves fairly elaborate
arguments (Ogawa and Fujita 1980). For simplicity, we will restrict ourselves
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Figure 6.6: The impossibility of a duocentric configuration under linear accessibility.

to the case of a duocentric configuration and will give an intuitive argument
showing why it cannot be an equilibrium under linear accessibility.

Consider the symmetric duocentric configuration depicted in Figure 6.6 in
which each of the business areas [b1, b3] and [−b3, −b1] is surrounded by two
residential sections from which the required labor is supplied. To support such
a commuting pattern, the wage function must take the following form:

W ∗(x) = W ∗(b2) − t |b2 − x | x ∈ [0, b4],

which shows a peak at some location b2 between b1 and b3. By (6.31) and (6.36),
this means that the equilibrium bid rent functions are now given by

�(x, 0) = {A(x) − [W ∗(b2) − t |b2 − x |]L f}/Sf x ∈ [0, b4]

�(x, u∗) = [W ∗(b2) − t |b2 − x | − Z (u∗)]/Sh x ∈ [0, b4].

Furthermore, since b1 is by definition the boundary between a business
district and a residential section, it must be that

�(b1, 0) = �(b1, u
∗).

Because |b2 − x | = b2 − x for x ∈ [0, b1], the three expressions above imply
that

�(x, 0) − �(x, u∗) = [�(x, 0) − �(b1, 0)] − [�(x, u∗) − �(b1, u
∗)]

= [A∗(x) − A∗(b1)]/Sf
+ t(b1 − x)(Sf + ShL f)/(Sf + Sh).
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However, in as much as d A(x)/dx = 0 by (6.50) for x ∈ [0, b1], A∗(x) =
A∗(b1) for x ∈ [0, b1] and thus we have

�(x, 0) > �(x, u∗) x ∈ [0, b1],

a result contradicting the assumption that [0, b1] is part of a residential section.
In other words, when the local accessibility is linear, the aggregate accessi-

bility is flat on the central interval [−b1, b1]. Consequently, because the wage
function decreases from x = b1 to x = 0, firms can afford to make higher bids
inside this residential area than they do at b1, whereas households can only
make lower bids than they do at b1. That the two bids are equal at b1 implies
firms would choose to be in [−b1, b1].

Figure 6.6 also shows that, for a duocentric configuration to be an equilib-
rium, the aggregate accessibility function A(x) must exhibit a peak inside each
business district as the wage function W (x) does. This is possible provided
that the local accessibility function a(x, y) decreases sufficiently fast with the
distance between x and y, which may occur with the spatially discounted ac-
cessibility (6.48).

Finally, let us briefly discuss the optimal configuration under linear accessi-
bility.18 As in the models presented in Section 6.2, the competitive equilibrium
is inefficient because a firm, when choosing a location, considers only its own
communication costs and disregards the change in the same cost incurred by
the other firms.19 For the optimal configuration to emerge as an equilibrium,
each firm should internalize the communication costs of each other firm, that
is, τ should be replaced by 2τ in all the formal developments presented above.
Thus, Figure 6.5 can be replaced by Figure 6.7, which specifies the parameter
ranges corresponding to the different optimal configurations.

Figure 6.7: Parameter ranges for the three socially optimal configurations under linear
accessibility.
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As a consequence, the domain of t/τ for which the monocentric config-
uration is socially optimal is twice as large as the domain for which it is an
equilibrium. Again, as in the preceding section, firms tend to be less agglom-
erated in equilibrium than they should be at the optimum.

6.5 THE POLYCENTRIC CITY

The set of market outcomes under the spatially discounted accessibility is much
richer, but also more complex, than under linear accessibility. Indeed, differen-
tiating A(x) twice, in which a(x, y) is given by (6.48), leads to

d2A(x)

dx2
= −βτ [2m(x) − τ A(x)].

Given that A(x) < 2/τ Sf at any x (see Part C of the chapter appendix), it
then follows that A(x) is strictly convex on any residential section, because
m(x) = 0, and strictly concave on any business section given thatm(x) = 1/Sf.
This implies that A(x) may display several peaks and, in turn, opens the door to
the possible emergence of several employment centers. Furthermore, the impact
of the parameter τ on the agglomeration force is not monotone. Indeed, it is
obvious that A(x) is flat and equal to M (the total number of firms) when τ = 0,
and A(x) is again flat but equal to 0when τ → ∞. The function A(x) is depicted
in Figure 6.8 for different values of τ in the case of a single business district.
For example, differences in accessibility at the center and at the fringe of the
business district are greatest for intermediate values of τ . The profit function
(6.34) shows that such differences are critical in the choice of a location by a
firm. Accordingly, we may expect to observe new results for the intermediate

Figure 6.8: The impact of τ on the accessibility function A(x).
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values of τ . However, the counterpart of the richness of the results is a much
higher level of analytical complexity. As a result, we will be content to appeal
to numerical analysis when necessary.

When τ is very small, it should be obvious that the spatially discounted
accessibility can be well approximated by the linear one, and thus the three
possible configurations described in the preceding section still prevail in such
cases.20 As we just pointed out, the more involved situations occur when τ takes
intermediate values. In such cases, the followingmay occur: (1) there exists con-
figurations exhibiting several centers; (2) there is oftenmultiplicity of equilibria;
and (3) the transition from an equilibrium to another may be catastrophic.

Consider first the emergence of a polycentric city. In addition to the three
configurations provided in Figures 6.2–6.4, we describe in Figures 6.9–6.11 the
most typical examples of what may be observed. In Figure 6.9, a duocentric city
with two business districts of equal sizes is shown. This pattern may also be
interpreted as two adjoining cities creating external economies for each other
and, therefore, enjoying agglomeration economies within a system of cities.

In Figure 6.10, the equilibriumcity has one primary center and two secondary
centers of identical size. The arrows indicate the direction of the workers’
commuting flows. Observe that some workers cross a secondary center because
they work in the primary center. This is because firms located in a secondary
center cannot be too far from those in the primary center to enjoy the external
effects generated by this center. In terms of labor markets, this means that
the primary center attracts workers from all the residential areas whereas each
secondary center pulls people from its periphery only.

Last, in Figure 6.11, there are three approximately identical centers sur-
rounded by two residential sections each, which is a pattern akin to three con-
nected small cities. The two internal residential sections are occupied by people
who work in the middle business section or in one of the two peripheral busi-
ness sections. Each center attracts workers from its two neighboring residential
sections only.

It must be stressed that these configurations do not exhaust the set of equi-
libria. Because of the nonlinearities arising in the model, it is hard to provide a
full characterization of this set.

We now come to the problem of multiplicity of equilibria. In Figure 6.12,
drawn from Fujita and Ogawa (1982), the regions in the parameter space (t, τ )
corresponding to the various equilibria described earlier are depicted for the
parameter values (N , Sf, Sh, L f)= (1000, 1, 0.1, 10) so that firms (households)
use 100 units of land. Below the locus denoted as C1 lie the monocentric con-
figurations; above CC is the domain of completely integrated configurations;
the domain of incompletely integrated configurations can be found between
CI and CC; the domain delineated by the broken line C2 is that of duocentric
configurations, whereas the domain delineated by the solid line C3A (C3B) cor-
responds to the cities with one center and two secondary centers of identical
sizes (three approximately identical centers).
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Figure 6.9: The duocentric configuration under the spatially discounted accessibility.

It is easily seen that some of these regions overlap, and thus, for the same
parameter configuration, several equilibriumpatternsmay exist. For example, in
the shaded area, four equilibria exist: the monocentric, incompletely integrated,
duocentric, and tricentric (with two subcenters) configurations. Note, however,
that we do not know anything about the stability of these equilibria. Performing
such an analysis when the unknowns are continuous curves is a hard task left
for future research.

Finally, it should be noted that small changes in some parameters may lead
to dramatic modifications in the prevailing equilibrium pattern. For example,
if t = 0.007 in Figure 6.12, the following path may well arise. When τ is very
small, we have an integrated city because commuting costs are dominant; above
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Figure 6.10: The tricentric configuration with one primary center and two secondary centers.

some threshold, the city is incompletely integrated because the accessibility of
each firm to the others now matters; when τ keeps rising, we reach the domain
in which the city is monocentric. So far, the transition is smooth and similar to
that observed under linear accessibility. The picture changes drastically when τ

takes some intermediate values larger than a, as shown in Figure 6.10. The city
becomes duocentric. At this point, the size of the central residential section is
significantly large (∼=50 units of land). Similarly, the aggregate differential rent
drops down by a fairly large amount because a much lower degree of centrality
now prevails within the city. The transition at point a is therefore catastrophic.21
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Figure 6.11: The tricentric configuration with three approximately identical centers.

Interestingly, the equilibrium is also path-dependent because it shows inertia.
For example, decreasing τ from the right of a yields a duocentric pattern up to
point b, where the size of the central residential section is approximately equal
to 30 units of land. At this point, the city exhibits another catastrophic change,
becoming monocentric.

To describe how the analysis works in the nonlinear case, we now provide a
detailed analysis of the conditions under which the duocentric configuration is
an equilibrium. To this end, consider the configuration depicted in Figure 6.9(a)
in which two business sections of equal size are symmetrically located. With
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Figure 6.12: Parameter ranges for six equilibrium configurations.

respect to x ≥ 0, the corresponding density functions are as follows:

m(x) = 1/Sf and n(x) = 0 x ∈ [b1, b3] (6.73)

m(x) = 0 and n(x) = 1/Sh x ∈ [0, b1] and [b3, b4].

Furthermore, the individuals residing in the section [0, b1] (respectively
[b3, b4]) are assumed to work in the business section [b1, b2] (respectively
[b2, b3]). The corresponding commuting function is then

J (x) = b1 + b2 − b1
b1

x x ∈ [0, b1]

= b2b4 − b23
b4 − b3

+ b3 − b2
b4 − b3

x x ∈ [b3, b4]

= x elsewhere (6.74)

so that J (0) = b1, J (b1) = b2, J (b3) = b2, and J (b4) = b3. The associated
wage function is given by

W ∗(x) = W ∗(b2) − t |b2 − x |, x ≥ 0, (6.75)

which is represented in Figure 6.9(c).
Next, using (6.35), (6.48), and (6.73), we can compute the aggregate acces-

sibility as follows:

A∗(x) = β

Sh

[ ∫ −b1

−b3

exp(−τ |x − y|)dy +
∫ b3

b1

exp(−τ |x − y|)dy
]
,

(6.76)

which is represented in Figure 6.9(b). Unlike the case depicted in Figure 6.6
for the linear accessibility case, A∗(x) now achieves its maximum at a location
inside each business section and decreases as x moves toward 0.
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Last, substituting (6.74)–(6.76) into (6.31) and (6.36) leads to the following
bid rent functions:

�∗(x) ≡ �(x, 0) = A∗(x) − [W ∗(b2) − t |b2 − x |]L f

Sf
(6.77)

�∗(x) ≡ �(x, u∗) = W ∗(b2) − t |b2 − x | − Z (u∗)
Sh

. (6.78)

Once b1 has been chosen, all the other boundaries, and hence functions, are
uniquely determined by the following expressions:

b∗
2 = Sf + ShL f

ShL f
b1 b∗

3 = b1 + SfM∗

2
b∗
4 = (Sf + ShL f)M∗

2
. (6.79)

Clearly, symmetry implies that no more than one half of the household
population live in the residential section [0, b1], and thus b1 ≤ ShL fM∗/2. In
fact, the feasible range of b1 can be further narrowed. Indeed, the land market
equilibrium condition requires that the household bid rent at x = 0 not be less
than RA and be equal to RA at the city fringe b∗

4:

�∗(0) ≥ RA = �∗(b∗
4),

which implies that b∗
2 ≤ b∗

4/2. Substituting into this inequality the first and third
equalities in (6.79) yields b1 ≤ ShL fM∗/4.

For any b1 ∈ [0, ShL fM∗/4], the corresponding duocentric configuration is a
spatial equilibrium if and only if the following conditions hold (see Figure 6.9(d)
for an illustration):

�∗(x) ≤ �∗(x) x ∈ [0, b1]

�∗(x) ≥ �∗(x) x ∈ [b1, b
∗
3]

�∗(x) ≤ �∗(x) x ∈ [b∗
3, b

∗
4]

�∗(b∗
4) = RA.

Using (1) the fact that the continuous function A∗(x) is strictly concave
(convex) on each business section (residential section) and (2) that W ∗(x) is
linear on each commuting section, the equilibrium conditions above can be
restated under the form of conditions evaluated at a finite number of locations:

�∗(0) ≤ �∗(0) (6.80)

�∗(b1) = �∗(b1) (6.81)

�∗(b∗
2) ≥ �∗(b∗

2) (6.82)

�∗(b∗
3) = �∗(b∗

3) (6.83)

�∗(b∗
4) ≤ �∗(b∗

4) (6.84)

�∗(b∗
4) = RA. (6.85)
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Wemay then proceed as follows. First, (6.85) univocally determinesW ∗(b∗
2)

as a function of b1. In turn, (6.83) uniquely then determines u∗. Second, (6.83)
and (6.81) lead to

t = Sh
Sf + ShL f

A∗(b1) − A∗(b∗
3)

b1 + b∗
3 − 2b∗

2

. (6.86)

Third, it follows from (6.81) and (6.80) that

t ≤ Sh
Sf + ShL f

A∗(b1) − A∗(0)
b1

. (6.87)

Fourth, (6.81) and (6.82) yield

t ≤ Sh
Sf + ShL f

A∗(b∗
2) − A∗(b1)
b∗
2 − b1

. (6.88)

Finally, from (6.81) and (6.84) we get

t ≤ Sh
Sf + ShL f

A∗(b1) − A∗(b∗
4)

b1 + b∗
4 − 2b∗

2

. (6.89)

Consequently, for any b1 ∈ [0, ShL fM∗/4], the associated duocentric con-
figuration is a spatial equilibrium if and only if (6.86), (6.87), (6.88), and (6.89)
hold.

The relationship between the three parameters t , τ , and b1 may be stud-
ied numerically by setting the remaining parameters at the values used for
Figure 6.12, that is, (N , Sf, Sh, L f) = (1000, 1, 0.1, 10). We can then draw in
the (t, τ )-space the curve corresponding to (6.86). Applying the three remaining
conditions (6.87)–(6.89), we can determine the subset of (t, τ )-values for which
the duocentric configuration associated with b1 is an equilibrium. Repeating the
same operation by changing b1 from 0 to ShL fM∗/4 yields the complete set of
duocentric equilibria.

For example, when b1 = 24, the associated duocentric configuration is a
spatial equilibrium when (t, τ ) belongs to the curve passing through points A
and B in Figure 6.13; in this case, the upper bound of this curve is determined
by (6.87). But for b1 = 5, the associated duocentric configuration is a spatial
equilibrium when (t, τ ) belongs to the curve passing through points B and C
in Figure 6.13; the upper bound of this curve is now determined by (6.88).
The union of all these curves defines the domain delimited by the line C2 in
Figure 6.12.

It is worth noting that, for (t, τ ) at point B, the duocentric configuration asso-
ciatedwith b1 = 5 and b1 = 24 are both an equilibrium.More generally, at every
point in the region delineated by C2 but below the heavy line in Figure 6.13,
two duocentric equilibria exist. Thus, we may also have multiplicity of equi-
libria of the same type. All of this shows the complexity of the analysis with a
nonlinear accessibility.
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Figure 6.13: The domain of (t, τ ) sustaining duocentric equilibria for each admissible value
of b1.

Another important point to make is that diversity in agent types is crucial
for the preceding patterns to arise. Considering firms only with the frame-
work of interaction, Tabuchi (1986) obtained results similar to those derived in
Section 6.2; that is, the equilibrium distribution of firms is always unimodal
because the global accessibility function A(x) remains concave over the whole
urban area. On the contrary, with both firms and households, we typically ob-
serve an alternation of concavity and convexity. The standard assumption of a
single class of agents is, therefore, not as innocuous as might be expected and
may well prevent the emergence of more realistic urban patterns.

6.6 SUBURBANIZATION AND THE LOCATION
OF MULTIUNIT FIRMS

So far, a firm has been considered as a single-unit entity. Consequently, the
model discussed in Section 6.3 is not able to explain a basic trend observed
in the spatial organization of large cities, that is, the location of firm units in
suburban areas. For example, many firms (e.g., banks or insurance companies,
but also industrial firms a long time ago) have moved part of their activities
(such as bookkeeping, planning, and employee training) to the suburbs; similar
moves had been observed earlier in the case of industrial activities (Hohenberg
and Lees 1985, chap. 6). In this case, a firm typically conducts some of its
activities (such as communications with other firms) at the front office located
in the CBD, whereas the rest of its activities are carried out at the back office
set up in the suburbs.

This problem has recently been tackled by Ota and Fujita (1993). With the
other assumptions of themodel in Section 6.3 kept unchanged, it is nowassumed
that each firm consists of a front unit and a back unit. Each front unit is assumed
to interact with all other front units for business communications, whereas each



210 Economics of Agglomeration

back unit exchanges information or management services only with the front
unit belonging to the same firm. Each firmmust choose the location of the front
unit and back unit so as to maximize its profit. If a firm sets up its front unit at
x ∈ X and back unit at z ∈ X , the firm incurs an intrafirm communication cost
�(x, z) that depends only upon the locations x and z. As before, each front-unit
needs Sf units of land and L f units of labor; each back unit requires Sb units of
land and Lb units of labor.

In this context, the only change from the previous model is in the profit
function (6.34). A firm having a front unit at x , a back unit at z and choosing a
level of contact activity ϕ(x, y) with the front unit of each other firm at y ∈ X
has now a profit function defined as follows:

π (x, z) = A(x) − R(x)Sf − W (x)L f − R(z)Sb − W (z)Lb − �(x, z),

where thefirst term is definedby (6.35). If local accessibility is linear (see (6.47))
and the intrafirm communication cost is linear in distance, Ota and Fujita (1993)
have shown that no less than11different equilibriumconfigurations are possible,
depending on the values of the various parameters. These configurations are the
result of two basic effects: (1) as the commuting cost of workers decreases, the
segregation of business and residential areas increases, and (2) as the intrafirm
communication cost gets smaller, back units separate from front units. The
most typical configuration arising when intrafirm communication costs are low
involves the agglomeration of the front units at the city center surrounded by a
residential area, whereas back units are established at the outskirts of the city
togetherwith their employees. In otherwords, a primary labormarket emerges at
the city center (e.g., Manhattan), whereas secondary labor markets are created
in the far suburbs. Therefore, the advancement of intrafirm communications
technologies provides a major cause for job suburbanization.22

6.7 CONCLUDING REMARKS

According to the conventional wisdom, externalities are at the root of eco-
nomic agglomerations. And indeed, we have seen in this chapter how non-
market interactions among economic agents may give rise to different types of
agglomerations even in the absence of increasing returns or imperfect competi-
tion. In particular, appealing to externalities allows one to save the competitive
paradigm in the economics of agglomeration and to use standard models. Thus,
the mere social inclinations of people are sufficient for the formation of a settle-
ment exhibiting the main features of a modern city with an endogenous center
around which human beings organize themselves. The same type of spatial
organization arises among firms benefiting from information spillovers. How-
ever, it does not seem easy to get several settlements, districts, or centers with
a population of homogeneous agents. At least two groups of agents, such as
firms and households, seem necessary for richer spatial patterns to emerge. In
addition, nonlinear fields of interaction are required because linear fields tend to
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support monocentric structures only. Unfortunately, although the use of an ex-
ponential distance-decay function is a good approximation of many real-world
patterns of interaction, it appears that such models very quickly become hard
to manipulate. As is well known, nonlinearities tend to generate multiplicity of
equilibria and discontinuous transitions (see, e.g., Grandmont 1988). The con-
trast between the results obtained under linear and exponential distance-decay
functions suggests that the form taken by the social process of interaction in
the transmission of knowledge and information is crucial for the type of urban
configuration that may emerge.

Not surprisingly, the first theorem of welfare does not apply because of the
presence of externalities. Unlike the conventional wisdom, which stresses the
negative externalities associated with the formation of cities more, we have
singled out here one of the main benefits generated by agglomerations, that is,
the spreading of information among close-knit agents. Such an external effect
may explain why economic agents are prepared to pay high rents to live close
to the centers of large cities where this effect is most intense. Consequently, we
have been able to show that, in a market economy, agglomeration of firms or
households is desirable from the social point of view. Even less expected, we
have seen that, for some configurations of parameters, it is socially optimal to
have denser or more agglomerated patterns of agents than those generated by
the market. This seems to be a fairly general principle inherent to the process of
information dissemination: people account for their role as receivers but not as
transmitters. In this case, equilibriumpatterns are too spatially dispersed. Surely,
this is not what most proponents of spatial planning would expect. Of course,
the models discussed in this chapter focus upon specific aspects only, and other
agglomeration and dispersion forcesmust also be studied. In particular, external
effects like pollution or crime tend to deter further urban growth and, therefore,
favor the dispersion of human activities. In addition, as stated in Section 6.1,
the population of households has been assumed to be given. Consequently, our
welfare results are valid conditional upon some given population of workers
who must reside in the city.

Finally, low commuting costs tend to foster a monocentric urban configu-
ration. This occurs because such low costs allow the nonmarket interactions
among firms to become the predominant location factor for firms. Once this
fact is understood, it is no surprise that firms want to agglomerate in a single
district. This is a general theme that we will encounter again in the next chapter.

APPENDIX

A. Set v′ ≡ dv/dx and v′′ ≡ d2v/dx2, where v is a function defined for
x ≥ 0. Given (6.10), we want to solve the following differential equation:

v′′ = a

2
exp(−v), (A.1)
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where v(x) ≡ T (x)/α and a ≡ (α/4t) exp(ζ/α). Multiplying both sides of
(A.1) by v′ and integrating, we obtain

(v′)2 = −a exp(−v) + c1, (A.2)

where c1 is a constant of integration. Set

w2 = −a exp(−v) + c1 (A.3)

so that

2wdw = a exp(−v)dv

from which it follows by (A.3) that

dv = 2wdw

c1 − w2
. (A.4)

Denoting c1 = k2 and using dv = wdx in (A.4), we obtain

2dw

k2 − w2
= dx . (A.5)

Observe that

2

k2 − w2
= 1

k

1

k + w
+ 1

k

1

k − w
.

Substituting preceding in the left-hand side of (A.5) and integrating the resulting
expression, we have

1

k
log

k + w

k − w
= x + c2, (A.6)

where c2 is a constant of integration. Solving (A.6) for w gives

w = k
exp k(x + c2) − 1

exp k(x + c2) + 1
.

Using (A.3) and the definition of k, we obtain

k2

a
− exp(−v) = k2

a

(
exp k(|x | + c2) − 1

exp k(|x | + c2) + 1

)2

whose solution is

v(x) = −log
k2

a

[
1 −

(
exp k(|x | + c2) − 1

exp k(|x | + c2) + 1

)2]
. (A.7)

To determine c2, we observe that T (x) and, therefore, v(x) are minimized
at x = 0, thus implying that c2 = 0. Consequently, (A.7) may be rewritten as



The Spatial Structure of Cities under Communications Externalities 213

follows:

v(x) = − log
k2

a

4 exp k|x |
(1 + exp k|x |)2 ,

which is equivalent to

T (x) = −α log

[
α

t
exp

(
− ζ

α

)
k2 exp(k|x |)

(1 + exp(k|x |))2
]

after having replaced a by its value.

B. We derive here the optimality conditions of Section 6.2.1 by expressing
the optimization problem as an optimal control problem. However, this process
turns out to be fairly involved because trips between locations go both ways. It
is worth noting that we encounter here one of the main differences between time
and space modeling, for interactions in space are essentially bidirectional.23

Differentiating (6.3), we obtain

dT

dx
=

∫ x

−b
tn(y)dy −

∫ b

x
tn(y)dy

= t N (x) − t[N − N (x)]

= 2t N (x) − t N ,

where

N (x) ≡
∫ x

−b
n(y)dy

denotes the total population situated on the left of x . By definition of N (x), we
have

dN

dx
= n(x)

together with the terminal conditions N (−b) = 0 and N (b) = N .
Specifying the initial condition on T (x) appears to be especially complex

here because the value of T (−b) depends on the entire population distribution:

T (−b) = �(−b) + tbN ,

where

�(x) ≡
∫ b

x
t yn(y)dy,

and thus we have the new differential equation:

d�

dx
= −t xn(x)

with the corresponding terminal condition �(b) = 0.
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Consequently, our optimization may now be rewritten as a standard optimal
control problem under the form:

max
b,n(·)

S =
∫ b

−b
{[Y − U ∗ − α log n(x) + I − T (x)]n(x) − RA}dx

subject to the constraints

dT (x)

dx
= 2t N (x) − t N

dN (x)

dx
= n(x)

d�(x)

dx
= −t xn(x)

together with the terminal conditions

T (−b) = �(−b) + tbN N (−b) = 0 and N (b) = N �(b) = 0.

As a result, we have the following Hamiltonian:

H (x) = [Y − U ∗ − α log n(x) + I − T (x)]n(x) − RA

+ λ(x)[2t N (x) − t N ] + µ(x)n(x) − ν(x)t xn(x),

where λ(x), µ(x), and ν(x) and the costate variables (multipliers) are associated
respectively with the state variables T (x), N (x), and �(x). By solving the
motion equations of the costate variables, we get

λ(x) = N (x) − N

µ(x) = −T (x) + t x N + T (−b) + µ(−b)

ν(x) = N .

Setting

ζ o ≡ Y − U ∗ + I − α + T (−b) + µ(−b)

and substituting the costate variables by their values, the Hamiltonian may be
rewritten as

H (x) = [α + ζ o − α log n(x) − 2T (x)]n(x) − RA

+ [N (x) − N ][2t N (x) − t N ]).

Applying the first-order condition with respect to n leads to the solution (6.22).
Finally, because b is chosen without constraint, the Hamiltonian evaluated

at b must be equal to zero, which means that (6.24) holds since N (b) = N .
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C. By the land constraint (6.41), we must havem(y) ≤ 1/Sf for all y ∈ X .
Furthermore, the firm population constraint (6.44) implies that

A(x) =
∫ ∞

−∞
m(y) exp(−τ |x − y|)dy

<

∫ ∞

−∞

1

Sf
exp(−τ |x − y|)dy

= 2

Sf

∫ ∞

0
exp(−τ z)dz

= 2

τ Sf
,

which gives us the desired inequality.

NOTES

1. Even before the Industrial Revolution, the exchange of information seems to have
been the main cause for the emergence of a prominent center in the business
community (think of Venice, Antwerp, and Amsterdam) in different time periods
(Smith 1984).

2. In Section 3.2, recall that we studied the location of activities but not that of firms.
3. Hotelling’s idea to model spatial markets using a continuous distribution was in-

tended to make sure that individual discontinuities, due to nonconvex preferences,
would be distributed in such a way that they would not be noticeable to any firm,
thus making each firm’s demand continuous.

4. Such an approach to city formation agrees with Glaeser, Kolko, and Saiz (2001)
for whom cities hinge more and more on consumption amenities.

5. In the same vein, Papageorgiou and Smith (1983) consider a trade-off between the
need for social contacts, which is negatively affected by distance, and the need for
land,which is negatively affected by crowding. Space is circular (a circle or a taurus)
so that the uniform distribution of individuals is always a spatial equilibrium.When
the propensity to interact with others is large enough, this equilibrium becomes un-
stable: any marginal perturbation is sufficient for the population to evolve toward
an irregular distribution. In this model, cities are considered as the outcome of a
social process combining basic human needs, which are not (necessarily) expressed
through the market. It is probably fair to say that this model captures much of the
intuition of early geographers interested in the spatial structure of human settle-
ments in that the key variables are independent of the economic system. However,
from the economic standpoint, it is important to consider less abstract formulations
and, rather, to study models based on specific economic interactions.

6. To be precise, we should say any nonzero measure set of households.
7. A formal derivation of these conditions is provided inPartBof the chapter appendix.
8. See Lucas (2001) for the study of a similar problem in a more general context using

a two-dimensional space and a general production function.
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9. Because land and firms are assumed to be owned by absentee landlords and
shareholders, the income of each consumer equals her wage earned at the cho-
sen job site.

10. In other words, no firm refuses a contact initiated by any other firm. This seems
natural because of the symmetry of the communication environment considered.

11. Observe that communications externalitiesmay find their origin in previous innova-
tions occurring in the sameproduction sector or in innovationsmade in other sectors.
Thus, they are consistent with both localization and urbanization economies.

12. Note that (6.47) arises when we set c1(x, y) = [log(1 − τ |x − y|)]−1, which is an
increasing and convex function of |x − y|.

13. Observe that the equilibriumwage rate is not unique in the interval [b∗
1, b

∗
2] because

no firm is set up there. However, expression (6.58) is sufficient to show that no firm
wants to locate in this interval.

14. As usual, one must also check that max {�∗(x), �∗(x)} ≥ RA for x ∈ [0, b∗
2] while

max {�∗(x), �∗(x)} < RA for x > b∗
2 .

15. The same type of externality has been further explored by Kanemoto (1990), who
considered the case in which firms are engaged in transactions with others. Com-
bining the exchange of intermediate inputs between firms with indivisibilities in
their production creates externalities similar to those considered by Fujita–Imai–
Ogawa. If τ is the unit transportation cost of the intermediate goods, Kanemoto
then showed that the monocentric configuration is an equilibrium when the ratio
t/τ is small, which is a condition similar to Proposition 6.3.

16. See Proposition 3.2 for a similar result.
17. For an extension of the present study to a two-dimensional space, see Ogawa and

Fujita (1989).
18. For details, see Fujita (1985).
19. For simplicity, we neglect the inefficiency arising from the cost c2 imposed by a

firm on another when getting information from it.
20. Observe that the same holds when the city size is small enough for the linear

approximation to be acceptable.
21. It is worth noting that heuristic models of urban land use developed by some geog-

raphers yield pattern displaying similar phenomena (see, e.g., Allen and Sanglier
1979; 1981).

22. Note that the delocation of production plants from industrialized countries toward
developing countries where labor is cheaper can be given a similar explanation,
although other factors, more in line with the neoclassical trade theory, are also
involved.

23. Formally, this means that we have to solve a problem of the calculus of variations
with multiple integrals.
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The Formation of Urban Centers under
Imperfect Competition

7.1 INTRODUCTION

The analysis developed in the previous chapter sheds light on the emergence of
centers within a city. There, the emergence of an urban center crucially depends
on the existence of nonmarket interactions (externalities) among agents and is
typical of the formation of a CBD involving high-level activities. However, in
the real world, we also frequently observe the formation of clusters of stores
selling similar goods (fashion clothes, restaurants, movie theaters, antiquity
shops, etc.) or of employment centers in which different kinds of jobs are per-
formed. In such cases, the agglomeration forces are created through market
interactions between firms and consumers or workers. As seen in Chapter 2, for
this to occur, one must consider increasing returns and imperfect competition.
In this chapter, our purpose is to show how urban centers of different types,
such as commercial areas or employment centers, may emerge under imperfect
competition in the product or labor market. We will consider different market
structures. The common thread of the various models considered here is that
monopoly (or monopsony) power on the product (labor) market is needed for
such agglomerations to emerge in equilibrium.
In Section 7.2, we suppose monopolistic competition with a continuum of

firms selling differentiated varieties (Fujita 1986; 1988). Firms no longer as-
sume that they can sell whatever they want at given market prices. Instead,
each firm is aware that its optimal choice (location and price) depends on the
demand for the variety it supplies. This demand itself rests on the spatial con-
sumer distribution, thus showing how firms’ choices are directly affected by
consumers’ choices. In turn, the optimal choice of a consumer (location and
consumption) depends on the entire firm distribution. This is so because firms
sell a differentiated product and consumers like variety; hence, their purchases
are distributed across locations and the distribution of their shopping trips varies
with the number of varieties available at each location. This creates some form
of spatial interdependence between the two distributions that is solved through
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the interplay between the firms’ and consumers’ bid rent functions. It is inter-
esting to observe that the knowledge of prices alone does not allow firms and
households to make their optimal choices. As noted by Koopmans (1957, 154)
in a different, but related, context,

The decisive difficulty is that transportation of intermediate commodities from one plant
to another makes the relative advantage of a given location for a given plant dependent
on the locations of other plants.

The same observation applies to consumption goods traded between firms
and households (Papageorgiou and Thisse 1985). The most typical outcome of
this kind of interaction involves a district in which all firms are agglomerated
together with some consumers and surrounded by two residential sections.
That firms sell differentiated varieties and therefore price above marginal cost
allows them to compete for landwith the aim of being close to consumers. In the
absence of such a positive markup, firms would lose their incentives to get close
to their customers and the agglomeration would vanish. This analysis shows
how imperfect competition operates to generate agglomeration through market
transactions and also sheds additional light on the meaning and implication of
the spatial impossibility theorem discussed in Chapter 2.
The monopolistic competition model is easy to handle but fails to capture

one of the basic ingredients of spatial competition, that is, the strategic nature of
spatial competition, as discussed in Chapter 4. This problem was addressed by
Hotelling (1929) in the special case of a homogeneous product, and since then
it has been generally accepted that competition for market areas is a centripetal
force that will lead vendors to congregate – a result known in the literature as the
principle ofminimumdifferentiation.This principle has generated controversies
about the inefficiency of free competition, for, according toHotelling (1929, 54)
himself, it would suggest that “buyers are confronted everywhere with an ex-
cessive sameness.”
The classical two ice-cream men problem provides a neat illustration of

this principle. Two merchants selling the same ice cream at a the same fixed
price compete in location for consumers who are uniformly distributed along a
bounded linear segment (Main Street). Each consumer purchases one ice cream
from the nearer seller. The consumers are thus divided into two segments, and
each firm’s aggregate demand is represented by the length of itsmarket segment.
Since Lerner and Singer (1937), it has been well known that the unique Nash
equilibrium of this game is given by the two firms located at the market center,
and so regardless of the shape of the transport cost function. In other words,
two firms competing for clients choose to minimize their spatial differentiation.
However, matters become more complex when (mill) prices are brought into
the picture because price competition is so fierce under product homogeneity
that firms always want to separate in order to benefit from the monopoly power
generated by geographical isolation.1
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Spatial separation may cease to be profitable, however, when firms sell a
differentiated product. This is so because demand for a firm’s variety now arises
at each and every consumer location. In addition, it is a well-established result
in industrial organization that product differentiation relaxes price competition.
It therefore becomes natural to investigate the possibility of an agglomeration
of oligopolistic firms when there is a strong preference for variety.
Using a framework similar to the one in the preceding section, we show

in Section 7.3.1 that, despite the presence of strategic price competition, the
agglomeration of firms at the market center is a Nash equilibrium of the cor-
responding noncooperative game when firms supply sufficiently differentiated
varieties, assuming that the consumer distribution is given. By putting together
all these results,wemay conclude that, regardless of themarket structure, a com-
mercial area involving a large number of stores, restaurants, or theaters is likely
to emerge when it offers sufficiently differentiated products, when the transport
cost borne by consumers are low enough, or both. Although the conventional
wisdom sees such clusters as socially wasteful, we will show in Section 7.3.2
that they are often socially desirable once their ability to supply differentiated
goods is taken into account.
The foregoing models can be referred to as shopping models because con-

sumers visit firms and bear the entire transportation costs. Instead, we have
shipping models when firms deliver the product and take advantage of the
fact that the customers’ locations are observable to price discriminate across
locations. Shopping models seem to be appropriate for studying competition
among sellers of consumption goods, whereas shipping models better describe
competition among sellers of industrial goods. However, the possibility of or-
dering through such communications technologies as the telephone and Internet
and the existence of mail-order firms make these settings increasingly relevant
for the study of consumption goods too. Despite significant differences in the
process of competition, the tendency toward agglomeration will be shown in
Section 7.3.3 to be governed by principles similar to those uncovered for shop-
ping models. As will be seen, strategic interaction is at the heart of these two
families of models, and space is the reason for it: competition is localized in
shopping models while shipping models involve oligopolistic competition in
spatially separated markets. Finally, we conclude in Section 7.3.4 with a brief
survey of what has been accomplished in spatial competition when consumers
make multipurpose trips.
Once it is recognized that consumers shop for the best price and variety

opportunity on the purchasing day, it becomes sensible to assume that they have
incomplete information about which firm offers which variety at which price.
Although search theory has experienced a rapid growth since the early 1970s
(McMillan and Rothschild 1994), it is fair to say that space brings about specific
dimensions that have attracted the attention of only a few analysts. Indeed,
because trading arises in a number of placesmuch smaller thanwhere consumers
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reside, they experience different search costs, and the way consumers conduct
their search affects firms’ strategies through their demand. This in turn implies
that search costs are influenced by firms’ strategic decisions such as locations
and prices. In such a context of comparison shopping, the clustering of shops
is based on consumers’ economizing on their search cost (Nelson 1970). More
precisely, Stuart (1979, 19) has noted that “a seller who does locate as a spatial
monopolist might have a hard time attracting search-conscious buyers in the
first place.” This observation has a major implication for our purpose in that
“a spatial clustering of sellers can result from desires of buyers to search in
marketplaces where there are relatively many sellers” (Stuart 1979, 17).
Indeed, consumers unaware of the characteristics of the varieties supplied

in various places reduce their search costs by visiting the place with the largest
number of stores even though this place is located farther away. Hence, in-
complete information on the consumer side is an agglomeration force. This
problem has been tackled by different authors (Eaton and Lipsey 1979; Stahl
1982; Wolinsky 1983; Schulz and Stahl 1996). Common to all these contribu-
tions is that the expected utility from visiting a cluster of firms increases with
its size, which is a result reminiscent of the gravity principle. Although each
consumer buys a single variety, in the aggregate consumers exhibit a preference
for variety because of their lack of information about the available varieties.
Furthermore, consumers are affected differentially according to their distances
to the marketplaces. In Section 7.4, we show how the agglomeration force
is generated from the aggregate behavior of individual consumers pursuing a
search strategy. We will first focus on a standard model of spatial competition
in which prices are given. We briefly discuss what happens when the analysis
is then extended to deal with price competition and variable total demand.
In all cases, if consumers have different tastes and are uncertain about the

characteristics of the varieties on offer, the firms can manipulate the search
cost structure by joining an existing market or by establishing a new one. The
basic trade-off faced by a firm is as follows: a firm captures a small market
share when setting up in a large market or monopolizes a small local market
when opening a new one. When a firm chooses to join the cluster, it generates
a demand externality in that more consumers will benefit from economies of
scope in searching, thus increasing the number of consumers visiting the cluster
(that is, the extent of the product market is endogenous). Such an externality is
obviously a centripetal force similar to the network externalities encountered
in the consumption of goods whose utility increases with the number of users
(e.g., telephone, e-mail, etc.). This externality is also akin to the agglomeration
force that we will encounter in Chapter 9.
After having studied the formation of commercial areas, it is natural to move

to the creation of employment centers in Section 7.5. As we know, the CBD
is a natural place in which employment may be concentrated. However, con-
trary to general beliefs, the suburbanization of jobs is a not a new phenomenon.
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As noticed by Hohenberg and Lees (1985, 131), it arose, for example, in pro-
toindustrial Europe:

Big-city entrepreneurs took advantage of lower rural wages and of heightened division
of labor in decentralizing parts of their production while reserving the more delicate
operations to city artisans.

Today, the creation of suburbanized jobs seems to obey to a similar logic,
although it may take different forms such as the emergence of edge cities
(Henderson and Mitra 1996). Thus, our research strategy will be similar to
that developed in the previous sections. We first assume that employers have
no market power on the labor market (Section 7.5.1) and go on by analyzing
the case of a firm having some monopsony power on the urban labor market
(Section 7.5.2). From the formal point of view, the results obtained in this
section can be viewed as the dual of those obtained in the previous ones.
Although the models presented in this chapter may look very different from

one another, they are in essence analogous and address similar questions. In
particular, they all deal with the formation of shopping areas as well as with the
dual concept of employment subcenters.

7.2 MONOPOLISTIC COMPETITION AND THE FORMATION OF
SHOPPING DISTRICTS

Consider an economy with two types of goods. The first one is homogeneous; it
is supplied on a perfectly competitive market and serves as the numéraire. The
second good is a horizontally differentiated product produced under increasing
returns to scale and imperfect competition. Each firm in this sector has a neg-
ligible impact on the market outcome in the sense that it can ignore its impact
on, and hence reactions from, other firms. To this end, we assume that there is
a continuum M of firms.2 In addition, each firm sells a differentiated variety
and therefore faces a downward sloping demand. Consequently, our model is
one of monopolistic competition in which all the unknowns are described by
density functions. There are no scope economies, and thus, owing to increasing
returns to scale, there is a one-to-one relationship between firms and varieties.
Each firm faces the same technology; it uses the fixed amount of land Sf and
bears a fixed cost f and a constant marginal cost c expressed in terms of the
numéraire. Finally, firms are owned by absentee shareholders.
Space is linear and given by X = (−∞, ∞). The amount of land at each

location is equal to 1, and land is owned by absentee landlords. Each variety can
be traded at a positive cost of t units of the numéraire for each unit transported
over one unit of distance, regardless of the variety. In other words, transportation
costs are linear in distance and quantity.
There is a continuum N of consumers, each using the same fixed amount of

land Sh. Preferences are identical and are described by the following additive
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utility function, which is symmetric in all varieties:

U (z; q(i), i ∈ [0, M]) =
∫ M

0
u[q(i)]di + z, (7.1)

where u is strictly concave and increasing until the level of satiation is reached,
q(i) the quantity of variety i ∈ [0, M], and z the quantity of the numéraire.
There is no multipurpose trip, and each unit of each variety is bought on a
single trip (think of restaurants, theaters, etc.). If the firm supplying variety i
locates at y(i) ∈ X , the budget constraint of a consumer located at x ∈ X can
be written as follows:∫ M

0
[p(i)+ t |x − y(i)|]q(i)di + R(x)Sh + z = Y,

where Y is the consumer’s income which is given and the same across con-
sumers, p(i) the price of variety i , and R(x) the land rent at location x . The
income Y is supposed to be large enough for the optimal consumption of the
numéraire to be strictly positive for each individual.
Because of identical production functions, transportation costs, and sym-

metric preferences, in equilibrium all varieties provided at the same location y
must be supplied at the same (mill) price p(y). Hence, owing to the concavity
of u, the quantity of each variety purchased at location y by any consumer at x
is the same across varieties:

q[i ; x ; y(i) = y] = q(x, y) for each variety available at y.

Then, if m(x) is the density of firms at y ∈ X , the indirect utility of a consumer
at x is

V (x) =
∫

X
u[q(x, y)]m(y)dy −

∫
X
[p(y)+ t |x − y|]q(x, y)m(y)dy

− R(x)Sh + Y. (7.2)

Regarding the supply side, if the number (formally, the density) of consumers
at x is n(x), the profit made by a firm located at x and facing its demand field
is

π (y) = [p(y)− c]
∫

X
q(x, y)n(x)dx − R(y)Sf − f. (7.3)

Given the firm and price densities m(·) and p(·) as well as the land rent
R(·), each consumer chooses a location x and demand distribution q(x, ·) so
as to maximize his indirect utility (7.2). Given the densities n(·), q(·, ·), and
R(·), each firm selects a location y and its price p(y) to maximize its profits
(7.3). As usual, the equilibrium is such that all consumers reach the same utility
level across occupied locations and firms earn the same profits at each occupied
location. The opportunity cost of land is given by RA.
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7.2.1 Spatial Equilibrium

To derive some simple results and facilitate the comparison with the oligopolis-
tic case dealt with in the next section, we suppose that the utility (7.1) has an
entropy-type form:

u(q) = q

α
(1+ logβ)− q

α
log

q

α
if q < αβ (7.4)

= β, if q ≥ αβ

whereα andβ are two positive constants such that u is strictly concave up to q =
αβ. Although the utility (7.1) is additive, we will see below that the parameter α
can be interpreted as an inversemeasure of the degree of differentiation between
varieties: the higher α is, the less differentiated are the varieties. It can also be
readily verified that the utility level strictly increases with M , thus implying
that the utility (7.1) exhibits a preference for variety. Finally, the higher β is,
the higher the level of satiation in each variety.3

Plugging (7.4) into (7.2) and maximizing the resulting expression with
respect to q(x, y) for each location pair (x, y), we obtain

q∗(x, y) = αβ exp −α[p(y)+ t |x − y|] x, y ∈ X. (7.5)

Hence, the demand by a consumer at x for a variety supplied at y is described
by the exponential distance-decay function considered in the previous chapter
(when τ = αt). The main difference is that now the firm’s price enters as a
variable. This demand describes the “interaction” between a consumer at x and
a firm at y, but the interaction now goes through the market because it results
from the choices made by both firm and consumer in the market. Observe that
(7.5) is independent of the prices charged by the other firms, and thus each firm
may behave like a monopolist in selecting its price.
Plugging (7.5) into (7.3) and maximizing the resulting expression with re-

spect to p(y), we obtain the firm’s profit-maximizing price under monopolistic
competition:

p∗ ≡ p∗(y) = c + 1/α. (7.6)

Inwords, the equilibrium (mill) price is equal to themarginal cost plus amarkup
that increases with 1/α; clearly the equilibrium converges toward marginal cost
when α → ∞. This means that α plays exactly the role of a substitution pa-
rameter between varieties, and will be interpreted in this way, although there
is no direct substitution among varieties. Another way to say the same thing is
that the price elasticity of (7.5) is equal to αp(y). Accordingly, a larger value
for α implies a more elastic demand for each variety as if they were closer
substitutes.
Note that the price (7.6) is independent of the distributions of firms and

households; it is also independent of the firm’s location and of the transportation
rate t . The reasons for these strong properties are to be found in the very simple
model considered here. They will be relaxed in subsequent developments.
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Without loss of generality, we may choose the units of M and N such that
Sf = Sh = 1. This means that if the actual number of firms is smaller than the
actual number of households but if firms use much more land than households
(Sf � Sh), we may well have M > N . Replacing p(y) by p∗ throughout and
using (7.5), we obtain:

V (x) = γ

∫
X
m(y) exp(−αt |x − y|) dy − R(x)+ Y (7.7)

π (y) = γ

∫
X
n(x) exp(−αt |x − y|) dx − R(y)− f, (7.8)

where γ ≡ β exp− (αc + 1).
These two expressions are very similar to the profit function obtained in

Section 6.3 under spatially discounted accessibility. The fundamental difference
is that here the “interaction” takes place between agents belonging to different
groups, whereas in Section 6.3 interaction develops among firms only. This
implies that firms are attracted by consumers and, likewise, that consumers are
attracted by firms. However, because of land competition, firms are repulsed
by firms and consumers by consumers. In a nutshell, this says that the agents
of a given group are attracted by those of the other group but repulsed by
those of the same group. This mutual attraction of firms and households is the
agglomeration force, whereas competition for land is the dispersion force.
The behavior of the two groups of agents is perfectly symmetric except

that, in (7.7), the last two terms (Y − R(x)) would represent an income varying
with the consumer’s location, whereas the same terms in (7.8) would correspond
to a fixed cost ( f + R(x)) changing with the firm’s location.
As usual, we define the households’ and firms’ bid rent functions as follows:

�(x,U ∗) = γ

∫
X
m(y) exp(−αt |x − y|) dy + Y − U ∗ (7.9)

�(y, π∗) = γ

∫
X
n(x) exp(−αt |x − y|) dx − f − π∗. (7.10)

The unknowns being m∗(x), n∗(x), R∗(x), U ∗, and π∗, the equilibrium
conditions are straightforward and may be written as

R∗(x) = max{�(x,U ∗), �(x, π∗), RA} (7.11)

�(x,U ∗) = R∗(x) if n∗(x) > 0 (7.12)

�(x, π∗) = R∗(x) if m∗(x) > 0 (7.13)

n∗(x)+ m∗(x) = 1 if R∗(x) > RA (7.14)∫
X
m∗(y)dy = M (7.15)

∫
X
n∗(y)dy = N . (7.16)
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The following properties are shown in Part A of the chapter appendix: the bid
rent curve�(x,U ∗) is strictly concave on any business section (m(x) = 1) and
strictly convex on any residential section (n(x) = 1);�(x, π∗) is strictly convex
on any business section and strictly concave on any residential section. This
prevents the emergence of any specialized section surrounded by two areas in
which agents of the other group are (exclusively or partially) located. Suppose,
indeed, that [b, b′] is a business area surrounded by residential or integrated
sections, or both, thus implying that �(b, π∗) = �(b,U ∗) and �(b′, π∗) =
�(b′,U ∗). Because�(x,U ∗) is strictly concave and�(x, π∗) is strictly convex
over this area, we must have �(x, π∗) < �(x,U ∗) for all b < x < b′, which
contradicts the equilibrium condition�(x, π∗) ≥ �(x,U ∗) for all b < x < b′.
The same argument applies if [b, b′] is a residential area surrounded by two
business or integrated sections, or both. Using a similar argument, one can
readily show that there is no vacant land inside the city.
Consequently, focusing on symmetric patterns,4 we conclude that the city

must involve a single integrated district surrounded by two residential or busi-
ness sections. A centrally integrated district is of course a consequence of the
agglomeration force generated by the mutual attraction of firms and house-
holds. Only two configurations are then possible: (1) all firms are located with
some consumers in the central district surrounded by two residential sections,
or (2) all consumers reside within the central district together with some firms
whereas the remaining firms occupy the two adjacent areas. These two equilib-
rium patterns are depicted in Figure 7.1.
Consider first the case in which all firms, together with some consumers,

locate in the central district [−b0, b0] surrounded by two residential sec-
tions [−b1, −b0] and [b0, b1].We begin by showing that both densities are con-
stant over [−b0, b0]. Because the district is integrated, it follows that
�(x, π∗) = �(x,U ∗) for all x ∈ [−b0, b0]. Then, using (7.9) and (7.10), we
obtain∫

X
[m∗(y)− n∗(y)] exp(−αt |x − y|) dy = k, x ∈ [−b0, b0],

where k is an unknown constant equal to −(Y − U ∗ + f + π∗)/γ . This
expression can be rewritten as follows:∫ x

−b0

[m∗(y)− n∗(y)] exp[−αt(x − y)]dy

+
∫ b0

x
[m∗(y)− n∗(y)] exp[−αt(y − x)]dy

= k +
∫ −b0

−b1

exp[−αt(x − y)]dy +
∫ b1

b0

exp[−αt(y − x)]dy.

(7.17)
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Figure 7.1: The equilibrium city configurations when consumers love variety.

Differentiating (7.17) with respect to x yields∫ x

−b0

[m∗(y)− n∗(y)] exp[−αt(x − y)]dy

−
∫ b0

x
[m∗(y)− n∗(y)] exp[−αt(y − x)]dy

=
∫ −b0

−b1

exp[−αt(x − y)]dy −
∫ b1

b0

exp[−αt(y − x)]dy. (7.18)
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Differentiating again yields

2[m∗(x)− n∗(x)]− αt
∫ b0

−b0

[m∗(y)− n∗(y)] exp(−αt |x − y|) dy

= − αt
∫ −b0

−b1

exp[−αt(x − y)]dy − αt
∫ b1

b0

exp[−αt(y − x)]dy. (7.19)

Multiplying (7.17) by αt and adding (7.19), we get

m∗(x)− n∗(x) = αtk/2 x ∈ [−b0, b0]. (7.20)

This, together with the land constraint m(x)+ n(x) = 1 for x ∈ [−b0, b0], im-
plies that

m∗(x) = (1+ αtk/2)/2 ≡ φ x ∈ [−b0, b0]

n∗(x) = 1− m∗(x) = (1− αtk/2)/2 x ∈ [−b0, b0].

It remains to determine the value of φ, which gives us that of k. To this end,
we add (7.17) and (7.18) and substitute (7.20) into the resulting expression:

αtk
∫ x

−b0

exp[−αt(x − y)]dy

= k + 2
∫ −b0

−b1

exp[−αt(x − y)]dy x ∈ [−b0, b0].

Integrating yields

exp(−αt x)[αtk exp(−αtb0)+ 2 exp(−αtb0)− 2 exp(−αtb1)]

= 0, x ∈ [−b0, b0],

which holds provided that

αtk exp(−αtb0)+ 2 exp(−αtb0)− 2 exp(−αtb1) = 0,

or

expαt(b1 − b0) = 1/2φ. (7.21)

Therefore, we must determine b∗
0, b

∗
1, and φ simultaneously. The population

constraints imply that

M = 2b0m
∗(x) = 2b∗

0φ (7.22)

N = 2b∗
0n

∗(x)+ 2(b∗
1 − b∗

0) = 2b∗
0(1− φ)+ 2(b∗

1 − b∗
0). (7.23)

Taking the logarithm of (7.21) and solving for b∗
1 − b∗

0, solving (7.22) for b
∗
0,

and substituting the results in (7.23), we obtain

− 2

αt
log 2φ = N − 1− φ

φ
M,
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which is equivalent to

M

φ
= M + N + 2

αt
log 2φ. (7.24)

Because b∗
1 − b∗

0 > 0, it follows from (7.21) that φ must be positive and smaller
than 1/2. It can then readily be verified that (7.24) has a single solution less
than 1/2 if and only if N > M , that is, there are more consumers than firms.
Once φ is determined, one may obtain k, b∗

0, and b∗
1, and hence U ∗ and π∗.

When N = M, φ = 1/2 is the only solution of (7.24), which means that all
firms and households are integrated in a single district.
Finally, it is easy to see that the case in which all consumers are located in

the central district [−b0, b0] surrounded by the business sections is obtained
when M > N .
To sum up, we have shown the following:

Proposition 7.1 There always exists a single spatial equilibrium. This equilib-
rium is such that

1. When M < N , all firms are concentrated into a central district with a
constant density less than 1/2, land being shared with some consumers,
whereas the remaining consumers reside in the two adjacent areas.

2. When M > N , all consumers are concentrated into a central district
with a constant density less than 1/2, land being shared with some firms,
whereas the remaining firms are located in the two surrounding sections.

3. When M = N , the city is formed by an integrated district where the
common density is 1/2.

Hence, we see that land around the middle of the city is used by both groups
of agents.5 This is not unrealistic because one often observes some residences
mixed with commercial activities (e.g., Soho in New York City, Montparnasse
in Paris, or Shinjuku in Tokyo).
As stated above, both firms and households want to share the central area

because of their mutual attraction. Firms do not exclusively use the whole cen-
tral district, for otherwise firms near x = 0 would be (much) less attractive
than firms situated at the district fringes x = −b and x = b because of the
sharp decrease in their own demand (see (7.5)).6 This effect is strengthened
because the region around x = 0 is very attractive for consumers, for they like
to distribute their purchase among firms (preference for variety), thus endow-
ing these locations with the highest accessibility to symmetrically distributed
stores.
The share of each group inside the integrated district, however, varies with

the key parameters α and t . Specifically, it can be shown from (7.24) that the
density φ of firms decreases as α or t rises. In other words, the packing of firms
is less dense when varieties are less differentiated, when transportation is more
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expensive, or both.7 The reason is that, in both cases, the demand field q∗(x, y)
falls more sharply with distance, inducing firms to get closer to some segments
of consumers. In particular, when varieties are “very close substitutes,” the
equilibrium price is slightly above marginal cost and the land rent is almost
flat and close to RA. Consumers now buy very little from firms not located in
their close vicinity, and thus total transportation costs in the economy are also
very low. In the limit, when α → ∞, consumers buy only from firms located
at the same place as them (backyard capitalism) or refrain from buying the
differentiated product.

7.2.2 The Efficiency of the Spatial Equilibrium

We now move to the characterization of the first best optimum when there are
N consumers and M firms. As usual, we consider the optimal solution in which
the utility levelU ∗ is achieved for the N consumers through minimizing social
cost. The decision variables are the consumer density n(x), the firm density
m(x), the demand density of a consumer at x ∈ X for the differentiated product
q(x, .), and the consumption of the numéraire by a consumer z(x) at each x .
Then, the corresponding total cost is

C =
∫

X

[∫
X
q(x, y) (c + t |x − y|)m (y)dy

]
n(x)dx +

∫
X
z(x)n(x)dx

+ RA(M + N )+ f M, (7.25)

which is to be minimized subject to the constraints∫
X
u[q(x, y)]m(y)dy + z(x) = U ∗ for all x such that n(x) > 0 (7.26)

m(x)+ n(x) ≤ 1 x ∈ X (7.27)∫
X
n(x)dx = N (7.28)∫

X
m(y)dy = M (7.29)

plus the standard nonnegativity constraints. This is equivalent to maximizing
S = NY − C subject to the same constraints. Solving (7.26) with respect to
z(x), substituting the solution in (7.25), and using (7.28) and (7.29), we may
rewrite S as follows:

S =
∫

X

{∫
X
[u[q(x, y)]− q(x, y) (c + t |x − y|)]m(y)dy

}
n(x)dx

+ N (Y − U ∗ − RA)− (RA + f )M (7.30)

subject to (7.27)–(7.29).
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The bracketed term in (7.30) may bemaximizedwith respect to each q(x, y).
Under (7.4), this yields

qo(x, y) = αβ exp−α[c + t |x − y|] x, y ∈ X. (7.31)

Comparing (7.5) and (7.31), as expected, we find that the optimal consump-
tion is givenby the equilibriumconsumptionwhen p(y) = c. Substituting (7.31)
into (7.30), we obtain

S = γ1

∫
X

∫
X
m(y)n(x) exp (−αt |x − y|) dydx

+ N (Y − U ∗ − RA)− (RA + f )M, (7.32)

where γ1 ≡ β exp−αc. The double integral stands for the sum across con-
sumers of the indirect utility derived from the differentiated product priced
at marginal cost. Because N (Y − U ∗ − RA)− (RA + f )M is a constant, our
problem amounts to maximizing

γ

∫
X

∫
X
m(y)n(x) exp(−αt |x − y|) dydx

with respect to m(·) and n(·) subject to (7.27)–(7.29). In this expression, we
have replaced γ1 by γ ≡ γ1/e for reasons that will become clear just below.
Applying the maximum principle of optimal control theory shows that a

multiplier function Ro(x) associated with (7.27) and two multipliers Uo and
πo associated with (7.28) and (7.29), respectively, exist such that the following
conditions hold for the optimal densities mo(·) and no(·):

Ro(x) = max

{
γ

∫
X
mo(y) exp(−αt |x − y|) dy − Uo,

γ

∫
X
no(x) exp(−αt |x − y|)) dx − πo, RA

}
(7.33)

γ

∫
X
no(y) exp(−αt |x − y|) dy − πo = Ro(x) if no(x) > 0 (7.34)

γ

∫
X
mo(y) exp(−αt |x − y|) dy − Uo = Ro(x) if mo(x) > 0

(7.35)

mo(x)+ no(x) = 1 if Ro(x) > RA (7.36)

in addition to (7.27)–(7.29).
Intuitively, these conditions can be explained as follows. In our setting, there

are three activities: consumption, production, and agriculture. If we marginally
increase the number of consumers at x , this leads to an increase in the objective
function by an amount given by γ

∫
X mo(y) exp(−αt |x − y|)dy. However, this

incremental benefit must be reduced by the value of the multiplier associated
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with the consumer population constraint. The same argument holds, mutatis
mutandis, if we marginally increase the number of firms at x . Because one
consumer or one firm uses one unit of land (7.33) means that Ro(x) is equal to
the highest marginal value of land at x . Condition (7.34) means that consumers
are located at x provided that their marginal value of land is the highest one;
the same applies to (7.35). Finally, (7.36) says that all the land at x is used by
firms, households, or both when their marginal value of land exceeds RA.
Clearly, we do not change the optimal densities no(x) and mo(x) when we

replace Uo with Uo − Y and πo with πo + f in (7.33)–(7.35). Then, we see
that the optimality conditions (7.33)–(7.36) are identical to the equilibrium con-
ditions (7.11)–(7.14) when Uo is replaced by U ∗ and πo by π∗. Consequently,
the equilibrium land use is identical to the optimum land use.
This is a rather surprising result because firms price above marginal cost.

That themarket leads to a lower consumption of theM varieties does not prevent
the market from yielding the optimal pattern of land use. Of course, we must
stress the following three assumptions: (1) the number of firms is fixed and
the same in both the equilibrium and the optimum, (2) there is no substitution
between land and consumption goods, and (3) there is no substitution between
land and capital (Liu and Fujita 1991).
It is even more surprising that the equilibrium land use pattern is strongly

inferior to the optimal one when firms are constrained to price at marginal cost.
Indeed, because operating profits are now zero at all locations, the firms’ bid
rent curve is flat across locations and equal to RA because firms minimize their
loss (recall that firms are forced to be active). In this case, the equilibrium
pattern involves a residential area integrated with some firms surrounded by
two business sections (even when M < N ). Regardless of the values of N and
M , the density of firms in the integrated area is always much lower than at
the optimum. Accordingly, pricing at marginal cost results in a much more
dispersed configuration of firms.8

That the land use pattern is not optimalwhenfirms price atmarginal cost does
not contradict the first theorem of welfare economics. Indeed, although now all
prices are given to the agents, our equilibrium concept is not competitive. To
find his utility-maximizing location, each consumer must know what the entire
distribution of shopping opportunities will be (see (7.7)). Similarly, to find its
profit-maximizing location, each firm must know what will be its aggregate
demand, which depends itself on the whole consumer distribution over space
(see (7.8)). However, there is no price accounting for the difference in the
accessibility of one agent to the rest of the economy.9 Therefore, the information
needed by the agents to be able to always choose their optimal location goes
beyond the usual type of information conveyed by the price system. What is
here required on each agent’s part has a game-theoretic flavor that brings us
far away from the competitive paradigm. This shows, once more, that a spatial
economy cannot be completely described by a system of competitive markets.
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This negative conclusion has powerful implications, however. It is the dis-
crepancy between price and marginal cost that allows firms to compete with
other agents on the landmarket and to sustain the agglomeration of firms.When
price equals marginal cost, the firms’ incentive to locate close to consumers
vanishes. Not surprisingly, therefore, the market outcome is too dispersed be-
cause there is no longer any agglomeration force.

7.2.3 Free Entry

In the previous section, themassM of firms (or varieties) has been considered as
given. The free-entry condition implies that the equilibrium profit level π∗ = 0.
This condition in turn allows for the determination of the equilibrium number
M∗ of firms. The optimum problem studied in the preceding section may easily
be extended to the determination of the optimal number Mo of firms. As is well
known from various models in industrial organization (see, e.g., Spence 1976,
Dixit and Stiglitz 1977, Lancaster 1979, and Salop 1979), the equilibrium and
optimum numbers of firms often differ. It is not even clear that one number is
almost always larger than the other. In the present context, it can be shown that
Mo > M∗, as in Dixit and Stiglitz (1977).10 Because the model used here is
similar to theirs, this result should not come as a surprise.

7.3 OLIGOPOLISTIC COMPETITION AND THE AGGLOMERATION
OF RETAILERS

7.3.1 Spatial Competition under Preference for Variety

Until now, we have assumed a continuum of firms, thus implying that there is
no strategic interaction on the product market. This turns out to be a convenient
framework to study the working of the product market in relation to other
markets such as the land or labor market or both. However, the monopolistic
competitionmodel fails to account for the strategic aspects that spatial proximity
brings about (see Section 4.5).
There is an old tradition in location theory, going back at least to Hotelling

(1929), which suggests that spatial competition leads to the agglomeration of
firms. In the typical example of two vendors selling a homogeneous product,
each firm gains by establishing near its competitor on themore populated side of
themarket. The only equilibrium is then obtained when both firms are located at
the median of the consumer distribution where no additional gains are possible
provided that transport costs increase with distance. In the case of a uniform
density, the median becomes the market center. Hence, two firms competing
for clients choose to minimize their spatial differentiation.11

The proponents of this approach, however, overlooked the fact that firms
selling a homogeneous product always want to locate far apart to avoid the
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devastating effects of price war. Indeed, when (at least) two firms are located
back to back, they get trapped into a Bertrand situation in which they find
themselves with zero operating profits. This cannot be an equilibrium because
firms could restore positive profits by moving away unilaterally and exploiting
themonopoly power each firmhas on the consumers situated in its close vicinity.
For example, when transport costs are quadratic in distance and consumers
are evenly distributed with unit density, the equilibrium prices of any second
stage subgame decrease with the interfirm distance, whereas the equilibrium
locations of the first-stage game are given by y∗

1 = 0 and y∗
2 = l (d’Aspremont,

Gabszewicz, and Thisse 1979).
This extreme spatial dispersion is the result of a trade-off in which price

competition pushes firms away from each other whereas competition for market
area tends to pull them together. To illustrate how this trade-off works, let π∗

1
be firm 1’s profit evaluated at the equilibrium prices p∗

i (y1, y2) corresponding
to the location pair y1 < y2. Then, because ∂π1/∂p1 = 0, we have

dπ∗
1

dy1
= ∂π1

∂p2

∂p∗
2

∂y1
+ ∂π∗

1

∂y1
.

In general, the terms on the right-hand side of this expression can be signed
as follows. The first one corresponds to the strategic effect (the desire to relax
price competition) and is expressed by the impact that a change in firm 1’s
location has on price competition. Because goods are spatially differentiated,
they are substitutes and thus ∂π1/∂p2 is positive; because goods become closer
substitutes when y1 increases, ∂p∗

2/∂y1 is negative. Hence, the first term is
negative. The second term, which corresponds to the market area effect, is
positive.Consequently, the impact of reducing the interfirmdistance uponfirms’
profits is undetermined. However, when firms are close enough, the first term
always dominates the second, and thus firms always want to be separated in the
geographical space. This implies that the principle of minimum differentiation
ceases to hold when firms are allowed to compete in prices (d’Aspremont,
Gabszewicz, and Thisse 1983). Accordingly, when firms choose locations and
prices sequentially, price competition is a strong dispersion force sufficient to
destroy agglomeration in spatial competition.12

WhenM ≥ 2 firms choose prices and locations simultaneously, a Nash equi-
librium never exists (at least in pure strategies), that is, an M-tuple of prices
and an M-tuple of locations obtain such that no firm can strictly increase its
profits by unilaterally changing its location, price, or both. Consider indeed any
two firms and suppose that such an equilibrium exists. Whatever the market
configuration, the firm earning (weakly) smaller profits could strictly increase
its profits by locating at the same place as the other firm and slightly undercut-
ting its price. By doing this, the undercutting firm usurps the profits of its rival
while still retaining a part of its previous market. It is therefore strictly better
off, a contradiction to the equilibrium condition.
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However, these negative results do not kill the subject. It should be kept in
mind, indeed, that they are based on an extreme price sensitivity of consumers:
if two firms are located side by side with identical prices, a small price reduction
of one firm will attract all the customers. Such extreme behavior seems unwar-
ranted. When the product is differentiated and when consumers like product
variety, the aggregate response to a price cut will not be so abrupt because
the quality of product match matters to consumers. Product differentiation then
alleviates price competition. Thismodification of the spatial competitionmodel,
which has been developed by de Palma et al. (1985), has two major implica-
tions. First, if consumers’ preference for variety becomes sufficiently large,
firms’ demand functions are smoothed sufficiently even when they are located
close together so that a price equilibrium in pure strategies exists. Second, un-
der the same condition, firms tend to agglomerate at the market center to have
the best access to the market, as suggested by Hotelling. Price competition at
the center is relaxed because of the differentiation among vendors, which gives
them market power even when they are agglomerated. As we will see, agglom-
eration can then be shown to be a Nash equilibrium when transportation costs
are low with respect to product differentiation.
Hence,we follow themain idea of the previous section by assuming that firms

sell a differentiated product and that consumers like variety.Nevertheless, unlike
before, we consider a finite number M of firms behaving strategically. We will
also follow the Hotelling tradition by assuming that the consumer distribution
over the location space X = [0, l] is fixed. When each consumer uses one unit
of land, the consumer distribution is uniform over X . Like Hotelling again, it
is supposed that firms do not consume land. As in Section 7.2, the utility of a
consumer is additive:

U (z; qi , i = 1, . . . , M) =
M∑

i=1
u(qi )+ z.

The main difference with (7.1) is that we have here a finite number of firms
instead of a continuum.We saw in Section 7.2 that there is no direct substitution
among varieties. To introduce this effect explicitly in a simple way, we suppose
that each consumer buys a fixed number q̄ > 0 of units of the differentiated
product per unit of time (e.g., a given number of restaurant dinners permonth):13

M∑
i=1

qi = q̄. (7.37)

Such a constraint implies that firms compete for clients within a market of a
given size. Here also, we suppose that the utility U has an entropy-form:14

U =




M∑
i=1

qi −
M∑

i=1

qi

α
log qi + z if

M∑
i=1

qi = q̄

−∞ otherwise

. (7.38)
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As usual, the budget constraint of a consumer at x ∈ X is

M∑
i=1
(pi + t |x − yi |)qi + z = Y,

where pi is the (mill) price selected by firm i selling variety i , and yi ∈ X is
the location chosen by this firm.
Using standard optimization techniques, we get15:

q∗
i (x) = exp−α(pi + t |x − yi |)∑M

j=1 exp−α(p j + t |x − y j |)
q̄ x, yi ∈ X, (7.39)

which, unlike (7.5), depends not only upon the firm’s price pi and location
yi but also upon the prices and the locations chosen by all its rivals ( j �= i).
Indeed, (7.37) imposes that the total consumption of the differentiated product
is fixed so that, because the number of firms is finite, the consumption of a
variety impacts on the consumption of the others.
Unlike the monopolistic competition model in which price elasticity is lo-

cation independent and equal to αpi , price elasticity is now location dependent
because it equals αpi [1− Pi (x)], where

Pi (x) ≡ exp−α(pi + t |x − yi |)∑M
j=1 exp− α(p j + t |x − y j |)

is known as the multinomial logit (McFadden 1974).16 It is assumed here that
each firm is aware of this fact when selecting its price and location. As a
consequence, there is strategic interaction between firms in both prices and
locations. As will be seen, this leads to a more involved and richer pattern of
interdependence among firms.
To develop some insights about this interaction pattern, we first discuss the

special case of two firms (M = 2) located at 0 < y1 < y2 < l and pricing at the
same level p. Then, it can readily be verified that

q∗
1 (x) = q̄

1+ exp− αt(y2 − y1)
x ∈ [0, y1]

= q̄

1+ exp− αt[y2 − y1 + 2(y1 − x)]
x ∈ [y1, y2]

= q̄

1+ expαt(y2 − y1)
x ∈ [y2, l].

Consider Figure 7.2 in which q∗
1 (x) is described as a function of the con-

sumer location. We see that the demand of variety 1 is continuous over the
entire location space X , constant in the two hinterlands [0, y1] and [y2, l], and
decreasing in the contention segment [y1, y2]. Stated differently, the demand to
store 1 is highest over its hinterland, decreasing as x moves away from y1 to get
closer to y2, and lowest over its competitor’s hinterland. Furthermore, it is easy
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Figure 7.2: The equilibrium demand pattern to store 1 when consumers love variety.

to check that q∗
1 (x) is concave on [y1, ȳ] and convex on [ȳ, y2], where ȳ is the

middle point of the two suppliers. Finally, q∗
1 (x) exceeds q

∗
2 (x) if and only if x

is closer to store 1 than to store 2. At x = ȳ, both demands are equal to q̄/2.
The details of this demand pattern agree with intuition and experience.
When the degree of differentiation, measured by 1/α, increases, the quantity

q∗
1 (x) shifts downward (upward) on the left (right) of ȳ. This occurs because
consumers value more product diversity and are, therefore, less sensitive to
spatial proximity. In the limit, when α = 0, distance becomes inessential and
q∗
1 (x) = 1/2 for all x ∈ X . On the other hand, when α → ∞ (the product
is homogeneous), q∗

1 (x) = 1 for x ∈ [0, ȳ) and 0 for x ∈ (ȳ, l], that is, each
consumer patronizes the closer store; we fall back onHotelling’s originalmodel.
Consider now Figure 7.3 in which a single firm locates at y1 and (M − 1)

firms at y2. It is straightforward to show that

q∗
1 (x) = q̄

1+ (M − 1) exp−αt(y2 − y1)
x ∈ [0, y1]

= q̄

1+ (M − 1) exp−αt[y2 − y1 + 2(y1 − x)]
x ∈ [y1, y2]

= q̄

1+ (M − 1) expαt(y2 − y1)
x ∈ [y2, l].

Figure 7.3: The equilibrium demand pattern to store 1 when the other stores are agglomerated
at y2.



The Formation of Urban Centers under Imperfect Competition 237

Clearly, the demand to firm 1 falls as the number of firms agglomerated at y2
rises, thus making the clustering of firms more attractive as a whole. When the
number of firms at y2 is not large, or when the degree of product differentiation
is not high, or both, store 1 has a demand over its hinterland and some part of
the contention segment, which exceeds the one at the market center (where the
other firms are agglomerated). However, when there are enough firms at y2, or
varieties are differentiated enough, or both, this advantage of the isolated firm
tends to vanish, and the market center becomes increasingly attractive.
It is worth noting that this behavior agrees with the gravity principle devel-

oped in retailing models by Reilly (1931) according to which distance between
places is an impediment to interaction whereas the size of a place makes it more
attractive to consumers. This principle has been extended to the description of
actual trip patterns by geographers and regional scientists and has generated a
vast and rich literature known as spatial interaction theory.17

As usual, firm i’s profits are

πi (p; y) = (pi − c)
∫ l

0
q∗
i (x)dx,

where q∗
i (x) is given by (7.39). Assume for the moment that all prices pi are

equal and fixed. Clearly, maximizing profits amounts to maximizing demand.
It can be shown that the agglomeration of M firms at l/2 is a Nash equilibrium
if and only if18

1/αtl ≥ (1− 2/M)/2. (7.40)

Hence, for given values of α and t , increasing the number of firms makes the
tendency toward central agglomeration weaker. Indeed, when M rises, the elas-
ticity decreases at each point (since Pi (x) decreases at all x) and the difference
between elasticity at the agglomeration and elasticity at a noncentral location
increases. As a result, the benefits of exploiting a local market may well exceed
those associated with a central location.
However, such an effect can be offset by a rise in product differentiation,

a fall in transportation cost, or both. Because the right-hand side of (7.40) is
bounded above by 1/2, it is apparent that the central agglomeration is always an
equilibrium for any largenumber of stores as long asαtl ≤ 2.This is reminiscent
of the results obtained in Section 6.3.3 for “small cities” provided that the
degreeof product differentiationplays the role of the intensity of communication
between firms.
Clearly, for agglomeration to arise, varieties must be differentiated enough

when M > 2. Consider, indeed, the extreme case in which all varieties are per-
fect substitutes. Then, if M > 2, any clustering of firms at the market center (or
somewhere else) is not an equilibrium. This occurs because any firm can always
substantially increase its sales by locating slightly away from the cluster (on the
larger side of the market if the cluster is not established at the market center).
Because the product is homogeneous, all consumers closer to the deviating firm
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than to the cluster will purchase from this firm so that this one can guarantee
to itself a market share equal to 1/2− ε instead of getting 1/M in the cluster.
Nevertheless, the benefits of such a deviation decrease as varieties become in-
creasingly differentiated because consumers ill-matched to the variety supplied
by the deviating firm will find it advantageous to go their way as far as the
cluster.
For the more general case in which firms compete in both prices and loca-

tions, we have the following:

Proposition 7.2 Consider M firms competing in mill prices and locations.
Then,p∗

i = c + M/α(M − 1) and y∗
i =l/2, i = 1, . . . , M , constitute a Nash

equilibrium when αtl ≤ 2.19

The structure of the proof is as follows (details are given in Part B of the
chapter appendix).20 When all firms are agglomerated, it is easy to see that
there is a unique price equilibrium at which the common price is p∗ = c +
M/α(M − 1). Assume now that M − 1 firms are set up at the market center
and charge p∗, whereas firm 1 is located at y1 < l/2, and set p1 ≥ c. Whatever
the value of p1, if αtl ≤ 2, firm 1’s profit is increasing in y1 over [0, l/2), and
so firm 1 wants to join the others at the market center. Because p∗ is the only
price equilibrium when all firms are together, firm 1’s profit is greatest when
p1 = p∗ and y1 = l/2. As in the preceding section, we therefore see that a high
degree of product differentiation, a low transportation rate or both, sustain the
agglomeration of the M stores at the market center. It can also be shown that
the market center is the only agglomerated location equilibrium.21

When transport costs are low, the benefits of geographical separation are
reduced and prices are lower.22 Firms might then choose to reconstruct their
profit margins by differentiating their products in terms of some nongeograph-
ical characteristics that are tangible or intangible. Stated differently, product
differentiation is substituted for geographical dispersion (this is shown in a
model of spatial competition by Irmen and Thisse 1998). In this case, firms no
longer fear the effects of price competition (the centrifugal force is weakened
by product differentiation) and strive to be as close as possible to the consumers
with whom the matching is the best. Because these consumers are spread all
over themarket space, firms set up at the market center and, therefore, minimize
their geographical differentiation. This result agrees with market potential the-
ory, as developed by Harris (1954) in classical economic geography according
to which firms tend to locate where they have the “best” access to markets in
which they can sell their product.
Consider now the implications of the logit model (7.39) for the sequential

Hotelling duopoly model. Anderson et al. (1992, chap. 9) have shown the exis-
tence and the uniqueness of a price equilibrium for any location pair when αtl
is sufficiently small. Using this price equilibrium, these authors were then able
to study the location game by appealing to numerical analysis. The following
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Figure 7.4: Firms’ equilibrium locations when consumers love variety.

results emerge (they are depicted in Figure 7.4). As 1/αtl rises from 0 to 0.30,
there is no location equilibrium (in pure strategies). For 0.30 < 1/αtl < 1.47,
there is a symmetric dispersed equilibrium that initially entails increasing geo-
graphical separation offirms.However,when1/αtl goes beyond some threshold
(around 0.76), the geographical separation starts to decrease. For 0.76 < /αtl <

1.47, an agglomerated equilibrium exists along with the dispersed one; how-
ever, the former is unstablewhereas the latter is stable. Finally, for 1/αtl ≥ 1.47,
there is a unique equilibrium that involves central agglomeration.
The intuition behind these results is pretty straightforward. An arbitrarily

small amount of differentiation is not sufficient to restore existence because
consumers’ shopping behavior, though smooth, remains very sharp (i.e., close
to the standard 0− 1 behavior). When existence is guaranteed, firms’ market
areas overlap, thus making price competition so fierce that firms want to move
apart. Beyond some threshold, the product differentiation effect tends to dom-
inate the price competition effect, and firms set up closer to the market center
because price competition is relaxed. Finally, for a sufficiently large degree of
differentiation, the market area effect becomes predominant and the agglom-
eration of sellers is the market outcome, as in the nonprice competition con-
text. In both the simultaneous and sequential games, the message is the same:
agglomeration arises when price competition is relaxed through sufficient prod-
uct differentiation.23
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7.3.2 The Efficiency of the Agglomeration of Firms

The welfare analysis reveals some unexpected results. Because consumers’
locations are fixed, the utility level across locations may not be the same, and
we cannot minimize total costs anymore. In optimum, prices are set equal
to the common marginal cost c so that consumers’ well-being depends only
upon the firms’ locations (y). In the homogeneous product case, total costs are
simply given by aggregate transportation costs. However, once we introduce
differentiation across varieties, consumers no longer patronize the nearest firm
on each trip (recall that all prices are equal to c) because they now benefit
from intrinsic differentiation between shops. In this context, one needs a more
general approach accounting for both distance and product diversity effects. The
appropriate measure is the indirect utility. For a consumer at x , it is obtained
by introducing the quantities (7.39) in the utility (7.38):

V (x ; y) = q̄

α
ln

[
M∑

i=1
exp−α(c + t |x − yi |)

]
.

Consumer surplus is defined by the sum of the individual indirect utilities:

S( y) =
∫

X
V (x ; y)dx (7.41)

because the density is assumed to be uniform.
Somewhat surprisingly, the optimum involves the agglomeration of firms as

long as αtl ≤ 2. In what follows, we give a proof for the case in which M = 2.
It is intuitively plausible (and it can be shown) that the pair of optimal locations
is symmetric. Hence, we may set y1 = l/2− a and y2 = l/2+ a and rewrite
the consumer surplus (7.41) as follows:

S(a) = 2

α

∫ l/2+a

l/2
ln[exp−αt(x − l/2+ a)+ exp−αt(l/2+ a − x)] dx

+ 2

α

∫ l

l/2+a
ln[exp− αt(x − l/2+ a)+ exp−αt(x − l/2− a)] dx .

After some routine manipulations, we obtain

S(a) = −t[l/4− a(1− 2a)]+ 2

α

∫ l

l/2+a
ln[1+ exp−2αt(x − l/2)] dx

+ 2

α
(l/2− a) ln[1+ exp 2αta]. (7.42)

Differentiating (7.42) with respect to a leads to

1− 4a − exp(−2αta) = 0. (7.43)
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Clearly a = 0 is always a root of this equation. A necessary and sufficient
condition for (7.42) to have a strictly positive root is that the derivative of
exp(−2αta) must be smaller than the derivative of 1− 4a, both evaluated at
a = 0. This is equivalent to αtl > 2. Differentiating (7.43) with respect to a
and using the second-order condition, we get

da◦

dα
> 0.

Hence, as the degree of product differentiation rises (α decreases), we see that
the optimal distance between the two stores falls. Because distance matters
less and less to consumers relative to preference for variety, moving the stores
toward more central locations becomes increasingly desirable; this allows one
to increase the accessibility of consumers dispersed over the entire segment to
more variety.
On the other hand, when αtl ≤ 2, the first derivative of S(a) is negative for

all admissible values of a, thus implying that S(a) is maximized at a = 0. In
other words, when the varieties are differentiated enough, the two stores must
be located at the market center to maximize the consumer surplus. This occurs
because the store’s attributes dominate the transportation factor sufficiently
to render the market center desirable from the consumer’s standpoint (see de
Palma, Liu, and Thisse 1994 for more details).
It remains to deal with profits. As usual, we assume free entry. Anderson

et al. (1992, chap. 7) have shown that the optimal number of firms is equal to the
equilibrium number minus 1. Therefore, we may conclude that the formation
and size of the cluster of stores at themarket center are (almost) socially optimal
when product differentiation is strong enough (αtl ≤ 2).
As noticed by Eaton and Lipsey (1979, 21), “it is part of conventional

wisdom of economists to refer to Hotelling and to the socially wasteful na-
ture of clustering whenever local clusters are encountered in the real world.”
Our results do not confirm this view because we have just seen that the forma-
tion of clusters is socially desirable when varieties are differentiated enough,
when transport costs are low enough, or both, that is, αtl ≤ 2. The conven-
tional wisdom is wrong here because it ignores the fact that firms sell differen-
tiated products whereas consumers have heterogeneous tastes. However, when
αtl > 2, it is not optimal to group firms anymore, and thus high transportation
costs result in separate locations. In this case, Anderson et al. (1992, chap. 9)
have provided several examples suggesting that the market may well provide
insufficient geographical dispersion.
Note, finally, the following relationship with the model of Section 7.2.When

firms’ land consumption (Sf) shrinks to zero, there is only one equilibrium in-
volving the agglomeration of all firms at the city center. This opens the door
to the possibility of extending the present model by adding a land market
(as in Section 4.5.3). Furthermore, the common equilibrium price (given in
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Proposition 7.2) is identical to (7.6) when M → ∞, suggesting that the mo-
nopolistic competition model of Section 7.2 can be viewed as the asymptotic
version of the spatial competition model discussed here.

7.3.3 Shipping Goods and Agglomeration

Shipping models come from a different tradition that derives from the analysis
of spatial price discrimination in an oligopolistic environment (local markets
are segmented, whereas they are tied in shopping models). When products are
delivered, the location of the customers is observable to the firms, which are
then able to price discriminate across locations (this corresponds to third-degree
price discrimination à la Pigou). Shipping models were initiated by Hoover
(1937) and have been much developed in the last two decades.24

Consider the case inwhich firms compete in price schedules. Thismeans that
each firm announces for each location a delivered price at which it is willing
to supply the corresponding customers (e.g., pizzerias). Then, discriminating
firms always want to be located far apart when the product sold is homoge-
neous (Lederer and Hurter 1986). This is again because price competition at
each consumer location is such a strong centrifugal force that firms are hurt
by geographical proximity. However, for exactly the same reasons as those dis-
cussed in Section 7.3.1, discriminating oligopolists locate closer when they
supply a product that is more differentiated (Anderson and de Palma 1988).
This tendency toward agglomeration is even stronger when firms compete in

quantity schedules. Indeed, as shown by Anderson and Neven (1991), when the
product is homogeneous, agglomeration at the market center is the unique equi-
librium for any given number M of firms if tl ≤ (1− c)/M , that is, if shipping
costs are sufficiently low. Hence, although the product is homogeneous, firms
do agglomerate because quantity-setting firms are less affected by competition,
making the market area effect dominant.
However, when t goes beyond some threshold, the center is no longer an

equilibrium: firms want to differentiate their locations in order to retain enough
customers near the market endpoints. This new effect, called the market pe-
riphery effect, corresponds to a centrifugal force. It is present in any spatial
competition model in which local demands are price sensitive. When trans-
portation costs are low, this force is not strong enough to prevent the market
area effect from dominating, thus leading to agglomeration. The opposite holds
when transportation costs get higher: the market equilibrium involves gradual
dispersion of producers. As in the shopping models both agglomerated and dis-
persed equilibria may coexist for some range of t (Gupta, Pal, and Sarkar 1997).
Accordingly, although shopping and shipping models have different aims

and obey different incentive systems, it seems fair to say that they are governed
by essentially the same centrifugal and centripetal forces, thus leading to similar
locational patterns under similar conditions.
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7.4 CONSUMERS’ SEARCH AND THE CLUSTERING OF SHOPS

As inSection 7.3, the population of consumers is uniformly distributed along the
segment [0, l], whereas firms sell differentiated varieties of the same product.
However, although the typical consumer knows which varieties are available
in the market, he is unsure about which variety is offered where and at which
price.25 Because consumers must compare alternatives before buying, they
must undertake search among firms. More precisely, it is assumed that the only
way for them to find out which variety is on offer in a particular store is to
visit this store and to pay the corresponding transportation cost. Indeed, it is
hard to figure out how good the matching with a product is without seeing
it. Collecting information by telephone may be helpful for prices but not for
varieties. Given the expense of gathering information, each consumer must
compare the cost of an additional bit of information with the expected gain in
terms of expected surplus. In a spatial setting, both vary with the consumers’
and firms’ locations.26

In such a context, when several firms are located together, it is reasonable to
assume that the typical consumer knows the location and the size of the cluster
but not its composition. Once the consumer arrives at the cluster, the travel
costs are sunk, and he can visit any store at a very low cost. In other words,
each consumer visiting the cluster enjoys scope economies in search. On the
other hand, the consumer must pay the transport cost to each isolated store
he visits. Geographical clustering of stores is therefore a particular means by
which firms can facilitate consumer search. Indeed, a consumer is more likely
to visit a cluster of stores than an isolated one because of the higher probability
he faces of finding a good match and a good price there. When firms realize
this fact, each of them understands that it might be in its own interest to form
a marketplace with others.
Matters are not that simple, however. As observed by Stahl (1982, 98),

the aggregate demand observed at a marketplace increases with its size, as defined by the
number of commodities offered there. Therefore, a seller, upon choosing a profit maxi-
mizing location, is confronted with the alternative either to establish a local monopoly
with a small market area and a large share of consumers purchasing, by lack of variety,
his variety; or to join other firms in a competitive marketplace with a large market area
in which he fetches the demand from only the small subset of consumers not substituting
away towards the other alternatives available there.

In other words, when a firm considers the possibility of joining competitors
within the same marketplace, it faces a trade-off between the following two
effects: a negative competition effect and a positive market area effect, both
being generated by the pooling of firms selling similar products. As we will see
in Chapter 9, a similar effect is at work in several models developed in economic
geography.
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In this section, we follow the analysis of Wolinsky (1983) and show how
a cluster of firms may emerge as a Nash equilibrium when firms sell their
varieties at a common fixed price. Product differentiation is modeled using a
spatial setting à la Hotelling–Lancaster. More precisely, varieties of the same
product are evenly distributed along a circleC of unit length, thus substituting a
Lancasterian space of characteristics to the geographical space used in
Section 4.5 (see, e.g., Lancaster 1979 and Salop 1979). The location ri of
firm i now stands for the position of its variety in the characteristic space C, the
location r of a consumer for his ideal product, whereas the transportation cost
s|r − ri | corresponds to the utility loss incurred for not consuming his ideal
product, where |r − ri | stands for the length of the shorter arc between r and ri .
As a result, a consumer is now described by two parameters: his location x in the
geographical space [0, l] and his ideal product r in the characteristics space C.
The two distributions are supposed to be independent so that the distribution of
consumer type (x, r ) is uniform over the cylinder whose basis isC and height l.
Nonconvexities in transportation are needed for the cluster to emerge here.

The simplest form is to assume that consumers bear some positive fixed cost
t0 each time they make a separate trip because of the corresponding terminal
conditions (e.g., parking, waiting time for a bus). This is certainly a reasonable
assumption and, if we did not make it earlier it is because the existence of a
positive fixed cost in transportation has no impact on the results obtained so far
inasmuch as consumers visit a single place each time they make a purchase.
On the other hand, as will be seen in Proposition 7.3, this turns out be to
be critical for the description of a consumer’s search strategy. Furthermore,
instead of considering t |x − y| as the cost of a round trip between x and y, it
now describes a one-way trip. This assumption is made because the return trip
may differ from the initial trip. Hence, if consumers were to know which firm
sells which variety, the indirect utility of a consumer of type (x, r ) patronizing
firm i would be given by

Vi (r, x) = Y − p + u − s|r − ri | − 2 (t0 + t |x − yi |),
where p is the common fixed price, s the marginal utility loss for not consuming
at one’s ideal product (also called the matching cost), yi firm i’s endogenous
location, and t0 the fixed transport cost. However, although consumers are able
to observe the location yi of firm i , they do not observe the variety (ri ) it sells.
For that, consumers must visit firm i and bear the corresponding travel cost.
Because we want a cluster formed by all firms to be an equilibrium, it is

sufficient to investigate the case in which M − 1 firms are located together at
yC, whereas the remaining firm (say firm M) is alone at yI �= yC, and to show
that this firm is better off by joining the cluster. For simplicity in notation, we
set� ≡ |yC − yI | > 0. In the case of such a configuration, the search plan of a
consumer then consists of a decision made on the basis of two things: (1) where
to start and (2) when to stop the search.
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A consumer has two possible plans: either he starts at the cluster and,
possibly, continues to the isolated firm, or proceeds the other way round. In
both cases, the consumer will adopt a sequential search with a fixed stopping
rule. Because prices are fixed and identical across stores, the only element
that matters in the consumers’ decision whether to continue a search is the
quality of the match between the searched varieties and the ideal product.
The optimal search is therefore to keep on searching until a variety within
the “reservation distance” in the characteristics space C is found. This means
that the consumer buys from the first store offering the variety whose
distance to the ideal product is less than, or equal to, the distance D at which
the expected utility increase from sampling another store is just equal to the
additional search cost (see below for the formal definition of the reservation
distance). When the consumer visits a shop in which the variety does not
fall within his reservation distance, the search is continued (McMillan and
Rothschild 1994).
Suppose that the consumer (x, r ) first visits the cluster. When visiting a new

store within the cluster, this consumer must bear a cost k independent of his
tastes and location. Because all consumers know that varieties are equidistantly
located along the circleC , consumers behave approximately as if the distribution
of varieties were uniform alongC when the numberM of varieties is largewhile
evaluating the benefit of a further search.
When the consumer has already visited some stores within the cluster and

the best-offered variety is at distance D from the ideal product, the expected
utility gain from visiting another store in the cluster is defined by the following
expression (recall that varieties are supposed to be uniformly distributed along
C):

B(D) =
∫ D

0
[(Y − p + u − sδ)− (Y − p + u − sD)] dδ

=
∫ D

0
(sD − sδ) dδ.

The reservation distance DC inside the cluster is then obtained by equalizing
the expected utility gain and the additional search cost, that is, DC is the unique
solution to the equation:

B(D) = k,

where k is the cost of sampling a new store in the cluster. The search is stopped
when a variety at a distance smaller than, or equal to DC is found in a store
established in the cluster. In other words, the typical consumer has an “accep-
tance zone” centered at his or her ideal point whose size is 2DC. The reservation
distance DC increases with the search cost k and decreases with the matching
cost s. Note that s and k must be such that DC = (2k/s)1/2 < 1/2, for otherwise
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no search would be undertaken. Furthermore, a consumer buys from any store
in the cluster he is going to visit with a probability equal to 1/2DC because this
is the probability that the variety supplied by this store falls in the consumer’s
acceptance zone.Because consumers have identical preferences (up to a rotation
of their ideal product) and the same beliefs about the distribution of varieties,
the value of DC is the same across consumers.
Assuming that the isolated store carries the variety at distance DI from his

ideal product, a consumer first visiting this store will buy from it if and only if
the expected gain from buying in the cluster does not exceed the transportation
cost to go there. The expected gain associated with a continued search at the
cluster is

(Y − p + u − sDC)− [s(DI − DC)+ k](1− 1/2DC)
M−1

− (Y − p + u − sDI),

where 1− 1/2DC is the probability that the consumer does not find a variety
within his acceptance zone in a store sampled at cost k within the cluster. Hence,
the reservation distance DI at the isolated firm is given by the solution of

s(DI − DC)− [s(DI − DC)+ k](1− 1/2DC)
M−1 = t0 + t�,

where t0 + t� is the transport cost to the cluster. Note that a positive solution
maynot exist. If it does, then DI increaseswith the transport cost (t0 and t) aswell
aswith the distance� between the isolated firm and the cluster.More important,
it decreases with the matching cost s and the number of stores established in
the cluster. As a consequence, the attractiveness of a cluster increases with its
size as well as with consumers’ matching cost.
The expected match is always higher when the cluster is visited first because

more varieties are available there. However, the expected transport costs to the
cluster and to the isolated firm, denoted respectively by TC and TI, generally
vary with the consumer’s location x . The following result identifies a sufficient
(but not necessary) condition on M and � for the difference in transport costs
(TI − TC) to be positive for all consumers when the distance between the cluster
and the isolated firm does not exceed �(M). Accordingly, when � ≤ �(M),
there is no spatial search (the proof is given in Part C of the chapter appendix).

Proposition 7.3 Consider M − 1 firms located at yC and one firm at yI. If M
is large enough, a distance �(M) exists such that all consumers first visit the
cluster if the distance between the cluster and the isolated firm does not exceed
�(M). Furthermore, �(M) is increasing in M .

The rest of the argument is straightforward. Let M > M̃ ≡ max{�(M),
1/2DC}. Then, if one firm is located at most �(M) away from the cluster, all
consumers choose to go to the cluster first. In addition, because M > 1/2DC,
each consumer finds in the cluster a variety below his reservation distance
DC. This implies that the isolated firm has no customers. As a result, this firm
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would be strictly better off by joining the cluster where it enjoys a market share
equal to 1/M . If the urban area is small enough for �(M) ≥ l/2 to hold, all
consumers therefore buy from the cluster. Accordingly, we have the following
result.

Proposition 7.4 Consider M firms selling differentiated varieties and a contin-
uum of consumers who do not know which firm offers which variety. If M > M̃
and �(M) ≥ l/2, then y∗

i = y∗ ∈ [max{0, l − �(M)},min{�(M)− l/2, l}],
for i = 1, . . . , M , is a Nash equilibrium.

In other words, the ignorance of consumers about the available varieties
leads to the emergence of a cluster when the size of the urban area is small (or,
equivalently, when variable transport costs as measured by t are low) and when
there are enough stores to make the cluster attractive to all consumers.
By now, the role played by the fixed transport cost t0 should be clear. If

this cost were equal to zero, all consumers located to the left of the isolated
firm would always visit this firm before the cluster because this firm could be
sampled at no cost. As a result, any single firm would have an incentive to
locate close to the cluster on the larger side of the market inasmuch as it would
be visited by a majority of consumers. That the emergence of a cluster is more
likely when the number of firms increases agrees with the gravity principle
developed in economic geography.
It is worth noting that the agglomeration may arise away from the market

center. Indeed, Proposition 7.4 does not require the cluster to be at the pointmini-
mizing total transportation costs.Anypoint such that no singlefirm is able tofind
an alternative location far enough to induce some consumers to visit it before
the cluster is an equilibrium even when most of the population is concentrated
away from it (note that the proof of Proposition 7.3 does not use the assumption
that the population is uniformly distributed along the interval [0, l]). To illus-
trate the implications of this result, consider a cluster established in the middle
of the urban area while this area starts expanding leftward. Then, the cluster still
attracts new firms entering the market even though more consumers are now lo-
cated to the left of the cluster. By its mere existence, a cluster generates a lock-in
effect similar to those that we will encounter in some subsequent chapters.
Of course, the cluster tends to be not too far from the market center because

stores need to offer good accessibility to all consumers. Once the urban area
extends far away into the same direction, some firms will want to create a new
cluster to the left of the original one, thus leading to a (hierarchical) spatial
structure of stores within the expanding urban area.
The foregoing findings can be extended to the more general case in which

firms also choose prices strategically and both prices and variants are not directly
observable by consumers. Wolinsky (1983) has then shown the existence of a
symmetrical price equilibrium.
Schulz and Stahl (1989; 1996) have shown that it is possible to uncover

additional and surprising results by considering a market of variable size. To
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this end, they consider an unbounded geographical space that allows them to
capture the idea that more competition within the cluster may attract more
customers coming from more distant locations, thus allowing the demand for
each variety to increase. In other words, the entry of a new variety may lead to
an increase in the cluster’s demand that outweighs the decrease in market share
inflicted on existing varieties. Furthermore, prices increase with the number of
firms so that individual profits first rise and then fall with the number of firms in
the cluster. Clearly, when the number of varieties is not too large, such positive
effects associatedwith the gathering of firms strengthen the agglomeration force
that lies behind the cluster.
Though several firmsmay collectively want to form a newmarket, it may not

pay an individual firm to open a new market in the absence of a coordinating
device. Consequently, a new firm entering the market will choose instead to
join the incumbents, thus leading to a larger agglomeration. In such a setting,
the entry of a new firm creates a positive externality for the existing firms
by making total demand larger. Although price competition becomes fiercer, it
appears here that firms take advantage of the extensive margin effect to increase
their prices in equilibrium. In other words, the market size effect “transforms”
goods that are substitutes in the consumers’ eyes into complements competing
in the samemarket. As observed by Eaton and Lipsey (1977), this might explain
the common fact that department stores encourage the location of competing
firms within the shopping center.
A related idea is explored by Gehrig (1998) when two differentiated mar-

kets are separated. Unlike Schulz and Stahl, Gehrig supposes that the aggregate
demand over the two local markets is fixed. The number of products available
in a local market increases with the number of consumers visiting this place,
thus reducing the average matching costs. The attractiveness of market there-
fore depends on the size of its clientele. Gehrig then shows that, in such a
setting, an entrant is likely to join one of the existing markets – especially when
transportation costs are low.
Although the context differs from those considered in Chapters 4 and 5,

the foregoing discussion illustrates once more the role that a land developer or
a public authority, internalizing here the demand externality, may play in the
emergence of a new commercial area such as a shoppingmall. Stated differently,
coordination failure (or a missing agent) strengthens the agglomeration force
generated by the lack of information on the consumer side.27

7.5 THE FORMATION OF URBAN EMPLOYMENT CENTERS

7.5.1 Monopolistic Competition on Markets for Intermediate Goods

In Section 7.2, we focused on monopolistic competition on the product market.
Here we want to show how the same principles can be applied to study how
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the availability of intermediate goods may affect the agglomeration of firms. In
Section 4.3, we have analyzed the role of variety in intermediate goods under
the assumption that all producers of such goods locate together in the CBD.
Our purpose is to make this center endogenous by following an approach that is
essentially identical to the one taken in Section 7.2 in that we replace consumers
by exporting firms and firms producing consumption goods by specialized firms
producing intermediate goods.
We consider again a linear space X = (−∞, ∞). There is a continuum Me

of identical firms selling a final good on the world market at a given price nor-
malized to 1, and using a continuumMs of specialized intermediate goods, land,
and labor. These firms can be interpreted as the headquarters of multinational
firms (e.g., New York), or as high-tech firms (e.g., the Silicon Valley), or as
manufacturing firms (e.g., old Pittsburgh or Detroit). The production function
of a firm belonging to the exporting sector is given by

Xe =
∫ Ms

0
v[q(i)]di (7.44)

in addition to the use of some fixed requirements of land Se and of labor Le.
In (7.44), q(i) is the quantity of the intermediate good i , and v(·) expresses the
contribution of any intermediate good to the output of the final sector. As in
Section 7.2, we assume that v is given by an entropy-type such as

v(q) =
{ q

α
(1+ logβ)− q

α
log q

α
if q < αβ

β if q ≥ αβ
.

Thus, the production function (7.44) exhibits increasing returns in the num-
ber of intermediate goods (the production counterpart of preference for variety
in consumption). Assume, indeed, that all intermediate goods are sold at the
same price p̄. If E stands for the expenses of the firm on all intermediate goods,
the consumption of i is given by q(i) = E/Ms p̄. Hence, we have

Xe = Ms

[
E

αMs p̄
(1+ logβ)− E

αMs p̄
log

E

αMs p̄

]

= E

α p̄
(1+ logβ)+ E

α p̄
log

αMs p̄

E
,

which is clearly increasing in Ms.
Each intermediate good is produced by one specialized firm under a constant

marginal cost c (measured in terms of the numéraire) while using some fixed
requirements of land Ss and of labor Ls. Hence, there is a continuum Ms of
specialized firms.
The units of Me and Ms are chosen for Se = Ss = 1. Depending on the

activities of the exporting firms, we may then have Me ≥ Ms. For example, if
the exporting firms belong to themanufacturing sector, it is likely thatMe > Ms
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because such firms use land extensively in comparison to service firms. By
contrast, if the exporting firms are the headquarters of multinational firms, one
expects Me < Ms.
Following the same approach as the one taken in Section 7.2, we may write

the profit function of an exporting firm located at x as follows:

πe(x) =
∫

X
{v[q(x, y)]− [p(y)+ t |x − y|]q(x, y)}ms(y)dy

− R(x)− WLe,

where p(y) is the common price of the intermediates available at y, q(x, y) the
quantity of each intermediate good purchased by the firm at x from a specialized
firm at y, t the common transportation rate of the intermediate goods, andms(y)
the number of specialized firms located at y. For the moment, the wage rate
W is treated as a given constant within the urban area. Maximizing the term
between curly brackets yields (7.5), and thus the profit function of an exporting
firm at x becomes

πe(x) =
∫

X
βms(y) exp−α[p(y)+ t |x − y|]dy

− R(x)− WLe. (7.45)

Similarly, the profit function of a specialized firm at x is

πs(x) = [p(x)− c]
∫

X
q(y, x)me(y)dy − R(x)− WLs.

Using (7.5) again, we obtain

πs(x) = [p(x)− c]
∫

X
αβme(y) exp− α[p(y)+ t |x − y|]dy

− R(x)− WLs. (7.46)

The common price of the intermediate goods is again

p∗
s ≡ p∗(x) = c + 1/α,

which is to be interpreted along the lines of (7.6). Substituting this result in
(7.45) and (7.46), we obtain

πe(x) = γ

∫
X
ms(y) exp(−αt |x − y|)dy − R(x)− WLe (7.47)

πs(x) = γ

∫
X
me(y) exp(−αt |x − y|)dy − R(x)− WLs, (7.48)

where γ ≡ β exp−(αc + 1).
Clearly, (7.47) and (7.48) are essentially identical to (7.7) and (7.8).

Therefore, the analysis developed in Section 7.2 similarly applies so that
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Proposition 7.1 holds under some obvious modifications (N → Me and M →
Ms). In particular, when there are more specialized firms than exporting firms,
the equilibrium involves the agglomeration of the exporting firms located with
some specialized firms, whereas the remaining specialized firms sandwich the
integrated district. This result sheds some light on the internal structure of
CBDs: the headquarters ofmultinationals agglomerate with some service firms,
forming the nucleus of the CBD, whereas other service firms locate in the outer
ring of the CBD.
This model can be extended by adding a residential sector as well as a labor

market. To this end, the equilibrium conditions of Section 6.3.3 must be gener-
alized to the case of two types of firms (the exporting and specialized firms). It
should then be clear to the reader that combining the results of Sections 6.3.3
and 7.2 allows one to show that the configurations presented in Figure 7.5
are possible equilibria in which H≡ households, E≡ exporting firms, and S≡
specialized firms.
In Figure 7.5, diagram (a) describes a city in which the exporting firms form

the nucleus of the CBD. Diagram (b) may depict an old industrial city in which
the service firms agglomerate at the very center of the city, whereas factories are
mostly in the outer ring of the business district. In diagram (c), in addition to the
central complex formed by both specialized and exporting firms, the exporting

Figure 7.5: The equilibrium city configurations with exporting and specialized service firms.
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firms also form two secondary employment centers because of their relatively
high consumption of land; however, these firms still buy their intermediate
goods from the CBD. In diagram (d), the entire metropolitan agglomeration
involves three connected cities in which all the intermediates’ services are
supplied to the exporting firms in the three cities.

7.5.2 Formation of Secondary Employment Centers

In the previous section, firms were assumed to be “small” relative to the market
size. This provides an incomplete picture of what we observe in the real world
because cities are often molded (at least partially) by a few firms that are
“large” relative to the urban labor market. Many examples may be found in
the industrialized world in which medium-size cites welcome a large plant
of a multinational firm (think of Toyota in Albany [Kentucky] or Renault in
Flins [France], whereas NEC, one of the largest Japanese electronics firms,
has decentralized its mass-production plant in medium-size cities throughout
Japan). The entry of such firms dramatically affects the nature of competition on
both the labor and land markets in the city. Furthermore, by the choice of their
location, such firms may create secondary employment centers. Finally, their
entry may also attract workers from other regions and cities, thus expanding the
local population. These issues have not yet been considered so far.
To study the impact of large firms on the urban spatial structure, we consider

a simple setting developed by Fujita, Thisse, and Zenou (1997). A large firm
considers locating a new plant in a city where none of the existing businesses
have a significant share of the urban labor market. The city itself is considered
to be a small open economy subject to inflow migrations. Because the entrant
is large relative to the city size, its location can therefore be viewed as a sec-
ondary employment center. By choosing a particular location, the firm affects
the process of competition on the labor market in a rather complex way; it also
affects the land rent, especially through the migration of rural workers who are
hired by the firm. Because it is large relative to the urbanmarket size, the entrant
anticipates the impact of its location on the residential equilibrium owing to the
migration of new workers.
Because the firm pays lower wages in the neighboring rural area where the

land rent is lower, competition for workers generates a dispersion force that
pushes the entrant away from the city center. However, as explained above, the
existence of specialized firms located in the CBD, as well as the information
flows generated by the CBD firms, acts as an agglomeration force that pulls the
firm toward the city center. Consequently, the emergence of a secondary employ-
ment center appears as the outcomeof the interplay of these twoopposing forces.
To formalize this problem, we consider the now familiar model of the mono-

centric and linear city whose population size may increase with the migration
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of new workers. The existing firms are located in the CBD treated as a point
and behave competitively on the labor market. In setting up its plant in the city,
the new firm will compete with the incumbents in the labor market. If the en-
trant locates at the CBD, then it must compete with the existing firms to attract
workers. This results in a higher wage that also pulls some workers from the
neighboring rural areas who come in small numbers. If the firm locates at the
outskirts of the city, its labor force is mainly constituted by new workers who
choose to reside in the urban area, and, therefore, the firm brings new workers
in the city in close proportion to its labor needs. In this case, the firm does not
compete with the CBD firms and is able to offer a lower wage. This is possible
because workers pay a lower rent on the land market and a lower commuting
cost.
Consider a linear city in which all existing firms are small and located in the

CBD, which is taken as the origin of the location space X = (−∞, ∞). In the
spirit of the open-city model (see Chapter 3), the population N of workers is
variable to allow for the migration of new workers. Workers are homogeneous,
each consuming a fixed amount of land normalized to 1 and a variable amount of
a composite good z (considered as the numéraire). Because the consumption of
land is fixed, theworkers’ utility level can be expressed through the consumption
z of the composite good. When they do not reside in the city, workers can
guarantee themselves a reservation utility level equal to z̄. Because the utility
level decreases with the population size, workers will migrate to the city until
they reach the utility level z̄. Let 0 be the city center and ye the location chosen
by the entrant. Then, the budget constraint of a new or incumbent consumer at
x working at yi (i = 0, e) is as follows:

z̄ + t |x − yi | + R(x) = w(yi ), (7.49)

where t is the unit commuting cost, R(x) the land rent at x , and w(yi ) the wage
rate at yi . This implies that bid rent for the CBD workers is

�(x ;w) = w − z̄ − t x . (7.50)

Before the entry of the new firm, the city is in the following state. If each
worker in the city receives a wage w, the residential equilibrium condition at
x ∈ X is

z̄ + t x + R(x) = w.

When the opportunity cost of land is normalized to zero, this implies that the
city expands on both sides up to the distance:

b = w − z̄

t
.
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Consequently, the labor supply function is

N s(w) = 2(w − z̄)

t
.

The optimizing behavior of the existingCBDfirms is subsumed in the following
linear labor demand function:

N d(w) = A − w

θ
,

where A and θ are positive constants. The market clearing wage is then

w∗ = At + 2z̄θ

t + 2θ
,

whereas the corresponding equilibrium employment is denoted by N ∗ ≡
2(A − z̄)/(t + 20). It is easy to check that the labor demand function can be
rewritten as follows:

N d(w) = N ∗ − w − w∗

θ
.

Given this monocentric city, we consider a new large firm, called e, entering
the city. We assume this is a branch of a nationwide corporation that chooses
the production target Q̄ and product price p̄ for its subsidiary as well as the
region where it is to be located. The local manager selects a specific location
within this region and the wage to be paid to the workers. The labor requirement
of this firm is fixed and equal to L̄ , whereas its land consumption is assumed
to be zero for simplicity. If firm e locates at ye and pays a wage we, its profit
function is

�e = p̄ Q̄ − we L̄ − (aye + c)Q̄, (7.51)

where a stands for the accessibility cost to the CBD services per unit of output
and distance and c is the marginal cost of all other inputs whose prices are
assumed to be independent of the firm location. Everything else being equal,
decreasing the distance to the CBD leads to a lower unit cost for the firm.
Because firm e is large relative to the city, it anticipates the impact of its loca-

tion and wage choice on the corresponding markets. Three types of equilibrium
configurations may arise, which are depicted in Figure 7.6.

Case 1. Firm e locates at the CBD (or near the CBD). Then, firm e competes
with the CBD firms to attract its whole labor force. Specifically, the labor
demand curve is shifted to the right by an amount equal to L̄ , whereas the supply
of labor is given by the existing population N ∗ augmented by some immigrants.
The land rent is uniformly shifted upward (see Fig. 7.6 (a)). The new equilibrium
wage is obtained by solving the labor market clearing condition:

N d(w)+ L̄ = N s(w),



Figure 7.6: The formation of secondary employment centers.
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that is,

w∗
1 = w∗ + L̄

1/θ + 2/t
. (7.52)

In this case, the labor market is fully integrated because all people work in (or
near) the CBD; the city employment increases by

�N1 = L̄

1+ t/2θ
,

which is always smaller than L̄ .
The same results hold true if firm e locates at y− smaller than

x− ≡ N ∗

2
+ L̄

t/θ + 2
− L̄

because the rise in population keeps the urban pattern symmetric.

Case 2. Firm e locates between x− and x+ where

x+ = (N ∗ + N̄ )/2.

Thefirm still competeswith theCBDfirms by attracting someworkerswhoused
to work for them (because ye < x+). However, its labor force is also formed
by immigrants (because ye > x−) so that it has some monopsony power on its
labor market. This implies that the urban labor market is segmented between
the central market and the market formed around firm e, which is reflected in
the two peaks of the land rent curve (see Fig. 7.6 (b)). The employees of firm e
reside near the city boundary, thus allowing this firm to pay a lower wage owing
to the lower commuting costs. The bid rent for the consumers working in the
new firm is

�(x ; ye, w(ye)) = w(ye)− z̄ − t |x − ye|, (7.53)

where w(ye) is the wage paid by the entrant.
Because the bid rents (7.50) and (7.53) must be the same at the labor-market

boundary, the equilibrium wage at the CBD is

w∗
2(0) = w∗

1 − A(θ )(ye − x−),

which obviously decreases when the entrant locates farther away from the CBD,
whereas the wage set by the entrant is

w∗
2(ye) = w∗ + 2z̄ + 2t L̄

3
+ A(θ )t(N ∗ + L̄)

6
− [1+ A(θ )]t

3
ye, (7.54)

where A(θ ) ≡ 1/(2+ 3t/2θ ). The urban employment rises by an amount
�N2(ye), which is always larger than �N1(ye) but smaller than L̄ . The
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creation of a secondary employment center breaks the symmetry of the urban
pattern.

Case 3. The new firm establishes itself outside the city at a distance L̄/2 from
the initial city fringe b. It hires immigrants only, whereas all former residents
keep working for the CBD firms (see Fig 7.6 (c)). There is no competition
between the two local labor markets, and thus both the preentry land rent and
wage still prevail after entry in the initial urban area. Firm e is a monopsonist
offering a wage given by

w∗
3 = z̄ + t L̄

2
. (7.55)

Urban employment is augmented by exactly L̄ , and a new center is created that
interacts with the preexisting city only through firms located at the CBD.
To sum up: using (7.52)–(7.55), we see the wage rate paid by the entrant de-

creases as its location moves away from the CBD. This is exactly the dispersion
force described in the foregoing.
Given the profit function (7.51), the entrant must balance the advantages pro-

vided by the greater proximity to the center against the intensity of competition
on the labor market as reflected by a downward-sloping wage gradient.
Which pattern will arise depends on the relative intensity of these two oppos-

ing forces. Because the profit function is piecewise linear in ye, the equilibrium
location is always at one extremity of the feasible interval associated with each
case. It is then easy to show the following:

Proposition 7.5 When the profit function is given by (7.51), the equilibrium
location of the entrant is such that

1. if aQ̄ > t L̄ , then y∗
e = 0

2. if t L̄ ≥ aQ̄ > t L̄[1+ A(θ )]/3, then y∗
e = x−

3. if t L̄[1+ A(θ )]/3 ≥ aQ̄, then y∗
e = x+.

When the intensity of communication with the service firms at the CBD is
strong enough (Case 1), the new firm will locate together with its competitors
on the labor market. At the other extreme, when the intensity of communication
is low, the firmwill choose to create an edge city at the fringe of the existing city
by appealing to immigrants only (Case 3). In between, there is interdependence
between the two local labor markets (Case 2). When the distance to the CBD
rises, the interdependence between these two markets weakens smoothly, as
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shown by the fact that the firm offers a continuously decreasing wage. It is in
this case that the entry of a new firm gives rise to the creation of a secondary
employment center within the city. The location of this center with respect to
the CBD eventually depends on the basic parameters of the urban economy. In
particular, when θ increases, labor demand by CBD firms becomes less elastic,
and thus firm e faces a fiercer competition on the city labor market. As a result,
it tends to locate toward the peripheral location x+.28

7.6 CONCLUDING REMARKS

One major conclusion of this chapter is that the clustering of firms and the
emergence of local labor markets within a city may correspond to equilibrium
outcomes once it is admitted thatmarkets are imperfectly competitive.Although
externalities are likely to be crucial in the formation of such agglomerations in
the real world, we believe that the results presented here support our claim that
the presence of imperfectly competitive markets is another major reason for the
existence of these agglomerations.
Even though we have used fairly specific models, some general principles

seem to emerge from our analysis. In particular, a commercial (employment)
center is likely to form when products (intermediate goods) are differentiated
enough, transport costs are sufficiently low, or both. This is in accord with
several of the results derived in Chapter 6 for which we assumed externali-
ties to be at work in an otherwise competitive environment. Interestingly, in
Part III we will encounter again the same kind of logic in the formation of a
core–periphery structure. In fact, the spatial monocentric structure obtained in
Propositions 6.2, 7.2, and 7.3 can be interpreted as the urban counterpart of the
core–periphery structure. We also notice that principles governing the working
of spatial product markets are similar, mutatis mutandis, to those to be applied
to spatial intermediate goods markets.
More surprising, perhaps, is that, when agglomeration occurs, it is often

socially desirable. This is because consumers like to try each variety and, there-
fore, benefit from a spatial concentration of sellers at the center of the urban
area. The need for agglomeration is even stronger when consumers have incom-
plete information about varieties and prices, for the grouping of firms allows
a substantial reduction in consumers’ search costs. Thus, besides the positive
effects that agglomeration may have for firms (as discussed in Chapter 6),
we have stressed here some of the positive effects of agglomeration for con-
sumers/workers. However, we would certainly be the last ones to claim that
agglomeration is always optimal. Quite the reverse is true. We have identified
some major dispersion forces that may pull typical urban economic activities
away from the city center. In addition, even when agglomerating firms is so-
cially desirable, we have seen that the place selected by firmsmay not be socially
optimal. We will return to this problem later.
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APPENDIX

A. Consider first any residential section [a1, a2] in the urban area [−l, l]. From
(7.9), we have

d2�(x)

dx2
= γα2t2

[∫ a1

−l
m(y) exp−αt(x − y)dy

+
∫ l

a2

m(y) exp−αt(y − x)dy

]
,

for m(y) = 0 over [a1, a2]. Because this expression is strictly positive, �(x) is
strictly convex over [a1, a2].
Assume now that [a1, a2] is a business section. Taking again the second

derivative of (7.9) yields

d2�(x)

dx2
= −γαt[exp−αt(x − a1)+ exp−αt(a2 − x)]

+ γα2t2
[ ∫ a1

−l
m(y) exp−αt(x − y)dy

+
∫ l

a2

m(y) exp−αt(y − x)dy

]
≤ −γαt[exp−αt(x − a1)+ exp−αt(a2 − x)]

+ γα2t2
[ ∫ a1

−l
exp−αt(x − y)dy +

∫ l

a2

exp−αt(y − x)dy

]
= −γαt[exp−αt(x + l)+ exp−αt(l − x)],

which is always negative, and thus �(x) is strictly concave over [a1, a2].
A similar argument applied to (7.10) shows that �(x) is strictly convex

(concave) over any business (residential) section.
B. Assume that firm 1 is located at y1 < l/2 and quotes a price p1, whereas

the others are at l/2, and set p∗ = c + M/α(M − 1). Firm 1’s profit is given by

π1(p1, y1) = (p1 − c)

[
y1

1+ (M − 1) exp(� − �)
+ l

2
− y1

− 1

ατ
ln
1+ (M − 1) exp(� + �)

1+ (M − 1) exp(� − �)

+ l/2

1+ (M − 1) exp(� − �)

]
,

where � ≡ αt/(l/2− y1) and � ≡ α(p1 − p∗). Therefore,

sign
∂π1

∂x1
= sign

{
tle�[e� + (n − 1)e�]2 + 1

α
(e2� − 1)[e� + (n − 1)e�]

× [1+ (n − 1)e�e�]− 2t y1e
�[1+ (n − 1)e�e�]

}
.
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If αtl ≤ 2, a lower bound for the right-hand side of this expression can be
obtained by replacing 1/α by tl(1− 2/n)/2 and is given by

tl

2

{
e�

[
1+ e2�

(
1− 4y1

l

)]
(n − 1)2e2�

[
(e4� − 1)+ 4e2�

(
1− 2y1

l

)]
(n − 1)e�

+ e�

[
3(e2� − 1)+ 2

(
1− 2y1

l

)]}
.

This expression is always positive for y1 < l/2 regardless of � when αtl ≤ 2,
and thus firm 1 wants to join the others at l/2.
It remains to show that it is more profitable for firm 1 located at l/2 to charge

p∗. Its profit is π1 = (p1 − c)lP1, where

P1 = exp(−αp1)

exp(−αp1)+ (M − 1) exp(−αp∗)
.

It can then readily be verified that

∂π1

∂p1
= (p1 − c)αlP1(P1 − 1)+ lP1

and

∂2π1

∂p21
= (p1 − c)α2lP1(P1 − 1)(2P1 − 1)+ 2αlP1(P1 − 1).

Evaluating ∂2π1/∂p21 at any price for which ∂π1/∂p1 = 0 gives −αlP1 < 0.
The profit function π1 is therefore strictly quasi-concave, and thus the solution
p1 = p∗ of ∂π1/∂p1 = 0 is a profit-maximizing price when firm 1 is with the
others.
C. Let TC be the expected transport costs when the consumer starts his or her

search in the cluster and TI the same cost when the search starts at the isolated
firm. First, we have the following inequality:

TC ≤ [t0 + t |x − yC|]+ [(t0 + t |x − yC|)[1− (1− DI)(1− DC)
M−2]]

+ [(t0 + t�)(1− DI)(1− DC)
M−2]

+ [(t0 + t |x − yI|)[(1− DI)(1− DC)
M−2

− (1− DI)(1− DC)
M−1]]

+ [(t0 + t� + t0 + t |x − yC|)(1− DI)(1− DC)
M−1], (A.1)

where

1. the first (bracketed) term, t0 + t |x − yC|, is the cost of going to the
cluster;
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2. the second term corresponds to the cost of returning home, t0 + t |x −
yC|, times the probability 1− (1− DI)(1− DC)M−2 that the consumer
assigns to buying in the cluster;

3. the third term stands for the cost of traveling from the cluster to the
isolated firm t0 + t� times the probability (1− DI)(1− DC)M−2 the
consumer wants to go there from the cluster;

4. the fourth term represents the cost to go home from the isolated firm,
(t0 + t |x − yI|), weighted by the probability (1− DI)(1− DC)M−2 −
(1− DI)(1− DC)M−1 that the consumer does not want to return to the
cluster;

5. the last term is the cost of going back to the cluster before returning
home, t0 + t� + t0 + t |x − yC|, weighted by (1− DI)(1− DC)M−1.

The inequality holds in (A.1) because the last weight, (1− DI)(1− DC)M−1,
overestimates the probability that the consumer wants to return to the cluster,
thus making the last term larger than it should be.
Second, we also have

TI ≥ [t0 + t |x − yI|]+ [(t0 + t |x − yI|)DI]
+ [(t0 + t�)(1− DI)]+ [(t0 + t |x − yC|)(1− DI)], (A.2)

where

1. the first term, t0 + t |x − yI|, is the cost of traveling to the isolated firm;
2. the second term is the cost of returning home, t0 + t |x − yI|, times the

probability DI of buying from this firm;
3. the third term stands for the cost of going to the cluster from the isolated

firm, t0 + t�, weighted by the probability, 1− DI, the consumer assigns
to this event; and

4. the last term represents the cost of going home from the cluster, t0 +
t |x − yC|, times the probability of being in the cluster, 1− DI.

The inequality holds in (A.2) because we do not account for the possibility that
the consumer might want to return to the isolated firm after having visited the
cluster.
Subtracting (A.1) from (A.2) and using the triangle inequality, we obtain

after some manipulations

TI − TC ≥ −2t� + (1− DI)[t0 + 2t� − (1− DC)
M−2t0

− (t0 + 2t�)(1− DC)
M−1]

≡ f (�).

Let � = 0 and choose M̂ large enough for (1− DC)M−1 to be smaller than
1/2. Clearly, f (0) > 0 because t0 > 0 and DI < 1, for otherwise a consumer
would visit a single place, that is, the cluster, and the problem would become
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trivial. On the other hand, f (�) < 0 when� is large enough. Because f (�) is
continuous, the intermediate value theorem implies a value �(M) exists such
that TI − TC > 0 for 0 ≤ � ≤ �(M).
Because �(M) is the smallest solution of the equation

−2t� + (1− DI)[t0 + 2t� − (1− DC)
M−2t0 − (t0 + 2t�)(1− DC)

M−1]
= 0,

it can readily be verified that �(M) increases with M .

NOTES

1. As discussed by Martinez-Giralt and Neven (1988), price competition may be so
aggressive that each firm chooses to concentrate its own production into a single
plant located away from its rivals.

2. Observe that adding a free-entry condition would allow us to determine the number
M of firms by the zero profit condition. This will be done later on.

3. Note that the entropy-type utility function is a close relative of the CES (see
Anderson et al. 1992, chaps. 3 and 4, for detailed analyses).

4. Observe that any equilibrium pattern can be shown to be symmetric (Fujita 1986).
5. Observe that Papageorgiou and Thisse (1985) have also shown the emergnce of the

agglomeration of firms and households in a related model but with a finite number
of locations.

6. This is not be necessarily true with a concave demand field in which consumers do
not care about small increases in distance in the vicinity of x = 0; see Fujita (1986)
for a counterexample.

7. The latter result confirms what we have seen in the previous chapter.
8. More details can be found in Fujita (1986; 1988).
9. Unless every transactionmust occur at givenmarketplaces, as in the Thünianmodel

(see Chapter 3).
10. This is done in Fujita (1988) for linear demand functions. However, his analysis

carries over to the case of exponential demand functions considered here.
11. Contrary to a widespread opinion, this result is not driven by the existence of

boundaries. To see this, consider a continuous distribution over the real line. Once
the two firms locate back to back at the median of the distribution. We believe that
several of the results presented here could be extended to this framework.

12. See Netz and Taylor (2001) for some empirical evidence.
13. This assumption has been relaxed by De Fraja and Norman (1993), who use linear

demands derived from a quadratic utility function.
14. Because the total consumption of the differentiated product is constant and the

same across consumers, we may set β = 1 in (7.4). Without loss of generality, the
utilityU is multiplied by α. It is then easy to see that (7.4) and (7.38) are equivalent.
See Anderson, de Palma, and Thisse (1992, Proposition 3.7) for more details.

15. See, for example, Anderson et al. (1992, chap. 3).
16. This model is often given a probabilistic interpretation, which can be found in

Anderson et al. (1992, chap. 9). In this case, it is assumed that consumers are
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influenced by various tangible as well as intangible factors at the moment of their
choice and that the relative importanceof these factorsmaychangeowing to external
factors. This implies that consumers’ purchase decisions are not based solely on the
full prices but also on firm-specific factors that are typically perceived differently by
different consumers. Such a behavior means that consumers at the same location do
not react in the same way to a firm’s unilateral change in strategy. The presumably
wide array of factors influencing consumers’ shopping behavior makes it problem-
atic for a firm to predict exactly a consumer’s reactions to a reduction in price. In
other words, the firm assigns a probability between 0 and 1 to whether a particular
consumer on a particular date will respond to a price difference by switching firms.
This is modeled by assuming that consumers maximize a random utility. Firms thus
implicitly sell heterogeneous products, and the random term in the consumer’s util-
ity expresses his matching with firms at the time of purchase. Even if prices do not
vary, consumers do not always purchase from the same firm over time. The values
of the choice probabilities Pi (x) depend on those of the full prices: the higher the
latter, the lower the former. Consequently, consumers’ behavior encapsulate a ten-
dency to buy from the cheapest shops. The expected demand to firm i is equal to the
integral of the choice probabilities over the market space; it is continuous in prices
and locations whenµ is strictly positive. However, the continuity of profits does not
suffice to restore the existence of an equilibrium. Additional restrictions on the pa-
rameters are necessary: the relative importance of the transport costs must be small
compared with that of the idiosyncratic components of the individual preferences.

17. Broadly speaking, this branch of economic geography aims at analyzing and fore-
casting any movement over space that results from human action (see, e.g., Anas
1987; Sen and Smith 1995; Webber 1979). Regarding gravity models, two addi-
tional remarks are worth making. First, the empirical relevance of gravity models
was known in the economics profession for a long time; see, for example, Isard
(1956) and Tinbergen (1962). Second, Anas (1983) has shown that gravity- and
logit-type models can be derived from the maximization of a random utility, thus
casting them into the realm of economic theory.

18. For a proof, see Anderson et al. (1992, chap. 9).
19. Here, consumers’ locations are fixed; hence, there is no mutual attraction through

the interplay of consumers’ and firms’ locations. Introducing a land market with
elastic demand for land would strengthen the tendency toward agglomeration (see,
e.g., Fujita and Thisse 1991).

20. See also Ben-Akiva, de Palma, and Thisse (1989) and De Fraja and Norman (1993)
for similar results when consumers have alternative standard preferences for dif-
ferentiated products. We may then safely conclude that the existence of an ag-
glomerated equilibrium under sufficient product differentiation is robust against
alternative specifications of demand.

21. The reader must remember that Hotelling considered a two-stage game in which
firms choose first locations and then prices. What we have just seen remains basi-
cally the same for such a game (Anderson et al. 1992, chap. 9).

22. This result had already been anticipated by Launhardt ([1885] 1993, 150, of the
English translation), for whom “the most effective of all protective tariffs [is] the
protection through poor roads.”
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23. This is confirmed by various papers in industrial organization studying product se-
lection in multicharacteristic spaces. In this respect, the main result is from Irmen
and Thisse (1998), who have shown that, in equilibrium, firms maximize differen-
tiation in the “dominant” characteristic but minimize differentiation in all others.
Consequently, when transport costs are no longer the dominant characteristic, firms
seek their profit margins in differentiated products instead of geographical separa-
tion. Indeed, once products are differentiated and transport costs low, firms are able
to benefit from a better accessibility to the whole market by locating at the market
center without being harmed by tough price competition.

24. Greenhut (1981) has presented the results of a survey of 241 firms in Germany,
Japan, and the United States. Mill pricing is used by 29% of the firms sampled,
whereas the remaining firms follow various types of delivered pricing. See also
Phlips (1983, chap. 1). Shopping and shipping models in spatial competition cor-
respond to the standard distinction between integrated and segmented markets in
international trade.

25. The model can be extended to the case in which consumers are also unsure about
firms’ prices when these are endogenous.

26. One point needs clarification. We consider a static model in which consumers shop
only once. This is of course a caricature of reality. Instead, one should think of an
environment in which new consumers arise over time in different locations. An-
other interpretation is that shops change their goods from time to time, as in the
case of fashion stores.

27. This is apparent in Stahl (1982), who has shown that the noncooperative market
outcome does not belong to the core of the cooperative game, the players of which
are the firms.

28. The model can be extended to the case in which the entrant is able to capitalize the
land rent it creates. The results are qualitatively the same, though there is a stronger
tendency for the entrant to locate in the periphery (Fujita et al. 1997).
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Industrial Agglomeration under
Marshallian Externalities

8.1 INTRODUCTION

The work of Marshall has been very influential in regional and urban studies
and has led to the concept ofMarshallian externalities, which aim at accounting
for the benefits associated with cluster formation. As seen in Chapter 1, these
benefits arise because of

1. the formation of a highly specialized labor force and the development of
new ideas, both based on the accumulation of human capital and face-
to-face communications (the latter has been analyzed in Chapter 6);

2. the availability of specialized input services (see Chapter 4); and
3. the existence of modern infrastructure (see Chapter 5).1

From the point of view of this chapter, the main distinctive feature of these
externalities is that they affect only the agents belonging to the same geograph-
ical area. They do not spread over other regions or, more precisely, their impact
on distant regions may be considered negligible.2

The now standard classification of Marshallian externalities is attributed to
Hoover (1936, chap. 6): (1) the localization economies, which are defined as
the benefits generated by the proximity of firms producing similar goods; and
(2) the urbanization economies, which are defined by all the advantages asso-
ciated with the overall level of activity prevailing in a particular area. These
external effects have been studied extensively from the empirical standpoint
(see, e.g., Henderson 1988, chap. 5, and the references therein).3 For example,
Hanson (1996, 1266) accurately points out that “the fact that New York City
remains a major apparel producer is perhaps the most persuasive evidence one
can find of localization economies.”

The evidence shows that both types of external effects are at the origin of
several specialized and prosperous areas. According to Jacobs (1969), urban-
ization economies are predominant, whereas Porter (1998, chap. 7) has argued
that the main reason for the success of industrial clusters in the global economy
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is the presence of strong localization economies. The conclusion to the debate
over localization versus urbanization economies is an empirical one and, for
the time being, it seems hard to foresee what the outcome will be. However, one
may conjecture that the results are likely to depend on the nature of the industry
as well as on the size of the area in question.

To a large extent, the idea of localization economies also explains the growth
and success of industrial districts, that is, regions that accommodatemany small
firms producing similar goods and that benefit from the localized accumulation
of skills associated with workers residing in these places (Becattini 1990).
Some industrial districts are engaged in high-tech activities (Saxenian 1994),
but others are involved in more traditional, labor-intensive activities, many of
which can be found in the “Third Italy” (Pyke et al. 1990, chaps. 4 and 5):
Sassuolo specializes in ceramic tiles, Prato is known for textiles, shoes are
made in Montegranaro, and wooden furniture in Nogara.

In any case, the combination of various factors turns out to be essential for
the localized accumulation of various types of knowledge within a region.4 For
example, Feldman and Florida (1994, 226) concluded a detailed study of the
geography of innovation in the United States by noticing that

innovation is no longer the province of the inventor, the risk-taking entrepreneur, the
insightful venture capitalist, or the large resource-rich corporation. Innovation instead
has its sources in a broader social and spatial structure – a landscape of agglomerated and
synergistic social and economic institutions welded into a technological infrastructure
for innovation.

The foregoing discussion as well as early work in urban economics
(Henderson 1988, chap. 5) leads us to consider Marshallian externalities as
factors positively affecting the local productivity through the accumulation of
some particular inputs available in the same area. Ever since the pioneering
works of Thünen ([1826], 1966), Marshall ([1890], 1920), and Weber ([1909],
1929), such external effects have been at the heart of most explanations of eco-
nomic agglomerations, but they tend to be invoked without much being said
about their underpinnings. The analyses provided in previous chapters should
shed light on what lies at the origin of such external economies. In this chapter,
our research strategy is to view Marshallian externalities as technological ex-
ternalities without accounting for the details of their specificity. This shortcut
allows us to explore the common implications of Marshallian externalities for
the spatial distribution of production activities.

The purpose of this chapter is twofold. First, we want to show how the
introduction of externalities into the neoclassical theory of regional economics
has affected the convergence property. We will see that even a small departure
from the standard framework is sufficient for the most typical market outcome
to involve a core–periphery structure in which one region is more prosperous
than the other. Stated differently, there is no longer convergence between nations
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or regions. Second, we wish to discuss the optimal strategies of firms facing
the possibility of enjoying lower costs inside a cluster or of establishing their
plants in spatially separated markets in order to enjoy more market power. The
main result here is the emergence of an asymmetric distribution of firms in an
otherwise symmetric environment.

In Section 8.2, we consider a simple setting with one mobile factor and
one immobile factor developed by Michel, Perrot, and Thisse (1996). As we
know, the neoclassical model predicts that the mobility of one production factor
suffices to yield regional convergence. The situationmay change dramatically if
there is a production externalitywhose local intensity depends on the quantity of
the mobile factor gathered into one region. We will see that such an externality
may lead to the expansion in wealth of the region with the initial advantage at
the expense of the other, thus providing an example of the circular causation
process proposed by Myrdal (1957, chap. 3) to explain economic development.
Similar results will be obtained in more specific contexts in Chapter 9.5

In the next two sections, we take a similar line of reasoning but focus on
a microeconomic setting in which firms compete in price while being able to
benefit from Marshallian externalities in their location choices (Belleflamme,
Picard, and Thisse 2000). Specifically, we follow Chipman (1970) by assum-
ing that firms belonging to the same sector benefit from a higher productivity
when they locate together.Wewant to highlight how these external effects inter-
act together with the dispersion forces generated by market competition within
the global economy to lead to cluster formations of different sizes. Indeed, if
localization economies are obviously an agglomeration force, it is also well
known that geographical proximity renders price competition on the product
market fiercer (Section 7.3). In other words, firms have an incentive to separate
from one another to enjoy local market power. Consequently, whereas firms
enjoy low costs when they concur in their locational choices, they can sell their
products at higher prices when they are dispersed.

This is not the end of the story, however. Even if price competition is re-
laxed through product differentiation, it is still true that firms want to be far
apart when transport costs are high. Because the spatial distribution of demand
is supposed to be unaffected by the locations and sizes of clusters, the cost
reduction associated with the agglomeration may be more than offset by the
fall in exports. By contrast, firms could enjoy higher profits by being local
monopolists. Consequently, transport costs have to be low for firms to congre-
gate. In other words, firms must be able to serve almost all markets equally
(globalization) to enjoy the local advantages associated with the formation of
a cluster (localization). Consequently, the formation of an industrial cluster
appears to depend on the relative strength of three distinct forces: the mag-
nitude of localization economies, the intensity of price competition, and the
level of transport costs. In such a context, the number of firms is likely to
matter, and we therefore consider two very different market structures, that is,
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competition within a small group (Section 8.3) and within a large group of
firms (Section 8.4).

It is reasonable to believe that the intensity of localization economies varies
across regions. This is why we consider in Section 8.3 an oligopoly in which
the production cost reduction firms may enjoy by being together changes with
the region in which they set up. Such a setting provides a benchmark to study the
decisions of a small number of large firms behaving strategically because each
firm is aware that its locational choice affects not only its production cost but
also its rivals’. This setting also captures some critical elements of the trade-
off faced by large firms in designing their competitive strategy such as those
belonging to the German chemical clusters.

In Section 8.4, we move to the case of a large group of firms in which there is
no explicit strategic interaction: each firm has a negligible impact on the others
but is aware that its locational choice affects its production cost because this
factor depends on where its competitors are located. This market structure will
allow us to study the emergence of industrial clusters involving a large number
of small firms, such as those existing in Italy.

8.2 FACTOR MOBILITY AND AGGLOMERATION ECONOMIES

Consider an economy formed by two regions r = A, B. There are one product
and two production factors. The product is costless to transport. One factor is
immobile, whereas the other responds to market disequilibrium by moving into
the more attractive region. Although other interpretations are possible, it is
convenient to think of the mobile factor as the skilled workers and the immobile
one as the unskilled workers. Indeed, empirical studies suggest that skilled
workers are more mobile than the unskilled between distant locations (e.g.,
Shields and Shields 1989; SOPEMI 1998) perhaps because education generates
human capital that is easily transferable to other regions.6

In region r , the output Yr is produced according to the production function

Yr = E(Hr )F(Hr , Lr ),

where Hr stands for the number of skilled in region r , with H = HA + HB ,
whereas Lr represents the number of unskilled with L = LA + LB . Both H and
L are fixed.The total number ofworkers in region r is denoted by Pr = Hr + Lr .
Because we wish to focus on the pure effects of the forces at play, we consider
the case of symmetric regions, and thus LA = LB = 1.

The production function, common to the two regions, consists of two parts:
(1) a neoclassical production function F(Hr , Lr ) with constant returns and
diminishing marginal product and (2) an externality function E(Hr ) that has
the nature of a Hicksian shift factor (as in Section 4.4). For notational simplicity,
we set

F(Hr , 1) ≡ f (Hr ),
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where f ′(Hr ) > 0, f ′′(Hr ) < 0, whereas the Inada condition f ′(0) = ∞ is sup-
posed to hold. In the present context, it seems natural to assume that the intensity
of the externality increases with the number (or mass) of skilled residing in the
same region, and thus E is continuously increasing on [0, H ]. Such a produc-
tion externality is a force fostering the agglomeration of the skilled into a single
region. However, increasing the number of skilled in a given region decreases
their marginal productivity gross of the externality effect. As a result, the wage
the skilled workers earn in the large region may eventually decline, thus leading
to a dispersed pattern of production.

The regional output markets are perfectly competitive. There are no trans-
portation costs, therefore, the price of the output is the same in the two regions
and is normalized to 1. Similarly, regional factor markets are perfectly compet-
itive, and thus the regional wage of each factor is given by its regional marginal
productivity. Because each firm in region r is negligible to the market, it con-
siders the externality E(Hr ) as given. Therefore, since both regional markets
for the skilled are perfectly competitive, we have

wH
r = E(Hr ) f

′(Hr ) r = A, B. (8.1)

Workers have identical preferences. The utility of a j-worker ( j = H, L)
living in region r (r = A, B) is given by

U j
r = u(w j

r

) + er (Pr ),

where u(w j
r ) is the indirect utility derived from the wage w

j
r , and er (Pr ) is a

consumption externality depending on the total population residing in region
r .7 We assume that the consumption externality has the same functional form
across the two groups of workers and is given by

er (Pr ) = v

(
Pr ,
Pr
Sr

)
,

where Pr/Sr is the density of population in region r , and Sr the area of this
region. Note that Sr need not be the physical size of the region; for example,
Sr could be the given amount of any public infrastructure or natural amenity
consumed by workers. As for the unskilled, we assume that the two regions
have identical endowments: SA = SB = S.

The function v is the same across regions so that none of themhas a structural
advantage.We also assume that v′

1 > 0 and v′
2 < 0. The first inequality (v′

1 > 0)
expresses a conviviality effect of the type analyzed in Section 6.2: the larger the
population in region r , the higher the potential for social interaction. However,
as discussed in Chapters 3 and 5, the positive effect of a larger population
in region r is counterbalanced by crowding effects expressed by the second
inequality (v′

2 < 0). For example, a larger population living in a given area is
likely to face a higher pollution and crime rate that reduces theworkers’ welfare.
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Hence, there is a trade-off because the first effect encourages the agglomeration
of skilled workers, whereas the second fosters their dispersion.When additional
insights are required, we use the following specification for the consumption
externality:

v(Pr ) = aPr − b(Pr/S)2, (8.2)

where a and b are two positive constants expressing the relative importance of
the amenity and crowding effects in workers’ well-being.

Let us now describe themigration behavior of the skilled.Migration is driven
by the utility differential:

Ḣ A = [
u
(
wH
A

) + e(PA)
] − [

u
(
wH
B

) + e(PB)
]
, (8.3)

for, as will be seen, HA and HB are always positive. In this case, the utility a
skilled worker obtains in a given region depends on the regional wage, which
varies with the number of skilled workers but also with the various consumption
externalities generated inside this region by the local population. Various types
of externalities are thus operative.

When regional amenities are weakly affected by the migration of the skilled,
it is convenient to assume that they are the same in both regions, in which case
migration is governed by the wage differential:

Ḣ A = u(wH
A

) − u(wH
B

)
. (8.4)

8.2.1 Migrants as Labor Suppliers

We suppose here that the migration of the skilled workers has no significant
impact on residents’ well-being perhaps because a and b are very small.

Because HB = H − HA, we have Ḣ B = −Ḣ A so that we can restrict our-
selves to studying the dynamics of HA. Substituting (8.1) into (8.4) yields the
following equation of motion:

Ḣ A = u[E(HA) f ′(HA)]− u[E(H − HA) f ′(H − HA)]
≡ φ(HA). (8.5)

As seen in the foregoing, two opposite effects at work. The equilibrium
distribution of skilled workers is the outcome of this trade-off. Because f ′(0) =
∞ and u is monotonically increasing, it follows that Ḣ A > 0 when HA → 0
and Ḣ A < 0 when HA → H . Furthermore, the function φ defined in (8.5) is
continuous in HA. The theorem of intermediate values therefore implies that
at least one equilibrium distribution of the skilled exists at which Ḣ A = 0
and 0 < HA < 1. The preceding boundary conditions mean that all equilibria
are interior. In other words, the immobility of the unskilled and the asymptotic
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property of the production function f imply that all the skilled never concentrate
into a single region.

A sufficient condition for a unique, and therefore stable, equilibrium is that
φ be monotone decreasing. This is so when the function E(x) f ′(x) is strictly
decreasing in x because u is strictly increasing. This condition means that an
increase in the number of skilled in a given region is such that the positive effect
of the production externality is always dominated by the negative effect of the
marginal productivity decrease, or

E ′(x)
E(x)

<
− f ′′(x)
f ′(x)

x > 0.

This is clearly so when there is no production externality, as in the standard neo-
classicalmodel. Such a situation is depicted in Figure 8.1, where the equilibrium
distribution of the skilled is symmetric and globally stable.

When there are multiple equilibria, not all equilibria are stable. Accordingly,
the emerging equilibrium depends on the initial distribution of skilled workers
for the path followed by the economy is unique. To illustrate, assume that the
production externality is given by

E(Hr ) = exp(εHr ) r = A, B, (8.6)

where ε is a positive constant. The production function is of the Cobb–Douglas
type:

F(Hr , Lr ) = Hα
r L

1−α
r or f (Hr ) = Hα

r r = A, B (8.7)

Figure 8.1: The symmetric equilibrium is stable.
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Figure 8.2: The partially agglomerated equilibria are stable.

with 0 < α < 1, whereas the utility u is

u
(
wH
r

) = log
(
wH
r

)
r = A, B. (8.8)

It is shown inPartAof the chapter appendix that there three interior equilibria
exist (see Figure 8.2) if and only if the following condition holds:

εH > 2(1− α), (8.9)

meaning that the intensity of the production externality is sufficiently strong
compared with the share of the unskilled in the production process.

In this case, the symmetric equilibrium is unstable, whereas the asymmetric
equilibria are stable. An asymmetric equilibrium involves more agglomeration
when the production externality is stronger, when the cost share of the unskilled
is weaker, or both. The region with the larger share of skilled workers will
attract more and more workers and will grow at the expense of the other region,
which loses a fraction of its skilled workers even when the two regions are
initially almost similar. This process shows how a small initial advantage in one
region is magnified through the action of the production externality. Although
the skilled always earn the same wage in both regions, this is no longer true
for the unskilled at each peripheral region: the larger the number of skilled
in a region, the higher the wage of the unskilled. Thus, the economy displays
a core–periphery structure when the strength of the production externality is
sufficiently strong. In this case, there is a stable equilibrium in which regions
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Figure 8.3: Bifurcation diagram of equilibria.

are ex post dissimilar although they are ex ante almost similar. It is worth noting
that the reasons for preventing all the skilled from concentrating into a single
region are the immobility and the “essentiality” of the unskilled (in the sense
of the Inada limit condition). The structural changes in the spatial equilibrium
in terms of the production externality parameter ε are depicted in Figure 8.3.
Furthermore, although the unskilled initially earn (more or less) the samewage,
those residing in the core region end up with higher wages, and those living
in the periphery with lower wages, than had been the case initially. Hence, we
have here a neat example in which agglomeration generates inequalities within
the same group of individuals.

On the contrary, when ε, α, or both are sufficiently small for (8.9) not to
hold, the two peripheral equilibria disappear, and there is a single equilibrium
involving dispersion. Therefore, at εH = 2(1− α) there is a discontinuity in
the set of equilibria.

The preceding discussion is summarized in the following proposition.

Proposition 8.1 Assume two regions with the same endowment of unskilled
who are immobile and essential, whereas regional amenities are independent
of the population size. If the production externality is not too strong, a unique
stable equilibrium exists, and this equilibrium involves equal dispersion of the
skilled workers. However, if the production externality is sufficiently strong, any
stable equilibrium involves more than half of the skilled workers in one region,
and the wage of the unskilled in the region having the larger number of skilled
workers is higher.

8.2.2 Migrants as Labor Suppliers and Amenity Consumers

We now assume that the migration of the skilled affects the level of amenities
in the two regions. Accordingly, the (indirect) utility that an individual obtains
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in a given region depends not only on the regional wage but also on the various
consumption externalities generated in this region by the local population.

Substituting (8.1) into (8.3), we get

Ḣ A = [u(HA)+ eA(HA + 1)]− [u(H − HA)+ e(H − HA + 1)]

≡ ψ(HA), (8.10)

where u(x) ≡ u[E(x) f ′(x)]. As in the foregoing, Ḣ A > 0 when HA → 0 and
Ḣ A < 0 when HA → H . Furthermore, ψ is continuous on [0, H ]. Hence, at
least one equilibrium exists, all equilibria are interior, and the equilibrium is
globally stable when unique.

Because we consider the case of regions with identical endowments, it can
readily be verified that H∗

A = H∗
B = H/2 is always an equilibrium. However,

this equilibrium may be unstable. To study its behavior, we linearize (8.10) in
the neighborhood of H/2 and obtain

Ḣ A 	 2m(HA − H/2) [u′(H/2)+ e′(H/2+ 1)], (8.11)

where m is a positive constant. It then follows from (8.11) that the symmetric
equilibrium is stable if and only if

u′(H/2)+ e′(H/2+ 1) < 0. (8.12)

This means that the marginal effect of increasing the number of skilled in any
region is negative at the symmetric equilibrium. More precisely, u′(H/2) < 0
suggests that the equilibrium wage of the skilled decreases with their number
when these workers are equally distributed between the two regions, whereas
e′(H/2+ 1) < 0 implies that the marginal crowding effect dominates the con-
viviality effect when the population is evenly split. As before, regional wages
are equal inside each group of workers for the symmetrical equilibrium.

When the opposite inequality holds in (8.12), the symmetric equilibrium is
unstable, thus implying that the market equilibrium involves some concentra-
tion of the skilled even though both regions are a priori identical. Either the
production externality or the conviviality effect destroys the stability of the
symmetric equilibrium and leads to outcomes in which regions are ex post dif-
ferent. In particular, at any stable asymmetric equilibrium, each type of worker
earns different wages in different regions. In other words, persistent wage differ-
entials may well occur even when regions are ex ante identical. For the skilled,
this result occurs because earning differential compensates for amenities and
congestion differences. This is compatible with an equilibrium state in which
the skilled have the same utility level. However, for the unskilled, wage differ-
ence reflects differences in marginal productivities as a result of the imbalance
in the spatial distribution of skilled workers.

To get a richer characterization of the equilibrium, we return to the special
case given by (8.6)–(8.8) as well as by (8.2). It is shown in Part A of the chapter
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appendix that there are at most three equilibria. The stability properties of
these equilibria are similar to those discussed in Section 8.2.1, and equilibrium
configurations are qualitatively comparable to those depicted in Figures 8.1,
8.2, and 8.3. Because both regions are ex ante identical, three equilibria exist if
and only if

ε + a − b(H + 2)/S2 > 2(1− α)/H. (8.13)

This condition reduces to (8.9) when there is no consumption externality
(a = b = 0). Clearly, inequality (8.13) is likely to hold when the convivial-
ity effect is strong relative to the crowding effect, the production externality is
strong, or both. Note that we may have three equilibria even though there is no
production externality (ε = 0).

In equilibrium, we must have

{a − b[(H + 1)/S)2} (2HA − H ) = log wH
A − log wH

B .

Because the derivative of this expression with respect to HA is equal to

2{a − b[(H + 1)/S)2} = e′[(H + 1)/2]

the wage differential varies monotonically with HA. Consequently, when there
are three equilibria, the two stable asymmetric equilibria involve wage disper-
sion for both types of workers.

We may summarize this discussion as follows:

Proposition 8.2 Assume two regions with the same endowment of unskilled who
are immobile and essential. When the production externality is sufficiently weak,
the crowding effect is strong enough, or both, there is a single stable equilibrium
that involves full dispersion of the skilled workers. Otherwise, there are several
stable equilibria such that more than one half of the skilled are in one region
and the wage within each group also varies between regions.

A few general principles emerge from this analysis.

1. Technological externalities may be sufficient to generate agglomera-
tion and a core–periphery structure even when the economy is perfectly
competitive.

2. The geographical immobility of one group of workers (or of one produc-
tion factor such as land) may be sufficient to preclude the concentration
of production in a small number of regions. Indeed, if this group of
workers is essential for the production process, the law of diminishing
returns is applicable to the other groups, thus reducing the benefit these
groups may have from being fully agglomerated. This result fosters the
dispersion of production. It is only when the agglomeration externalities
are sufficiently large that substantial regional discrepancies may arise.
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3. When amenities vary with the population size, the equality of wages
between regions does not necessarily hold in equilibrium. Labormobility
aims at equilibrating the combination of wages and external effects.

4. The existence of a production externality implies that the global product
is maximized when both groups of workers are concentrated in a single
region. As expected, the immobility of the unskilled leads to efficiency
losses – at least when amenities are not affected negatively by population
size. However, global product as a social objective may be rather a poor
goal because narrowing regional discrepancies in per capita incomes
may also be a policy objective (Michel, Pestieau, and Thisse 1983). In
this perspective, the “emptiness” of a region would appear as a negative
outcome.

5. Evenwhen both skilled and unskilledworkers aremobile, agglomeration
externalities and crowding operate in opposite directions. Thus, the mar-
ket equilibrium crucially depends on the relative strengths of these two
effects, and making predictions about the spatial equilibrium therefore
appears to be hard.8

8.3 OLIGOPOLY, LOCALIZATION ECONOMIES,
AND REGIONAL ADVANTAGE

Consider an industrywith twofirms (say 1 and 2) each producing a differentiated
variety of the same product. Both firms decide first to locate in either of two
possible regions (say A and B) and then compete in prices. In order to focus
on the pure impact of localization economies, we assume here and in the next
section that regions A and B are characterized by the same market conditions.
This implies that consumers stay put and do not change their locationswith those
of the firms considered. More precisely, in each region the demand functions
for the two varieties are generated by a representative consumer who has the
following quadratic utility function:

U (q1, q2) = α(q1 + q2)− (β/2)
(
q21 + q22

) − δq1q2 + z, (8.14)

where qi (i = 1, 2) is the quantity of variety i , and z is the quantity of numéraire
consumed. As usual, we have α > 0 and 0 ≤ δ < β. The consumer’s budget
constraint is y = p1q1 + p2q2 + z.

Maximizing (8.14) subject to the budget constraint yields the standard lin-
ear inverse demand schedule pi = α − βqi − δq j in the price domain where
quantities are positive. For δ = β, the demand function for variety i is given by

qi = a − bpi + d(p j − pi ), (8.15)

where a ≡ α/(β + δ), b ≡ 1/(β + δ), and d ≡ δ/[(β − δ)(β + δ)].
The demand system (8.15) may then be interpreted as follows. Parameter d

is an inverse measure of the degree of product differentiation between varieties:
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they are independent when d = 0 (i.e., δ = 0) and perfect substitutes when
d → ∞ (i.e., β = δ). In other words, increasing the degree of product differ-
entiation between varieties amounts to decreasing d.9 The own-price effect is
stronger (as measured by b + d) than each cross-price effect (as measured by
d). Finally, parameter b gives the link between individual and industry demand
(total demand becomes perfectly inelastic when b → 0, as in the Hotelling
model).

To export its product, each firm has to incur a constant unit transportation
cost from one region to the other; this cost is given by t units of the numéraire.
The production cost structure of the firms depends on their proximity and is
described by the following set of assumptions:

� When firms are located in different regions, their marginal cost of produc-
tion is equal to a constant c > 0.

� When firms are located in the same region, they benefit from some positive
localization economies. This means that their marginal cost is reduced by
a positive amount thatmay be region-specific.More precisely, if both firms
locate in region r = A, B, firm i’s cost is given by c − θr .

In other words, firms experience the same reduction in their marginal pro-
duction cost when they locate together. However, this reduction may depend
on the region where they locate because the nature and intensity of nonmarket
interactions between firms may vary from one region to the other. For example,
the stock of skills accumulated in a region cannot be moved to another one. A
worker operating in a repeated production context continuously uncovers the
many facets of the available techniques and gradually adjusts her behavior so
as to improve productivity over time. However, workers are heterogeneous not
only because they have different skills (by nature as well as by nurture) but also
because they face different experiences and have different abilities of learning.
When they live in the same locale, they can share their knowledge through
various types of social interactions which, in turn, increases their productivity
when they are combined within firms. Such features are specific to particular
regions.Without loss of generality, it is assumed that the cost reduction is larger
in region A than in region B: θB ≤ θA < c.

We solve the game for its subgame-perfect Nash equilibria by backward
induction. We start by solving the second stage of the game. Two different sub-
games are to be considered according to whether the firms are located together
or separately. In both cases, it is supposed that markets are segmented, that
is, each firm sets a price specific to the market in which its product is sold
(see Section 7.3.3). Indeed, there are many good reasons to believe that firms
want to use spatial separation to segment their market (Horn and Shy 1996;
Thisse and Vives 1988), and empirical work confirms the assumption that in-
ternational, not to say interregional, markets are still very segmented (see, e.g.,
McCallum 1995; Head and Mayer 2000; Wolf 2000).
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8.3.1 Interregional Price Competition

1. Assume that both firms are located in region r . Let pir and qir , respec-
tively, denote the price and quantity of the product sold by firm i in region
r . Firm i’s problem entails choosing the prices pir (the home price) and
pis (the foreign price) that maximize its profit function defined as fol-
lows:

πi = [pir − (c − θr )][a − bpir + d(p jr − pir )]
+ [pis − (c − θr )− t][a − bpis + d(p js − pis)]. (8.16)

A similar expression holds for firm j .
It is well known that this game has a unique Nash price equilib-

rium. Taking the first-order conditions and solving for the system of four
equations in four unknowns, we obtain the following equilibrium prices:

pir = p jr = a + (b + d) (c − θr )

2b + d ≡ phr (8.17)

pis = p js = a + (b + d) (c − θr + t)
2b + d ≡ p fr ,

where we use the subscript r to refer to the case in which both firms are
located in region r and use h and f to denote variables related to the
home and foreign markets.

Equilibrium quantities such as the following are easily found:

qir = q jr = (b + d) [a − b(c − θr )]

2b + d ≡ qhr (8.18)

qis = q js = (b + d) [a − b(c − θr + t)]
2b + d ≡ q fr .

It can readily be checked that qhr = (b + d) (phr − c + θr ) and q
f
r =

(b + d) (p fr − c + θr − t). Thus, the equilibrium quantities andmarkups
are positive (meaning that we have an interior solution and that both firms
export to region s) provided that10

t <
a − bc
b

− θr . (8.19)

Plugging (8.17) and (8.18) into (8.16), we obtain each firm’s common
equilibrium profits when they are located together in region r as follows:

πr = b + d
(2b + d)2 {[a − b(c − θr )]

2 + [a − b(c − θr + t)]2}.
(8.20)
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2. Suppose now that firm i is located in region r and firm j in region s = r .
Firm i’s profit function is now written as follows:

πi = (pir − c)[a − bpir + d(p jr − pir )]
+ (pis − c − t)[a − bpis + d(p js − pis)]. (8.21)

Again, a similar expression holds for firm j .

Taking the first-order conditions and solving the corresponding system of
four equations, we obtain the following equilibrium prices:

pir = p js = a + (b + d)c
2b + d + (b + d)dt

(2b + d) (2b + 3d)
≡ phS

pis = p jr = a + (b + d)c
2b + d + 2(b + d)2t

(2b + d) (2b + 3d)
≡ p fS ,

where the subscript S refers to the case in which the firms are in separate
locations.

It can readily be verified that price differentials between domestic and foreign
markets are as follows:

pis − pir = p jr − p js = b + d
2b + 3d

t < t.

Consequently, when firms are separate there is intraindustry trade as well
as reciprocal dumping (Brander and Krugman 1983; Anderson, Schmitt, and
Thisse 1995), whereas arbitrage is never profitable.

Equilibrium quantities are then easily computed as follows:

qir = q js = (b + d) (a − bc)
2b + d + (b + d)2dt

(2b + d) (2b + 3d)
≡ qhS

qis = q jr = (b + d) (a − bc)
2b + d − (b + d) (2b2 + 4bd + d2)t

(2b + d) (2b + 3d)
≡ q fS .

As above, one can check that qhS = (b + d) (phS − c) and q fS = (b + d) (p fS −
c − t). Using these findings,we can express the condition for an interior solution
as

t < ttrade ≡ (2b + 3d) (a − bc)
2b2 + 4bd + d2 . (8.22)

In what follows, we assume that condition (8.22) is met. Moreover, it is easy to
show that condition (8.22) is more stringent than (8.19) for r = A, B. In other
words, we assume that the transport cost t is low enough to allow firms to export
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Table 8.1. First-stage game

A B

A �A, �A �S , �S

B �S , �S �B , �B

their product whatever their location. Note that condition (8.22) becomes less
stringent as products become more differentiated (i.e., as d decreases).

Collecting previous results, we derive the equilibrium profits when the firms
locate separately as

πS = b + d
(2b + d)2

{[
a − bc + (b + d)dt

2b + 3d

]2

+
[
a − bc − (2b2 + 4bd + d2)t

2b + 3d

]2}
. (8.23)

8.3.2 Spatial Equilibrium

In the first stage, firms 1 and 2 simultaneously choose their location. Thus, they
play the game depicted in Table 8.1.

Comparing expressions (8.21) and (8.23), one can readily verify that
πr > πS if and only if θr > θP (t), where

θP (t) ≡ t

2
−

(
a − bc
b

)

+
√
(a − bc) (a − bc − bt)

b2
+ (b + 2d)2(2b + d)2

4b2(2b + 3d)2
t2.

It can readily be verified that θP (t) is an increasing function of t and d.
When θA > θB , three cases may arise as follows:

Proposition 8.3 Assume that (8.22) holds. For any triple (θA, θB, t) such that
θB < θA, the outcome of the game takes one of the following forms:

1. If θA < θP (t), then πS > πA > πB , and the equilibrium is unique
(up to a permutation) and involves dispersion.

2. If θB < θP (t) < θA, then πA > πS > πB and the unique equilibrium
involves agglomeration in region A.

3. If θP (t) < θB < θA, then πA > πB > πS and there are two equilibria
involving agglomeration in region A or in region B (the former equi-
librium Pareto-dominates the latter).11

In words, for a given value of the transportation cost, this means that firms
must be compensated by a sufficient amount of localization economies for the
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increased competition resulting fromacommon location.Or, to put it differently,
when transport costs are low, agglomeration is the market outcome because each
firm can benefit from a production cost reduction by being together without
losing much business in the other region. It is worth noting that the threshold
level θP (t) decreases when the degree of product differentiation rises (that is,
when d falls). Indeed, more product differentiation relaxes price competition
andmakes the agglomeration of firmsmore likely. On the other hand, θP (t) rises
with the transportation cost because higher trade costs strengthen the benefits of
geographical isolation. If there were no localization economies (θA = θB = 0),
equilibrium would always involve dispersion.

The preceding inequalities may be reinterpreted in the context in which firm
1 is already located when firm 2 considers entering the market. If θP (t) < θB <

θA, firm 2 alwayswants to bewith firm 1 regardless of its location. Hence, if firm
1 is in region B for some historical reasons, the agglomeration will occur there
even though this region is less efficient. This result provides another illustration
of the phenomenon of lock-in effect associated with the presence ofMarshallian
externalities and shows once more how history matters in the development of
a particular region.12

8.3.3 Welfare

Plugging the linear inverse demands into function (8.14) and using the defini-
tions of b and d, we can readily derive the general formulation of the consumers’
surplus as follows:

C = 1

2b(b + 2d)

[
(b + d)(q21 + q22

) + 2dq1q2
]
. (8.24)

We adopt the following notation. Let Cs denote the surplus for the consumers
in region s = A, B, and let the location of the firms be represented by r if
both firms are in r = A, B, or S if they are in separate locations. Similarly,
letC(r ) = CA(r )+ CB(r ) andC(S) = CA(S)+ CB(S), respectively, denote the
total consumer surpluswhen both firms are in region r orwhen they are separate.
Then, (8.24) yields

Cr (r ) = (1/b)
(
qhr

)2
r = A, B and Cr (s) = (1/b)

(
qfs

)2
r = s

Cr (S) = 1

2b(b + 2d)

{
(b + d)[(qhS)2 + (

q fS
)2] + 2dqhSq

f
S

} ≡ CS, r = A, B.

We start by considering the first best situation in which the planner is able to
control both the locations of firms and their prices, whereas lump-sum transfers
are available. Because of marginal cost pricing, the following quantities are
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supplied:

qhr = a − b(c − θr ) and q fr = a − b(c − θr + t) r = A, B

qhS = a − bc and q fS = a − b(c + t).
Because firms earn zero profits, the global welfare is equal to the global con-
sumer surplus. A simple calculation reveals thatC(A) ≥ C(B) > C(S). In other
words, we have the following:

Proposition 8.4 Assume that (8.22) holds. If θA > θB , then the first best opti-
mum always involves agglomeration in region A. If θA = θB , then the first best
optimum involves agglomeration in region A or in region B.

This proposition implies that it is always socially desirable that firms be
agglomerated when trade occurs. Yet, when the intensity of the localization
economies in region A is not large (θP (t) > θA), strategic competition leads to
dispersion. However, the reverse does not hold because the market never yields
excessive agglomeration of firms in this setting.

When transport costs are lowenough, themarket location outcome is likely to
coincidewith the first best location pattern. In this case, the efficiency loss arises
only from the discrepancy between prices and marginal costs. Nevertheless, the
market is at the origin of another efficiency loss when agglomeration arises in
region B, whereas it is socially desirable that firms located together in region
A (θP (t) < θB < θA).13 This happens when one firm first establishes itself in a
region that offers a low potential for the development of localized externalities.

Next, we consider a second best situation in which the planner is able to
control the locations of firms but not their prices and quantities, which are
determined at the market equilibrium. Plugging equilibrium quantities into the
preceding expressions,we have that the consumers in region r earn the following
surpluses according to whether (1) two firms are located in their region, or
(2) one or zero firms is located in region r :

Cr (r )= (b + d)2
b(2b + d)2 [a − b(c − θr )]

2

Cr (s)= (b + d)2
b(2b + d)2 [a − b(c − θs + t)]2

CS = (b + d)2
b(2b + d)2

[
(a − bc)(a − bc − bt)

+ (b + d) (4b2 + 8bd + d2)bt2
2(2b + 3d)2

]
.

Let us first adopt the viewpoint of local governments. From our assumptions
that θA ≥ θB and t > θA − θB , it is easily seen that consumer surpluses in the case
of common location are ranked as follows: C(A)≥CB(B)>CB(A)>CA(B).
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Furthermore, if we compare the consumer surpluses when firms are located
either together or separately, we can establish the following two results:
(1) CA(A) ≥ CB(B) > CS; (2) Cr (L) > CS if and only if θs > θR(t), where

θR(t) ≡ t −
(
a − bc
b

)

+
√
(a − bc) (a − bc − bt)

b2
+ (b + d) (4b2 + 8bd + d2)

2b(2b + 3d)2
t2.

These findings are summarized in the following proposition:

Proposition 8.5 Assume that t > θA − θB . The second best optimum is such
that

1. consumers in region r = A, B are better off when both firms locate in
their region than when only one does so;

2. if the intensity of localization economies in region r exceeds some thresh-
old θR(t), even consumers in region s = r are better off when no firm
locates in their region than when one does.

Thus, a local government should not necessarily strive to attract a firm when
localization economies are strong because such a policy, when it is effective,
can make the members of its constituency worse off. Of course, such consider-
ations do not account for the welfare gain associated with the creation of jobs
accompanying the establishment of a new firm in this region. This analysis also
reveals a possible conflict of interest between workers who would find a job in
the new company and the whole body of consumers living in the region.14

We now consider the global welfare. As far as firm’s interests are concerned,
we already know that total profits are higher when both firms locate in region r
than when they separate provided that θr > θP (t). Comparing global surpluses
for the consumers for different locations, we see that C(r ) > C(S) if and only
if θr > θC (t), where

θC (t) ≡ t

2
−

(
a − bc
b

)

+
√
(a − bc) (a − bc − bt)

b2
+ (b + 2d) (2b + d)2

4b(2b + 3d)2
t2.

Let the globalwelfareW be defined as the sumof total profits and total consumer
surplus. It can be shown that W (r ) > W (S) if and only if θr > θW (t), where

θW (t) ≡ t

2
−

(
a − bc
b

)

+
√
(a− bc) (a − bc − bt)

b2
+ (3b + 5d) (b + 2d) (2b + d)2

4b(3b + d) (2b + 3d)2
t2.
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Some straightforward computations reveal that θP (t) > θW (t) > θC (t) for all
t smaller than ttrade. It then appears that the second best outcome may involve
agglomeration even though the market selects dispersion, but the reverse is
never true.

In addition, the preceding inequalities also mean that the interests of the
various economic groups may be vastly different in the choice of a locational
pattern for firms. For instance, if for a given value of the transportation cost t we
have that θW (t) < θA < θP (t), then firms choose separate locations, whereas the
federal government would prefer the firms to be agglomerated in region A at the
second best optimum. By contrast, when θC (t) < θA < θW (t), both the federal
government and firms prefer separate locations, but consumers as a whole are
better off when agglomeration occurs in region A.

More conflict might even appear if the interests of consumers in each region
are taken into account. It is indeed possible to have situations in which θW (t) <

θA < θC (t) < θP (t). Then, firms choose separate locations in accordance with
the interests of consumers in region B but not with the interest of the consumers
of region A and of the federal government (which would prefer agglomeration
in A).

In summary, the existence of localization economies may explain why
oligopolistic firms want to be together despite the fiercer competition triggered
by a common location. As in Chapter 7, such a clustering often appears to be
globally efficient and may even lead to an increase in the welfare of consumers
leaving the region that does not accommodate the cluster. However, this gain in
efficiency is obtained at the expense of a higher degree of spatial inequity. In ad-
dition, the welfare analysis of the various groups involved reveals the existence
potential conflicts of interest, thus suggesting that policy recommendations are
not easy to make once it is recognized that lump-sum transfers are not available.

8.4 THE FORMATION OF INDUSTRIAL CLUSTERS UNDER
LOCALIZATION ECONOMIES

In this section, we consider an industry with a continuum of a given size M of
firms producing each a variety of a (horizontally) differentiated product. The
representative consumer’s utility function is now as follows:15

U (z; q(i), i ∈ [0,M]) = α

∫ M

0
q(i)di − β − δ

2

∫ M

0
[q(i)]2di

− δ

2

[∫ M

0
q(i)di

]2

+ z, (8.25)

where q(i) is the quantity of variety i ∈ [0,M] and z the quantity of the
numéraire, whereas the parameters in (8.25) are such thatα > 0 andβ > δ > 0.
In this expression, α is a measure of the intensity of preferences for the
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differentiated product with respect to the numéraire, whereas β > δ means
that the representative consumer has a love for variety. Suppose, indeed, that
a consumer consumes a total of Mq ≡ ∫ M

0 q(i)di of the differentiated prod-
uct such that the consumption is uniform on [0, x] and zero on (x,M]. Then,
the density on [0, x] is Mq/x . Equation (8.25 ) evaluated at this consumption
pattern is

U = α

∫ x

0

Mq

x
di − β − δ

2

∫ x

0

(
Mq

x

)2

di

− δ

2

∫ x

0

∫ x

0

(
Mq

x

)2

did j + z

= αMq − β − δ

2x
M2q2 − δ

2
M2q2 + z, (8.26)

which is increasing in x and, hence, maximized at x = M , where variety con-
sumption is maximal. We may then conclude that, when β > δ, the quadratic
utility function exhibits a preference for variety.16 Finally, for a given value of
β, the parameter δ expresses the substitutability between varieties: the higher δ

is, the closer substitutes are the varieties.
The consumer is endowed with z̄ > 0 units of the numéraire. Her budget

constraint can then be written as follows:∫ M

0
p(i)q(i)di + z = z̄,

where p(i) is the price of variety i . The initial endowment z̄ is supposed to be
sufficiently large for the optimal consumption of the numéraire to always be
strictly positive at the market outcome. Solving the budget constraint for the
numéraire consumption, plugging the corresponding expression into (8.25), and
taking the first-order conditions with respect to q(i), we obtain

α − (β − δ)q(i)− δ

∫ M

0
q( j)d j = p(i) i ∈ [0,M],

which gives the demand function for variety i ∈ [0,M]:17

q(i) = a − bp(i)+ d
∫ M

0
[p( j)− p(i)]d j

= a − (b + dM)p(i)+ dP, (8.27)

where a ≡ α/[β + (M − 1)δ], b ≡ 1/[β + (M − 1)δ], d ≡ δ/(β − δ)[β +
(M − 1)δ], and

P =
∫ M

0
p( j)d j
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so that P/M may be interpreted as the price index. As in the preceding sec-
tion, the parameter d represents an inverse measure of the degree of product
differentiation among varieties: decreasing d amounts to increasing the degree
of product differentiation among the given set of varieties. Furthermore, the
own-price effect is stronger (as measured by b + dM) than each cross-price
effect (as measured by d), thus allowing for different elasticities of substitution
between pairs of varieties. Because the mass of firms is fixed and given, we may
assume without substantial loss of generality that M = 1, and thus a ≡ α/β,
b ≡ 1/β, and d ≡ δ/β(β − δ).18 The more general case in which M may differ
from 1 will be used in Chapter 9.

As in the preceding section, there are two regions that have the same market
conditions. It is also assumed that the two regions are homogeneouswith respect
to the law governing localization economies: when there are Mr firms in region
r, firm i is able to produce the variety i at marginal cost cr ≡ c(Mr ). Of course,
we must have MA + MB = 1. Let t be the unit transport cost between the two
regions expressed in terms of the numéraire. It is assumed that

t <
a

b
−max{c(MA), c(MB)}, (8.28)

meaning that even afirm facing the highermarginal cost alwaysfinds it profitable
to export to the other region.

8.4.1 Equilibrium Pricing

We study here the process of competition between firms for a given spatial
distribution (MA,MB) of firms. Because we have a continuum of firms, each
one is negligible in the sense that its action has no impact on the market.
Hence, when choosing its prices, a firm accurately neglects the impact of its
decision over the prices selected by the other firms. In addition, because firms
sell differentiated varieties, each firm has some monopoly power because it
faces a demand function with finite elasticity. All of this is in accordance with
Chamberlin’s (1933) large group competition in which the effect of a price
change by one firm has a significant impact on its own demand but only a
negligible impact on competitors’ demands. However, a firm must account for
the distribution of the firms’ prices through some aggregate statistics, given
here by the price index, to find its equilibrium price. Consequently, our mar-
ket solution is given by a Nash equilibrium with a continuum of players in
which prices are interdependent: each firm neglects its impact on the mar-
ket but is aware that the market as a whole has a nonnegligible impact on its
behavior.

Again, we assume that firms compete in segmentedmarkets. Inwhat follows,
we suppose that the parameters of the economy are such that the equilibrium
prices exceed costs and markups are positive (meaning that we have an interior
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solution and that exportation occurs for all firms). A sufficient condition for
this assumption to hold will be given below.

Assume that variety i is produced in r = A, B. The corresponding firm sells
its output on both markets, that is, quantity qrr (i) at price prr (i) on market r ,
and quantity qrs(i) at price prs(i) on market s = r . Thus, prr (i) is the price
in region r of variety i produced locally, whereas prs(i) the price of the same
variety exported from r to s. We adopt the following notation:

Prr ≡
∫
i∈Mr

prr (i) di and Prs ≡
∫
i∈Mr

prs(i) di s = r.

Demands for firm i located in r are then given by

qrr (i) = a − (b + d)prr (i)+ d(Prr + Psr ) s = r
and

qrs(i) = a − (b + d)prs(i)+ d(Prs + Pss) s = r.
Firm i in r maximizes its profits defined by

πr (i) = [prr (i)− cr ]qrr (i)+ [prs(i)− cr − t]qrs(i) s = r.
Deriving the first-order conditions for profit maximization with respect to

prices and summing them for all firms located in r , we obtain the following
expressions:

[2(b + d)− dMr ]Prr − dMr Psr = Mr [a + (b + d)cr ] s = r
(8.29)

[2(b + d)− dMA]Prs − dMr Pss = Mr [a + (b + d) (cr + t)] s = r.
(8.30)

Varieties being symmetric, in equilibrium we have

prs(i) = prs = Prs/Mr .

Because profit functions are concave in own price, solving the system of
equations (8.29)–(8.30) yields the equilibrium prices

p∗
rr = cr

2
+ 2a + d[Mrcr + Ms(cs + t)]

2(2b + d)

p∗
rs = cr + t

2
+ 2a + d[Mr (cr + t)+ Mscs]

2(2b + d) s = r.

As expected, the equilibrium prices depend on the distribution of firms be-
tween the two regions. Prices rise when the size of the local market, evaluated by
a, gets larger or when the degree of product differentiation, inversely measured
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by d, increases, provided that (8.28) holds. All these results agree with what
is known in industrial organization and spatial pricing theory. By inspection, it
can also be readily verified that the local price, p∗

rr , increases with t because
the local firms in r are more protected against distant competitors, whereas
the export price, prs − t , decreases because it becomes more difficult for these
firms to penetrate the distant market. Finally, both the prices charged by lo-
cal and distant firms fall when the number (or mass) of local firms in region
r increases, while the total number of firms is held constant, if and only if
cr < cs + t . This occurs because the lower cost prevailing in r intensifies local
price competition.

Using the first-order conditions, we can easily establish the following rela-
tionships between equilibrium prices and quantities:

qrr = (b + d) (prr − cr ) and qrs = (b + d) (prs − cr − t).
The equilibrium profits of any firm located in region r = s are thus

πr (Mr ,Ms) = (prr − cr )qrr + (prs − cr − t)qrs
= (b + d)[(prr − cr )2 + (prs − cr − t)2]

= b + d
2(2b + d)2

{
[2(a − bcr )− dMs(cr − cs)− bt]2

+ (b + dMs)2t2
}
.

In the remainder of the section, it is assumed that localization economies
obey the same law in each region r = A, B given by

cr (Mr ) = c − θMr

where 0 < θ < c. We are then able to state the conditions under which the
equilibrium prices and quantities are positive (meaning that we have an in-
terior solution and that exportation occurs for all firms). It can readily be
checked that a sufficient condition is that qrs > 0 in the limiting case in which
Mr = 0,

t < t ′trade ≡ 2(a − bc)− dθ
2b + d , (8.31)

whose right-hand side is supposed to be positive. Note that (8.28) is satisfied
when (8.31) holds.

8.4.2 Spatial Equilibrium

We can take advantage of the symmetry of the problem by setting �M =
MA − MB . Thus, MA = (1/2) (1+ �M), MB = (1/2) (1− �M), cA(MA)+
cB(MB) = 2c − θ , and cA(MA)− cB(MB) = −θ�M . Consequently, the
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equilibrium profits can be rewritten as follows (where D stands for 2b + d):

πA(�M) = b + d
8D2

{[4a − 2b(2c + t − θ )− dθ (�M)2 + Dθ (�M)]2

+ [D − d(�M)]2t2}

πB(�M) = b + d
8D2

{[4a − 2b(2c + t − θ )− dθ (�M)2 − Dθ�M]2

+ [D + d(�M)]2t2}.
Accordingly, the difference�π (�M) between the profits earned in each region
is given by

�π (�M) = b + d
2D

�M{[4a − 2b(2c + t − θ )− dθ (�M)2]θ − dt2},

which can be rewritten as the following cubic function of �M :

�π (�M) = dθ2(b + d)
2D

�M[� − (�M)2], (8.32)

where � is a constant given by

� ≡ [4a − 2b(2c + t − θ )]θ − dt2
dθ2

, (8.33)

whereas its slope is

d(�π )

d(�M)
= −dθ

2(b + d)
2D

[3(�M)2 − �]. (8.34)

The distribution MA ∈ [0, 1] is a spatial equilibrium when no firmmay earn
a higher profit by changing location. This arises at an interior point MA ∈ (0, 1)
when

�π (2MA − 1) = 0

or at MA = 0 when �π (−1) ≤ 0, or at MA = 1 when �π (1) ≥ 0. In the first
case, we have either a fully dispersed configuration or a partially agglomerated
configuration; in the last two cases, we have a fully agglomerated configuration.

Given (8.32), the symmetric configuration (�M = 0) is always an equilib-
rium. However, because other spatial equilibria exist, it is convenient to use
stability as a selection device because an unstable equilibrium is unlikely to
happen. To study the stability of a spatial equilibrium, we must define how
firms behave away from the equilibrium. In the present context, the dynamics is
fairly natural. If firms observe that a region offers higher profits than the other,
they want to move to that location. In other words, the driving force in the profit
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differential between A and B,

Ṁ A = MA�π (�M)MB,

where Ṁ A is the time-derivative of MA. If �π is positive and if 0 < MA < 1,
some firms will move from B to A; if it is negative, some will go in opposite
direction. An equilibrium is stable if, for any marginal deviation from the equi-
librium, the equation of motion above brings the distribution of firms back to
the original one. Therefore, a fully agglomerated configuration is always sta-
ble when it turns out to be an equilibrium, whereas an interior equilibrium is
stable if and only if the slope of �π (�M) is nonpositive in a neighborhood of
this equilibrium. Clearly, a spatial equilibrium is a steady-state for the equation
Ṁ A = 0, and conversely.

Several kinds of stable equilibria may arise in the present setting. Either all
firms agglomerate in one region (corner solution) or they distribute themselves
between the two regions (interior solution) in a way that equalizes profits. In
the latter case, firms can spread evenly (�M = 0 ) or unevenly across regions.
These equilibria are now fully characterized.

Proposition 8.6 The two-region economy always has a single (up to a permu-
tation) stable spatial equilibrium. This one involves the following:

1. symmetry (�M = 0) if and only if � ≤ 0;
2. partial agglomeration (�M = ±√

�) if and only if 0 < � < 1;
3. full agglomeration (�M = ±1) if and only if 1 ≤ �.

Proof On the basis of (8.32), the proof involves three steps.

1. When � < 0, the equation �π = 0 has a single real solution �M = 0
at which the slope is negative. Thus,�M = 0 is the unique equilibrium
and is stable.

2. When � ≥ 0, the equation �π = 0 has three real solutions
(�M = 0 and �M = ±√

�) and one of the following two cases must
arise:
A. The asymmetric solutions are equilibria if and only if 0 < � < 1.

They are stable because the slope of �π evaluated at �M = ±√
�

is nonpositive as 0 < � < 1.
B. When � > 1, there is no asymmetric interior equilibrium, and the

only stable equilibria are such that �M = ±1 because either
�π (1) > 0 or �π (−1) > 0. Q.E.D.

The stable equilibria are represented by the bold lines and the unstable ones
by the dotted lines in Figure 8.4.

Despite the symmetry of the economy, industrial clusters involving differ-
ent numbers of firms may emerge in equilibrium. In this case, the number of
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Figure 8.4: Stable equilibria.

firms in region r is

M∗
r = 1± √

�

2
.

Of course, the region ending up with the larger number of firms is the one
that has the larger initial share of firms regardless of how small the difference
is. This shows again that history (here the initial conditions) matters for the
geographical distribution of production. In other words, the existence of local-
ization economies may lead to the emergence of a polarized space, especially
when transport costs are low.

Because �M depends only upon �, the impact of each parameter on the
spatial equilibrium can be analyzed through � given by (8.33). First, as the
intensity of preference for the output of the industry (a) rises, the degree of
asymmetry between the two clusters grows. Second, we have

∂�

∂t
= −2(bθ + dt)

dθ2
< 0 (8.35)

∂�

∂ d
= −�

d
− t2

dθ2
< 0 (8.36)

∂�

∂θ
= −dθ

2� + 2θ2b − t2d
dθ3

= −�

θ
+ 2

b

dθ
+ t2

θ3
. (8.37)

Equation (8.35) shows that a decrease in transport cost leads to more asym-
metry between clusters. This finding reveals that lower transportation costs are
likely to drive the economy toward more agglomeration in one region at the
expense of the other. It is worth pointing out that this process is smooth un-
like what is observed in the core–periphery model we will study in the next
chapter. Similarly, as shown by (8.36), more product differentiation leads to
more agglomeration of firms within the large region. As seen in Chapter 7, this
is a standard result in many spatial competition models.
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Equation (8.37) shows that an increase in the intensity of localization
economies strengthens the tendency toward agglomeration provided that θ is
small enough, that is,

θ <
2dt2

4(a − bc)− bt , (8.38)

where the right-hand side is positive by (8.28). In contrast, when (8.38) does
not hold, we see that stronger localization economies generate more dispersion.
This surprising result may be explained as follows. When production costs
are not too high, firms in the small cluster price in the inelastic part of their
demands, whereas firms in the large cluster price in the elastic part. By reducing
production costs, an increase in θ thus intensifies competition much more in the
large cluster than in the small one, leading some firms to move from the large
to the small cluster. In sum, localization economies do not have a monotone
impact on the firm distribution.

8.4.3 Welfare

The research strategy is similar to the one used above. To begin with, we assume
that the planner is able to impose prices equal to marginal costs as well as
to choose firms’ locations. Because firms earn zero profits, the only relevant
welfaremeasure is the global consumer surplusCG = ∑

s=A,B Cs . It can readily
be verified that the consumer surplus is given by the following expression:

C = α

∫ 1

0
q(i)di − 1

2
(β − δ)

∫ 1

0
[q(i)]2di

−1

2
δ

( ∫ 1

0
q(i)di

)2

−
∫ 1

0
p(i)q(i)di

= 1

2
(β − δ)

∫ 1

0
[q(i)]2di + 1

2
δ

( ∫ 1

0
q(i)di

)2

= 1

2b(b + d)

[
b

∫ 1

0
[q(i)]2di + d

( ∫ 1

0
q(i)di

)2]
,

and thus

Cs = 1

2(b + d)
[
(q∗
ss)

2Ns + (q∗
rs)

2Nr
]

+ d

2b(b + d)
[
N 2
s (q

∗
ss)

2 + N 2
r (q

∗
rs)

2 + 2(Nsq
∗
ss) (Nrq

∗
rs)

]
, (8.39)

where the first subscript denotes the region inwhich consumption occurs and the
second the region in which the varieties are produced (r, s = A, B and r = s).
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After having replaced prices and quantities by their first best values, we obtain

CG = − A
4
(�M)4 + A

2
�(�M)2 + B,

where

A ≡ dθ2 > 0

and B are constants and

� ≡ (3b + d)θ2 + 4θ (a − bc − bt/2)− dt2
2dθ2

(8.40)

= b + d
2d

+ �

2
.

The first best locational pattern is then obtained by maximizingCG with respect
to �M .

Proposition 8.7 The first best allocation involves

1. full dispersion if and only if � ≤ 0;
2. partial agglomeration if and only if 0 < � < 1;
3. full agglomeration if and only if 1 ≤ �.

Proof

1. We seek�M ∈ [−1, 1],maximizingCG.When themaximum is interior,
we have

∂CG
∂(�M)

= −A�M[(�M)2 − �] = 0 (8.41)

and

∂2CG
∂(�M)2

= −A[3(�M)2 − �] < 0.

When � ≤ 0, there is a unique maximizer given by �M = 0 because
the second-order condition is satisfied.

2. When 0 < � < 1,CG reaches a minimum at�M = 0 and is maximized
at �M = ±√

�, where the second-order condition holds.
3. Finally, when 1 ≥ �, the welfare function CG is maximized at

�M = ±1. Q.E.D.

Thus, the first best solution displays a pattern similar to that arising when
firms are free to choose prices and locations at the market equilibrium. In the
case of asymmetric clusters, the socially optimal distribution of firms (M0

A,M
0
B)

is given by

M0
A = 1± √

�

2
.
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It is worth noting that � is a strictly decreasing function of t and d as shown
by differentiating (8.40) with respect to t and d ,

∂�

∂t
= 1

2

∂�

∂t
< 0 (8.42)

∂�

∂d
= − b

2d2
+ 1

2

∂�

∂d
< 0, (8.43)

and thus lower transport costs, more product differentiation, or both yield more
asymmetry between optimal clusters. From (8.40), it can readily be verified
that the impact of a or θ on � is similar to the impact on �, as discussed in
Section 8.4.2.

Furthermore, it follows from (8.40) that � > 0 when � = 0 and that � =
� for a value of � that exceeds 1. Consequently, we have the following
result:

Proposition 8.8 The first best optimum never involves a lower degree of ag-
glomeration than the market equilibrium.

Thus, as in the duopoly case, we observe that, with a large group of firms, the
large cluster never involves too many firms in equilibrium from the efficiency
viewpoint. In particular, the planner sets up more asymmetric clusters than
arise at the market solution unless the market outcome corresponds to full
agglomeration. This requires some explanation.At the optimum, prices are set at
the marginal cost level whereas locations are chosen to maximize the difference
between the benefits of agglomeration and total transport costs. By contrast,
at the market equilibrium, firms take advantage of their spatial separation to
relax price competition and, hence, to make higher profits. These two effects
combine to generate the discrepancy between the market and optimal solutions.
This confirmswhat we saw in Section 7.3, that is, price competition is a strongly
dispersion force.

Unless full dispersion corresponds to both the equilibrium and the optimum,
the difference between regional surpluses generates a conflict between regions
about firms’ locations. Indeed, the region with the larger cluster benefits from
larger localization economies, and thus lower prices, as well as from lower
transportation costs on its imports (through less varieties and smaller quantities).
This occurs because the planner focuses only on global efficiency and not on
interregional equity. This policy is a sensible one when lump-sum transfers
compensating the consumers of the less industrialized region are available.
However, when such redistributive instruments are not available, a trade-off
between global efficiency and interregional equity arises.

Consider now a situation in which the planner is able to control firms’ lo-
cations but not their prices, which are determined at the market equilibrium.
Assume again that the planner’s purpose is to maximize the global surplus. The
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consumer surplus Cs in region s = A, B is computed by plugging the market
equilibrium quantities into expression (8.39). The producer surplus �r in re-
gion r = A, B is given by the sum of profits made in r and s by the firms located
in r :

�r = Mr
b + d

[
(q∗
rr )

2 + (q∗
rs)

2
]
.

To determine the second best, it is therefore sufficient tomaximize the following
welfare function:

WG = CA + CB + �A + �B .

The first-order condition yields a cubic function with properties similar to
those obtained in the first best when � is replaced by � as given by

� ≡ 4(3b+ d)θ [4a − 2b(2c+ t − θ )]+ 4b(3b+ d)θ2− d(8b+ 3d) (t2− θ2)

2dθ2(8b+ 3d)

= 3(2b + d)2 + d(4b + d) (t/θ )2
2d(8b + 3d)

+ 2(3b + d)
8b + 3d

�.

Consequently, the second-best allocation involves (1) identical clusters if and
only if � ≤ 0; (2) asymmetric clusters if and only if 0 < � < 1; (3) a single
cluster if and only if 1 ≤ �.

The comparison between the second best and the market outcomes is very
similar to that made above provided that� and�move in the same direction. In
particular, it can readily beverified that Proposition8.7 still holds, that is,� > �

because � > 0 when � = 0, whereas � = � for a value of � exceeding 1.
A related question we ask is whether the second best induces more agglom-

eration than the first best. This turns out to be true because

� − � = (4b + d) [4(a − bc)− 2bt + 3θb]

2dθ (8b + 3d)
,

which is negative, for 4(a − bc) > 2bt by (8.28). This implies that the plan-
ner’s best response to the loss of control on prices is to take advantage of the
localization economies by having more firms in the large cluster. Hence, we
have the following:

Proposition 8.9 When there is partial agglomeration, the second best involves
more asymmetry between clusters than the first best.

This surprising result is to be understood as follows. The planner’s objective
is now to damper too high prices by controlling locations, especially when
varieties are very differentiated. To achieve this goal, the planner chooses to
expand the cluster in the larger region because, in so doing, price competition is
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intensified and localization economies are made stronger. This confirms once
more that price competition is a strongly dispersion force.

The results obtained in this section confirm and extend those derived in the
previous section. In particular, we have shown that asymmetric clusters are
likely to emerge when transport costs become sufficiently low. Moreover, forc-
ing a more equalitarian distribution of firms is likely to increase the inefficiency
of the economy because price competition acts as a fairly strong dispersion
force. Such results run against the conventional wisdom and point to a poten-
tial conflict between efficiency and spatial equity in the spatial distribution of
production.

8.5 CONCLUDING REMARKS

The different models studied in this chapter allow us to shed some light on
the main principles governing the spatial organization of a multiregional econ-
omy. In this perspective, one of the most striking results is that a small initial
advantage may lead to the emergence of a strongly polarized space once we
explicitly account for the existence of localized production externalities, natu-
ral amenities, or both. This effect is magnified when the mobility of factors or
the transportability of products are high, or both. Indeed, either of the first two
possibilities allows the localized externalities to display their full impact.

In addition, although they are active at the local level only, localization
economies potentially appear to be a strong agglomeration force in shaping the
interregional landscape (think of theSiliconValley). This is especially truewhen
transport costs between regions are low, varieties are very differentiated, or both.
In these cases, agglomeration occurs because firms are able to enjoy a higher
level of localization economies while they are still able to sell a substantial
fraction of their output on distant markets. As in Chapters 6 and 7, in which
we dealt with urban landscapes, low transport costs yield more agglomeration,
but now this occurs at the interregional level. Our analysis has also identified a
reason explaining how and when a firm may benefit from the presence of local
competitors. Another reason will be discussed in the next chapter.

That more product differentiation fosters more agglomeration is not new.
This fact agrees with what we have seen in Chapter 7 as well as with what we
will see in the next chapter. The reason is always the same: a higher degree of
product differentiation allows firms to relax price competition, thus permitting
any existing agglomeration force to dominate the dispersion force. This force
appears to be crucial in very different spatial settings and is likely to be strong in
modern economies. Thus, the same causes lead to the same effects, although the
geographical scale as well as the forces at work are very different. Interestingly,
the same tendency holds at the first best optimum.

When the desirability for the output of the industry rises, more firms tend to
locatewithin the same cluster, whose relative size increases at the expense of the
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other firms. Consequently, economic growth, asmeasured by the relative impor-
tance of the differentiated good to the numéraire, tends to foster more geograph-
ical concentration of production.17 It is worth pointing out that such an increase
in the agglomeration of firms arises even though the spatial distribution of de-
mand remains unchanged.However,whenmorefirms enter as a result of growth,
the impact on agglomeration depends on the many features of the economy.

Unlike what many regional analysts and planners would argue, the optimal
configuration tends to involve a more unbalanced distribution of firms than
the market outcome, both in the duopoly and large group cases. If localization
economies become increasingly important in advanced economic sectors, as
suggested by the growing role played by knowledge spillovers in research and
development, the observed regional imbalances in the geographical distribution
of high-tech activities may not signify a wasteful allocation of resources. On
the contrary, the size of the existing clusters could well be too small.

In this chapter, we have stressed the role of nonmarket interactions in the for-
mation of industrial clusters.Without such technological externalities (E(Hr ) =
1 in 8.2, θr = 0 in 8.3, and θ = 0 in 8.4), the models studied would always have
generated the same outcome, namely, dispersion. Therefore, for the settings
considered in this chapter, these externalities have been critical in showing the
emergence of industrial agglomerations.

In the next chapter, we will move to the study of pecuniary externalities.
Several reasons explain this alternative research strategy. First, even though
technological and pecuniary externalities are natural components of any com-
plete explanation of economic clustering, one major intellectual advantage is
presented by the latter. Because they rely on market interactions, the origin of
pecuniary externalities is clearer. In contrast, as discussed in Chapter 1, tech-
nological externalities often have the nature of a black box, thus leading to
results that may have a vague meaning. In addition, although only technologi-
cal externalities affect efficiency in an otherwise perfect market, with imperfect
competition pecuniary externalities also matter in that changes in prices affect
the deadweight loss due to existing distortions. Hence, both types of externali-
ties matter when evaluating the efficiency of the market outcome. However, the
inefficiencies associated with pecuniary externalities can be better understood
because their origin is easier to identify. Last, it should be kept in mind that
modeling Marshallian external effects by means of a technological externality
may lead to inappropriate policy recommendations because the “proxy” is too
rough (Abel-Rahman and Fujita 1990).

APPENDIX

A. We study the examples presented in Sections 8.2.1 and 8.2.2 in which
wehave E(Hr ) = exp(εHr ), f (Hr ) = Hα

r ,u(w
h
r ) = log whr and e(Pr ) = aPr −

b(Pr/S)2 for r = A, B. Because the model of Section 8.2.1 is a special case of
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the one of 8.2.2 in which both a and b are set equal to zero, it is sufficient to
consider the general case.

Using the expressions above, we can readily verify that

Ḣ A = ψ(HA) = log
(
wH
A

/
wH
B

) + e(HA + 1)− e(H − HA + 1).

Because wH
r = exp(εHr ) f ′(Hr ) = α exp(εHr )Hα−1

r for r = A, B, we have

ψ(HA) = ε(2HA − H )− (1− α) log[HA/(H − HA)]
+ e(HA + 1)− e(H − HA + 1).

Differentiating this expression with respect to HA yields

ψ ′(HA) = 2(ε + a)− (1− α)/HA − (1− α)/(H − HA)
− 2b(H + 2)/S2, (A.1)

whose derivative is

ψ ′′(HA) = (1− α)
/
H 2
A − (1− α)/(H − HA)2.

Becauseψ ′′′(HA) is strictly negative for 0 < HA < H , the functionψ ′′(HA)
is strictly decreasing on (0, H ). Moreover, we have ψ ′′(0) = ∞ and ψ ′′(H ) =
−∞. Therefore, there is a unique value H∗

A = H/2 such that ψ ′′(HA) = 0. In
other words, H∗

A is the unique maximizer of ψ ′(HA) over [0, H ].
Two cases may then arise:

1. ψ ′(H∗
A) ≤ 0. This implies that we must have ψ ′(HA) ≤ 0 for all val-

ues of HA in [0, H ]. This in turn implies that ψ is decreasing over the
interval (0, H ). Becauseψ(0) = ∞ andψ(H ) = −∞, there is a unique
equilibrium given by H/2, and this equilibrium is globally stable be-
cause ψ ′(HA) < 0 in a neighborhood of H∗

A (see Figure 8.1).
2. ψ ′(H∗

A) > 0. Because ψ ′(HA) is concave, two values H−
A and H+

A exist
for which ψ ′(HA) = 0. As a result, ψ(HA) is strictly decreasing over
[0, H−

A ), strictly increasing over (H
−
A , H+

A ), and strictly decreasing over
(H+

A , H ]. Consequently, three equilibria exist if and only if ψ(H−
A ) <

ψ(H/2) < ψ(H+
A ) (see Figure 8.2).

Because regions have identical endowments, (A.1) becomes

ψ ′(H∗
A) = ψ ′(H/2) = 2(ε + a)− 4(1− α)/H − 2b(H + 2)/S2,

and thus the condition for the existence of three equilibria ψ ′(H∗
A) > 0 is

equivalent to

ε + a − b(H + 2)/S2 > 2(1− α)/H,
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which is exactly (8.13). When this inequality is reversed, there is a single equi-
librium because ψ ′(H∗

A) ≤ 0.
B. In the case of two varieties, we know that the quadratic utility is given by

(8.14):

U (q1, q2) = α(q1 + q2)− (β/2)
(
q21 + q22

) − δq1q2 + z.

In the case of n > 2 varieties, (8.14) may be extended as follows:

U (q) = α

n∑
i=1

qi − (β/2)
n∑
i=1

q2i − (δ/2)
n∑
i=1

n∑
j =i
qiq j + z

= α

n∑
i=1

qi − [(β − δ)/2]
n∑
i=1

q2i − (δ/2)
n∑
i=1

(
qi

n∑
j=1

q j

)
+ z

= α

n∑
i=1

qi − [(β − δ)/2]
n∑
i=1

q2i − (δ/2)
n∑
i=1

n∑
j=1

qiq j + z

= α

n∑
i=1

qi − [(β − δ)/2]
n∑
i=1

q2i − (δ/2)

(
n∑
i=1

qi

)2

+ z.

Letting n → ∞ and qi → 0 , we then obtain (8.25) in which M stands for the
mass of varieties.

NOTES

1. Not surprisingly,Marshallian externalities are the engine of economic development
in the new theories of growth (Romer 1986; Lucas 1988).

2. Remember that Chapter 6 focused on the informational spillover interpretation
only.

3. For recent contributions, see Glaeser et al. (1992); Henderson, Kuncoro, and
Turner (1995); Ciccone and Hall (1996); Hanson (1996); Feldman and Audretsch
(1999); and Smith (1999). Eberts and McMillen (1999) provide a regional science-
oriented survey. In the same vein, Lucas (2001) has argued that local interactions
are a basic component of the engine of growth.

4. According to Prescott (1998), each place is characterized by a “social capital”
affecting the overall productivity; this capital will vary from place to place.

5. The content of that section is also related to the brain drain problem (see, e.g.,
Miyagiwa 1991), but we do not address this issue here.

6. Note also that Black (2000) has argued in a convincing way that, in the presence of
mobility costs, skilledworkers have incentives tomove before unskilledworkers do.

7. The neoclassical model based on wage differentials has been revisited by Rosen
(1979) to account for the importance of regional amenities in the decision to mi-
grate. Subsequently, his analysis was extended by Robak (1982), who added firms
to the model to permit individuals to be both consumers and workers.



302 Economics of Agglomeration

8. The role of these two types of externalities has been emphasized in the new growth
theories and is at the heart of urban economics.

9. Assuming that both prices are identical and equal to p, we see that the aggregate
demand for the differentiated product equals 2(a − bp), which is independent of d.
Hence (8.15) has the desirable property that the market size in the industry does not
changewhen the substitutability parameter d varies.More generally, it is possible to
decrease (increase) d through a decrease (increase) in the parameter δ in the utility
U keeping the other structural parameters a and b of the demand system unchanged.

10. Given (8.19), arbitrage is never profitable.
11. If θA = θB , the second case never arises, and there are only two equilibria.
12. The results presented in this section have been extended to the case of several firms

and districts by Soubeyran and Weber (2002), considering a Cournot framework
and an integrated market.

13. This agrees with the well-known idea that firms may be locked into an inferior
technology (Arthur 1994, chap. 2).

14. A similar conflict appears in a different but related context in which the relocation
of firms is triggered by a wage differential (Cordella and Grilo 2001).

15. See Part B of the chapter appendix for a justification of the coefficients used in that
utility function.

16. The intuition behind this interpretation is very similar to the one that stands behind
the Herfindahl index used to measure industrial concentration. If we control for
the total amount of the differentiated good consumption, the absolute value of the
quadratic term in (8.25) increases with the concentration of consumption on a few
varieties, thus decreasing utility.

17. Compare (8.15) and (8.27).
18. Similarly, we have α = a/b, β = 1/(b + d), and δ = d/b(b + d). Hence, there is

a one-to-one correspondence between the two sets of parameters.
19. This agrees with the analysis of the interplay between agglomeration and growth

developed by Martin and Ottaviano (1999).
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Industrial Agglomeration under
Monopolistic Competition

9.1 INTRODUCTION

The spatial economy is replete with pecuniary externalities. For example, when
some workers (firms) choose to migrate, they are likely to affect both the labor
and product markets in their region of origin as well those in their region of
destination. Such pecuniary externalities are especially relevant in the context
of imperfectly competitive markets because prices do not perfectly reflect the
social values of individual decisions. Pecuniary externalities are also better
studied within a general equilibrium framework to account for the interactions
between the product and labor markets. Among other things, this allows one
to study the dual role of individuals as workers and consumers. At first sight,
this seems to be a formidable task. Yet, as shown by Krugman (1991a), several
of these various effects can be combined and studied within a relatively simple
general equilibrium model of monopolistic competition, which has come to be
known as the core–periphery model.1

Recall that monopolistic competition à la Chamberlin (1933) involves con-
sumers with a preference for variety (varietas delectat), whereas firms produc-
ing these varieties compete for a limited amount of resources because they face
increasing returns. The prototype that has emerged from the industrial organi-
zation literature is the model developed by Spence (1976) and Dixit and Stiglitz
(1977), which is sometimes called the S–D–S model. These authors assumed
that each firm is negligible in the sense that it may ignore its impact on, and
hence reactions from, other firms, but retains enough market power for pricing
above marginal cost regardless of the total number of firms (like a monopolist).
Moreover, the position of a firm’s demand depends on the actions taken by all
firms in the market (as in perfect competition).

In many applications, the S–D–S model has proven to be a very powerful
instrument for studying the aggregate implications of monopoly power and
increasing returns – especially so when these elements are the basic ingredients
of self-sustaining processes such as those encountered in modern theories of
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growth and economic geography (Matsuyama 1995). This is so because of the
following reasons:

1. Although each firm is a price-maker, strategic interactions are very weak
in this model, thus making the existence of an equilibrium much less
problematic than in general equilibrium under imperfect competition
(see, e.g., Bonanno 1990).

2. The assumption of free entry and exit leads to zero profit so that aworker’s
income is just equal to his wage, which is another major simplification.2

3. Although it is seldom noticed, the difference between price competition
and quantity competition becomes immaterial in monopolistic competi-
tive settings. Indeed, being negligible to themarket, each firm behaves as
amonopolist on the residual demand, whichmakes it indifferent between
using price or quantity as a strategy.3

The setting considered by Krugman, described in Section 9.2, is simple but
rich enough to capture the major forces at work in the multiregional economy.
It combines the Dixit–Stiglitz model with the iceberg-type transport cost in
which, as in Thünen, only a fraction of the good shipped reaches its destination
(Samuelson 1954a; 1983). There are two sectors: (1) the agricultural sector
producing a homogeneous good under constant returns to scale and (2) the
manufacturing sector supplying a differentiated good under increasing returns.
As usual, the market equilibrium is the outcome of the interplay between a
dispersion force and an agglomeration force. The centrifugal force is simple. It
lies in the following two sources: (1) the spatial immobility of farmers whose
demands for the manufactured good are to be met and (2) the increasing com-
petition that arises when firms are more agglomerated. The centripetal force is
more involved. If a larger number of manufactures are located in one region, the
number of varieties locally produced is also larger. Then, because firms do not
price discriminate between regions, the equilibriumprice index ofmanufactured
goods is lower in this region. This in turn, induces some workers living in the
smaller region, to move toward the larger region, where they may enjoy a higher
standard of living. The resulting increase in the numbers of workers creates a
larger demand for the differentiated good, which, therefore, leads additional
firms to locate in this region. This implies the availability of more varieties in
the region in question but less in the other because there are scale economies
at the firm’s level. Consequently, as noticed by Krugman (1991a, 486), circular
causation à la Myrdal is present because these two effects reinforce each other:
“manufactures productionwill tend to concentratewhere there is a largemarket,
but the market will be large where manufactures production is concentrated.”

When transportation costs (or, more generally, trade costs) are sufficiently
low, Krugman (1991a) has shown that all manufactures are concentrated in a
single region that becomes the core of the economy, whereas the other region,
called the periphery, supplies only the agricultural good. Firms are able to
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exploit increasing returns by selling more in the larger market without los-
ing much business in the smaller market. For exactly the opposite reason, the
economy displays a symmetric regional pattern of production when transporta-
tion costs are high. Hence, this model allows for the possibility of divergence
between regions, whereas the neoclassical model, based on constant returns
and perfect competition in the two sectors, would predict convergence only.
As in previous chapters, there would be a monotone decreasing relationship
between the degree of agglomeration and the level of transport costs. In ad-
dition, Krugman has also shown that there are often multiple equilibria; thus,
there is a need for some refinement. As before, instability is used to dismiss
some equilibria. Several stable equilibria may exist; consequently, the market
outcome is likely to depend on the initial conditions. Or, to put it differently,
history matters.4 The process of circular causation, then, looks like a snowball
effect that leads industrial firms to be locked in the same region for long peri-
ods: think of the Industrial Belt in the United States, the Pacific Industrial Belt
in Japan, or the “Blue Banana” in Europe. This result also represents a neat
formalization of an idea put forward by Myrdal (1957, 26–7) a long time ago:

Within broad limits, the power of attraction of a centre has its origin mainly in the
historical accident that something was once started there, and not in a number of other
places where it could equally well have been started, and that start met success.

In such a context, it is well known that small initial differences between territo-
ries, minor changes in the socioeconomic environment, or both may eventually
result in vastly different economic configurations.5

Note that the core–periphery model can be used to study the growing geo-
graphical concentration of business services in large metropolitan areas (Kolko
1999). In this context, the manufacturing sector is to be reinterpreted as the
service industry in which firms not only supply consumers and manufacturing
firms but also serve each other. This circularity in demand gives the correspond-
ing firms incentives to agglomerate that are very similar to those studied by
Krugman. As a result, once the different sectors are properly reinterpreted to ac-
count for the new trends emerging in developed economies, the core–periphery
model will keep its relevance despite the gradual shift of manufacturers
toward smaller cities or even rural areas. This tendency will be strengthened by
the growing inclination of business services to work near the headquarters and
research laboratories of manufacturing firms, which remain mostly located in
large cities.

In Section 9.3, we formalize this idea by considering a large array of more
or less tradable intermediate goods (and business services) as a major cause
for agglomeration. So far, indeed, agglomeration has been considered as the
outcome of a circular causation process fed by the mobility of workers. Yet, in
the international marketplace, it is reasonable to expect this mobility to be low,
and thus the core–periphery model cannot be used to explain the agglomeration
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of industries in theworld economy.Consequently, as argued byVenables (1996),
dealingwith the intermediate sector allows us to explain the possible emergence
of a core–periphery structure at the international level. However, instead of
following Venables (who assumes that both the intermediate and final sectors
operate under increasing returns and monopolistic competition), we use a sim-
pler framework. As in Section 4.2.1, we assume that the intermediate sector
produces a differentiated good and exhibits increasing returns; however, the
final sector produces a homogeneous good and exhibits constant returns.
Finally, it is supposed that workers remain in their region. We then show that
both sectors concentrate within the same region provided that the transport
costs of the intermediate goods are sufficiently high (typically when they are
nontradable). This is so even when the transport cost of the final good is very
low. Indeed, the agglomeration of the intermediate sector firms makes it prof-
itable for the final sector firms to agglomerate with them despite the wage gap
generated by the immobility of workers.

In summary, the core–periphery structure may emerge owing to the migra-
tion of workers and the imperfectly competitive nature of the final sector or to
the existence of an imperfectly competitive intermediate sector when workers
are immobile. This result is very important for the space-economy, and thus
it is crucial to know how it depends on the specificities of the framework em-
ployed. First, the use of the CES utility and iceberg cost leads to a convenient
setting in which demands have a constant elasticity. However, such a result con-
flicts with research in spatial pricing theory in which demand elasticity varies
with distance. Second, although the iceberg cost is able to capture the fact that
shipping is resource-consuming, such a modeling strategy implies that any in-
crease in the mill price is accompanied with a proportional increase in transport
cost, which often seems unrealistic.6 Finally, although models are based on
very specific assumptions, they are often beyond the reach of analytical resolu-
tion, forcing authors to appeal to numerical investigations.7 As recognized by
Krugman (1998, 164) himself, “To date, the new economic geography has de-
pended heavily on the tricks summarized in Fujita, Krugman, and Venables
(1999) with the slogan ‘Dixit–Stiglitz, iceberg, evolution and the computer.’ ”

This state of affairs has led Ottaviano and Thisse (1998) and Ottaviano,
Tabuchi, and Thisse (2002) to revisit the core–periphery model using an alter-
native framework that involves downward-sloping linear demands and a linear
transport cost measured in terms of the numéraire. Such a setting, which is very
popular in location theory (Beckmann and Thisse 1986; Greenhut, Norman,
and Hung 1987), takes us far away from the model used by Krugman and
offers the advantage of yielding analytical solutions. Although the conclusions
are not exactly the same as those derived by Krugman, this alternative model
also yields a core–periphery structure once transportation costs are sufficiently
low. Therefore, the core–periphery structure seems to be robust against very
different formulations of preferences and transport technologies.
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The linear model permits the study of different spatial price policies
(Ottaviano and Thisse 1998). Because mill pricing yields the same qualita-
tive results as in Section 9.2, we restrict ourselves to the case of discriminatory
pricing in Section 9.4. This framework is very simple to use and is also suitable
for studying the welfare properties of the core–periphery structure – an issue
that has been untouched in most economic geography models. In Section 9.5,
using the model of Section 9.4, we focus on the interplay between history and
expectations in the formation of the economic space when migrants maximize
the intertemporal value of their utility flows.

The work of Krugman has triggered a plethora of contributions, which have
been surveyed by Ottaviano and Puga (1998). As noted earlier, the main re-
sult obtained by Krugman is the monotone relationship between the degree of
agglomeration and the transportation cost level. In Section 9.6, the generality
of such a relationship is discussed through several modifications of the basic
model.

9.2 THE CORE–PERIPHERY MODEL

Although we focus on a two-region economy in this chapter, it will prove con-
venient to have a more general framework for subsequent developments.

9.2.1 The Framework

The economic space is made of R regions. The economy has two sectors: the
modern sector (M) and the traditional sector (T). There are two production
factors: the high-skilled workers and the low-skilled workers. The M-sector
produces a continuum of varieties of a horizontally differentiated product under
increasing returns using skilled labor as the only input. The T-sector produces
a homogeneous good under constant returns using unskilled labor as the only
input.

The economy is endowed with L unskilled workers and with H skilled
workers. The skilled workers are perfectly mobile between regions, whereas the
unskilled are immobile. As discussed in Section 8.2, this extreme assumption
is partially justified because the skilled are more mobile than the unskilled.
The share of unskilled workers in region r is fixed and denoted 0 ≤ νr ≤ 1 for
r = 1, . . . , R. The share of skilled workers in each region r is variable and
denoted by 0 ≤ λr ≤ 1 for r = 1, . . . , R.

Although both consumption and production take place in a specific region,
it is notationally convenient to describe preferences and technologies without
explicitly referring to any particular region.

Preferences are identical across all workers and described by a Cobb–
Douglas utility,

U = QµT 1−µ/µµ(1 − µ)1−µ 0 < µ < 1, (9.1)

where Q stands for an index of the consumption of the modern sector varieties,
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and T is the consumption of the output of the traditional sector. When the
modern sector provides a continuum of varieties of size M, the index Q is
given by

Q =
[ ∫ M

0
q(i)ρdi

]1/ρ

0 < ρ < 1, (9.2)

where q(i) represents the consumption of variety i ∈ [0, M]. Hence, each con-
sumer displays a preference for variety. In (9.2), the parameter ρ stands for
the inverse of the intensity of desire for variety over the differentiated product.
When ρ is close to 1, varieties are close to perfect substitutes; when ρ decreases,
the desire to spread consumption over all varieties increases. If we set

σ ≡ 1

1 − ρ
,

then σ is the elasticity of substitution between any two varieties, which varies
between 1 and∞. Because there is a continuum of firms, each firm is negligible,
and the interactions between any two firms are zero, but aggregate market
conditions (e.g., the average price across firms) affect each firm. This provides
a setting in which firms are not competitive (in the classic economic sense of
having infinite demand elasticity), but at the same time they have no strategic
interactions with one another (see (9.4) below).8

If Y denotes the consumer income, pT the price of the traditional good, and
p(i) the price of variety i , then the demand functions are

T = (1 − µ)Y/pT (9.3)

q(i) = µY

p(i)

p(i)−(σ−1)

P−(σ−1)
= µY p(i)−σ Pσ−1 i ∈ [0, M], (9.4)

where P is the price index of the differentiated product given by

P ≡
[ ∫ M

0
p(i)−(σ−1)di

]−1/(σ−1)

. (9.5)

Introducing (9.3) and (9.4) into (9.1) yields the indirect utility function

v = Y P−µ(pT)−(1−µ). (9.6)

The technology in the T-sector is such that one unit of output requires one
unit of L . Each variety of the M-sector is produced according to the same
technology such that the production of the quantity q(i) requires l(i) units of
skilled labor given by

l(i) = f + cq(i), (9.7)
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where f and c are, respectively, the fixed and marginal labor requirements.
Clearly, this technology exhibits scale economies. Without loss of generality,
we choose the unit of skilled labor such that c = 1. Because preferences exhibit
love for diversity and there are increasing returns but no scope economies, each
variety is produced by a single firm. Indeed, any firm obtains a higher share of
the market by producing a differentiated variety than by replicating an existing
one.9 In turn, this implies that the mass of firms is identical to the mass of
varieties and that the output of a firm equals the demand of the corresponding
variety.

The output of the T-sector is costlessly traded between any two regions and
is chosen as the numéraire, and thus pT = 1. In contrast, the output of the
M-sector is shipped at a positive cost according to the “iceberg” technology:
when one unit of the differentiated product is moved from region r to region
s, only a fraction 1/ϒrs arrives at destination, where ϒrs > 1 for r �= s and
ϒrr = 1. Hence, if variety i is produced in region r and sold at the mill (fob)
price pr (i), the price prs(i) paid by a consumer located in region s (�= r ) is

prs(i) = pr (i)ϒrs . (9.8)

If the distribution of firms is (M1, . . . , MR), using (9.5) and setting ϒrr = 1,
we obtain the price index Pr in region r from

Pr =
{

R∑
s=1

ϒ−(σ−1)
sr

∫ Ms

0
ps(i)

−(σ−1)di

}−1/(σ−1)

. (9.9)

Let wr denote the wage rate of a skilled worker living in region r . Because
the price of the traditional good equals 1, the wage of the unskilled workers is
also equal to 1 in all regions. Thus, because there is free entry and exit, and
therefore zero profit in equilibrium, the income of region r is

Yr = λr Hwr + νr L . (9.10)

From (9.4), the total demand of the firm producing variety i and located in
region r is

qr (i) =
R∑

s=1

µYs[pr (i)ϒrs]
−σ (Ps)

σ−1ϒrs

= µpr (i)
−σ

R∑
s=1

Ysϒ
−(σ−1)
rs (Ps)

σ−1. (9.11)

This expression requires some comment. The termµYs[pr (i)ϒrs]−σ (Ps)σ−1ϒrs

stands for the quantity shipped from the firm located in r to region s. Here, the
regional consumption in s, which is equal to µYs[pr (i)ϒrs]−σ (Ps)σ−1, must be
multiplied by ϒrs because the firm’s output “melts” on the way, thus implying
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that the firmmust send out a larger quantity of its output for the desired quantity
to be delivered.10

Because each firm has a negligible impact on the market, it may accurately
neglect the impact of a price change over consumers’ income (Yr ) and other
firms’ prices andhence on the regional price indices (Pr ).11 Consequently, (9.11)
implies that, regardless of the spatial distribution of consumers, each firm faces
an isoelastic downward-sloping demand (the elasticity equals σ ). This very
convenient property depends crucially on the assumption of an iceberg transport
cost, which affects the level of demand but not its elasticity.

The profit function of a firm in r is

πr (i) = pr (i)qr (i)− wr [ f + qr (i)] = [pr (i)− wr ]qr (i)−wr f. (9.12)

Because varieties are equally weighted in the utility function, the equilibrium
price is the same across all firms located in region r . Solving the first-order
condition using (9.11) yields the common equilibrium price

p∗
r = wr

ρ
r = 1, . . . , R. (9.13)

This means that firms uses a relative markup equal to 1/ρ, which is independent
of the firms’ and consumers’ distributions. Everything else being equal, more
product differentiation leads to a higher markup and, therefore, to a higher
equilibrium price. However, the equilibrium price depends on the mass of firms
and workers established in region r through the local wage wr .

Substituting (9.13) into the profit function leads to

πr = wr

σ − 1
qr − wr f = wr

σ − 1
[qr − (σ − 1) f ]. (9.14)

Under free entry, profits are zero, and thus the equilibrium output of a firm is a
constant given by

q∗
r = (σ − 1) f r = 1, . . . , R. (9.15)

Note that this quantity is independent of the distributions of firms and work-
ers and is the same across regions. As a result, in equilibrium a firm’s labor
requirement is also unrelated to the firms’ distribution:

l∗ = σ f r = 1, . . . , R.

Thus, the total mass of firms in the M-sector is constant and equal to H/ l∗,
whereas the corresponding firm distribution

Mr = λr H/ l∗ = λr H/σ f r = 1, . . . , R (9.16)

depends only on the distribution of skilled workers. These equalities imply that
the core–periphery model allows for the spatial redistribution of the modern
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sector but not for its growth, for the total number of firms (or varieties) is
constant; this issue is addressed in Chapter 11.

Introducing the equilibrium prices (9.13) and substituting (9.16) for Mr in
the regional price index (9.9), we obtain

Pr =
[

R∑
s=1

λs H

σ f

(
ws

ρ
ϒsr

)−(σ−1)
]−1/(σ−1)

= κ1

[
R∑

s=1

λs(wsϒsr )
−(σ−1)

]−1/(σ−1)

r = 1, . . . , R, (9.17)

where

κ1 ≡ ρ−1

(
H

σ f

)−1/(σ−1)

,

which clearly depends on the spatial distribution of skilled workers as well as
on the values of transport costs.

Finally, we consider the labor market clearing conditions for a given dis-
tribution of workers. The wage prevailing in region r is the highest wage that
firms located there can pay under the nonnegative profit constraint. For that, we
evaluate the demand (9.11) as a function of the wage through the equilibrium
price (9.13):

qr (wr ) = µ

(
1

ρ

)−σ

w−σ
r

R∑
s=1

Ysϒ
−(σ−1)
rs Pσ−1

s . (9.18)

Because this expression is equal to (σ − 1) f when profits are zero, we obtain
the following implicit expression for the zero-profit wages:

w∗
r = κ2

[
R∑

s=1

Ysϒ
−(σ−1)
rs Pσ−1

s

]1/σ

r = 1, . . . , R, (9.19)

where

κ2 ≡ ρ[µ/(σ − 1) f ]1/σ .

Clearly, w∗
r is the equilibrium wage prevailing in region r when λr > 0.

Substituting (9.19) for Y and setting pT = 1 in the indirect utility (9.6), we
obtain the real wage in region r as follows:

vr = ωr = w∗
r

Pµ
r

r = 1, . . . , R. (9.20)

Hence, the indirect utility is here equivalent to maximizing the real wage.
Finally, the Walras law implies that the traditional sector market is also in

equilibrium provided that the equilibrium conditions above are satisfied.



312 Economics of Agglomeration

For a given spatial distribution of skilled workers, we now ask whether there
is an incentive for them tomigrate and, if so, what direction the flow ofmigrants
will take. A spatial equilibrium arises when no skilled worker may get a higher
utility level in another region: (λ∗

1, . . . , λ
∗
R) is a spatial equilibrium if there exists

a positive constant ω∗ such that

ωr ≤ ω∗ for r = 1, . . . , R

ωr = ω∗ if λ∗
r > 0.

Hence, the zero-profit real wage that local firms could afford to pay in a region
containing no skilled workers is lower than (or just equal to) the equilibrium
real wage. Because the functionsωr (λ1, . . . , λR) are continuous in (λ1, . . . , λR)
over the compact set

� ≡
{
(λ1, . . . , λR);

R∑
r=1

λr = 1 and λr ≥ 0

}
,

we can appeal to Proposition 1 of Ginsburgh, Papageorgiou, and Thisse (1985)
to guarantee that such an equilibrium always exists.

Following a now well-established tradition in migration modeling, we focus
on an adjustment process in which workers are attracted (repulsed) by regions
providing high (low) utility levels:

λ̇r = λr (ωr − ω̄) r = 1, . . . , R,

where λ̇r is the time-derivative of λr , ωr is the equilibrium real wage corre-
sponding to the distribution (λ1, . . . , λR), and ω̄ ≡ ∑

λsωs is the average real
wage across all regions. In other words, the skilled move from the low-wage
regions toward the high-wage ones.

A spatial equilibrium is stable if, for anymarginal deviation of the population
distribution from the equilibrium, the equation of motion above brings the
distribution of skilled workers back to the original one. In doing so, we assume
that local labormarkets adjust instantaneouslywhen some skilledworkersmove
from one region to another. More precisely, the mass of firms in each region
must be such that the labor market clearing conditions (9.16) remain valid for
the new distribution of workers.Wages are then adjusted in each region for each
firm to earn zero profits in any region having skilled workers because workers
move toward high-wage regions.

Observe here one more justification for working with a continuum of agents
(workers and firms): this modeling strategy allows one to respect the integer
nature of a worker’s or firm’s location while describing the evolution of the
regional share of production by means of differential equations.
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9.2.2 The Two-Region Case

Consider two regions A and B. The unskilled workers are equally split between
regions (νA = νB = 1/2). To keep things as symmetric as possible, we also
assume that ϒAB = ϒBA ≡ ϒ . In this specific context, the basic equations
developed in the foregoing are as follows:

Yr = λr Hwr + L/2 r = A, B (9.21)

Pr = κ1
[
λrw

−(σ−1)
r + λs(wsϒ)−(σ−1)

]−1/(σ−1)
s �= r (9.22)

w∗
r = κ2

(
Yr P

σ−1
r + Ysϒ

−(σ−1)Pσ−1
s

)1/σ
s �= r (9.23)

ωr = w∗
r P

−µ
r r = A, B. (9.24)

Whenever this turns out to be convenient, from now we use λ ≡ λA so that
λB = 1 − λ. Given a parametric solution to the system (9.21)–(9.24), a spatial
equilibrium arises at λ ∈ (0, 1) when

�ω(λ) ≡ ωA(λ) − ωB(λ) = 0

or at λ = 0 when �ω(0) ≤ 0, or at λ = 1 when �ω(1) ≥ 0.
The stability is studied with respect to the following equation of motion:

λ̇ = λ�ω(λ) (1 − λ) (9.25)

and is defined as in Section 8.4.12 If �ω(λ) is positive and λ ∈ (0, 1), workers
move from B to A; if it is negative, they go in the opposite direction. Clearly,
any spatial equilibrium is a steady-state for (9.25).

The system (9.21)–(9.24) of nonlinear equations cannot be solved analyti-
cally. As a consequence, deriving a characterization of its solution in terms of
λ is not simple. To derive some insight into the nature of the equilibrium, compu-
tational experiments have been performed by Krugman (1991a).13 The results
are displayed in Figure 9.1, where the following results appear. For a large value
of ϒ (= ϒ1), there is only one equilibrium corresponding to the full dispersion
of the modern sector (λ = 1/2), which is stable.Whenϒ takes some intermedi-
ate valueϒ2, four more equilibria emerge that are all asymmetric. However, the
two interior equilibria are unstable. Hence, three stable equilibria now exist: the
symmetric configuration and the core–periphery structurewith concentration of
the modern sector in region A or region B. Finally, when ϒ takes a sufficiently
low value (= ϒ3), the symmetric equilibrium becomes unstable, and thus the
core–periphery structure is the only stable outcome.

These observations will serve as a guide in the rest of the analysis.
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Figure 9.1: Migration dynamics under various values of ϒ .

9.2.3 The Core–Periphery Structure

Suppose that the modern sector is concentrated in one region, say region A so
that λ = 1. To check whether this is an equilibrium, we ask whether a skilled
worker could be strictly better off in B. More precisely, we wish to determine
conditions under which the real wage hemay obtain in region B does not exceed
the real wage this worker gets in region A. Setting λ = 1 in (9.21)–(9.24), we
get the following equations:

YA = Hw∗
A + L/2 and YB = L/2

PA = κ1w
∗
A and PB = κ1ϒw∗

A. (9.26)

Then, w∗
A is obtained by substituting (9.16) into (9.23) with r = A,

w∗
A = κ2

[
YA(κ1w

∗
A)

σ−1 + YBϒ−(σ−1)(κ1ϒw∗
A)

σ−1
]1/σ

which yields w∗
A = (µ/H )(YA + YB), or

w∗
A = µ

1 − µ

L

H
.

From (9.13), it is then possible to determine the common equilibrium price
of all varieties in terms of the fundamentals of the economy:

p∗
A = 1

ρ

µ

1 − µ

L

H
,

which shows that the price of the differentiated productwithin the agglomeration
increases with the unskilled–skilled ratio (L/H ) as well as with the share of
the modern sector (µ).
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Finally, when the modern sector is geographically concentrated in A, the
regional nominal incomes are as follows:

YA = µ

1 − µ
L + L

2
and YB = L

2
,

and thus the gross domestic product (GDP) of the economy is given by

YG ≡ YA + YB = L/(1 − µ).

The equilibrium real wage in region A is

ωA = κ
−µ
1 (w∗

A)
1−µ =

(
1

ρ

)−µ(
H

σ f

)µ/(σ−1)(
µ

1 − µ

L

H

)1−µ

,

which is independent of ϒ .
Agglomeration in region A is an equilibrium if and only if ωA is larger than

or equal to ωB . Thus, we need to determine ωB . To find it, we substitute (9.22)
for the price index and (9.23) for the nominal wage into the real wage (9.24)
and get

ωB = κ
ρ−µ
1 κ2(w

∗
A)

ρ−µϒ−µ
(
YAϒ

−(σ−1) + YBϒσ−1
)1/σ

= κ
ρ−µ
1 κ2(w

∗
A)

ρ−µϒ−µ
(
YAϒ

−(σ−1) + YBϒσ−1
)1/σ

.

It can then readily be verified that

ωB

ωA
=

[
1 + µ

2
ϒ−σ (µ+ρ) + 1 − µ

2
ϒ−σ (µ−ρ)

]1/σ

. (9.27)

When shipping is costless (ϒ = 1), we always have ωB/ωA = 1: location
does not matter. Furthermore, the first term in the right-hand side of (9.27) is
always decreasing in ϒ . Therefore, because the second term is also decreasing
when µ ≥ ρ, the ratio ωB/ωA always decreases with ϒ , thus implying that
ωB < ωA for allϒ > 1. This means that the core–periphery structure is a stable
equilibrium for all ϒ > 1. When

µ ≥ ρ,

which is called the black hole condition, varieties are so differentiated that
firms’ demands are not very sensitive to differences in transportation costs,
thus making the agglomeration force very strong. In fact, it is so strong that
agglomeration can be viewed as a “black hole” attracting any movable activity.

More interesting is the case in which

µ < ρ, (9.28)

that is, varieties are not very differentiated so that the firms’ demands are
sufficiently elastic and, hence, the agglomeration force is weaker. If (9.28)
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Figure 9.2: The determination of the sustain point.

holds, then the second term in (9.27) goes to infinity when ϒ → ∞, and the
ratio ωB/ωA is as depicted in Figure 9.2.14

We see that a single value ϒsustain > 1 exists such that ωB/ωA = 1. Hence,
the agglomeration is a stable equilibrium for any ϒ ≤ ϒsustain. In other words,
once all firms belonging to the modern sector locate together within a region,
they stay there as long as carrying their output to the other region is sufficiently
cheap.15 This occurs because firms can enjoy all the benefits of agglomeration
without losing much of their business in the other region. Such a point is called
the sustain point because, once firms are fully agglomerated, they stay so for
all smaller values of ϒ .16 On the other hand, when transportation costs are
sufficiently high (ϒ > ϒsustain), firms lose much on their exports so that the
core–periphery structure is no longer an equilibrium.

Summarizing these results, we have the following:

Proposition 9.1 Consider a two-region economy.

1. If µ ≥ ρ, then the core–periphery structure is always a stable equilib-
rium.

2. If µ < ρ, then a unique solution ϒsustain > 1 exists to the equation

1 + µ

2
ϒ−σ (µ+ρ) + 1 − µ

2
ϒ−σ (µ−ρ) = 1 (9.29)

such that the core–periphery structure is a stable equilibrium for any
ϒ ≤ ϒsustain.

It is remarkable that ϒsustain depends only on the degree of product differen-
tiation (σ ) and the share of the modern sector in consumption (µ).

Interestingly, Proposition 9.1 provides formal support of the claim made by
Kaldor (1970, 241) more than 30 years ago:

When trade is opened up between them, the regionwith themore developed industry will
be able to supply the need of the agricultural area of the other region on more favourable
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terms: with the result that the industrial centre of the second region will lose its market
and will tend to be eliminated.

The proposition also supports the claim of Giersch (1949, 94), who observed
more than half a century ago that

production would tend to be centered in those industrial countries which already provide
large domestic markets before the formation of the federal state.

It is worth stressing that the agglomeration is obtained as the aggregate
outcome of a handful of individual decisions: the skilled workers do not choose
a priori to be (or not to be) together. They are brought together through individual
decisions based on current market prices and wages.

9.2.4 The Symmetric Structure

What we have just seen suggests that the modern sector is geographically dis-
persed when transportation costs are high and when (9.28) holds. To check this
conjecture, we consider the symmetric configuration (λ = 1/2). In this case,
there are only four equilibrium conditions,

YA = YB = Y = (H/2)w∗ + L/2,

where w∗ is the common zero-profit wage prevailing at the symmetric config-
uration given by

w∗ = κ2
(
Y Pσ−1 + Yϒ−(σ−1)Pσ−1

)1/σ
= κ2(Y Pσ−1)1/σ

(
1 + ϒ−(σ−1)

)1/σ
,

and the common price index is equal to

P = κ1

[
1

2
(w∗)−(σ−1) + 1

2
(w∗ϒ)−(σ−1)

]−1/(σ−1)

= κ12
1/(σ−1)w∗(1 + ϒ−(σ−1)

)−1/(σ−1)
.

The common real wage is

ω = w∗P−µ.

Because ωA = ωB = ω, the symmetric structure is a spatial equilibrium for all
ϒ > 1.

For a given ϒ > 1, the symmetric equilibrium is stable (unstable) if the
slope of �ω(λ) is negative (positive) at λ = 1/2. Checking this condition
requires fairly long calculations using all the equilibrium conditions. How-
ever, Fujita, Krugman, and Venables (1999, chap. 5) have shown the following
results. First, when (9.28) does not hold, the symmetric equilibrium is always
unstable. However, when (9.28) holds, this equilibrium is stable (unstable) if ϒ
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is larger (smaller) than some threshold value ϒbreak given by

ϒbreak =
[
(ρ + µ) (1 + µ)

(ρ − µ) (1 − µ)

]1/(σ−1)

, (9.30)

which is clearly larger than 1. This is called the break point because symmetry
between the two regions is no longer a stable equilibrium for lower values of ϒ .
It is interesting to note that ϒbreak depends on the same parameters as ϒsustain.
It is apparent from (9.30) that ϒbreak is increasing with the share of the modern
sector (µ) and with the degree of product differentiation (1/ρ).

Figure 9.3 represents all stable (unstable) equilibria by solid (broken) lines.
It is shown in the appendix of this chapter that ϒbreak < ϒsustain. Hence, a
domain of transport cost values exists over which there is multiplicity of equi-
libria, namely agglomeration and dispersion. More precisely, for ϒ > ϒsustain,

the economy necessarily involves full dispersion. For ϒ < ϒbreak, the core–
periphery structure always arises, the winning region depending on the initial
conditions: the region with the initially larger share of the modern sector ends
up with the whole share. Finally, for ϒbreak ≤ ϒ ≤ ϒsustain, both full agglomer-
ation and full dispersion are stable equilibria. In the corresponding domain, the
economy displays some hysteresis because full dispersion still prevails when
transport costs fall below the sustain point while staying above the break point.
Eventually, as transportation costs decrease sufficiently, sudden agglomeration
of the modern sector arises.

9.2.5 A Model of the Modern Sector with Two Factors

It is reasonable to view the factor standing behind the fixed costs as skilled
labor, especially when these costs correspond to research and development as
well as advertising and sales promotion. Furthermore, Ottaviano (2001) has
argued convincingly that a firm belonging to the modern sector could well use

Figure 9.3: Bifurcation diagram for the core–periphery model.
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unskilled labor to produce its output. Formally, this means that the production of
anyvariety requires afixed amount f of skilled labor and amarginal requirement
c = 1of unskilled labor. In this case, themarginal labor requirement ismeasured
in terms of the numéraire. This vastly simplifies the analysis and allows for a
more detailed treatment of the core–periphery model. Indeed, (9.12) becomes

πr (i) = pr (i)qr (i) − wr f − qr (i) = [pr (i) − 1]qr (i) − wr f

r = A, B.

Because demands (9.4) are symmetric and isoelastic and the marginal cost is 1
instead of wr , the equilibrium price is now the same across firms and regions:

p∗
A = p∗

B = 1

ρ
.

Thus, the delivered price ϒ/ρ is also the same in both regions. Hence, the
regional price indices are as follows:

Pr = [
λr (H/ f )(1/ρ)1−σ + λs(H/ f )(ϒ/ρ)1−σ

]1/(1−σ )
s �= r

or

Pr = (H/ f )1/(1−σ )

ρ
[λr + λs(ϒ)1−σ ]1/(1−σ ). (9.31)

The zero-profit output of a firm located in region r = A, B is now

q∗
r = (σ − 1) f wr ,

which, unlike (9.15), varies with the region where the firm is located.
From (9.4), the demands in region s = A, B for any variety produced in

region r = A, B are given by

qs(r ) = p−σ
rs

Mr p
1−σ
rs + Ms p

1−σ
ss

µYs

in which the regional incomes Yr are

Yr = L/2 + λr Hwr r = A, B.

Consequently, the market-clearing conditions for the differentiated product
are given by

q∗
r = qr (i) + ϒqs(i) s �= r

or

(σ − 1)wr = ρµ

λr H + λs Hϒ1−σ

(
L

2
+ λr Hwr

)

+ ρµϒ1−σ

λr Hϒ1−σ + λs H

(
L

2
+ λs Hws

)
,

which are linear in the nominal wages wr and ws .
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Given the solutions to these two equations, (9.20) and (9.31) imply that

�(λ) ≡ ωA(λ)

ωB(λ)
= w∗

A/P
µ

A

w∗
B/Pµ

B

=
[
λ + ϒ1−σ (1 − λ)

(1 − λ) + ϒ1−σ λ

] µ

σ−1

× 2ϒ1−σ (σ − 1)λ + [
(σ − µρ − 1) + ϒ2(1−σ )(σ + µρ − 1)

]
(1 − λ)

2ϒ1−σ (σ − 1)(1 − λ) + [
(σ − µρ − 1) + ϒ2(1−σ )(σ + µρ − 1)

]
λ

.

Because

�ω(λ) = ωB(λ)[�(λ) − 1]

we have

ω(λ) ≥
< 0 if and only if �(λ) ≥

< 1.

Thus, �(λ) allows us to obtain the indirect utility differential as an explicit
function of the distribution of skilledworkers, which is something that cannot be
achieved in the original core–periphery model. As usual, because �(1/2) = 1,
λ = 1/2 is always a spatial equilibrium.

By studying �(λ) with respect to λ, one can show that the equilibrium
configurations are similar to those obtained above. First, let us determineϒbreak,
which is a hard task in the original model. Because �(1/2) = 1, the symmetric
configuration is stable for some ϒ if and only if

�′(1/2) < 0

for the corresponding value of ϒ . Setting φ ≡ ϒ1−σ , we see that φ varies
between 0 (prohibitive transportation costs) and 1 (zero transportation costs).
It can readily be verified that

�′(1/2) = 0

has two roots in φ:

φ1 = (σ − µ − 1) (σ − µ)

(σ + µ − 1) (σ + µ)
and φ2 = 1

with φ1 < φ2. When µ ≥ σ − 1, φ1 < 0 so that the symmetric equilibrium is
never stable. This means that this condition is comparable to the black hole con-
ditionµ ≥ ρ ≡ (σ − 1)/σ obtained in Section 9.2.3.Whenµ > σ − 1, ∂�/∂λ

evaluated at λ = 1/2 and φ = 0 is negative, and thus the symmetric configu-
ration is stable for any φ < φ1. In other words, the symmetric configuration is
stable provided that ϒ is larger than

ϒbreak =
[
(σ + µ − 1) (σ + µ)

(σ − µ − 1) (σ − µ)

]1/(σ−1)

> 1, (9.32)
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which is the counterpart of (9.30). For ϒ < ϒbreak, the symmetric equilibrium
ceases to be stable. Next, setting �(1) = 1 yields

1 + µ/σ

2
ϒ−(σ−1+µ) + 1 − µ/σ

2
ϒσ−1−µ = 1, (9.33)

which is the counterpart of (9.29). Solving this equation, we obtain the ϒsustain

such that the core–periphery structure is a stable equilibrium for any ϒ ≤
ϒsustain.

9.3 STICKY LABOR AND REGIONAL SPECIALIZATION

In the core–periphery model, agglomeration is the outcome of a circular causa-
tion process in which more people concentrate within the same region because
they love variety. However, if workers are sticky, no agglomeration can arise. In-
stead, each region specializes in the production of differentiated varieties on the
basis of their initial endowments, and intraindustry trade occurs for all values
of the transportation costs.

However, the agglomeration of industries is a pervasive phenomenon even
when labor is immobile. An alternative way to explain the emergence of
agglomeration is to recognize that the modern sector uses an array of dif-
ferentiated intermediate goods. In this case, the agglomeration of the modern
sector in a particular region can occur because of the concentration of the in-
termediate industry in that region, and conversely. In this section, we show how
this process works in a context in which we combine elements belonging to the
core–peripherymodel and to the one presented in Section 4.2.1.17 The key issue
in the approach followed here is how workers living in a given region allocate
themselves between the different sectors of the regional economy assuming for
simplicity that the intersectoral mobility is perfect. For each region, a given
allocation of labor generates a certain wage through the labor market clearing
condition. At the corresponding wages, firms choose to stay put or to delocate.
In equilibrium, no firm of the modern or intermediate sector has an incentive
to change location.

9.3.1 The Framework

The economy involves three sectors: the final, intermediate, and traditional
ones. Because workers are spatially immobile, love for variety is no longer an
agglomeration force, and thus it is convenient to assume that the output of the
modern sector is homogeneous. Preferences are identical across all workers and
described by the utility (9.1):

u = QµT 1−µ/µµ(1 − µ)1−µ 0 < µ < 1,

where Q now stands for the consumption of a homogeneous good produced by
the modern sector, and T is the consumption of the traditional sector’s output.
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Workers being immobile, we may consider a single type of labor. Because
the output is homogeneous, the M-sector is assumed to operate under constant
returns to scale and perfect competition. The M-good is produced according to
the production function:

XM = l1−α I α 0 < α < 1, (9.34)

where XM is the output of the M-sector, l the amount of labor, and I represents
an index of the consumption of the intermediate varieties defined by

I =
{ ∫ M

0
[q(i)]ρdi

}1/ρ

0 < ρ < 1 (9.35)

in which q(i) is the quantity of the intermediate good i and M the number of
intermediate goods. As usual, a smaller ρ means a more differentiated set of
intermediate varieties.

By contrast, the intermediate sector exhibits increasing returns and oper-
ates under monopolistic competition (as in Section 4.2.1). Each variety of the
I-sector is produced according to the same technology such that the production
of the quantity q(i) requires l(i) units of labor, which is again given by

l(i) = f + q(i), (9.36)

where f is the fixed requirement of labor.
Finally, as in Section 9.2, the technology in the T-sector is such that one unit

of output requires one unit of labor.
The demand functions for the two consumption goods are as follows:

T = (1 − µ)Y/pT (9.37)

Q = µY/pM, (9.38)

where pM is the price of the M-good.
The price index for the I-sector is as given by (9.5):

P ≡
[ ∫ M

0
p(i)−(σ−1)di

]−1/(σ−1)

, (9.39)

where σ ≡ 1/(1 − ρ) and p(i) is the price of the intermediate good i . Given
the wage rate w, the unit production cost in the M-sector is

cM = α−α(1 − α)−(1−α)w1−αPα, (9.40)

whereas the input demands of the M-sector corresponding to output XM are

LM = (1 − α)cMXMw−1 (9.41)

q(i) = αcMXM p(i)−σ Pσ−1 i ∈ [0, M]. (9.42)
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Consider an economy with two regions A and B, each endowed with
L > 0 workers. As in the foregoing section, we assume that the T-good can be
shipped costlessly from one region to another; this good is used as the numéraire
(pT = 1). The output of the M-sector (I-sector) is shipped from one region to
the other at a positive cost according to the iceberg cost ϒM > 1 (ϒT > 1). Let
LM

r , LI

r , and L
T

r be the mass of workers living in region r (= A, B) and working
in the modern, intermediate, and traditional sectors, respectively.

Using the same argument as in Section 9.2.2, we see that the common equi-
librium price of the intermediate varieties produced in region r = A, B is

pI

r = wr

ρ
,

and thus the output of an I-sector firm under zero profit is still given by (σ − 1) f
and its labor requirement by σ f .

The price index for the I-goods in region r = A, B can be shown to be
equal to

Pr = k1
[
LI

r (wr )
−(σ−1) + LI

s(wsϒ
I)−(σ−1)

]−1/(σ−1)
s �= r, (9.43)

where

k1 ≡ ρ−1(σ f )1/(σ−1).

The common output of a I-firm located in r is

qr = α

(
wr

ρ

)−σ [
cM

r XM

r Pσ−1
r + cM

s XM

s (ϒ I)−(σ−1)Pσ−1
s

]
s �= r

(9.44)

where XM

r is the production of the M-good in region r = A, B.

9.3.2 Agglomeration of the Intermediate and Final Sectors

Suppose that both the final and intermediate industries are concentrated in
one region, say region A, so that LM

B = LI

B = 0 and LT

B = L . Hence, region
A exports the M-good and region B the T-good. Assume also that workers
residing in region A work either for the intermediate or for the modern sector
so that LT

A = 0. Then, it follows that w∗
A ≥ w∗

B = 1.
The corresponding regional price indices are obtained from (9.43) as follows:

PA = k1
[
LI

A(w
∗
A)

−(σ−1)
]−1/(σ−1)

= k1
µ

1 − µ

(
LI

A

)−1/(σ−1)
(9.45)

PB = PAϒ
I. (9.46)
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Consider first the equilibrium of the T-good market. Because YA = Lw∗
A

and YB = L , regional demands are respectively given by

TA = (1 − µ)Lw∗
A and TB = (1 − µ)L .

Because XT

A = 0 and XT

B = L , the equality of supply and demand implies that

w∗
A = µ

1 − µ
. (9.47)

For the traditional sector to be unprofitable in region A, it follows that w∗
A ≥ 1,

which holds if and only if

µ ≥ 1/2. (9.48)

Because we have

pM

A = cM

A and pM

B = pM

A ϒM = cM

A ϒM,

using (9.38), the regional demands for the M-good are given by

QA = µLw∗
A/c

M

A and QB = µL/cM

A ϒM.

Because the M-good is exported to B, the equilibrium of the M-good market
implies that the total production XM

A is such that

XM

A = QA + QBϒM

= µ

1 − µ

L

cM

A

from (9.47), or

XM

A c
M

A = µ

1 − µ
L . (9.49)

Producing the M-good in region B is never profitable if and only if

cM

B ≥ pM

B = cM

A ϒM,

which amounts to cM

B /cM

A ≥ ϒM. With (9.40), this holds if and only if

ϒ I ≥
(

µ

1 − µ

)(1−α)/α

(ϒM)1/α.

It remains to consider the I-sector. Given (9.44), (9.49), and XB = 0, we
have

qA = α

(
wA

ρ

)−σ [
cM

A XM

A Pσ−1
A

]
= αρσ (k1)

σ−1L
(
LI

A

)−1

qB = α

(
1

ρ

)−σ [
cM

A XM

A (ϒ
I)−(σ−1)Pσ−1

A

]

= ρσ kσ−1
1

(
µ

1 − µ

)σ

(ϒ I)−(σ−1).
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The first equilibrium condition is qA = q∗ = (σ − 1) f , which yields

LI

A = αL .

The second equilibrium condition, that is, the nonprofitability of region B for
I-firms, means qB ≤ q∗, which is equivalent to the condition

ϒ I ≥
(

µ

1 − µ

)1/ρ

.

To sum up, we have shown the following:

Proposition 9.2 Assumeµ ≥ 1/2. Then, the agglomeration of the intermediate
and final sectors into the same region is an equilibrium if and only if the fol-
lowing two conditions are satisfied:

ϒ I ≥
(

µ

1 − µ

)(1−α)/α

(ϒM)1/α (9.50)

ϒ I ≥
(

µ

1 − µ

)1/ρ

. (9.51)

Hence, when the transport cost of the intermediate goods is high relative to
the transport cost of the final good, there is complete regional specialization
because both the final and intermediate sectors are entirely concentrated in
one region, whereas the traditional sector operates only in the other region.
Condition (9.50) becomes less stringent as the transport cost of the final good
declines. In addition, the transport cost of the intermediate goods must also
exceed some threshold value (9.51), for µ/(1 − µ) ≥ 1. Clearly, this threshold
rises when the intermediate goods are more differentiated. The domains of
(ϒ I, ϒM) sustaining the core–periphery structure are represented by the shaded
areas in Figure 9.4.

Condition (9.50) means that the M-sector does not find it profitable to start
operating in region B because importing the intermediate goods from A turns
out to be costly owing to the high transport costs of these goods, whereas
exporting its output from A to B is less costly because of the relatively low
value of ϒM. Condition (9.51) means that no firm of the intermediate sector
wants to set up in region B because it has to export all its production to region
A at a high transport cost. It should be stressed that both sectors are trapped
within the same region even when shipping the final good becomes cheaper and
cheaper (ϒM approaches 1).

To break such a trap, the transport costs of the intermediate goods must fall
below some critical value. This is not necessarily easy to implement when the
provision of specific intermediate goods requires face-to-face contacts such as
for highly differentiated services (in which case ϒ I is high).

As long as (9.50) and (9.51) hold, µ can rise. Because w∗
A = µ/(1 − µ)

and w∗
B = 1, this rise generates a widening wage gap between the core region



326 Economics of Agglomeration

Figure 9.4: Transport cost ranges for sustaining the core–periphery structure.

and the periphery. It can readily be verified that the real wage gap, in turn,
becomes even larger. This agrees with the observation that (9.50) becomes less
and less stringent as the role of the intermediate goods plays a growing role in
the economy (α rises). However, the modern sector will eventually decentralize
some of its activities in the periphery as its share in consumption increases.

When transportation costs for the intermediate sector decrease enough for
(9.50) not to hold anymore, whereas (9.51) is still valid, one expects the I-firms
to remain concentrated in region A, and some share of the final sector now
operates in region B. In this case, the intermediate goods needed by the final
sector in region B are imported from region A. Finally, when shipping the in-
termediate goods becomes very inexpensive (ϒ I approaches 1), it is reasonable
to expect the symmetric configuration to be the only stable equilibrium. These
issues are left for further investigation.
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9.4 A LINEAR MODEL OF CORE–PERIPHERY:
DISCRIMINATORY PRICING AND WELFARE

The setting considered in this section is very similar to the one used in
Section 9.2. However, there are two major differences. First, the output of the
M-sector is traded at a cost of t units of the numéraire per unit shipped between
regions. This characteristic agrees more with reality as well as with location
theory than the iceberg technology does. In particular, as will be demonstrated,
this allows us to study and compare various spatial price policies such as dis-
criminatory and mill pricing. Second, preferences are given by a quasi-linear
utility encapsulating a quadratic subutility instead of a Cobb–Douglas prefer-
ence on the homogeneous and differentiated goodswith CES subutility.18 These
two specifications correspond to two rather extreme cases: the former assumes
an infinite elasticity of substitution between the differentiated product and the
numéraire, the latter a unit elasticity. Moreover, firms’ demands are linear in-
stead of iso-elastic.

Specifically, we use themodel described in Section 8.4, which is now embed-
ded in a general equilibrium framework. In particular, preferences are identical
across all workers and described by (8.26) with individual demand q(i) for
variety i given by

q(i) = a − (b + dM) p(i) + dP, (9.52)

where p(i) is the price of variety i ∈ [0, M] and P/M the price index in the
modern sector.Hence, eachworker has the following quasi-linear indirect utility
function:

v(y; p(i), i ∈ [0, M]) = a2M

2b
− a

∫ M

0
p(i)di + b+ dM

2

∫ M

0
[p(i)]2di

− d

2

[∫ M

0
p(i)di

]2

+ y + z̄, (9.53)

where y is the worker’s labor income and z̄ his initial endowment in the
numéraire. It is assumed that eachworker’s initial endowment z̄ in the numéraire
is large enough for his residual consumption of the numéraire to be strictly pos-
itive in equilibrium.19 The technologies are the same as in Section 9.2 but, for
simplicity, c is set equal to zero in (9.7).20

As stated in the introduction, we focus on discriminatory pricing. Recall that,
in this case, each firm sets a delivered price specific to the market in which its
variety is sold; hence, markets are segmented. In addition, because the iceberg
cost enters the profit function multiplicatively in Krugman’s model, demands
have the same elasticity across locations, and thus both mill and discriminatory
pricing policies yield the same equilibrium prices and outputs. Few people
noticed the equivalence between the two policies under the iceberg technology
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in the spatialized S–D–S model (Hsu 1979; Greenhut et al. 1987, chap. 2). This
equivalence no longer holds in the present model.

9.4.1 Equilibrium Prices

Suppose that each firm sets a (delivered) price specific to each region. Hence,
the profit function of a representative firm located in region r = A, B is as
follows:

πr = prrqrr (prr )(L/2 + λr H )

+ (prs − t)qrs(prs)(L/2 + λs H ) − f wr s �= r, (9.54)

where λ ≡ λA and λB = 1 − λ.
To illustrate the type of interaction that characterizes this model of monop-

olistic competition, we describe how the equilibrium prices are determined.
Each firm i in region r maximizes its profit πr , assuming accurately that its
price choice has no impact on the regional price indices

Pr ≡
∫ Mr

0
prr (i)di +

∫ Ms

0
psr (i)di s �= r.

Because, by symmetry, the prices selected by the firms located within the same
region are identical, the resulting prices are denoted by p∗

rr (Pr ) and p∗
rs(Ps).

Clearly, it follows that

Mr p
∗
rr (Pr ) + Ms p

∗
sr (Pr ) = Pr s �= r.

By solving the first-order conditions for profit maximization with respect to
prices, it can readily be verified that the equilibrium prices are as follows:

p∗
rr = 1

2

2a + dt(1 − λr )M

2b + dM
s �= r (9.55)

p∗
rs = p∗

ss + t

2
s �= r. (9.56)

Clearly, these prices depend directly on the firms’ (or workers’) distribution
across regions. More precisely, p∗

rr decreases with the mass of firms in region
r , λr M , and increases with the degree of product differentiation, which de-
creases with d. These results agree with what we know from models of product
differentiation (see, e.g., Anderson et al. 1992, chap.7). In addition, these prices
also show that arbitrage is never profitable because p∗

rs − p∗
rr < τ .

It is easy to check that the equilibriumoperating profits earned in eachmarket
by a firm established in r = A, B are as follows:

π∗
rr = (b + dM)(p∗

rr )
2 (L/2 + λr H )

π∗
rs = (b + dM)(p∗

rs − t)2 (L/2 + λs H ),

where π∗
rk denotes the profits earned from selling in region k = r, s.
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Increasing λr has two opposite effects on π∗
rr . First, as λr rises, both the equi-

librium price (9.55) and the corresponding quantity of each variety bought by
each consumer living in region r , fall. Second, the total population of con-
sumers residing in this region is now larger, and thus the profits made by a firm
located in r on local sales may increase.What is at work here is a global demand
effect resulting from the increase in the local population that may compensate
firms for the adverse price effect as well as for the decrease in each worker’s
individual demand.

Deducting t from (9.55) and (9.56), we see that firms’ prices net of transport
costs are positive regardless of the workers’ distribution if and only if

t < ttrade ≡ 2a f

2b f + dH
≡ 2α f

2 f + δH/(β − δ)
, (9.57)

which depends only upon the primitives (L , H, α, β, δ, f ) once a, b, d, and M
are replaced by their values. More generally, it can readily be verified that

dτtrade

d f
> 0

dτtrade

dδ
< 0;

thus, trade is more likely the higher are the intensity of increasing returns and
the degree of product differentiation. The condition (9.57) must also hold for
consumers in s to buy from firms in r , that is, for the individual demands
(9.52) in each region evaluated at the equilibrium prices to be positive for all λ.
Observe that there is no trade when there are no increasing returns ( f = 0).
In this case, each region supplies all the varieties and is in autarchy – a result
that agrees with what we saw in Chapter 2.

The consumer surplus Cr (λ) of each worker in region r associated with the
equilibrium prices (9.55) and (9.56) is then as follows:

Cr (λ) = a2H

2b f
− aH

f
(λr p

∗
rr + λs p

∗
sr ) + (b f + dH )H

2 f 2
[
λr (p

∗
rr )

2 + λs(p
∗
sr )

2
]

− dH 2

2 f 2
(λr p

∗
rr + λs p

∗
sr ).

Differentiating this expression twice with respect to λ shows that Cr (λ) is
concave. Furthermore, (9.57) implies that Cr (λ) is always increasing over the
interval [0, 1].

Labor market clearing implies that the mass Mr of firms belonging to the
M-sector in region r is

Mr = λr H/ f. (9.58)

Consequently, the total mass of firms in the economy is fixed and equal to
M = MA + MB = H/ f . As in Section 9.2, the number of firms is constant. In
addition, (9.58) shows that the region with the larger number of workers is also
the region accommodating the larger number of firms.
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Entry and exit are free; therefore, profits are zero in equilibrium. Hence,
(9.58) implies that any change in the population of workers located in one
region must be accompanied by a corresponding change in the number of firms.
The equilibrium wage rates w∗

r of the skilled are obtained from the zero profit
condition evaluated at the equilibrium prices, whereas the wage rate of the
unskilled is equal to their marginal product, that is, 1.

More precisely, the equilibrium wage prevailing in region r = A, B may
be obtained from (9.54) by computing w∗

r (λ) = (π∗
rr + π∗

rs)/ f . This yields the
following expression:

w∗
r (λ) = b f + dH

4(2b f + dH )2 f 2

{
(2a f + τdHλs)

2

(
L

2
+ λr H

)

+ (2a f − 2τb f − τdHλs)
2

(
L

2
+ λs H

)}
, (9.59)

which, after simplification, turns out to be quadratic in λ. Standard but cumber-
some investigations reveal that w∗

r (λ) is concave and increasing (convex and
decreasing) in λ when f is large (small) as well as when t , d, H , and L are
small (large). This implies that both Cr (λ) and w∗

r (λ) increase with λ when t is
small, whereas they go in opposite directions when t is large. This provides
useful information for the study of the agglomeration process.

9.4.2 Agglomeration versus Dispersion

The indirect utility differential is obtained by plugging the equilibrium prices
(9.55) and (9.56) and the equilibrium wages (9.59) into (9.53):

�v(λ) ≡ vA(λ) − vB(λ) ≡ CA(λ) − CB(λ) + w∗
A(λ) − w∗

B(λ)

= CMt(t
∗ − t)(λ − 1/2), (9.60)

where

CM ≡ [2b f (3b f + 3dH + dL) + d2H (L + H )]
H (b f + dH )

2 f 2(2b f + dH )2
> 0

and

t∗ ≡ 4a f (3b f + 2dH )

2b f (3b f + 3dH + dL) + d2H (L + H )
, (9.61)

which can also be restated in terms of the primitives of the economy. The
stability of an equilibrium is studied with respect to (9.25).

Observe that �v(λ) is linear in λ. It follows immediately from (9.60) that
λ = 1/2 is always an equilibrium. Because CM > 0, for λ �= 1/2, the indirect
utility differential always has the same sign asλ − 1/2 if andonly if t < t∗; if t >

t∗, it has the opposite sign. In particular, when there are no increasing returns in
themanufacturing sector ( f = 0), the coefficient of (λ − 1/2) is always negative
because t∗ = 0; thus, symmetry is the only (stable) equilibrium.21 This shows
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oncemore the importance of increasing returns for the possible emergence of an
agglomeration. The same holds for product differentiation because t∗ becomes
arbitrarily small when varieties become less and less differentiated (d → ∞).22

It remains to determine when t∗ is lower than ttrade, as given by (9.57). This
is so if and only if

L/H >
6b2 f 2 + 8bd f H + 3d2H 2

dH (2b f + dH )
> 3, (9.62)

where the second inequality holds because b/d = β/δ − 1 ∈ (0, ∞). The
inequality (9.62) means that the population of unskilled is large relative to the
population of skilled. When (9.62) does not hold, the coefficient of (λ − 1/2)
in (9.60) is always positive for all t < ttrade. In this case, the advantages of
having a large home market always dominate the disadvantages incurred while
supplying a distant periphery. The reverse of (9.62) plays a role similar to the
black hole condition described in Section 9.2.3.

More interesting is the case when condition (9.62) holds. Although the size
of the industrial sector is captured here through the relative population size
L/H and not through its share in consumption, the intuition is similar: the
ratio L/H must be sufficiently large for the economy to display different types
of equilibria according to the value of t . This result does not depend on the
expenditure share on the manufacturing sector because general equilibrium
income effects are absent: either small or large sectors in terms of expenditure
share are agglomerated when t is small enough.

When t > t∗, it is straightforward to see that the symmetric configuration
is the only stable equilibrium. In contrast, when t < t∗ the symmetric equi-
librium becomes unstable and workers agglomerate in region A (B) provided
that the initial fraction of workers residing in this region exceeds 1/2. In other
words, agglomeration arises when transportation costs are sufficiently low, as in
Section 9.2.3 and for similar reasons. In addition, because the incentives tomove
keep rising with the size of the agglomeration, once made, no worker regrets
his choice to live in the core region.

Proposition 9.3 Consider a two-region economy with segmented markets.

1. When condition (9.62) does not hold, the core–periphery structure is the
only stable equilibrium under trade.

2. When (9.62) is satisfied, for any t > t∗ the symmetric configuration is
the only stable equilibrium with trade; for any t < t∗ the core–periphery
pattern is the unique stable equilibrium; for t = t∗ any configuration is
an equilibrium.

As t decreases from some value larger than t∗ but smaller than ttrade, we
move from a stable dispersed equilibrium with two symmetric regions to a
market situation in which any stable equilibrium involves a core–periphery
pattern. Note that here the break point and the sustain point are the same and
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that history alone matters for the selection of the agglomerated outcome; this
follows because (9.60) is linear in λ.

Looking at the threshold value t∗, as given by (9.61), we first observe that it
increases when the intensity of preference for theM-good relative to theT-good
(as measured by a higher α or a) increases. Second, t∗ increases with the degree
of product differentiation (δ or d falls) when (9.62) holds.23 Third, higher fixed
costs lead to a smaller mass of firms and varieties. Still, it can readily be verified
that t∗ also increases when increasing returns become stronger ( f rises) when
(9.62) holds. In other words, the agglomeration of the modern sector is more
likely the stronger are the increasing returns at the firm’s level. Last, t∗ increases
when themass of unskilled (L) decreases because the dispersion force isweaker.

All these results are similar to those obtained in Section 9.2, which suggests
some robustness in the reasons for the core–periphery structure because the two
models considered differ significantly.

Because the skilled are mobile, they always reach the same utility level,
and thus agglomeration does not entail any redistribution within this group.
However, agglomeration gives rise to redistributive effects inside the population
of unskilled. Since, as seen above, the surplusCA increases with λ, any increase
fromλ = 1/2makes the unskilled in A better off and, by symmetry, the unskilled
in B worse off.24 Furthermore, given that CA is concave in λ, the marginal gain
of the former is lower than the marginal loss of the latter: agglomeration hurts
the unskilled in the periphery more than it helps those living in the core region.

9.4.3 A Diagrammatic Analysis

It is possible to convey the economic intuition behind Proposition 9.3 through
a simple graphical analysis. Figure 9.5 depicts the aggregate inverse demand

Figure 9.5: The impact of an increase in the number of firms on demand.
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in, say, region A for a typical local variety; for simplicity, the unit of the differ-
entiated product is chosen such that b + dM = 1:

pAA = a + dPA(MA, t) − qAA

L/2 + f MA
. (9.63)

Because pBA > pAA and the total number of firms is fixed by skilled labor
market clearing, the price index PA is a decreasing function of MA at a rate that
increases with t :

∂PA(MA, t)

∂MA
< 0 and

∣∣∣∣∂2PA(MA, t)

∂MA∂t

∣∣∣∣ > 0. (9.64)

The horizontal and vertical intercepts of (9.63) are, respectively, [a +
dPA(MA, t)] times (L/2 + f MA) and [a + dPA(MA, t)]. The equilibrium
values of qAA and pAA are shown as q∗

AA and p∗
AA. They are found by setting

marginal revenue equal to marginal cost (here zero). The equilibrium operating
profits are given by the shaded rectangle and accrue to the skilled workers,
whereas, as usual, the triangle above this rectangle represents the consumer
surplus enjoyed by both skilled and unskilled workers.

Figure 9.5 is a powerful learning device to understand the forces at work
in the model. To see why, start from an initial situation in which regions are
identical (MA = MB). Suppose that some firms move from the foreign to the
home region so that MA rises and MB falls. For these firms to stay in region A,
their operating profits should not decrease. An increase in MA has two opposite
effects on operating profits. First, as new firms enter region A, the price index
PA(MA, t) decreases. Ceteris paribus, thiswould shift the inverse demand (9.63)
toward the origin of the axes and operating profits would shrink. This effect is
due to increased competition in the corresponding market and occurs because
fewer firms now face transportation costs when supplying their home market.
But this negative competition effect is not the only one. For some firms to move
to the home region, some skilled workers have to follow (MA = λH/ f ). This
means that, as MA increases, λ also goes up so that the market of region A
expands. Ceteris paribus, the horizontal intercept of the inverse demand would
move away from the origin and profits would expand. This is a positive demand
effect induced by the linkage between the locations of firms and skilledworkers’
expenditures.

Because the two effects oppose each other, the net result is a priori ambigu-
ous. But we can say more than that. In particular, we can assess which effect
prevails, depending on parameter values. Start with the competition effect that
goes through [a + dPA(MA, t)]. This effect is strong if d is large, that is, if
varieties are close substitutes. It is also strong if |∂PA(MA, t)/∂MA| is large.
As shown in (9.64), this happens if t is large because, when obstacles to trade
are high, competition from the other region is weak and home firms care more
about their competitors being close rather than distant. As for the demand effect,
it will be strong if f is large, because each new firm brings along many skilled



334 Economics of Agglomeration

workers, and if L is small because the skilled have a relatively large impact on
the local market size.

We can therefore conclude that the demand effect dominates the competition
effect; consequently, agglomeration occurs when goods are very differentiated
(d small), increasing returns are strong ( f large), and transportation costs are
low (t small). Under such circumstances, the entry of new firms in one region
raises the operating profits of all firms. Higher profits would attract more firms,
generating circular causation among firms and workers. Agglomeration is then
sustainable as a spatial equilibrium.

9.4.4 A Welfare Analysis of the Core–Periphery Structure

We now wish to determine whether or not agglomeration is efficient, and if so,
why and when (Ottaviano and Thisse 2001). A quasi-linear utility allows us to
measure global efficiency by using the sum of individual utilities.

Different distortions and external effects are at work in the core–periphery
model that suggest a significant discrepancy between equilibrium and optimum.
Besides the standard distortion caused by firms’ not pricing at marginal cost,
there are several pecuniary externalities and, because our economy is imper-
fectly competitive, they matter for the level of welfare. In particular, skilled
workers impose a pecuniary externality on the workers of the traditional sector.
Indeed, their move affects the intensity of local competition in both the product
and labor markets. In addition, when skilled workers move from one region to
the other, they do not account for the impact of their migration on the other
skilled. Their move affects not only the intensity of competition but also the
level of demand inside each region, and, therefore, their wages. Finally, recall
that there is no over- or under-entry effect. Indeed, the mass of firms is the same
in equilibrium and at the optimum because it is determined by the technology
and equal to H/ f .

Let us first determine the optimum pattern.25 For that, we assume that the
planner is able to assign any mass of skilled workers (or, equivalently, of firms
belonging to the modern sector) to a specific region and to use lump-sum
transfers fromallworkers to pay for the loss firms incurwhile pricing atmarginal
cost. Since operating profits are just equal to the wage bill, the total welfare
W in our two-region economy is given by the consumer surplus augmented by
operating profits. The planner then chooses λ to maximize the total welfare W
in our two-region economy given by (recall that individual utilities are quasi-
linear)

W = L

2
CA + λH (CA + wA) + L

2
CB

+ (1 − λ)H (CB + wB) + L + constant, (9.65)

where Cr is the consumer surplus in region r = A, B in which all prices have
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been set equal to marginal cost:

p0rr = 0 and p0rs = t s �= r.

This implies that operating profits are zero; hence, w0
r (λ) = 0 for every λ so

that firms do not incur any loss. Consequently, (9.65) becomes

W (λ) = C0t(t
0 − t)λ(λ − 1) + constant, (9.66)

where

C0 ≡ H 2

2 f 2
[2b f + d(H + L)]

and

t0 ≡ 4a f

2b f + d(H + L)
,

which, again, does not depend on M .
The function (9.66) is strictly concave in λ if t > t0 and strictly convex if

t < t0. Furthermore, because the coefficients of λ2 and of λ are the same (up
to their sign), this expression always has an interior extremum at λ = 1/2. As
a result, the optimal choice of the planner is determined by the sign of the
coefficient of λ2, that is, by the value of t with respect to t0.

Hence we have the following:

Proposition 9.4 Consider a two-region economy with segmented markets. If
t > t0, then the symmetric configuration is the first best optimum; if t < t0, any
agglomerated configuration is an optimum; if t = t0, the spatial configuration
does not affect the welfare level.

As expected, it is socially desirable to agglomerate the modern sector into a
single region once transportation costs are low, increasing returns in the mod-
ern sector are strong enough, the output of the modern sector is differentiated
enough, or all three conditions obtain. The higher the degree of increasing
returns, the higher is the critical value. In particular, agglomeration is never
efficient (t0 = 0) when there are no scale economies in production ( f = 0 )
or when varieties are good substitutes (d → ∞). In this case, both the mar-
ket equilibrium and the optimum involve two self-sufficient regions that each
produce all the varieties.

We now assume that lump sum transfers are not available to the planner,
who is only able to assign locations to the skilled workers. In such a context,
the social welfare function is still given by (9.65) but is now evaluated at the
equilibrium prices (9.55) and (9.56) and wages (9.59). This leads to

WS = CSt(t
S − t)λ(λ − 1) + constant,
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where

CS ≡ H 2(b f + dH )

8 f 2(2b f + dH )2
[8b f (3b f + 2dH + dL) + 3d2H (L + H )]

and

t S ≡ 16a f (3b f + dH )

8b f (3b f + 2dH + dL) + 3d2H (H + L)
. (9.67)

The choice of the planner is similar to that described in the first best case
except that the threshold value of t is now given by t S .

It can readily be verified that t∗ > 0 (where t∗ is given by (9.61)) implies
t S > 0. Hence we have the following:

Proposition 9.5 Consider a two-region economy with segmented markets and
assume that (9.62) does not hold. If t > t S , then the symmetric configuration is
the second best optimum; if t < t S , any agglomerated configuration is a second
best optimum; if t = t S , the spatial configuration does not affect the welfare
level.

Some simple calculations reveal that t0 < t S < t∗ when (9.62) does not
hold. These inequalities reveal several important things. First, t0 < t S , namely,
agglomeration is desirable for higher values of the transport cost in the second
best. This is because the individual demand elasticity is much lower in the
first best (marginal cost pricing) than in the second best (Nash equilibrium
pricing); thus, regional price indices are less sensitive to a decrease in t. The
fall in transport costs must be sufficiently large to make the agglomeration of
the mobile workers socially desirable.26

Second, we also have t S< t∗. This is because skilled workers do not inter-
nalize the negative external effects they impose on the unskilled, who always
prefer dispersion. Hence, even though the skilled have incentives to move, these
incentives do not reflect the social value of their move. This discrepancy is even
stronger when we compare the first best outcome and the market equilibrium
because we have just seen that marginal cost pricing is more favorable to dis-
persion. As a result, the market yields the core–periphery structure for a whole
range (t0 < t < t∗) of transportation cost values under which it is socially de-
sirable to have a dispersed pattern of activities.

Accordingly, when transport costs are low (t < t0) or high (t > t∗), the mar-
ket yields the optimal location pattern; thus, no regional policy is required from
the efficiency point of view, although equity considerations might still justify
such a policy when agglomeration arises. On the contrary, for intermediate val-
ues of transport costs (t0 < t < t∗), the market provides excessive agglomera-
tion, thus justifying the need for an active regional policy to foster the dispersion
of the modern sector from both the efficiency and equity standpoints.27
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To decipher the nature of the various spatial external effects at work in the
core–periphery model, it is useful to consider the problem in which the planner
maximizes (9.65) with respect to λ, controlling for the inefficiencies gener-
ated by noncompetitive pricing in the modern sector. The first-order condition
requires equating the sum of three terms to zero:

W ′
S = �vH + [(C ′

A + w′
A)λ + (C ′

B + w′
B)(1 − λ)]H + (C ′

A + C ′
B)

L

2
.

On the right-hand side, the first term is the indirect utility differential that an
independent skilled mover takes into account when migrating. The second and
third terms stand for the external effects that themover imposes on, respectively,
the other skilled and unskilled workers. From previous results, we know that
these three terms equate zero at λ = 1/2 so that the dispersed configuration al-
ways satisfies the first-order conditions of the planner (W ′

S = 0), of the skilled as
a whole (�v + [(C ′

A + w′
A)λ + (C ′

B + w′
B)(1 − λ)] = 0), and of the unskilled

as awhole (C ′
A + C ′

B = 0), as well as the indifference condition of an individual
skilled worker (�v = 0). Consequently, any discrepancy between the market
outcome and the optimum must arise from the second-order condition:

W ′′
S = 2[(C ′

A + w′
A) − (C ′

B + w′
B)]H

+ [(C ′′
A + w′′

A)λ + (C ′′
B + w′′

B)(1 − λ)]H + (C ′′
A + C ′′

B)
L

2
,

(9.68)

where we have used the fact that the derivative of �v with respect to λ is equal
to (C ′

A + w′
A) − (C ′

B + w′
B). Condition (9.68) can be rearranged to give

W ′′
S = 2[(C ′

A + w′
A) − (C ′

B + w′
B)]H

+ (C ′′
A + C ′′

B)
H + L

2
+ (w′′

A + w′′
B)

H

2
, (9.69)

where the first term on the right-hand side is positive whenever agglomeration
is the stable outcome, the second term on the right-hand side is always negative,
and the third is positive (negative) whenever transportation costs are above
(below) the value:

t� ≡ 8a f

4b f + d(H + L)
,

which is larger than t∗.
Therefore, when, for λ �= 1/2, a skilled worker finds it individually rational

tomove to the larger region (i.e., when (C ′
A + w′

A) − (C ′
B + w′

B) > 0 as implied
by t < t∗). In doing so, the worker neglects the collective welfare losses caused
to the unskilled as expressed by (C ′′

A + C ′′
B)L/2. He also neglects the negative

effect on the welfare of the skilled expressed by

(C ′′
A + C ′′

B)H/2 + (w′′
A + w′′

B)H/2 (9.70)
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inwhich both terms are negative because t∗ < t�. Hence, evenwithin the skilled
population the gainers cannot compensate the losers. This is because of the
following general equilibrium effect: at the margin, fiercer price competition in
the larger region depresses operating profits, thus wages, more than it increases
them in the smaller region.

By giving weight only to the first positive term of (9.69), the skilled mover
always imposes a negative external effect on the economyas awhole. In addition,
because the absolute value of (9.70) decreases with t as transportation costs fall,
the negative external effects become weak enough to align the agglomerated
market equilibrium with the second best outcome. This suggests why a planner
would choose agglomeration over a smaller interval of transportation costs than
the market does.

9.5 ON THE IMPACT OF FORWARD-LOOKING BEHAVIOR

So far, we have assumed that workers care only about their current utility level,
thus implying that only history matters. This is a fairly restrictive assumption to
the extent that migration decisions are typically made on the grounds of current
and future utility flows and various costs as a result of search, mismatch, and
homesickness. In addition, this approach has been criticized because it is not
a priori consistent with fully rational, forward-looking behavior. It is therefore
important to determine if and how workers’ expectations about the evolution
of the economy may influence the process of agglomeration. In this section, we
want to see how the core–periphery model can be used to shed more light on the
interplay between history and expectations in the formation of the economic
space when migrants maximize the intertemporal value of their utility flows.
In particular, we are interested in identifying the conditions under which, when
regions initially host different numbers of workers and firms, the common belief
that workers will eventually agglomerate in the initially smaller region can
reverse the historically inherited advantage of the larger region.

Somewhat different approaches have been proposed to tackle this problem,
but they have yielded similar conclusions (Ottaviano 1999; Baldwin 2001;
Ottaviano et al. 2002). In what follows, we use the model developed in Section
9.4.1 because it leads to a simple linear dynamic system that still allows for
a detailed analysis of the main issues (Krugman 1991c; Fukao and Bénabou
1993). Formally, we want to determine the parameter domains of this model
for which an equilibrium path exists consistent with workers’ belief on the
assumption that workers have perfect foresights (self-fulfilling prophecy).

Workers infinitely live with a rate of time preference equal to γ > 0. Be-
cause we wish to focus on the sole dynamics of migration, we assume that the
consumption of the numéraire is positive for each point in time so that there is
no intertemporal trade in the differentiated good.28 For example, consider the
case in which workers believe that region A will eventually attract the modern
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sector although region B is initially larger than A. Therefore, we want to test the
consistency of the belief that, starting from time θ = 0, all workers will end up
being concentrated in A at some future date θ = T , that is, there exists T > 0
such that, given λ0 < 1/2,

λ̇(θ ) > 0 θ ∈ [0, T ) (9.71)

λ(θ ) = 1 θ ≥ T .

Let vr (s) be the instantaneous indirect utility at time s in region r and de-
note by vC the utility level incurred in region A when λ = 1. Given workers’
expectations, we have

vA(θ ) = vC for all θ ≥ T .

Because workers have perfect foresights, the easiest way to generate a non-
bang-bang migration behavior is to assume that, when moving from one region
to the other, workers incur a utility loss that depends on the rate of migration
inasmuch as a migrant typically imposes a negative externality on the others
(Mussa 1978). Specifically, we assume that the utility loss for a migrant at time
θ is equal to |λ̇(θ )|/δ, where δ > 0 is a positive constant whose meaning is
given below. Thus, under (9.71), the intertemporal utility at time 0 of a worker
who moves from B to A at time θ ∈ [0, T ) is assumed to be given by

U (θ ) ≡
∫ θ

0
e−γ svB(s) ds+

∫ ∞

θ

e−γ svA(s) ds − e−γ θ λ̇(θ )/δ

=
∫ θ

0
e−γ svB(s) ds+

∫ T

θ

e−γ svA(s) ds−e−γ T vC/γ −e−γ θ λ̇(θ )/δ,

where the first term stands for the utility accumulated in region B beforemoving
to A, the second term for the utility obtained in A after migration, and the last
represents the migration cost at time θ .

Because in equilibrium the skilled residing in region B do not want to delay
their migration beyond T , it follows that29

lim
θ→T

|λ̇(θ )|/δ = 0.

When θ tends toward T , we therefore obtain

U (T ) =
∫ T

0
e−γ svB(s) ds + e−γ T vC/γ.

Let

Vr (θ ) ≡
∫ T

θ

e−γ (s−θ )vr (s) ds + e−γ (T−θ )vC/γ θ ∈ [0, T ) (9.72)

be the discounted sum of future utility flows gross of moving costs of a worker
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currently (i.e., at time θ ) residing in region r = A, B. Then, we have

U (θ ) −U (T ) =
∫ T

θ

e−γ s[vA(s) − vB(s)]ds − e−γ θ λ̇(θ )/δ

= e−γ θ [VA(θ ) − VB(θ )] − e−γ θ λ̇(θ )/δ

= e−γ θ�V (θ ) − e−γ θ λ̇(θ )/δ, (9.73)

where�V (θ ) ≡ VA(θ ) − VB(θ ). Given that workers are free to choose when to
migrate, it follows that

U (θ ) = U (T ) θ ∈ [0, T )

along the equilibrium path, and thus (9.73) implies that

λ̇(θ ) = δ�V (θ ) θ ∈ [0, T ); (9.74)

therefore, the privatemarginal cost of moving equals its privatemarginal benefit
at any time θ < T . In this expression, δ represents the speed of adjustment.

Using (9.72), we obtain the second law ofmotion by differentiating the utility
gap VA(θ ) − VB(θ ) with respect to θ

�̇V (θ ) = γ�V (θ ) − �v(θ ) θ ∈ [0, T )

= γ�V (θ ) − CMt(t
∗ − t)(λ(θ ) − 1/2) θ ∈ [0, T ), (9.75)

where �v(θ ) ≡ vA(θ ) − vB(θ ) is given by (9.60) for all θ ∈ [0, T ), whereas
�v(θ ) = 0 for all θ ≥ T because, as already noted, all workers expect a utility
flow vA(θ ). As argued by Ottaviano (1999), expression (9.75) states that, during
the migration process, the “annuity value” of being in A rather than in B (i.e.,
γ�V ) equals the “dividend” (�v) plus the “capital gain” (d�V/dθ ).

As a result, we obtain a system of two linear differential equations instead
of one (see (9.60)), with the terminal conditions λ(T ) = 1 and �V (T ) = 0.
Because λ = 1/2 implies �V = 0, the system (9.74) and (9.75) always has
an interior steady state at (λ, �V ) = (1/2, 0), which corresponds to the sym-
metric configuration. When t > t∗, it is the only steady state that is globally
stable; hence, for the assumed belief (9.71) to be consistent with equilibrium,
transportation costs must be low (t < t∗) – a case on which we concentrate from
now on.

To identify the conditions under which expectations matter, we must study
the global stability of the system (9.74) and (9.75). Because this system is linear,
local and global stability properties coincide, thus allowing us to appeal only to
the former. The eigenvalues of the Jacobian matrix system (9.74) and (9.75) are
given by

γ ± √
γ 2 − 4δCMt(t∗ − t)

2
. (9.76)
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When t < t∗ two scenariosmay arise. In the first one, γ >
√
CMδt∗, which is

more likely to occurwhenmoving costs are high,when consumers are impatient,
or both. The two eigenvalues are still real but both positive. The steady state
(1/2, 0) is an unstable node, and there are two trajectories that steadily go to
the endpoints, (0, 0) or (1, 0), depending on the initial spatial distribution of
workers. In this case, only history matters: because λ0 < 1/2 by assumption,
there is a single trajectory that goes to λ = 0, as in the case in which the
dynamics are given by (9.60). This implies that belief (9.71) is inconsistent
with the equilibrium path.30

Matters turn out to be quite different in the second scenario in which γ <√
CMδt∗, that is, when both transportation and moving costs are low. Given

that CMt(t∗ − t) = 0 at both t = 0 and t = t∗, the equation CMt(t∗ − t) −
γ 2/4δ = 0 has two positive real roots in t , denoted t e1 and t e2 , which are both
smaller than t∗:

t e1 ≡ t∗ − E

2
and t e2 ≡ t∗ + E

2
,

where

E ≡
√
(t∗)2 − γ 2/CMδ

stands for the size of the domain of values of t for which expectations matter;
it shrinks as the discount rate γ increases or as the speed of adjustment δ

decreases. Indeed, for t ∈ (0, t e1 ) as well as for t ∈ (t e2 , t
∗), both eigenvalues

are real positive numbers, and the steady state (1/2, 0) is an unstable node as
before.

However, for t ∈ (t e1 , t
e
2 ), the eigenvalues become complex numbers with a

positive real part so that the steady state is an unstable focus. Consequently, as
illustrated in Figure 9.6, for any λ0 close to but smaller than 1/2, there is one
trajectory going to λ = 1.31 It is in such a case that expectations decide along
which trajectory the system moves, and thus belief (9.71) is self-fulfilling. As
shown in Figure 9.6, a symmetric trajectory going to λ = 0 exists under the
symmetric belief. In other words, expectations matter for λ0 close enough to
1/2, whereas history matters otherwise.

Figure 9.6: The overlap when expec-
tations matter.
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The range of values for which expectations matter, called the overlap by
Krugman (1991c), can be obtained as follows. As observed by Fukao and
Bénabou (1993), the system must be solved backwards in time starting from
the terminal points (0, 0) and (1, 0). The first time the backward trajectories
intersect the locus �V = 0 allows the endpoints of the overlap to be identified:

λ1 ≡ 1

2
(1 − �) and λ2 ≡ 1

2
(1 + �)

where

� ≡ exp

(
− γπ√

4δCMt(t∗ − t) − γ 2

)

is the width of the overlap, which is an interval centered around λ = 1/2.
The overlap is nonempty as long as t ∈ (t e1 , t

e
2 ). Thus, thewidth of the overlap

is increasing in δ, CM , and t∗, whereas it decreases with γ . Moreover, it is ∩-
shaped with respect to t , reaching a maximum at t = t∗/2. Consequently, we
have shown the following result:

Proposition 9.6 Let λ0 be the initial spatial distribution of workers. If t <

t∗ and γ <
√
CMδt∗, then t e1 ∈ (0, t∗/2), t e2 ∈ (t∗/2, t∗), λ1 ∈ (0, 1/2), and

λ2 ∈ (1/2, 1) exist, such that workers’ beliefs about their future utility flows in-
fluence the process of agglomeration if and only if t ∈ (t e1 , t

e
2 ) and λ0 ∈ [λ1, λ2].

Hence, history alonematterswhen t is large enough or small enough. In other
words, the agglomeration process evolves as if moving costs were zero when
obstacles to trade are high or low. By contrast, when transportation costs take
intermediate values and regions are not initially too different, the region that
becomes the core is determined by workers’ expectations and not by history.

The range (t e1 , t
e
2 ) may be explained as follows. Suppose, indeed, that the

economy is such that λ0 < 1/2 and ask what is needed to reverse an ongoing
agglomeration process leading toward λ = 0. If the evolution of the econ-
omywere to change direction, workers would experience falling, instantaneous,
indirect utility flows for some time period as long as λ < 1/2. The instanta-
neous, indirect utility flows would start growing only after λ became larger
than 1/2. Put differently, workers would first experience utility losses followed
by utility gains. Because the losses would come before the gains, they would
be less discounted. This reasoning provides the root for the intuition behind
Proposition 9.6. When circular causation leads to substantial wage increases
(that is, for intermediate values of t), the benefits of agglomerating at λ = 1
can compensate workers for the losses they incur during the transition phase,
thus making the reversal of migration possible. On the contrary, for low or high
values of t , the benefits of agglomerating at λ = 1 do not compensate workers
for the losses.

Finally, when λ(0) is closer to one endpoint, the period over which the skilled
bear losses is larger, a higher rate of time preference giving more weight to
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them. Similarly, large moving costs (δ small) extend the time period over which
workers’ well-being is reduced, thus strengthening the weight of history in the
agglomeration on process.

9.6 CONCLUDING REMARKS

Although the details of the agglomeration process vary with the model and the
pricing policy, both the CES utility–iceberg transport cost and the quadratic
utility–linear transport cost models of monopolistic competition show that a
tendency toward agglomeration exists when transportation costs are sufficiently
low. This finding suggests that the secular fall in transportation costs has in-
tensified the geographical concentration of economic activities and confirms
earlier analyses by Bairoch (1965) and Kaldor (1970, 340), who has observed
the following:

As communication between different regions becomes more intensified (with improve-
ments in transport andmarketing organisation), the region that is initiallymore developed
industrially may gain from the progressive opening of trade at the expense of the less
developed region whose development will be inhibited by it.

The decline in transport costs could have suggested that firms would be-
come indifferent about their location. However, footloose activities, which are
inherently independent of first nature, rely increasingly on second nature mech-
anisms. There are at least two reasons behind this phenomenon. First, as trans-
portation costs decrease, firms have an incentive to concentrate their production
in a smaller number of sites to better exploit scale economies in production.
Second, low transportation costs tend to make price competition fierce, thus
inducing firms to differentiate their products to relax price competition. This in
turn leads firms to seek locations inwhich they have the best access to the largest
pool of potential customers. In view of the results discussed in Chapters 7 and
8, this tendency suggests that product differentiation is a powerful force toward
agglomeration.32

The process of economic unification within the EuropeanUnion (EU)makes
it ideal for testing the validity of the core–periphery model’s predictions. As
tariff barriers have been dropped and nontariff barriers reduced by a system-
atic policy aimed at improving integration of national markets, trade costs have
dramatically decreased inside the EU. Recent empirical works seem to confirm
the basic result of the core–periphery model. From 1968 to 1990, Amiti (1998)
observed both an increase in the geographical concentration of economic activi-
ties withinmost EU statemembers and, for a vastmajority of sectors, a tendency
towardmore agglomerationwithin theEUas awhole. Similarly, Brülhart (1998)
noted an increase in the geographical concentration for 14 out of 18 industrial
sectors between 1980 and 1990within the EU. The cross-sectional analysis con-
ducted by Haaland et al. (1999) in 13 European countries evidences cumulative
causation in the sense that agglomeration of production and agglomeration of
expenditure influence each other. Interestingly, these authors have also found
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that the most important determinant in the European geography is the location
and size of demand, thus confirming a result obtained by Justman (1994) for
the United States.

To our knowledge, one of the most elaborated existing studies has been
conducted by Combes and Lafourcade (2001) who performed a structural es-
timation of a multiregional, multisectorial model with vertical linkages. More
precisely, they consider 71 industrial sectors and 341 employment areas in
France; transport costs are evaluated by means of a distance and time cost func-
tion in 1978 and 1993, built from the road network, gas price, highways tolls,
and carriers’ contracts. Their work shows that a decrease of about 40% in road
transport costs was associated with a strengthening in regional specialization
and inequalities.

Yet, these tentative conclusions must be qualified. Indeed, the introduction
of various types of modifications in the core–periphery model casts doubt on
the monotonicity of the agglomeration–transportation costs relationship. First,
Venables (1996) noticed that the core–periphery structure rests very much on
the assumption of spatial mobility of the skilled workers. This may be a rea-
sonable assumption within some parts of the world (e.g., the United States) but
not necessarily in others (e.g., the European Union). It is then more realistic to
assume that all workers stay put. In this case, we have seen in Section 9.3 that
the existence of an intermediate sector is another reason for a core–periphery
structure. However, Krugman and Venables (1995) have invited us to recon-
sider the conclusions of Krugman (1991a) in that the relationship between the
agglomeration rate of the modern sector and the level of transportation costs
would be ∩-shaped instead of monotone decreasing. Because of the immo-
bility of workers, the agglomeration of firms into a single region intensifies
competition on the corresponding regional labor market. The tendency of firms
to attract workers from the traditional sector in their region but not from the
other region turns out to be a dominant centrifugal force when transporta-
tion costs are low enough. Thus, if agglomeration occurred for intermediate
values of the transport costs, it would collapse eventually when these costs
decreased further. More generally, Puga (1999) has shown that, if workers do
not move between regions when their mobility costs between sectors are rela-
tively low, a drastic fall in transportation costs eventually leads to geographic
dispersion.

Second, when transport costs for the M-goods (e.g., the industrial goods)
are low relative to those for the T-goods (e.g., the agricultural goods), the
(relative) price of the T-goods may increase faster than the price of the M-
goods, and thus the real income does not necessarily rise in the large region.
This makes the concentration of activities into a single region less attractive for
both workers and firms, which may lead to the collapse of the core–periphery
structure (Calmette and Le Pottier 1995; Fujita et al. 1999, chap. 7). However,
although transportation costs of both types of goods have declined since the
beginning of the Industrial Revolution, it appears that what matters ultimately
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for the regional distribution of economic activities is not only the absolute levels
of transport costs but also their relative values (Kilkenny 1998).

And, finally, Helpman (1998), Tabuchi (1998), and Ottaviano et al. (2002)
have shown that positive urban costs, which take the form of housing and
commuting costs (see Chapter 3), may also generate a ∩-shaped relationship.
The reason is that a high concentration of workers into a single urban area gives
rise to high land rents, as seen in Chapter 3, thus encouraging the relocation
of workers and firms into the peripheral region. In these three cases, what
fosters redispersion is the existence of factor price differentials in favor of the
periphery that will trigger a new dispersion of activities once transport costs
have sufficiently declined.

It is worth noting, however, that such models neglect possible firm reloca-
tions to the suburbs of the core metropolitan area rather than the periphery, as
discussed in Sections 6.6 and 7.5. Indeed, suburbanization allows firms to enjoy
low land rents and wages while preserving a high accessibility to a center sup-
plying strategic inputs (e.g., a CBD). In fact, both urban and suburban locations
seem to have been observed for a long time in many parts of the world. For
example, in the case of Europe, Hohenberg, and Lees (1985, 129) observed the
following:

Without question, the long-run trend was for manufacturing to shift away from urban
to rural locations, or at least to expand more in the latter, although cyclical changes in
the economy could affect the trend. But in some cases, an urban location was always
desirable, for example, where industries involved relatively heavy use of capital – fixed,
circulating, or human – or the need for close entrepreneurial control. Less abstractly, the
need to respond quickly to fashion or to othermarket changes, aswell as the use of skilled
labor, valuable raw materials, or expensive equipment argued for an urban location.

Moreover, all themodels proposed in this chapter assume a given and fixed set of
economic activities. However, as mentioned in Chapter 1, the decline of the in-
dustrial sector within big cities does not necessarily signify their economic and
social decline. The continuous decrease in communications and transportation
costs gives rise to new information-oriented economic activities that are typ-
ically developed within large metropolises (Feldman and Audretsch 1999;
Henderson 1997b; Duranton and Puga 2002; Varga 2000).

In summary, for us, it is far from obvious that large metropolitan areas and
regions are going to decline as transportation and communications costs keep
decreasing.

APPENDIX

The following proof is due to Frédéric Robert-Nicoud. For notational conve-
nience, set

φ ≡ ϒ−(σ−1) (A.1)

and denote respectively by φbreak and φsustain the values of φ corresponding to
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ϒbreak and ϒsustain. Since σ > 1, φ is inversely related to ϒ and belongs to the
interval (0, 1].

Using (9.29) and (A.1), it is easy to show that φsustain is a solution to the
equation

φ−µρ−1[(1 + µ)φ2 + 1 − µ] − 2 = 0.

Setting

f (φ) ≡ φ−µρ−1[(1 + µ)φ2 + 1 − µ] − 2

it is straightforward that f (0) → ∞ and f (1) = 0. Furthermore, it is readily
verified that f (φ) has a single minimizer given by

φ∗ =
[
(1 − µ) (1 + µρ)

(1 + µ) (1 − µρ)

]1/2

< 1.

Finally, it can be shown that f ′(0) < 0 and f ′(1) > 0. When φ varies from
0 to 1, all these facts put together imply that f (φ) decreases from arbitrarily
large values to reach its minimum at φ∗ > φsustain since f (φ∗) < 0 and, then,
increases but takes negative values to reach the value 0 at φ = 1.

Using (9.30) and (A.1), we obtain

φbreak = (σ − 1 + σµ) (1 + µ)

(σ − 1 − σµ) (1 − µ)
.

Evaluating f (φ) at φbreak reveals that f (φbreak) < 0. Since f (φsustain) = 0 and
f (φ) decreases over (0, φ∗), it must be that

φbreak > φsustain,

which yields the desired inequality

ϒbreak < ϒsustain.

NOTES

1. An earlier analysis that anticipated several aspects of Krugman’s work was devel-
oped by Faini (1984). Ideas close to economic geography have already appeared
in Krugman (1979) but were not fully worked out. Casetti (1980) has presented
a simple dynamic analysis that permits the emergence of various equilibria and
catastrophic transitions in a two-region economy. His article was written in 1970
but published in 1980, long before the emergence of new economic geography.
Following a different approach, Arthur (1990; 1994, chap. 4) has shown the im-
portance of “positive feedbacks” and history for the formation of regional clusters.
Finally, in the presence of technological advantage of one region over the other,
Markusen (1983) has shown that trade liberalization may generate more incentives
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for labor migration, thus implying a partial agglomeration of workers within one
region.

2. Yet, one should not forget that space allows the existence of pure profits even in
free-entry equilibrium (Eaton and Lipsey 1978).

3. For more details, see Vives (1990).
4. This observation had already been made by Eaton and Lipsey (1977, 78–9).
5. This had already been noticed by Casetti (1980).
6. There is an older literature in trade theory that aims at modeling the transport sector

just as another industry instead of using the iceberg approach. According to Neary
(2001), this approach never led to simple results and is largely forgotten. However,
this is enough to cast doubt on the generality of the results derived under the iceberg
assumption because the two approaches do not seem to yield comparable results.

7. Themost that can be obtained within this framework without resorting to numerical
solutions probably has been achieved by Puga (1999).

8. When the number of firms is an integer, there are strategic interations (d’Aspremont,
Dos Santos Ferreira, and Gérard-Varet 1996).

9. This agrees with the results obtained in industrial organization when firms are free
to choose their product (Anderson et al. 1992, chap. 8).

10. It is worth noting that the summation in (9.11) may be interpreted as a market
potential of region r . Indeed, each term in (9.11) gives the demand in s for a variety
produced in r , which depends positively on the local income, negatively weighted
by the accessibility of this region to region s. Finally, the competitiveness of region
r is represented by pr (i)−σ .

11. We made a similar assumption in Section 8.4.
12. This process can be interpreted as a spatial Marshallian adjustment.
13. See Fujita et al. (1999, chap. 5) for more details.
14. Using the fact that function (9.27) always has a negative slope at ϒ = 1, we can

show the shape of the curve as depicted in Figure 9.2.
15. It is worth noting that this result agrees with what we saw in Chapter 7 in the context

of oligopolistic, but partial, equilibrium models.
16. This terminology is dictated by the secular fall in transportation costs.
17. We now assume that the modern sector uses labor through a Cobb–Douglas pro-

duction function.
18. When β = δ, (8.25) degenerates into a standard quadratic utility. See Ludema

and Wooton (2000) for a model of economic geography with such a utility and
quantity-setting firms.

19. This assumption allows one to focus on interior solutions only. Doing so has some
costs in terms of generality but, as will be seen, larger benefits in terms of simpler
analysis. The assumption is also consistent with the idea that each individual is
interested in consuming both types of goods.

20. In the context of Section 9.2.5, this amounts to rescaling the demand intercept a in
(9.52) and entails no loss of generality.

21. This is similar to what we obtained in Chapter 8 in the case of externalities. When
the externality parameters are zero (ε in Section 9.2 and θ in Section 9.4), sym-
metry is the only equilibrium outcome. Sonnenschein (1982) has shown, to the
contrary, a related result: perfect competition in each location is unable to explain
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agglomerations. More precisely, if the initial distribution of firms is uneven along
a given circle, then the spatial adjustment of firms in the direction of higher profit
leads the economy toward a uniform long-run equilibrium in which each local
economy is perfectly competitive. Mossay (2001) has revisited this problem in the
context of local exchange economies and has shown that the spatial adjustment
of consumers in the direction of higher utility also leads the economy toward a
uniform long-run equilibrium when goods are gross substitutes. By contrast, when
local markets are monopolistically competitive, Mossay (2001) has also shown
that the spatial adjustment of workers renders the uniform long-run equilibrium
unstable and, instead, generates local agglomerations.

22. It may also be shown that ∂t∗/∂δ < 0, which confirms what we just said.
23. Note that very small d implies that ttrade < t∗, and thus agglomeration always arises

under trade.
24. Note that this comparison is made for a given level of transport costs. Starting from

any τ for which equilibrium involves dispersion and lowering transport costs so
that agglomeration arises in A, it can be shown that a sufficiently large decrease in
τ also makes the unskilled in B better off.

25. Recall that we assume that transport costs are resource costs and not tariffs.
26. Although the argument above seems to rest very much on the linearity of demands,

it is likely to hold true for any functional form such that the elasticity of demand
for a variety increases with its price. This happens for any demand function that is
concave or convex but less convex than a negative exponential – a condition often
met in spatial pricing theory (Greenhut et al. 1987, 25). A notable violation of this
property is given by isoelastic demands.

27. Under perfect competition and constant returns, those who remain in the source
region are worse off when migration occurs. However, the global welfare always
rises, thus allowing those left behind to be compensated by the migrants and the
native-born in the destination region (Razin and Sadka 1997). As we have just seen,
this is not necessarily true under increasing returns and monopolistic competition.

28. In the Krugman version of the core–periphery model, this is equivalent to assuming
that expenditure equals income at each time (Baldwin 2001; Ottaviano 1999).

29. This condition has been introduced by Fukao and Bénabou (1993).
30. In this case, expectations do not play any role, and thus the myopic adjustment

process studied in the previous section provides a good approximation of the quali-
tative evolution of the economy under forward-looking behavior (see also Baldwin
2001).

31. This trajectory is part of a spiral originating at λ = 1/2.
32. Similar arguments apply to labor: wage competition is a centrifugal force as is

price competition, and a better access to a diversified labor pool for both firms and
workers is a centripetal force.
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Back to Thünen:

The Formation of Cities in a Spatial Economy

10.1 INTRODUCTION

In this book, we have studied cities from several different perspectives, for they
constitute the most visible and important facet of the phenomenon of economic
agglomeration. However, we have left untouched one important issue, namely,
the location of cities. Under the assumption of costless intercity trade, cities are
like floating islands, and their location is irrelevant. For many purposes, this
has been a convenient simplifying assumption. However, because the central
concern of this book is to bring back space into economics in its many aspects
and dimensions, we cannot end our quest without exploring the question of
where cities are established, and why. More important, such issues are likely to
be crucial for the future of our economies. In an increasingly borderless world
economy, the location of prosperous and growing cities should increasingly
become a critical factor in the determination of people’s well-being.

If the location of cities in the real world were arbitrary, it would be hopeless
(and useless) to develop a theory about the location of cities. The reality, how-
ever, is quite the opposite. In fact, over the past century, economic geographers
and historians have tirelessly advocated the surprising regularity in the actual
structure of urban systems observed throughout the world, and so at different
time periods (see, e.g., J. Marshall 1989, chap. 5; Hohenberg and Lees 1985,
chap. 2). This effort has culminated in what is called “central place theory,” as
pioneered by Christaller ([1933] 1966) and Lösch ([1940] 1954). The aim of
these authors was to explain the spatial distribution of economic activities within
a hierarchical system of urban centers. Specifically, different goods, character-
ized by nested market areas and indexed accordingly by i = 1, . . . , n, are sup-
plied by different firms. The goal is then to show that a location where good i
is available also accommodates firms supplying all goods of order lower than i .
The bulk of central place theory has been directed toward identifying conditions
under which such a superposition of regular structures is possible. However,
this theory has focused far too much on geometric considerations.1 Indeed,
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there are no economic forces in these models that lead firms selling different
goods to cluster, and thus it is hard to see why central places should emerge.

To the best of our knowledge, Eaton and Lipsey (1982) were the first to
model multipurpose shopping as an economic foundation for the existence of
clusters in which different goods are supplied by different firms.2 Indeed, it is
a well-documented fact that consumers organize their trips to satisfy various
needs (see Thill and Thomas 1987 for a survey showing the empirical relevance
of such a behavior). For example, on the same trip, a consumer buys different
goods, meets friends, visits a movie theater, goes to the post office, or just
wanders and looks around. That consumers group their purchases to reduce
travel costs creates demand externalities that firms can exploit by locating with
firms selling other goods. Or, as Stahl (1987, 790) put it,

the market demand for a given commodity is not only dependent on the consumers’ pref-
erences, but also on the local supply of all other commodities and the conditions under
which they are offered, such as their suppliers’ advertising outlays, or their reputation in
terms of selecting and marketing commodities. At any rate, the consumers’ economies
of scope in transactions outlays induce complementarities in the market demand for
commodities that are substitutes in the individual consumer’s eyes.

And, indeed, Eaton and Lipsey have identified a set of conditions under which
the only equilibria involve clusters in which firms selling good 1 or good 2, each
bought at a different frequency, are located together. Using the same framework,
Quinzii and Thisse (1990) have proven that the socially optimal configuration
of firms always involves the clustering of firms selling goods 1 and 2. These
results therefore confirm the initial intuition. However, the spatial competition
approach to the formation of central places taken in such articles becomes very
quickly intractable. The reason is that trip-chaining implies a particular struc-
ture of substitution between outlets. This structure is such that it is hard for a
consumer to determine her optimal spatial structure of purchases because this
requires solving a particularly difficult combinatorial problem (Bacon 1971). It
is accordingly easy to imagine how firms’ demands become complex and intri-
cate. Hence, a need exists for other approaches. Furthermore, although central
place theory offers several fundamental insights about the organization of the
economic geography (Mulligan 1984), it is fair to say that it has been largely
descriptive.3 In this chapter, we intend to develop a microeconomic approach
to the formation of urban systems in which the location of cities matters.

To this end, we go back to the origin of geographical economics, that is,
Thünen’s Isolated State. As discussed in Chapter 3, Thünen (1828) started his
work by making the following assumption:

Imagine a very large town at the center of a fertile plain which is crossed by no navigable
river or canal. Throughout the plain the soil is capable of cultivation and of the same
fertility. Far from the town, the plain turns into an uncultivated wilderness which cuts
off all communication between this state and the outside world.
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There are no other towns on the plain. The central town must therefore supply the rural
areas with all manufactured products, and in return will obtain all its provision from the
surrounding countryside (p. 7 of the English translation).

Although countless variations of the Thünian model have appeared since then,
the literature has left aside a fundamental issue: Why should all manufactured
goods be produced in a single city?4 To the best of our knowledge, Fujita
and Krugman (1995) have been the first to offer a model in which city and
agricultural land use are endogenously determined, thus making the analysis
of Thünen complete. This work not only fills in a gap in the literature but,
more important, it also suggests a microeconomic approach that allows one to
study the emergence of an urban system in the spatial economy. Indeed, the
identification of conditions under which a monocentric economy is sustainable
as an equilibrium leads quite naturally to the fundamental question: Where and
when do new cities emerge?

In Section 10.2, we present the results obtained by Fujita and Krugman for
the monocentric economy. The underlying structure is closely related to that of
the core–periphery model studied in Section 9.2. That is, agglomeration arises
from love for variety on the consumer side (see also Section 7.2). However, here
all workers are assumed to be identical and perfectly mobile between locations
and sectors (typically, agriculture and industry). The centrifugal force now lies
in the existence of a land market in the traditional (agricultural) sector, for
producing the agricultural good requires both land and labor, thus leading to
the spatial dispersion of demand for the manufactured goods because farmers
are also consumers of such goods. In addition, the location space is continuous
and one-dimensional (the same assumption is made throughout this chapter).
Such a setting allows a synthesis of the Thünian model and the S–D–S model
of monopolistic competition used in economic geography. We will see that
a monocentric economy is a spatial equilibrium provided that the population
size does not exceed some threshold value depending on the parameters of the
economy.

In Section 10.3, love for variety on the consumer side is replaced by product
variety in intermediate goods as in Section 9.3 (see also Section 4.4). Using
the work of Fujita and Hamaguchi (2001), we will show that a monocentric
economy in which both the industrial and intermediate sectors are established
within a single city emerges as a spatial equilibrium provided that the cost of
shipping intermediate commodities is high relative to the cost of transporting
the consumption goods. Although they bear some resemblance, this setting and
the one studied in Section 10.2 are not identical, and we will discuss the main
analogies and differences. By contrast, once the intermediate inputs become
cheaper to move relative to the output of the final sector, but not too much, the
intermediate sector remains agglomerated, whereas the final output is locally
produced and consumed when the population of workers does not exceed some
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level. In this case, the process of agglomeration with intermediate commodities
becomes almost the same as the one studied in Section 10.2.

Hence, in Sections 10.2 and 10.3, the total population cannot be too large
for a monocentric configuration to occur. This suggests that, as the population
grows, new cities emerge when some critical population threshold is reached.
When the population keeps rising, still more cities will appear, and so on. Using
the framework of Section 10.2, we make this idea more precise in Section 10.4
by proposing an evolutionary approach to central place theory, which has been
proposed by Fujita and Mori (1997). The main result is that similar cities are cre-
ated at (more or less) equal distances as the population increases continuously.
This provides a formal proof of one of the key ideas of central place theory:

The normal pattern of human settlements. . . is one in which town growth is primarily a
response to the needs of an agricultural population (J. Marshall, 1989, p. 15).

Our emphasis on population growth as a major reason for urbanization is jus-
tified by historical examples, such as the urbanization of Western Europe and the
United States in the twelfth and nineteenth centuries, respectively, which were
both accompanied by a substantial population increase. As expected, we will
see that population growth not only fosters the development of incumbent cities
but also provides incentives to found new cities.

In this chapter, unlike what we saw in Chapters 4 and 5, there is here no agent,
such as a land developer or a local government, whose job it is to organize a
new city by coordinating the actions of firms and workers. City formation is the
outcome of a process involving agents who do not plan a priori to create a city
but rather pursue their own interests. In other words, a city appears here as a
complex system whose existence is the result of a self-organizing process. This
modeling strategy, together with the idea that population growth is the engine of
urbanization, is very much in the spirit of the evolutionary approach proposed
by Hayek (1988, chaps. 3 and 8) to explain the working of an economy.5

Throughout, we consider only one group of differentiated goods (either for
consumption or for use as intermediate inputs). Consequently, all cities produce
the same type of goods and have similar sizes. To generate a hierarchical urban
system à la Christaller, one needs to introduce different groups of differentiated
goods with (1) different preference intensities, (2) different transport costs, and
(3) different technologies. This extension will be discussed in our concluding
section.

In this chapter, a city is considered to be a clustering of firms and workers
that has no spatial extension. This means that workers do not bear any urban
costs because the land market plays a role in the agricultural sector only. This
is a severe restriction. We believe, however, that the models presented here may
be viewed as a first attempt at synthesizing various aspects of a spatial economy
that have been studied in previous chapters. Such a progressive synthesis is
needed to put our understanding of the space-economy on solid grounds.
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10.2 CITY FORMATION UNDER PREFERENCE FOR VARIETY

To study the formation of cities in a continuous space, we modify accordingly the
model described in Section 9.2. More precisely, because all workers are now
assumed to be perfectly mobile, we introduce a new immobile factor, land,
which is used as an input in the traditional sector. It is also convenient to inter-
pret this sector as being the agricultural one, whereas the modern sector is the
industrial one.

10.2.1 The Framework

Consider an unbounded, one-dimensional location space X along which land
has the same fertility and the same unit density. As in Section 9.2, there are two
sectors, the industrial (M) and the agricultural (T) sectors. Unlike Section 9.2,
all workers in the economy are assumed to be identical and free to choose their
location and occupation. Each worker is endowed with one unit of labor that
can be used indifferently in the M-sector or in the T-sector. There are L workers
in the economy and a group of landowners who, for simplicity, are assumed to
live on their land holdings. This implies that land rents are consumed where
they are created. All consumers (workers and landowners) have the same utility
function given by (9.1) and (9.2), so that the demand functions are still given
by (9.3), (9.4), and (9.5).

The agricultural good is produced using both land and labor by means of
fixed technological coefficients such that one unit of output requires one unit
of land and cT units of labor. In the modern sector, the technology of a firm is
still given by (9.7) in which the marginal labor requirement c is normalized to
1 as before. Transport costs are now assumed positive for both the agricultural
and industrial goods. If one unit of the T-good is shipped from r ∈ X to s ∈ X ,
only a fraction, given by exp(−τT|r − s|), arrives at its destination. For the
M-sector, the fraction arriving at s is denoted by exp(−τM|r − s|). Both τT

and τM are positive and increase when the corresponding transport costs rise.
Finally, because our space is continuous, all variables are now described

by continuous functions of locations. For example, the nominal wage rate at
location r is w(r ) instead of wr .

10.2.2 The Formation of a Monocentric Economy

Recalling Thünen, let us imagine a monocentric economy such as the one de-
picted in Figure 10.1. In such a setting, the production of all industrial goods
occurs in a single city located, by convention, at r = 0, and the agricultural area
surrounding the city expands from −rb to rb, where rb stands for the frontier dis-
tance to be determined. The city exports all the industrial goods to its agricultural
hinterland and imports all the produce needed by its inhabitants. The question
we want to solve is, Under which conditions is this configuration a spatial equi-
librium? To answer this question, we proceed in two steps. First, we determine
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Figure 10.1: The monocentric economy.

the equilibrium prices of all goods, factors, and land rents, assuming that all
industrial firms are located in the city. Then, we determine the conditions to be
satisfied such that no industrial firm wants to locate away from the city. Because
everything is symmetric, we restrict our analysis to the domain in which r ≥ 0.

10.2.2.1 Equilibrium Prices

Let pT(0) and pM(0) be, respectively, the price of the agricultural good and
the common price of the differentiated industrial goods at the city place. For
the trade pattern between the city and its agricultural hinterland just described
to arise, the price of each good at location r ∈ X must be such that

pT(r ) = pT(0) exp(−τTr ) (10.1)

pM(r ) = pM(0) exp(τMr ). (10.2)

Let R(r ) and w(r ) be the land rent and wage rate prevailing at r . Inside
the agricultural area, the land rent is equal to the price of the agricultural good
minus the wage bill paid to the cT workers needed to produce one unit of output:

R∗(r ) = pT(r ) − cTw(r ). (10.3)

At the agricultural border rb, the land rent equals zero, and thus

w(rb) = pT(0) exp(−τTrb)/cT. (10.4)

Without loss of generality, we can set the wage in the city equal to 1:

w(0) = 1.

Turning to the industrial sector and restating (9.13) within the present context,
we see immediately that, in the city, the equilibrium price of each variety is given
by

pM(0) = 1

ρ
.
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Let LM be the mass of individuals working for the industrial sector in the city.
Because an agricultural area of size 2rb requires 2rbcT workers, it follows that

LM = L − 2cTrb.

Furthermore, given that the industrial goods are produced in the city only,
applying (9.17), in which ϒrs = exp(τM|r − s|), we see that the price index of
the industrial goods at location r ∈ X is such that

P(r ) = pM(0)

(
LM

σ f

)−1/(σ−1)

exp(τMr )

= 1

ρ

(
L − 2rbcT

σ f

)−1/(σ−1)

exp(τMr ), (10.5)

which increases with distance from the city because of the increasing transport
costs.

We are now ready to determine all the equilibrium prices. This can be
achieved by using the following equilibrium conditions: (1) market clearing
for the agricultural good and (2) the equality of the real wages at each location
for all workers.

First, we notice that the income generated within the city equals w(0)LM =
L − 2rbcT. Hence, using (9.3) we obtain the demand for the agricultural good
at the city place as follows:

DT(0) = (1 − µ)
L − 2rbcT

pT(0)
.

On the supply side, one unit of land at location r generates a gross return
equal to pT(r ), thus giving rise to a demand for the agricultural good given
by (1 − µ)pT(r )/pT(r ) = (1 − µ). Hence, µ units of the agricultural good are
shipped to the city. Because only a fraction, exp(−τTr ), of this amount reaches
the city, the total supply of the agricultural good at the city place is

ST(0) = 2µ

∫ rb

0
exp(−τTr ) dr.

Thus, market clearing yields the following expression for the equilibrium price
of the agricultural good at the city place:

pT(0) = 1 − µ

2µ

L − 2rbcT∫ rb

0 exp(−τTr ) dr
. (10.6)

Next, we move to the equality of real wages between farmers and workers.
Equation (10.4) gives the nominal wage earned by a farmer residing at the
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agricultural frontier. Using (10.1), (10.4), and (10.5), the farmer’s real wage is
then as follows:

ω(rb) = w(rb)[P(rb)]−µ[pT(rb)]−(1−µ)

= 1

cT
[P(0)]−µ[pT(0)]µ exp[−µ(τM + τT)rb].

Because w(0) = 1, the real wage of a worker is

ω(0) = [P(0)]−µ[pT(0)]−(1−µ). (10.7)

Hence, the equality of real wages between workers and farmers requires that

pT(0) = cT exp[µ(τM + τT)rb]. (10.8)

Putting (10.6) and (10.8) together shows that

L − 2cTrb = 2µcT

1 − µ

1 − exp(−τTrb)

τT
exp[µ(τM + τT)rb]. (10.9)

Because the left-hand side of this expression decreases with rb, whereas the
right-hand side increases with rb, it can readily be verified that (10.9) has a
unique solution, which in turn allows for the determination of the other equilib-
rium values. It also follows from (10.9) that the equilibrium value of rb increases
from 0 to ∞ as the population L keeps rising from 0. This implies that we can
treat L and rb interchangeably in what follows.

Finally, introducing (10.5) and (10.8) into (10.7) and using (10.9), we obtain
the equilibrium real wage common to farmers and workers:

ω∗ ≡ ω(0) = k1[1 − exp(−τTrb)]µ/(σ−1) exp[µ(ρ−1µ − 1)(τM + τT)rb],

(10.10)

where

k1 ≡ ρµ(cT)−(1−µ)

(
2µcT

(1 − µ)σ f τT

)µ/(σ−1)

.

Because ω∗ = w(r )[P(r )]−µ[pT(r )]−(1−µ) must hold in equilibrium, the equi-
librium nominal wage is as follows:

w∗(r ) = exp[µτM − (1 − µ)τT]r. (10.11)

10.2.2.2 Sustainability of the Monocentric Configuration

So far, we have assumed that all firms are located within the city. However,
for the monocentric configuration to be a spatial equilibrium, we must show
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that no firm has an incentive to move away from the city and to set up in the
countryside.

Let wM(r ) be the zero-profit wage rate that stands for the highest wage that
a firm located at r is willing to pay given that the rest of the economy remains
unchanged (this wage was formally introduced in Section 9.2 for a finite location
space). The form of the equilibrium wage w∗(r ) given by (10.11) is such that no
firm in the city has an incentive to move at r as long as wM(r ) ≤ w∗(r ). Instead
of working directly with these two variables, it appears to be more convenient
to use a monotonic transformation of their ratio.

Specifically, we define the potential function of a firm as

�(r ) =
(

wM(r )

w∗(r )

)σ

. (10.12)

The monocentric configuration is then a spatial equilibrium if and only if

�(r ) ≤ 1 for all r ≥ 0

because there is no alternative location at which a zero-profit firm is able to offer
more than workers actually earn. Since w∗(r ) is given by (10.11), it remains to
determine wM(r ). Let Y (0) be the total income generated by the manufacturing
activities in the city and Y (s) the total income generated by the farming activities
at r ≤ rb. Then, using (9.19), we obtain

wM(r ) = κ2

{
Y (0) exp[−(σ − 1)τMr ][P(0)]σ − 1

+
∫ rb

− rb

Y (s) exp[−(σ − 1)τM|r − s|][P(s)]σ − 1ds

}1/σ

,

(10.13)

where κ2 ≡ ρ[µ/(σ − 1) f ]1/σ

Clearly, we have Y (0) = w∗(0)LM = L − 2rbcT and Y (r ) = pT(r ) = pT

(0) exp(−τTr ), in which pT(0) is given by (10.8). Thus, using (10.5) for the
price index P(r ) as well as (10.9) for Y (0), we may rewrite (10.13) as follows:

wM(r ) =
(

σ f

ρσ−1

)1/σ

κ2

{
exp[−(σ − 1)τMr ] + 1 − µ

2µ

τT

1− exp(−τTrb)

×
∫ rb

−rb

exp[−τT|s| − (σ − 1)τM(|r − s| − |s|)] ds

}1/σ

.

(10.14)
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Substituting (10.11) and (10.14) into (10.12) yields

�(r ) = µ exp{−σ [µτM − (1 − µ)τT]r} ·
{

exp[−(σ − 1)τMr ]

+ 1 − µ

2µ
· τT

1 − exp(−τTrb)

∫ rb

−rb

exp[−τT|s|

− (σ − 1)τM(|r − s| − |s|)] ds

}1/σ

. (10.15)

As shown in the appendix, this expression can be rewritten in a more convenient
way as follows:

�(r ) = exp(−ηr )

{
1 + (1 − µ)(σ − 1)τM ·

∫ r

0
(exp[2(σ − 1)τMs])

×
(

1 − 1 − exp(−τTs)

1 − exp(−τTrb)

)
ds

}
(10.16)

in which rb appears only once, whereas

η ≡ σ [(µ + ρ)τM − (1 − µ)τT]. (10.17)

Expression (10.16) is depicted in Figure 10.2 for the following set of values:
ρ = 0.75 (hence, σ = 4), µ = 0.5, τT = 0.8 , τM = 1, and cT = 0.5. For any
given value of rb, (10.16) is represented by a curve called the potential curve.
Because rb is uniquely determined by the population size L , this amounts to
saying that each potential curve is associated with a single value of L .

For the monocentric configuration to be an equilibrium, the potential func-
tion associated with the corresponding value of L should never exceed 1. To
determine when this is so, we must study the behavior of (10.16). First, it is
apparent that �(0) = 1, which means that firms located within the city pay a
wage equal to the zero-profit wage at r = 0. Thus, for the function �(r ) not to
exceed 1 in a neighborhood of r = 0, the slope of �(r ) at r = 0 given by

�′(0) = σ [(1 − µ)τT − µ(1 + ρ)τM] (10.18)

must be nonpositive, that is,

1 − µ

µ(1 + ρ)
≤ τM

τT
. (10.19)

Observe that (10.18) is independent of L and is, therefore, the same for all
potential curves.

If (10.19) holds as a strict inequality, the potential function has a cusp at
r = 0 (see Figure 10.2), which corresponds to the lock-in effect generated by
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Figure 10.2: Potential curves for the monocentric configuration.

the agglomeration of firms and workers in the city. In this case, no firm finds
it profitable to move a short distance away from the city because a sufficiently
large share of its demand comes from there. As shown by (10.19), this happens
when (1) the transport costs of the industrial goods are high relative to those
of the agricultural good, (2) varieties are good substitutes (ρ is large) so that
the elasticity of substitution is high, and (3) the expenditure share µ on the
industrial goods is large.

However, (10.19) is a local sufficient condition for the monocentric configu-
ration to be an equilibrium, not a global one. For that, we must return to (10.16).
It is readily verified that the potential curve shifts upward (except at the origin)
as rb increases. Because rb increases with L , this implies that an increase in the
labor force shifts the corresponding potential curve upward. The explanation
for this is that a larger population requires a larger agricultural area, and thus,
when the other industrial firms are in the city, a firm moving to a location in
the countryside expects a larger demand for its output. As a result, the potential
function may well exceed 1 when L becomes sufficiently large.

To investigate such a possibility, we introduce the limit potential curve �̄(r )
associated with rb → ∞ (and, hence, L → ∞) representing the upper limit of
all potential curves. Taking the limit of (10.16) for rb → ∞ and rearranging
terms, we obtain

�̄(r ) = (1 − K ) exp(−ηr ) + K exp γ r, (10.20)
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where K and γ are two constants defined as

K ≡ (1 − µ)ρτM

(1 − µ)ρτM + (ρ − µ)(τM + τT) − �′(0)/σ

γ ≡ σ (ρ − µ)(τM + τT)

in which we have used (10.17) rewritten as follows:

η ≡ (1 − µ)(σ − 1)τM − �′(0).

Because �̄′(0) = �′(0) and we consider only the case in which �′(0) ≤
0, the limit potential curve slopes down at the origin. Furthermore, since
�̄(r ) is the sum of two exponential functions, it has at most one turning point
(at which �̄′(r ) = 0). Accordingly, �̄(r ) exceeds 1 for some r > 0 if and only
if �̄(∞) > 1. Because �′(0) ≤ 1 implies η > 0, it follows from (10.20) that
�̄(∞) = K exp(γ∞), and thus �̄(r ) exceeds 1 for some positive r if and only
if K exp(γ∞) > 1.

If ρ < µ, then γ < 0 and, hence, K exp(γ∞) = 0. If ρ = µ, then γ = 0
and K ≤ 1, so that K exp(γ∞) = K ≤ 1. Hence, when

ρ ≤ µ, (10.21)

it follows that �̄(r ) ≤ 1 for all r > 0. This in turn implies that �(r ) < 1 for
all r > 0. Condition (10.21) holds when either the industrial goods are very
differentiated (ρ is small) or a large fraction of the labor force works in the city.
In either case, the city is the most profitable site for the industrial sector however
large the population L of the economy is. Note that (10.21) corresponds to the
black hole condition discussed in Section 9.2.3: the city attracts all industrial
activities and corresponds to the megalopolis.

Conversely, and more interestingly, if

ρ > µ (10.22)

then γ > 0, whereas 0 < K so that K exp(γ∞) = ∞, thus implying that �̄(r )
exceeds 1 for some value r > 0. In this case, as L keeps rising, the potential
function �(r ) will exceed 1 for some r > 0. Therefore, when varieties are not
very differentiated, the city population is relatively small, or both, the agricul-
tural area generates a sufficiently high demand for the industrial goods once L
is large enough. This in turn implies that a firm finds it profitable to locate away
form the city to benefit from some monopoly power in its local market.

Figure 10.2 illustrates the case in which the potential function is just equal to
1 at some critical distance r̂ = 1.10 when L = L̂(= 4.36). Any further increase
in the population size above L̂ makes the location r̂ more profitable than the city
for any single firm, thus suggesting that a new city might well emerge there.
However, we postpone the analysis of this transition to Section 10.4. It is also
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worth noting the existence of an area of urban shadow in which the potential
function never exceeds 1 (from r = 0 to r = 0.645), which means that a new
city will never appear within this area.

Putting all those results together, we may conclude as follows:6

Proposition 10.1 Consider a monocentric economy. For this configuration to
be a spatial equilibrium, the following condition must hold:

1 − µ

µ(1 + ρ)
≤ τM

τT

1. if the foregoing condition holds and if ρ ≤ µ, then the monocentric
configuration is an equilibrium regardless of the population size; and

2. if the foregoing condition holds and if ρ > µ, then a critical population
level L̂ exists such that the monocentric configuration is an equilib-
rium for all L ≤ L̂ , whereas it is no longer an equilibrium as soon as
L > L̂ .

The present setting allows for some interesting comparative statics results
studied by Fujita and Krugman (1995). Assume that technological progress in
agriculture has led to the development of a labor-saving technology, such as
those observed in the nineteenth century in the United Kingdom and later on,
in the twentieth century, in the United States and then in Europe. This means
that cT decreases. Then, although the agricultural area expands, such a change
in the agricultural technology fosters migration from the agricultural hinterland
toward the city. This in turn leads to an increase in the urban population as well
as to an expansion of the industrial sector through a wider product range and a
larger mass of firms. Such a pattern not only concurs with historical evidence
but also agrees with what we may observe today in countries experiencing
industrialization.

Consider now a decrease in transport cost for either type of good (either τM

or τT decreases). This renders distant locations more attractive, thus inducing
migration from the urban center of the economy toward the agricultural frontier
that moves further away. To some extent, this might provide a rationale for the
westward expansion of the United States economy in the second half of the
nineteenth century, during which transport costs fell dramatically as railways
and waterways were built and developed.

10.2.3 Welfare in the Monocentric Economy

We now come to the impact of the population growth on the economy’s welfare.
In this perspective, one must keep in mind that the economy involves two
different groups of agents, that is, workers and landlords. Workers’ welfare is
represented by their equilibrium real wage, as given by (10.10). Differentiating
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this expression with respect to rb, we obtain

dω∗

drb
= µω∗

σ − 1

[
σ (µ − ρ)(τM + τT) + τT

exp(τTrb) − 1

]
. (10.23)

Regarding the landlords’ welfare, we know that they receive per unit of land
a rent equal to R(r ) = pT(r ) − cTw(r ) for all r ≤ rb. As a result, their real
income ωL (r ) is given by

ωL (r ) = [pT(r ) − cTw∗(r )][P(r )]−µ[pT(r )]−(1−µ) for all 0 ≤ r ≤ rb.

Because

ω∗ = w∗(r )[P(r )]−µ[pT(r )]−(1−µ)

it follows that

ωL (r ) = ω∗
(

pT(r )

w∗(r )
− cT

)
0 ≤ r ≤ rb. (10.24)

Substituting (10.1) and (10.11) into (10.24) and using (10.8), we obtain

ωL (r ) = ω∗cT{exp[µ(τM + τT)(rb − r )] − 1} 0 ≤ r ≤ rb. (10.25)

If the black hole condition holds (ρ ≤ µ), it is obvious from (10.23) that
workers are always better off when the population rises. Furthermore, on the
right-hand side of (10.25), the second factor increases with rb and, therefore,
with L . Consequently, the welfare of both workers and landlords always in-
creases with the population size. This is because the population growth leads to
a wider array of varieties that dominates the higher trade costs associated with
a larger agricultural area (recall that varieties are very differentiated).

When the black hole condition does not hold (ρ > µ), then the first term on
the right-hand side of (10.23) is negative, whereas the second term decreases
continuously with rb (hence, with L) from infinity to zero. Accordingly, ω∗ is
∩-shaped, thus implying that the real wage of workers first increases and then
decreases with the population size. The highest welfare level is achieved for a
particular population size Lo associated with the fringe distance

ro
b = 1

τT

[
log

(
1 + 1

σ (ρ − µ)

τT

τM + τT

)]
, (10.26)

which is obtained by setting the right-hand side of (10.23) equal to zero. This is
so because the varieties are not sufficiently differentiated to prevent the increase
in trade costs caused by the enlargement of the agricultural hinterland from
becoming predominant. In this case, Lo is the worker-optimal population size.
Because (10.26) decreases with ρ, the worker-optimal population size increases
with product differentiation.

When L rises above Lo, the welfare of landlords may continue to increase,
for their income, which comes from land rent, keeps rising as the agricultural
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area expands. More precisely, using (10.23) and (10.24), we find that

1

ωL (r )

dωL (r )

drb
= µ

σ − 1

[
σ (µ − ρ)(τM + τT) + τT

exp(τTrb) − 1

]

+ µ(τM + τT)

1 − exp[−µ(τM + τT)(rb − r )]

>
σµ(µ − ρ)

σ − 1
(τM + τT) + µ(τM + τT)

= σµ2

σ − 1
(τM + τT)

> 0, (10.27)

which holds for all rb and, therefore, for all L .
We may then summarize the foregoing results as follows:

Proposition 10.2 Consider a monocentric economy. Then, if the population
size increases

1. the welfare of the landlords always increases within the agricultural
area;

2. when ρ ≤ µ, workers’ welfare always increases;
3. when ρ > µ, workers’ welfare increases to some population level and

declines beyond.

Hence, workers’ welfare displays a pattern similar, although not identical,
to that of the market equilibrium. Of course, the two patterns are not identical,
but they have the same “shape.” When the city is not a black hole (ρ > µ),
increasing the population beyond Lo entails a conflict between workers’ and
landlords’ interests because rising L yields a decrease in workers’ individual
welfare. Since people are free to move, some workers will eventually be induced
to move away from the city to create new cities together with some farmers,
which is an issue that will be fully analyzed in Section 10.4.

10.3 CITY FORMATION WITH INTERMEDIATE COMMODITIES

In this section, we focus on the role of variety in intermediate goods in city for-
mation by combining the ideas of Sections 9.3 and 10.2. To this end, we modify
the model of Section 9.3 as we did with the model of 9.2 in the previous sec-
tion. Thus, the resulting model is essentially the counterpart to that presented
in Section 10.2. Land is an immobile input for the agricultural sector. The
industry is formed by two sectors vertically linked, that is, the M-sector pro-
ducing the homogeneous M-good for consumption and the I-sector supplying
a large variety of intermediate goods to the M-sector. Such a setting yields a
richer set of outcomes than before. In particular, we will see that two types of
monocentric configurations exist involving very different patterns of trade. In
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the first, both sectors are agglomerated together and the resulting city exports the
M-good to the agricultural hinterland. In the second, the I-sector is concentrated
within a city; as for the M-sector, it is partially concentrated in the city while
the rest is mixed with the agricultural sector such that each place produces the
M-good for its own needs. The city now exports the intermediate goods only –
a pattern that resembles that of several cities in developed economies. The first
pattern is called an integrated city, and the second one an I-specialized city. Not
surprisingly, the former (respectively, the latter) tends to arise when the trans-
portation costs of the intermediate goods are high (respectively, low). We will
also show that, when the economy involves the agglomeration of both industrial
sectors, the growth of the population alone can never destroy the equilibrium.
By contrast, in the case of an I-specialized city, population growth eventually
leads to the formation of new cities.

After having described our new framework, we will proceed by studying the
integrated and I-specialized cities in turn.

10.3.1 The framework

The approach taken here is fairly similar to that followed in the previous section.
In particular, space is given by a unbounded, linear space X , whereas land has
the same fertility and density across locations. The agricultural (or T-) sector
produces one unit of the agricultural good using cT units of labor and one unit
of land. However, the M-sector now produces a homogeneous M-good under
constant returns using labor and a continuum of intermediate inputs supplied
by the I-sector. The production function of the M-sector is given by (9.34),
yielding the unit production cost (9.40) as well as the input demands (9.41) and
(9.42). As in Section 9.3, each intermediate variety is produced by using labor
only according to the technology (9.33), which thus exhibits scale economies.

The variable Q in the utility (9.1) now stands for the homogeneous output
of the M-sector; the demands for this good and for the agricultural good are
given by (9.37) and (9.38). As in the Section 10.2, we assume that transport
costs have the iceberg form: if one unit of the agricultural good (respectively,
the M-good or the I-good) is shipped from r ∈ X to s ∈ X , only a fraction,
given by exp(−τT|r − s|) (respectively, exp(−τM|r − s|) or exp(−τ I|r − s|)),
arrives at destination, where τT (respectively, τM or τ I) is a positive constant.

Finally, as in the Section 10.2, all workers are identical and free to choose
their job in any of the three sectors as well as their location, either in the city or
in the countryside.

The two equilibria we want to analyze share several similar features that are
now described. Because scale economies arise only in the I-sector, we restrict
ourselves to the case in which the entire intermediate sector is established within
the city. The agricultural area is assumed to surround the city symmetrically
from −rb to rb. In both equilibria, let pT(r ) and pM(r ) be, respectively, the price
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of the agricultural good and the price of the M-good at distance r from the city,
whereas ω∗ is the common equilibrium real wage earned by the workers in the
two industrial sectors as well as by the farmers. Then, the equilibrium nominal
wage at r is as follows:

w∗(r ) = ω∗[pM(r )]µ[pT(r )](1−µ) 0 ≤ r ≤ rb. (10.28)

Using the normalization w∗(0) = 1, from (10.28) we obtain

ω∗ = [pM(0)]−µ[pT(0)]−(1−µ) (10.29)

w∗(r ) = [pM(r )/pM(0)]µ[pT(r )/pT(0)](1−µ). (10.30)

Through a now standard argument with a normalization such that w∗(0) =
1, it is easy to show that the common equilibrium price of the intermediate
commodities produced in the city is pI(0) = w∗(0)/ρ = 1/ρ. Hence, their de-
livered price at r is

pI(r ) = exp(τ Ir )

ρ
. (10.31)

Let LI be the mass of workers in the I-sector. Then, because the labor re-
quirement of each firm under the zero-profit condition equals σ f , LI/σ f vari-
eties are produced in the city. Using (9.43) and (10.31), the price index of the
I-varieties at location r can be obtained as in (10.5) and is given by the following
expression:

P I(r ) = 1

ρ

(
LI

σ f

)−1/(σ−1)

exp(τ Ir ). (10.32)

From (9.40), the unit production cost of the M-good at location r is now
given by

cM(r ) = α−α(1 − α)−(1−α)[w∗(r )]1−α[P I(r )]α

= κ3(LI)−α/(σ−1)[w∗(r )]1−α exp(ατ Ir ), (10.33)

where

κ3 ≡ α−α(1 − α)−(1−α)ρ−α(σ f )α/(σ−1).

Let LM

o be the labor force working for the M-sector in the city and LM(r ) the
density of workers in the M-sector at r �= 0. It is then clear that the total city
income equals LM

o + LI because w∗(0) = 1, whereas the total income per unit
of land at r �= 0 is pT(r ) + w∗(r )LM(r ). As a consequence, from (9.38), the
demands for the M-good in the city and at r �= 0, respectively, given by

QM

o = µ
(
LM

o + LI
)/

pM(0) (10.34)

QM(r ) = µ[pT(r ) + w∗(r )LM(r )]/pM(r ). (10.35)
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On the supply side, from (9.41), the outputs of the M-good produced in the city
and at r �= 0 are as follows:

XM

o = LM

o /(1 − α)cM(0) (10.36)

XM(r ) = w∗(r )LM(r )/(1 − α)cM(r ). (10.37)

Zero profits in the M-sector imply the following two conditions:

LM

o > 0 ⇒ pM(0) = cM(0)

LM(r ) > 0 ⇒ pM(r ) = cM(r ).

The market-clearing condition for the M-good depends on the equilibrium type,
and its study is postponed to the next two sections.

We now turn to the market-clearing condition for labor. We have

2cTrb + LM

o +
∫ rb

−rb

LM(r ) dr + LI = L . (10.38)

It turns out to be convenient to rewrite this expression. For that, note that the
zero-profit condition in the I-sector implies that its total cost, LI, is equal to its
total revenue, which in turn is given by the total expenditure of the M-sector
on the I-good as

α

[
cM(0)XM

o +
∫ rb

−rb

cM(r )XM(r ) dr

]
,

which, from (10.36) and (10.37), is equal to

α

[
LM

o

1 − α
+

∫ rb

−rb

w∗(r )LM(r )

1 − α
dr

]
.

Therefore, it follows that

LI = α

1 − α

[
LM

o +
∫ rb

−rb

w∗(r )LM(r ) dr

]
. (10.39)

Substituting (10.39) into (10.38), we may then rewrite the labor-market-clearing
condition as follows:

2cTrb + LM

o

1 − α
+

∫ rb

−rb

[
1 + α

1 − α
w∗(r )

]
LM(r ) dr = L . (10.40)

Regarding the equilibrium location conditions for the M-sector that is
perfectly competitive, we have

pM(r ) ≤ cM(r ) r ≥ 0. (10.41)
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To obtain these conditions for the I-firms, as in (10.12) we define the potential
function for an I-firm as

�(r ) =
(

wI(r )

w∗(r )

)σ

(10.42)

in which wI(r ) stands for the zero-profit wage rate that an I-firm located at r
can pay. Then, as in Section 10.2.2, the agglomeration of the I-firms in the city
is a location equilibrium if and only if

�(r ) ≤ 1 for all r ≥ 0.

To obtain wI(r ), we reformulate (10.13) within the present context. This
means that the total expenditure on the I-goods at the city place is equal to
αcM(0)XM

o , whereas that at r �= 0 is equal to αcM(r )XM(r ). Consequently,
replacing Y (0) by cM(0)XM

o , Y (r ) by cM(r )XM(r ), τM by τ I, and µ by α in
(10.13) yields

wI(r ) = κ ′
2

{
cM(0)XM

o exp[−(σ − 1)τ Ir ][P I(0)]σ−1

+
∫ rb

−rb

cM(s)XM(s) exp[−(σ − 1)τ I|r − s|][P I(s)]σ−1ds

}
,

1/σ

where P I(r ) is given by (10.32) and

κ ′
2 ≡ ρ[α/(σ − 1) f ]1/σ .

Furthermore, in the foregoing expression for wI(r ), we may set cM(0)XM

o =
LM

o /(1 − α), and cM(r )XM(r ) = w∗(r )LM(r )/(1 − α) by using (10.36) and
(10.37) so that the potential function of an I-firm (10.42) becomes

�(r ) = α

(1 − α)LI[w∗(r )]σ

{
LM

o exp[−(σ − 1)τ Ir ]

+
∫ rb

−rb

w∗(s)LM(s) exp[−(σ − 1)τ I(|r − s| − |s|)] ds

}
.

(10.43)

10.3.2 The Integrated City Equilibrium

10.3.2.1 Equilibrium

We consider here the configuration in which the entire production of both
industrial sectors takes place within the city, thus implying that the city exports
the M-good and imports the T-good. Hence, it must be that

XM(r ) = 0 and LM(r ) = 0 for all r �= 0, (10.44)
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and thus the market-clearing condition for the M-good can be written as follows:

XM

o = QM

o + 2
∫ rb

0
QM(r ) exp(τMr ) dr.

Using (10.34), (10.35), and (10.44), we obtain

XM

o = µ
LM

o + LI

pM(0)
+ 2

∫ rb

0
µ

pT(r )

pM(r )
exp(τMr ) dr. (10.45)

Furthermore, to support that trade pattern, the equilibrium prices, pT(r ) and
pM(r ), and the land rent, R∗(r ), must satisfy the relations (10.1), (10.2), and
(10.3), respectively. Therefore, the wage at the agricultural border rb is also
given by (10.4).

Finally, the zero-profit condition for the M-sector at the city place implies
that

pM(0) = cM(0). (10.46)

Using these conditions together with (10.29), (10.30), (10.32), (10.33),
(10.39), and (10.40), we can easily solve the corresponding system for all the
variables as functions of the single unknown rb. We thus obtain

LI = α(L − 2cTrb) (10.47)

LM

o = (1 − α)(L − 2cTrb) (10.48)

pT(r ) = cT[exp µ(τM + τ I)rb] exp(−τTr ) (10.49)

pM(r ) = κ3α
−α/(σ−1)(L − 2cTrb)−α/(σ−1) exp(τMr ) (10.50)

w∗(r ) = exp[µτM − (1 − µ)τT]r (10.51)

P I(r ) = 1

ρ

(
σ f

α

)1/(σ−1)

(N − 2cTrb)−1/(σ−1) exp(τ Ir ). (10.52)

To find rb, we substitute (10.36), (10.47), and (10.48) into the M-good
market-clearing condition (10.45) and use (10.1), (10.2), and (10.46). This
leads to the relation

L − 2cTrb = 2µcT

1 − µ

1 − exp(−τTrb)

τT
exp[µ(τM + τT)rb], (10.53)

which is identical to (10.9).
Therefore, when the total population L is the same, both the monocentric

economy equilibrium studied in Section 10.2 and the integrated city equilibrium
considered here yield the same agricultural border (rb) and, hence, the same
agricultural population (L − 2cTrb). The number of workers in the industry is
therefore the same in both equilibria. It can also be readily verified that the
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equilibrium nominal wages, (10.11) and (10.51), are the same, as well as the
equilibrium prices of the agricultural good. The reason for these seemingly
surprising results is as follows. As long as the M-sector and the I-sector are
agglomerated, the economy as a whole looks essentially like an economy with
a single industrial sector involving increasing returns. Indeed, we have seen
in Section 4.4 that, in the aggregate, the increasing returns appearing in the
I-sector are transferred to the M-sector.

This analogy, however, does not carry over to all the microeconomic aspects
of the economy. In particular, the equilibrium real wages are different. To obtain
ω∗ in the present context, we substitute (10.49) and (10.50) into (10.29) and
use (10.52) as well as (10.53). We then find that

ω∗ = k2[1 − exp(−τTrb)]αµ/(σ−1) exp{[αµ/ρ − (1 − µ + αµ)]µ(τM + τT)rb}
(10.54)

in which

k2 ≡ ααµ/ρ(1 − α)(1−α)µραµ(cT)−(1−µ)

(
2µcT

(1 − µ)σ f τT

)αµ/(σ−1)

,

which is indeed different from (10.10). Both expressions, however, have the
same structure and are identical when α = 1.7

Next, we turn to the sustainability of the integrated city as an equilib-
rium. First, we must check the equilibrium location conditions (10.41) for the
M-sector. Substituting (10.50) for pM(r ) while solving (10.33), (10.47), and
(10.51) for cM(r ), we may rewrite Eq. (10.41) as follows:

exp(τMr ) ≤ {exp(1 − α)[µτM − (1 − µ)τT]r} exp(ατ Ir )

or, equivalently, (1 − α)(1 − µ)τT + (1 − µ + αµ)τM ≤ ατ I, namely,

(1 − α)(1 − µ)

α
+ 1 − µ + αµ

α

τM

τT
≤ τ I

τT
.

Considering now the equilibrium location condition for the I-firms, we
can evaluate the potential function (10.43) by using (10.44), (10.47), (10.48),
(10.51), (10.52), and (10.53) to obtain

�(r ) = exp{−σ [µτM − (1 − µ)τT + ρτ I]r}.
Hence, the equilibrium condition, �(r ) ≤ 1, holds if and only if µτM −
(1 − µ)τT + ρτ I ≥ 0, or

1 − µ

ρ
− µ

ρ

τM

τT
≤ τ I

τT
.

Therefore, we have shown the following:
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Proposition 10.3 The integrated city configuration is a spatial equilibrium
if and only if the transport costs τT, τM, and τ I satisfy the following two
conditions:

(1 − α)(1 − µ)

α
+ 1 − µ + αµ

α

τM

τT
≤ τ I

τT
(10.55)

and

1 − µ

ρ
− µ

ρ

τM

τT
≤ τ I

τT
. (10.56)

The parameter range in which these two conditions hold is described by the
shaded area in Figure 10.3 for the case in which (1 − α)/α > 1/ρ.8

The figure reveals that, for the integrated city to be an equilibrium, the trans-
port costs of the intermediate commodities must be sufficiently high relative
to those of the consumption goods.9 This is because the vertical linkages be-
tween the two industrial sectors create a strong agglomeration force, a result
that agrees with what we saw in Section 9.3. Yet, as shown by the wage function
(10.51), any location in the countryside has a comparative advantage in labor
cost for both sectors when µτM < (1 − µ)τT, that is, when shipping the M-
good is sufficiently cheap relative to the cost of shipping the agricultural good.

Figure 10.3: The parameter range for the integrated city equilibrium.
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However, when shipping the I-goods is costly enough, this advantage turns out
to be more than outweighed by the fact M-sector’s having a high accessibility
to its suppliers (the I-firms), which are all located in the city, once it is itself
concentrated within the city.

Observe also that conditions (10.55) and (10.56) are independent of L . As
a result, increasing the population size does not affect the spatial pattern of
the economy but results in a growing city and a larger agricultural area and
never in the formation of new cities. Although the conditions stated in Propo-
sition 10.3 differ from those given in Proposition 10.1, they can be viewed as
the intermediate-good counterpart of the black hole condition (10.21) found in
Section 10.2. However, their respective welfare implications differ.

10.3.2.2 Welfare

Our purpose is to study the impact of population growth on the welfare of
economic agents. Clearly, the expression (10.24) relating landlords’ real income
and workers’ real wage still holds at each location r . Because pT(r ) and w∗(r )
are unchanged, (10.24) and, therefore, (10.25) remain valid. Therefore, we have
to sign the following expression derived from (10.54):

dω∗

drb
= µω∗

σ − 1

{
σ [αµ − (1 − µ + αµ)ρ)](τM + τT) + ατT

exp(τTrb) − 1

}
,

(10.57)

which is identical to (10.23) when α = 1. Using (10.25) and (10.57) as we did
in Section 10.2.3, we can similarly show that

1

ωL (r )

dωL (r )

drb
>

µ2(σ + α − 1)

σ − 1
(τM + τT) > 0

regardless of the value of rb. As in Proposition 10.2, we may then conclude as
follows:

Proposition 10.4 Consider the integrated city configuration. Then, if the pop-
ulation size increases

1. the welfare of the landlords always increases within the agricultural
area;

2. when

ρ ≤ αµ/(1 − µ + αµ) (10.58)

workers’ welfare always increases;
3. when

ρ > αµ/(1 − µ + αµ) (10.59)

workers’ welfare rises to some population level and declines beyond it.
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It is worth noting that this proposition is very similar to Proposition 10.2
obtained in the case of a monocentric economy based on love for variety (they are
even identical in the special case where α = 1). By contrast, the sustainability
conditions stated in Propositions 10.1 and 10.3 are very different. In particular,
we know that raising the population size never destroys the integrated city
equilibrium, although, beyond some threshold level, workers’ welfare starts
declining. In this case, the economy is in a situation of “primacy trap” in which
workers’ welfare declines with the growth of the metropolis whereas no other
major city emerges. Today, some urban giants in developing countries (think of
Bangkok or Jakarta) may be examples of such primate cities.

The primacy trap never arises, however, in the setting considered in the
preceding section. On one hand, when ρ ≤ µ, the monocentric configuration
remains an equilibrium when L increases, but the welfare of all agents also
rises. On the other hand, when ρ > µ, the welfare of workers declines beyond
some population size; however, the monocentric configuration ceases to be an
equilibrium when the population is sufficiently large, implying that new cities
emerge and, hence, that workers’ welfare starts growing again.

Such a difference in results occurs because, in the love for variety model
of Section 10.2, the consumers themselves put together the varieties of the
differentiated product, whereas here this is done by the M-sector that sells
a homogeneous product to consumers. In the former case, the producers of
the differentiated varieties sell their output directly to the consumers, who are
themselves dispersed, whereas, in the latter, the producers of the differentiated
inputs sell their output to the M-sector, which is entirely concentrated within
the city. Hence, not surprisingly, the lock-in effect of an integrated city with
intermediate commodities is much stronger than that of a monocentric economy
based on love for variety.

10.3.3 The I-Specialized City Equilibrium

10.3.3.1 Equilibrium

We now come to the case of the I-specialized city in which only the in-
termediate sector is completely agglomerated within the city. By contrast, the
production of the M-good is decentralized across locations in a way such that
each place is self-sufficient. Thus, the city exports the I-varieties toward the
hinterland, from which the T-good is imported.

The self-sufficiency of each location in the M-good implies that

XM

o = QM

o

XM(r ) = QM(r ) 0 < r ≤ rb.

The equilibrium prices of the M-good are implicitly determined by the zero-
profit condition:

pM(r ) = cM(r ) r ≤ rb.
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For the agricultural good, the equilibrium price is given by (10.1), whereas
the wage at the fringe of the inhabited area is (10.4).

As before, we may use these conditions together with those stated in
Section 10.3.1 to determine all the variables as functions of the single un-
known rb:

LI = 2αµτT

1 − µ

1 − exp(−τTrb)

τT
exp[αµ(τ I + τT)/(1 − µ +αµ)]rb

(10.60)

LM

o = µ(1 − α)

1 − µ +αµ
LI (10.61)

LM(r ) = µ(1 −α)cT

1 − µ + αµ
exp[αµ(τ I + τT)/(1 − µ + αµ)](rb − r ) r ≤ rb

(10.62)

pT(r ) = cT exp[αµ(τ I + τT)/(1 − µ + αµ)]rb exp(−τTr ) (10.63)

pM(r ) = κ3(LI)− α/(σ − 1) exp{[ατ I − (1 − α)(1 − µ)τT]/(1 − µ + αµ)}r
(10.64)

w∗(r ) = exp{[αµτ I − (1 − µ)τT]/(1 −µ + αµ)}r (10.65)

P I(r ) = 1

ρ

(
σ f

LI

)1/(σ − 1)

exp(τTr ).

To obtain rb, we substitute (10.61), (10.62), and (10.65) into the labor-
market-clearing condition (10.40):

L − 2cTrb = 2µcT

1 − µ + αµ

{
α

1 − µ

1 − exp(−τTr )

τT

+ (1 − α)[1 − exp(−Krb)]

K
}

exp(Krb),

where

K ≡ αµ(τ I + τT)/(1 − µ + αµ).

As in Section 10.2.2.2, it can readily be verified that rb is uniquely determined
and strictly increasing with L .

For the I-specialized city configuration to be a spatial equilibrium, two addi-
tional conditions must be met. First, the assumption of no trade in the M-good
holds if and only if the rate of variation in the equilibrium prices of the M-good
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never exceeds the transport cost τM of this good. That is,

|dpM(r )/dr |
pM(r )

≤ τM for all r.

Given (10.64), this condition amounts to

|ατ I − (1 − α)(1 − µ)τT|
1 − µ + αµ

≤ τM

or

(1 − α)(1 − µ)

α
− 1 − µ + αµ

α

τM

τT
≤ τ I

τT

≤ (1 − α)(1 − µ)

α
+ 1 − µ + αµ

α

τM

τT
.

Second, the potential function of the I-firms must never exceed 1. Substitut-
ing (10.60), (10.61), (10.62), and (10.65) into (10.43), we obtain the following
expression for the potential function:

�(r ) = αµ

1 − µ + αµ

{
exp − σ

[
αµτ I − (1 − µ)τT

1 − µ + αµ

]
r

}

×
{

exp[−(σ − 1)τ Ir ] + (1 − µ)τT

2αµ(1 − exp(−τTrb))

×
∫ rb

− rb

exp[−τT|s| − (σ − 1)τ I(|r − s| − |s|)]ds

}
.

Following the approach developed in the appendix, we may rewrite this expres-
sion as follows:

�(r ) = exp(−η̃r )

{
1 + (1 − µ)(σ − 1)τ I

1 − µ + αµ

∫ r

0
exp[2(σ − 1)τ Is]

×
(

1 − 1 − exp(−τTs)

1 − exp(−τTrb)

)
ds

}
, (10.66)

where

η̃ ≡ σ {[αµ + (1 − µ + αµ)ρ]τ I − (1 − µ)τT}
1 − µ + αµ

.

Comparing (10.16) and (10.66), we see that the two expressions have essen-
tially the same structure (when α = 1 they are even identical). Accordingly, the
location of the I-firms may be studied as in Section 10.2.2.2. The following
results are then obtained. First, because

�′(0) = σ [(1 − µ)τT − αµ(1 + ρ)τ I]/(1 − µ + αµ)
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a nonpositive slope at the origin requires that

1 − µ

αµ(1 + ρ)
≤ τ I

τT
.

Next, using the limit potential curve �̄(r ) associated with rb → ∞, it can be
shown that ρ ≤ αµ/(1 − µ + αµ) implies �(r ) < 1 for all r regardless of the
positive value of rb. By contrast, when ρ > αµ/(1 − µ + αµ), the potential
curves display the same patterns as those represented in Figure 10.2. This means
that a critical value L̂ exists such that the potential function is just equal to 1 at
a particular location r̂ . Hence, for any value of L exceeding L̂ , �(r ) > 1 for a
sufficiently large r and the specialized city configuration ceases to be a spatial
equilibrium. Therefore, putting all these results together, we have:

Proposition 10.5 Consider an I-specialized city configuration. For this con-
figuration to be a spatial equilibrium, it is necessary that

(1 − α)(1 − µ)

α
− 1 − µ + αµ

α

τM

τT
≤ τ I

τT

≤ (1 − α)(1 − µ)

α
+ 1 − µ + αµ

α

τM

τT
(10.67)

and

1 − µ

αµ(1 + ρ)
≤ τ I

τT
. (10.68)

1. If the foregoing conditions hold and if

ρ ≤ αµ/(1 − µ + αµ), (10.69)

then the specialized city configuration is an equilibrium regardless of the
population size.

2. If the foregoing conditions hold and if

ρ > αµ/(1 − µ + αµ), (10.70)

then a critical population level L̂ exists such that the specialized city
configuration is an equilibrium for all L ≤ L̂ , whereas it is no longer an
equilibrium as soon as L > L̂ .

In Figure 10.4, we represent the domains of transport cost values for which
the two equilibrium conditions hold.

This figure reveals that the I-specialized city configuration is a spatial equi-
librium when the transport cost of the I-commodities is sufficiently low when
compared with that of the M-good. However, it should not be too low either, for
otherwise I-firms would move into the hinterland, where they can benefit from
the lower wages prevailing there. But this is not yet the end of the story. When
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Figure 10.4: The parameter ranges for the integrated and I-specialized city equilibria.

the intermediate inputs are good substitutes (that is, (10.70) holds), then this
configuration is an equilibrium only when the population does not become too
large. Thus, the I-specialized city displays an equilibrium pattern very similar
to that of the monocentric economy described in Proposition 10.1. In particu-
lar, the condition (10.69) is the new black hole condition, which reduces to the
previous one, ρ ≤ µ, when α = 1.

10.3.3.2 Welfare

We again study the impact of population growth on workers’ and landlords’
welfare. To this end, we first substitute (10.63) and (10.64) into (10.29) and
then use (10.60) to obtain the equilibrium real wage:

ω∗ = k2[1 − exp(−τTrb)]αµ/(σ−1)

× exp

[
αµ/ρ − (1 − µ + αµ)

1 − µ + αµ
αµ(τ I + τT)rb

]
. (10.71)

Furthermore, because (10.24) still holds, substituting (10.63) and (10.64)
into (10.24) and using (10.60), we obtain the equilibrium real income of the
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landlords:

ωL (r ) = ω∗cT

{
exp

[
αµ(τ I + τT)

1 − µ + αµ
(rb − r )

]
− 1

}
.

Differentiating (10.71) with respect to rb yields

dω∗

drb
= µω∗

σ − 1

{
α

1 − µ + αµ
σ [αµ − (1 − µ + αµ)ρ](τM + τT)

+ ατT

exp
(
τTrb

) − 1

}
.

Using the same approach as in Section 10.3.2.2, we also obtain

1

ωL (r )

dωL (r )

drb
>

α

1 − µ + αµ

µ2(σ + α − 1)

σ − 1
(τM + τT) > 0

regardless of the value of rb.
These two expressions are similar to those given in Section 10.3.2.2. In fact,

because 1 − µ + αµ > 0, we may conclude that Proposition 10.4 also holds
for the I -specialized city configuration; however, the two critical population
sizes beyond which workers’ welfare declines are not necessarily the same.

Although the impact of population growth seems to be the same in both equi-
libria, there is a substantial difference that is worth noticing. If the economy is in
an integrated city equilibrium, when ρ ≤ αµ/(1 − µ + αµ), workers’ welfare
keeps declining once the population is above some critical value. By contrast,
in an I-specialized city equilibrium, when ρ ≤ αµ/(1 − µ + αµ) the growth
of population eventually leads to the formation of new cities, thus boosting the
welfare of workers. This suggests a possible strategy for the economy to es-
cape from the primacy trap. Indeed, inspecting Figure 10.4 shows that a policy
allowing for a reduction in the transport costs of the intermediate commodi-
ties should move the economy into the domain for which the economy is in
an I-specialized city equilibrium.10 The growth of population is then accom-
panied by the formation of new cities and, therefore, an increase in workers’
welfare.

10.4 ON THE EMERGENCE AND STRUCTURE OF URBAN SYSTEMS

When the city is not a black hole, the monocentric configuration ceases to be
a spatial equilibrium once the population size becomes sufficiently large. A
glance at Figure 10.2 reveals that, when the population reaches the level L̂ , the
potential curve just hits the value 1 at location r̂ . Even though no agglomeration
exists there, this location becomes as attractive as the incumbent city because
firms now have a direct access to a large local market situated deep inside the
hinterland. This suggests that the relocation of an arbitrary small (but positive)
mass of firms at r̂ is able to trigger a mechanism of agglomeration that leads to
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the creation of a new city. Simultaneously, a mechanism of contraction is at work
in the existing city, but the lock-in effect prevents this city from disappearing.
Hence, the new city does not capture the whole population of the incumbent
city. By symmetry, the same arises for r < 0, and thus the economy actually
moves from a one-city configuration to a three-city system. However, for the
moment, we focus on the area r > 0.

When the population keeps rising, the agricultural frontier moves farther and
farther away from the new city because a growing population must be supported.
Accordingly, for the same reason as before, when the population reaches some
threshold level, a potential curve similar to the original one hits the value 1 at
a new location. This leads to the emergence of an additional city there. With a
growing population and an unbounded space, a new city will be created period-
ically at a certain distance from the nearest existing city. In this way, a system
of cities is formed in which cities are located at (more or less) equal distances.

In this section, we use the framework of Section 10.2 to make the foregoing
ideas more precise. When the monocentric pattern described in Proposition 10.1
ceases to be a stable equilibrium, the economy moves to a new stable equilibrium
involving the formation of a new city. This is achieved through the decisions
made by a myriad of agents motivated only by their own interests. The contrast
with the approach taken in Chapters 4 and 5 is, therefore, striking.

However, to study stability, we must describe the behavior of economic
agents when the economy is not at equilibrium. Our first step is, therefore, to
describe how the transition works, using an adjustment process followed by the
agents. We then use this process to show how the combination of a growing
population and of a homogeneous space leads to the formation of a regular
network of cities. Because the formal analysis is long and complex and details
can be found in the cited references, we will refrain from trying to be complete
and will restrict ourselves to the presentation of the main ideas.

10.4.1 The Adjustment Process

We assume, again, that the total population grows slowly. Our purpose is to study
how the spatial economy evolves as a consequence of this growth. As discussed
above, changes in the spatial configuration take the form of new cities, which
appear once the existing spatial system becomes unstable. To assess stability,
we must specify an adjustment process. The spirit of this process is similar
to the one used in Chapter 9, which is driven by workers’ migration toward
locations offering higher real wages. There are, however, several differences.
First, the set of potential locations for new cities is now infinite, thus making
the set of possible spatial configurations much larger than before. Furthermore,
as the population grows, the economy entails a sequence of changes in the
spatial distribution of industry that correspond to different spatial equilibria
(by contrast, we focused on a single transition in Chapter 9).
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Our research strategy is to use “structural stability” of spatial equilibria as
a selection device at each time t . Accordingly, when studying the stability of
the spatial equilibrium prevailing at any given time t , we first assume that the
population L(t) is momentarily fixed and then analyze the impact of small
perturbations of the population distribution equilibrium over what we call “fic-
titious time” denoted by ξ . To this end, consider a set with any number K of
sites, which includes the actual cities, whereas the remaining sites represent
potential locations for new cities. During the adjustment process, the popula-
tion of the kth city is denoted by Lk(ξ ) ≥ 0. At the fixed time t , the workers’
equation of motion over ξ is as follows:

d Lk(ξ )

dξ
= Lk(ξ )[ωk(ξ ) − ω̄(ξ )]L(t) k = 1, . . . ,K (10.72)

in which ωk(ξ ) is the temporary-equilibrium real wage prevailing in city k,
whereas ω̄(ξ ) is the average real wage across all workers and farmers in the
economy:

ω̄(ξ ) =
{

K∑
k=1

Lk(ξ )ωk(ξ ) +
[

L(t) −
K∑

k=1

Lk(ξ )

]
ωT(ξ )

}/
L(t),

where ωT(ξ ) is the temporary-equilibrium real wage common to all agricultural
workers. Because the total population of workers and farmers is equal to L(t),
the mass of farmers, LT(ξ ), must obey the following equation:

d LT(ξ )

dξ
= LT(ξ )[ωT(ξ ) − ω̄(ξ )]L(t). (10.73)

Equations (10.72) and (10.73) describe the migration of workers and farmers
across the whole inhabited area; this area is itself variable because the fringe
moves with ξ .

Stability of a spatial equilibrium at time t requires the following condition:
for any number K (such that K is never lower than the number of actual cities
in equilibrium) of sites at any possible locations (but in which the locations of
actual cities are unchanged), the spatial equilibrium is stable under the system
(10.72) and (10.73).11 This definition is proposed to accommodate the infinite
number of possible city locations.

At first sight, checking stability looks like a formidable task. However, given
a spatial equilibrium, it can be shown that if the associated potential curve is
strictly less than 1 but at the locations of existing cities, the spatial system is
stable, thus implying that no new city is viable at any location (Fujita and Mori
1995; 1997). Intuitively, this can be understood as follows. When the economy
is in equilibrium, workers’ real wage in each city and farmers’ real wage are
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equal across all locations. Because

�(r ) =
(

wM(r )

w∗(r )

)σ

=
(

ωM(r )

ω∗(r )

)σ

and �(r ) < 1 at any r that does not accommodate a city, there is no place,
other than the incumbent cities, at which firms can offer workers the prevailing
equilibrium real wage while making nonnegative profits.

10.4.2 The Urban System as a Network of Cities

Consider an economy having a monocentric configuration associated with a
small population (so that the potential curve is lower than 1 for all r �= 0). In
this case, the equilibrium configuration is stable and new cities cannot emerge.
However, as seen in Section 10.2, increasing the population size shifts the po-
tential curve up. Eventually, this curve hits the value 1 at some location r̂ when
the population size reaches the level L̂ , thus making this location as profitable
as the city. If the population slightly rises above L̂ , then the potential curve
exceeds 1 at r̂ . Hence, r̂ is now more profitable than the city, which leads some
firms to set up there. In other words, a new city is forming at r̂ . Of course,
the same arises at location −r̂ . Thus, at the population level L̂ , the mono-
centric equilibrium is transformed into a symmetric tricentric pattern.12 If the
multiplier effect encapsulated in the agglomeration mechanism is sufficiently
powerful, the resulting change will be catastrophic, resulting in the emergence
of two fairly large flanking cities. In this respect, Fujita et al. (1999, 168)
have shown that sufficient conditions for such a catastrophic transition are as
follows:

µτM ≥ (1 − µ)τT (10.74)

and

µ ≥ ρ

1 + ρ
. (10.75)

Equation (10.74) means that transport costs of the industrial goods, weighted
by their expenditure share, are to be large enough when compared with those
of the agricultural goods, and thus being located in a city allows consumers to
raise their real income markedly. Equation (10.75) states that the share of the
industrial goods in consumption must be above some threshold that depends
negatively on the degree of product differentiation. Indeed, a weak share in
consumption would not provide enough incentive for firms and consumers to
form a large agglomeration. Of course, µ cannot be larger than ρ, for otherwise
the agglomeration force is so strong that the incumbent city acts as a black hole
and no new city can emerge.

It appears to be very problematic to derive analytical results when the equi-
librium involves more than three cities. We thus restrict ourselves to a discussion
of the numerical results obtained by Fujita and Mori (1997). The parameters of
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the economy take the values corresponding to Figure 10.2; they clearly satisfy
(10.74) and (10.75).

Figure 10.5 describes the evolution of the urban system as L keeps rising.
Figure 10.5 (a), drawn when L = 3, shows that the monocentric configuration
is a stable equilibrium. In Figure 10.5 (b), drawn when L takes the critical value
4.36, the monocentric configuration becomes structurally unstable because the
corresponding potential curve hits the value 1 at r = 1.10. At this particular
value of L , the spatial economy experiences a catastrophic transition from a
monocentric to a tricentric pattern. As shown by the corresponding potential
curve depicted in Figure 10.5 (c), this new equilibrium is stable.

In Figure 10.5 (d), the tricentric equilibrium is shown to be stable for L = 6,
that is, a value of L that lies between the first and second bifurcations. In
Figure 10.5 (e), L takes the new critical value 7.47 and the corresponding
potential curve hits the value 1 at r = 2.11, which indicates that the tricentric
pattern becomes structurally unstable. Again, there is a catastrophic bifurcation
such that the tricentric pattern is transformed into a pentacentric configuration.
Figure 10.5 (f) describes the potential curve after the transition.

In a similar manner, as L continues to rise, a pair of frontier cities emerge pe-
riodically as a result of a catastrophic transition of the spatial economy. Figures
10.5 (g) and (h) describe another example of such a bifurcation from a hepta-
centric to a nonacentric configuration in which the new city arises at r = 4.11.

These diagrams suggest that, as the number of cities increases, the urban
system approaches a highly regular network of cities, as conjectured in central
place theory.

10.5 CONCLUDING REMARKS

We have seen in this chapter that the addition of a land market to the canonical
model of Chapter 9, together with the assumption of mobile workers, allows for
the study of a process of urbanization in which firms balance the advantages of
being close to concentrated output markets against those associated with a low
degree of competition in rural areas. Despite severe limitations, such a process
captures some of the basic forces stressed by geographers and historians. Not
surprisingly, it appears that the number of cities expands with the size of the
total population. Our emphasis on population growth as a major factor for
urbanization agrees with economic history as well as with the observations
made by early scholars such as A. Smith ([1776] 1965, 17), who observed that

in the lone houses and very small villages which are scattered about in so desert a country
as the Highlands of Scotland, every farmer must be butcher, baker and brewer for his
own family.

Stated differently, population must become dense enough for the division of
labor to expand through the emergence of new cities. The finer division of labor
is expressed here through a larger variety of goods available to consumers.
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More surprisingly perhaps, new cities distribute themselves according to
a (fairly) regular network in which differentiated varieties are traded. This is
in accordance with some of the main principles of central place theory. It is
worth noting, however, that if cities serve as a basis for the agricultural area,
they are also engaged in trade because they are specialized in the production
of different varieties. This implies that a city has a twofold function, namely
serving its agricultural hinterland and trading with other cities, as suggested
by the work of many economic historians (see, e.g., Hohenberg and Lees 1985,
chap. 2).

Using a framework similar to ours, Mori (1997) investigated the impact of a
decrease in the cost of shipping the industrial goods and obtained an interesting
set of results. Some firms producing the M-goods choose to locate away from
cities because (1) lower wages are paid in the agricultural areas and (2) the
supplying costs of the M-goods to cities are low. Likewise, workers are willing
to leave cities because the cost of agricultural goods is lower; therefore, real
wages are higher in the rural hinterlands, whereas the M-goods are available at
prices close to those prevailing in cities. Although new cities may emerge when
the population is large enough, a substantial decrease in the cost of transporting
the industrial goods fosters a more dispersed pattern of production in the indus-
trial sector, which is a scheme resembling industrial belts observed in the real
world.

However, only one type of city emerges in this urbanization process. Thus,
the model considered fails to grasp the fundamental aspect of an urban hierarchy.
It is our contention, however, that the approach developed in this chapter may be
enriched to address this difficult question. A first step in this direction was taken
by Fujita, Krugman, and Mori (1999), who introduced several M-goods into the
utility (9.1), each having different elasticities of substitution (σi ), transportation
costs (τM

i ), or both. They assumed that trade costs are equal across goods and
that

K∑
k=1

µk

ρk
≥ 1,

which is a condition that boils down to the black hole condition µ ≥ ρ when
K = 1 (see Section 9.2.3). As the population size increases, these authors have
shown that a (more or less) regular hierarchical central place system, reminiscent
of Christaller’s, emerges within the economy. In this urban system, “higher-
order cities” provide a larger number of groups of M-goods. However, there is
two-way trade between cities because cities are specialized in the production
of differentiated goods. This leads to a more intricate pattern of trade in which
horizontal relations are superimposed on the pyramidal structure of central place
theory. As expected, higher-order cities export more varieties than lower-order
cities. However, horizontal relations between cities of the same order may be
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more important than trade with lower-order cities. Thus, the urban hierarchy
obtained in this way is more fuzzy than in the Christaller model of central
places, although this hierarchy seems to reflect the urban systems of advanced
economies well, as studied by Pred (1977).

APPENDIX

We may rewrite (10.15) as follows:

�(r ) = µA(r ) exp(−ηr ), (A.1)

where η is defined by (10.17), whereas

A(r ) ≡ 1 + 1 − µ

2µ

τT exp[(σ − 1)τMr ]

1 − exp(−τTrb)

·
∫ rb

− rb

exp[−τT|s| − (σ − 1)τM(|r − s| − |s|)] ds

= 1 + 1 −µ

2µ

τT

1 − exp
( − τTrb

)
{ ∫ r

− rb

exp[−τT|s|

+ (σ −1)τM(s +|s|)]ds + exp[2(σ −1)τMr ]
∫ rb

r
exp(−τTs) ds

}
.

Taking the logarithm of (A.1) and differentiating both sides of the resulting
expression with respect to r , we obtain

�′(r )

�(r )
= −η + A′(r )

A(r )
,

or, using (A.1), we get

�′(r ) = −η�(r ) + µ exp(−ηr )A′(r ), (A.2)

where

A′(r ) = 1 − µ

µ

(σ − 1)τM

1 − exp(−τTrb)
exp[2(σ − 1)τMr ]

∫ rb

r
exp(−τTs) ds.

Solving the differential equation (A.2) under the initial condition �(0) = 1
leads to the expression

�(r ) = exp(−ηr )

[
1 + µ

∫ r

0
A′(s) ds

]
,

which is identical to (10.16).
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NOTES

1. What Krugman (1995, chap. 2) has called the “Germanic geometry.”
2. Once more, this idea has been anticipated by Thünen: “For instance, a countryman

may visit the capital to sell his products, and decide to buy some liquor. It will be
cheaper for him to buy this in the capital, even if it costs him half a thaler more than
he would pay in the provincial town two miles from his farm, because he would
have to make a special journey to fetch the local alcohol” (p. 287 of the English
translation).

3. See Henderson (1972) for an early critical economic evaluation of central place
theory.

4. As discussed in Section 1.3.3, Thünen himself provided an amazingly comprehen-
sive theory on industrial agglomeration. However, not surprisingly, he was unable
to develop a unified model of the isolated state in which his agricultural land use
theory would be combined with his pioneering work on industrial location. This is
because such a unified model requires a spatial general equilibrium model based
on increasing returns.

5. See Becker and Henderson (2000) for a first comparison of the two modeling
strategies on urbanization.

6. We will see in Section 10.4 that the spatial equilibrium identified in the proposition
is also stable in a sense that will be explained there.

7. To show this, it is sufficient to set 00 = 1 in (10.54), which is then identical to
(10.10). Indeed, when α = 1 in the production (Eq. (34) of Chapter 9), it does
not make any difference in the aggregate whether the differentiated varieties are
directly assembled by the consumers or through the perfectly competitive M-sector.

8. When the opposite inequality holds, the two intercepts along the vertical axis are
reversed. This difference, however, is not important for our discussion of the equi-
librium.

9. In fact, several models of urban agglomeration based on intermediate commodities
assume that these goods are nontradable (see, e.g., Rivera-Batiz 1988 and Abdel-
Rahman and Fujita 1990). Thus, they can be considered as special cases of the
present model.

10. This could be achieved by the construction of modern telecommunication infras-
tructure and high-speed passenger transport systems.

11. When K is fixed, this definition is equivalent to the standard one: When the spatial
distribution of workers experiences any arbitrarily small perturbation away from
the equilibrium, the state of the economy is stable if the spatial distribution always
goes back to what it was; if it does not, the equilibrium is unstable.

12. Note that asymmetric configurations may also arise. We concentrate here on sym-
metric configurations because they convey the main message of the model.
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On the Relationship between Agglomeration
and Growth

11.1 INTRODUCTION

The likely main effect of interregional and international integration is to increase
economic efficiency within the space-economy. However, as seen in Chapter 9,
market expansion may well be accompanied by the development of some core
regions whose wealth is, in part, obtained at the expense of peripheral regions:
the average welfare in the region accommodating the modern sector rises but
decreases in the other region. So far, however, such a result has been obtained
using static models in which the total number of firms and varieties, which is
determined by the parameters of the economy, is constant. It is, therefore, of
fundamental importance to determine what the core–periphery property be-
comes in a dynamic setting in which the number of firms grows over time. In
other words, we want to deal with the following question: How do growth and
location affect each other? More precisely, we want to know whether regional
discrepancies widen or fall over time, as well as the main reasons for such a
possible divergence or convergence. Because in the context of human history,
the current disparities between rich and poor regions are recent (Bairoch 1993,
chap. 9), it is important to understand how they may change over time. Regional
discrepancies are often considered socially undesirable, and the issue is conse-
quently critical from the policy standpoint. If compelling evidence is found that
the existing disparities are likely to persist or, worse, that growth and agglom-
eration will make those living in the periphery worse off, then governments and
international bodies should become more active in designing policies to foster
a more equitable distribution of wealth across nations and regions.

It has long been argued that growth is localized, for technological and social
innovations tend to be spatially clustered whereas their diffusion across places
is slow. For example, Hirschman (1958, 183) claimed that1

we may take it for granted that economic progress does not appear everywhere at the
same time and that once it has appeared powerful forces make for a spatial concentration
of economic growth around the initial starting points.

388
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Myrdal (1957, 26) similarly argued that

the main idea I want to convey is that the play of the forces in the market normally tends
to increase, rather than to decrease, the inequalities between regions.

More recently, Feldman and Florida (1994) observed that in the late twentieth
century innovations clustered geographically in areas where research and devel-
opment (R&D)-oriented firms or universities were established. These authors
also observed that concentrations of such specialized resources reinforce a re-
gion’s capacity to innovate and to grow. In this way, the connection between
growth and geography becomes even stronger when regional specialization in
innovation activity is viewed as the outcome of combining specific capabilities
and capacities developed in those regions. Such an approach to innovation sug-
gests that the process of development is similar to the one we have encountered
in the formation of regional agglomerations. As a result, agglomeration can be
considered the territorial counterpart of economic growth.

Connections between growth and cities are also under scrutiny in the modern
literature on growth and development. The role of cities in economic growth
since the second half of the nineteenth century has been emphasized by eco-
nomic historians (Hohenberg and Lees 1985, chaps. 6 and 7). More precisely,
cities are viewed as the main social institutions in which technological and
social innovations are developed through market and nonmarket interactions.
Furthermore, city specialization changes over time, thus creating a geographi-
cally diversified pattern of economic development.2 For all these reasons, cities
are often considered the engines of growth.

Clearly, space and time are intrinsically mixed in the process of economic
development. However, the study of their interaction is a formidable task.
Because either agglomeration or growth is a complex phenomenon by itself,
one should expect any integrated analysis to face many conceptual and ana-
lytical hurdles. Not surprisingly, therefore, the field is still in its infancy, and
relevant contributions have been few. Even so, however, it is beyond the reach
of this chapter to provide a complete survey of the field of regional growth.
Instead, we have chosen to present some results that are strongly linked to
previous chapters in the hope of shedding light on the main factors in play
and encouraging future research in this important domain. More precisely, we
will see that there are different modeling strategies that rest mainly on the
assumptions made regarding, first, the mobility of skilled labor and, second,
on the intensity of spillover effects across regions. How to discriminate be-
tween the corresponding models is an empirical question that is not addressed
here.

Moreover, the introduction of workers’ migration into an endogenous growth
model under perfect foresight raises unanticipated problems. Despite these dif-
ficulties, it is possible to derive some tentative conclusions that appear to be
reasonable. Because both the “new” theories of growth and “new economic
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geography” share the same basic framework of monopolistic competition, a
solid foundation for cross-fertilization exists between the two fields. And, in-
deed, the few existing contributions that have recently explored the mutual
influences between growth and location exploit this formal analogy; see, for
example, Waltz (1996), Baldwin (1999), Martin and Ottaviano (1999; 2001),
and Baldwin, Martin, and Ottaviano (2001).

In accord with what we argued in previous chapters, we assume here that
skilled people working for the R&D sector are mobile. To the best of our
knowledge, today only three articles allow for labor mobility in a multiregional
(or multicity) endogenous growth model under perfect foresight, that is, Waltz
(1996), Baldwin and Forslid (2000), and Black and Henderson (1999). Al-
though they represent pioneering works toward a unified analysis of growth
and location, their treatment of migration seems to leave room for further con-
sideration. The assumption of costless migration in Waltz (1996) results in a
bang-bang migration behavior that is too far from reality. Although the article
by Baldwin and Forslid (2000) represents one of the first attempts to merge
the core–periphery literature with endogenous growth theory, its implications
are not clear owing to analytical complexity. Finally, the endogenous growth
model of an urban system by Black and Henderson (1999) represents a signifi-
cant achievement; however, its implicit assumption of an optimally controlled
migration process seems fairly restrictive.

In Section 11.2, we propose a simple model of endogenous growth for a two-
region economy that represents a natural combination of a Krugman-type core–
periphery model and a Grossman–Helpman–Romer-type model of endogenous
growth with horizontally differentiated products. Specifically, this means that
we add an R&D sector to the core–periphery model that uses skilled labor to
create new varieties for the modern sector so that the number of firms producing
in this sector is variable. In addition, forward-looking behavior and migration
are formalized in the same spirit as in Section 9.5.3 This model may be viewed
as an attempt at integrating several issues addressed in previous chapters. More
precisely, it combines (1) the demand effect generated by the migration of
skilled workers as in Chapter 9 and (2) the productivity effect generated by the
existence of spillovers, such as those studied in Chapter 6. These two effects are
in turn associated with the growth in the number of varieties, which gives rise
to a second demand effect. Hence, this model provides a “general” framework
of reference that is amenable to a complete analytical solution.

For simplicity, we neglect the transitional period (except in the stability
analysis) and focus on a steady-state spatial equilibrium; this equilibrium is
such that the spatial distribution of skilled workers is time invariant, whereas the
total number of varieties, and that of firm grow at a constant rate, both being
determined at the equilibrium outcome. One of the most stimulating results
obtained in this chapter is that the growth rate, measured by the variation in the
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number of varieties, changes with the spatial distribution of skilled workers. In
other words, we show that the growth of the global economy depends on the
spatial organization of the innovation sector across regions.

In Section 11.3, we assume that patents for new products can be transferred
costlessly between regions. In this case, agglomeration economies turn out to be
so strong that the entire R&D activity always concentrates into a single region.
In addition, the modern sector is either fully or partially agglomerated in the
same region as the R&D sector. In Section 11.4, we move to the other polar
case in which patents developed in one region are not transferable to the other –
presumably because there are social and cultural barriers to the adoption of new
technologies. For example, it is well known that problems hamper the effective
implementation of blueprints in a foreign region such as the tacit knowledge
they require, which is hard to transfer abroad (Teece 1977). In such a context,
we obtain results that are essentially similar to those of the static core–periphery
model of Chapter 9. More precisely, the core–periphery structure in which the
innovation and the modern sectors are entirely agglomerated into the same
region is stable when the transport cost of the good produced by the modern
sector is sufficiently low. Furthermore, we also show that the range of transport
costs for which the core–periphery structure is stable expands as the knowledge
externalities among skilled workers become more localized.

In both cases, an R&D sector appears to be a strong centripetal force at
the multiregional level, thus amplifying the circular causation that lies at the
heart of the core–periphery model. Such a result seems to confirm the idea that
growth and agglomeration go hand in hand. We find it interesting to observe
that this result lies at the heart of economic policy debates in several industrial-
ized countries. Indeed, our positive analysis seems to give credit to a trade-off
between growth and equity. However, our welfare analysis supports the idea that
the additional growth spurred by agglomeration may lead to a Pareto-dominant
outcome. Specifically, when the economy moves from dispersion to agglomer-
ation, innovation follows a faster pace. As a consequence, even those who stay
put in the periphery are better off than under dispersion provided that the growth
effect triggered by the agglomeration is strong enough. It should be stressed
that this Pareto-optimal property does not require any transfer whatsoever: it is
a pure outcome of market interaction.

To be sure, the unskilled workers who live in the core of the economy enjoy a
higher level of well-being than those in the periphery. Thus, what appears here
is a situation in which everybody can be made better off because agglomeration
generates more growth. However, the gap between those who live in the core
and in the periphery enlarges. Put differently, the rich get richer as well as the
poor, but without ever catching up. Hence, according to Rawls’ principle, there
can be no conflict between growth and equity because all the unskilled, even
those residing in the periphery, can be made better off.
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Yet, absolute discrepancies widen across individuals owing to the differential
benefits generated within the core region.4 In other words, agglomeration gives
rise to regressive income distribution effects. Such widening welfare gaps may
call for corrective policies even though they might in turn hurt growth and,
thus, individual welfare. Indeed, the reduction of regional disparities is a major
concern in several parts of the world. For example, in the case of the European
Union, Article 130a of the Amsterdam Treaty states that the “Community shall
aim at reducing disparities between the levels of development of the various
regions and the backwardness of the least favoured regions or islands, including
rural areas,” and thus a clear social cohesion objective exists.

Note, finally, that, in our setting, the regional income discrepancy reflects, at
least to a large extent, the spatial distribution of skills. The welfare gap between
the core and the periphery arises because of the additional gains generated by
the faster growth that the skilled are able to spur by being agglomerated. This
in turn makes the unskilled residing in this region better off, even though their
productivity is the same as those living in the periphery. The redistributive issue
is, therefore, less simple than initial impressions might suggest.

11.2 A MODEL OF AGGLOMERATION AND GROWTH

Our purpose is to analyze a simple setting in which growth is driven by the
increase in the number of varieties (which was constant in Chapter 9), whereas
the skilled workers who create the blueprints necessary for the production of
the new varieties are free to move across regions. Although changes in the
population of skilled and unskilled workers could be important, we make the
simplifying assumption that each population keeps the same size over time.5

11.2.1 The Model

Our model is very similar to the one presented in Section 9.2.5 in which the
fixed cost of a firm belonging to the modern sector is expressed in terms of
skilled labor, whereas its marginal cost is expressed in terms of unskilled labor.
The main difference is an R&D sector in which patents for new varieties are
developed. In turn, the fixed cost of a firm producing a given variety is equal to
the cost of acquiring the corresponding patent. Because there is no ambiguity,
throughout this chapter we will denote time by t , although this symbol has been
used so far to describe transport rates.

The economy consists of two regions, A and B, and three production sectors,
namely the traditional sector (T), the modern sector (M), and the innovation
sector (R). There are two production factors, the low-skilled workers (L) and
the high-skilled workers (H ). Both the T- and M-sectors use unskilled workers,
whereas the R-sector uses skilled workers. Each unskilled worker is endowed
with one unit of L-labor per unit of time and is immobile. Every region has the
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same number of unskilled (L/2) over time, where L is a constant. Each skilled
worker is endowed with one unit of H -labor and can move between regions at
some positive cost (see Section 11.2.3). The total number of skilled workers in
the economy is constant over time; without loss of generality, this number is
normalized to 1 so that L may be interpreted as the relative size of the unskilled
to the skilled. Given this interpretation, it is important to mention that the value
of L does not matter for our main results, thus suggesting that our assumption
of fixed populations may be less critical than it seems at first sight. Although
the total number of skilled is constant over time, we show how growth is made
possible through another variable, the knowledge capital, which rises together
with the number of patents and varieties.

First, we describe consumers’ preferences (the location and time arguments
are suppressed when no confusion arises from doing so). All workers have the
same instantaneous utility function given by

u = QµT 1−µ/µµ(1 − µ)1−µ 0 < µ < 1, (11.1)

where T is the consumption of the homogeneous T-good, whereas Q stands
for the index of the consumption of the M-varieties given by

Q =
[∫ M

0
q(i)ρ di

]1/ρ

0 < ρ < 1.

In this expression, M is the total mass of M-varieties available in the global
economy at time t , and q(i) represents the consumption of variety i ∈ [0, M].

The homogeneous T-good is produced under constant returns and perfect
competition. Furthermore, this good is costlessly shipped between the two re-
gions, thus enabling us to normalize its price to 1 across time and location.
Hence, if ε denotes the expenditure of a consumer at a given time t , and p(i) is
the price of variety i , then the consumer’s demand functions are as follows:

T = (1 − µ)ε (11.2)

q(i) = µεp(i)−σ Pσ−1 i ∈ [0, M], (11.3)

where P is the price index of M-varieties given by

P ≡
[∫ M

0
p(i)−(σ−1)di

]−1/(σ−1)

. (11.4)

Introducing (11.2) and (11.3) into (11.1) yields the indirect utility function

v = εP−µ.

Thus, compared with the corresponding expressions obtained in Section
9.2.1, we see that the income Y is replaced throughout by the expenditure ε.
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Because they are supposed to live indefinitely, consumers need not any longer
equalize income and expenditure at each time t .

We now describe the behavior of an arbitrary consumer j in space and time.
If this consumer chooses an expenditure path, ε j (t) for t ∈ [0, ∞) such that
ε j (t) ≥ 0, and a location path, r j (t) for t ∈ [0, ∞) such that r j (t) ∈ {A, B},
then this consumer’s indirect utility at time t is given by

v j (t) = ε j (t)[Pr j (t)(t)]
−µ, (11.5)

where Pr j (t)(t) is the price index of the M-good in region r j (t) at time t .6 If
r j (t−) 	= r j (t), then he relocates at time t , and we denote by th (h = 1, 2, . . .)
the sequence of such moves.7

Moving between regions requires various psychological adjustments that
negatively affect a migrant. Hence, a consumer who relocates at time t bears
a cost Cm(t) expressed in terms of his lifetime utility. Following a standard
approach in endogenous growth theory, the lifetime utility of consumer j at
time 0 is then defined by

Uj (0) = Vj (0) −
∑
h

e−γ thCm(th), (11.6)

where γ > 0 is the subjective discount rate common to all consumers, and

Vj (0) ≡
∫ ∞

0
e−γ t ln[v j (t)]dt (11.7)

is the lifetime utility gross of migration costs (hence, preferences are intertem-
porally CES with unit elasticity of intertemporal substitution).

The intertemporal allocation of resources is governed by a global and per-
fectly competitive capital market in which bonds, bearing an interest rate equal
to ν (t) at time t , are traded. The interest rate is common to both regions because
the capital market is equally accessible to all consumers and firms, wherever they
reside. We must now specify consumer j’s intertemporal budget constraint, that
is, the present value of expenditure equals wealth. Let wr j (t)(t) be the wage rate
this consumer receives when he resides in r j (t) at t . Then, the present value of
wage income is given by

Wj (0) =
∫ ∞

0
e−ν̄(t)twr j (t)(t) dt, (11.8)

where ν̄(t) ≡ (1/t)
∫ t

0 ν (τ ) dτ is the average interest rate between 0 and t ; in
(11.8), the term exp[−ν̄(t)] converts one unit of income at time t to an equivalent
unit at time 0. Using the budget flow constraint, Barro and Sala-i-Martin (1995,
66) have shown that the consumer’s intertemporal budget constraint may be
written as follows:∫ ∞

0
ε j (t)e

−ν̄(t)t dt = a j + Wj (0), (11.9)

where a j is the value of the consumer’s initial assets.
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Consider any given location path r j (·). Then, if ε j (·) stands for an expenditure
path that maximizes (11.6) subject to (11.9), the first-order condition implies
that

ε̇ j (t)/ε j (t) = ν (t) − γ t ≥ 0, (11.10)

where ε̇ j (t) ≡ dε j (t)/dt . Because (11.10) must hold for every consumer, it is
clear that the following relation must hold

Ė(t)/E(t) = ν(t) − γ t ≥ 0, (11.11)

where E(t) stands for the total expenditure in the economy at time t .
We now turn to the production side of the economy. As noted above, the

T-sector operates under constant returns: one unit of T-good is produced using
one unit of L-labor. We assume that the expenditure share ( 1 − µ) on the T-
good is sufficiently large for the T-good to be produced always in both regions.8

In this case, the wage rate of the unskilled is always equal to 1 in each region

wL
A = wL

B = 1 t ≥ 0, (11.12)

for the price of the traditional good is 1 across regions.
In the M-sector, the production of any variety, say i , requires the use of the

patent specific to this variety, which has been developed in the R-sector. Once a
firm has acquired the patent at the market price (which corresponds to this firm’s
fixed cost), it can produce one unit of this variety by using one unit of L-labor.
The transportation of this variety within the same region is costless. However,
when this variety is moved from one region to the other, only a fraction 1/ϒ

arrives at its destination, where ϒ > 1. Hence, if variety i is produced in region
r = A, B and sold at the mill price pr (i), the price prs(i) paid by a consumer
located in region s 	= r is

prs(i) = pr (i)ϒ. (11.13)

Let Er be the total expenditure in region r at the time in question and Pr be
the price index of the M-good in this region. Then, using (11.3) and (11.13),
the total demand for variety i produced in region r equals

qr (i) = µEr pr (i)
−σ Pσ−1

r + µEs[pr (i)ϒ]−σ Pσ−1
s ϒ, (11.14)

where r, s = A, B and r 	= s, whereas the last ϒ accounts for the melting of
the variety during its transportation. The corresponding profit is

πr (i) = [pr (i) − 1]qr (i),

which yields the equilibrium price common to all varieties produced in
region r :

p∗
r = 1/ρ. (11.15)
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For notational convenience, we set

φ ≡ ϒ−(σ−1).

Then, if Mr denotes the number of M-varieties produced in region r at the time
in question (which may differ from the number of patents developed in this
region), substituting (11.15) into (11.4) yields

Pr = (1/ρ)(Mr + Msφ)−1/(σ−1), (11.16)

where r, s = A or B and r 	= s. Furthermore, substituting (11.15) and (11.16)
into (11.14), we obtain the equilibrium output of any variety produced in re-
gion r :

q∗
r = µρ

(
Er

Mr + φMs
+ φEs

φMr + Ms

)
, (11.17)

whereas the equilibrium profit is given by

π∗
r = q∗

r /(σ − 1) (11.18)

because

1

ρ
− 1 = 1

σ − 1
.

We now study the labor market clearing conditions for the unskilled. If LM
r

denotes the demand of the unskilled by the M-sector in region r , then

LM
r = Mrq

∗
r

and, by (11.17),

LM
A + LM

B = µρ(EA + EB),

or, setting E ≡ EA + EB , we obtain

LM
A + LM

B = µρE . (11.19)

Using (11.2), the total demand for the T-good is T = (1 − µ)E so that the total
demand of L-labor in the T-sector is equal to

LT = (1 − µ)E . (11.20)

In equilibrium, we must have

LT + LM
A + LM

B = L ,

and thus (11.19) and (11.20) imply that, in equilibrium, the total expenditure

E∗ = L

1 − µ(1 − ρ)
(11.21)
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is independent of time because L is constant. Therefore, we may conclude from
(11.11) that the equilibrium interest rate is equal to the subjective discount rate
over time

ν∗(t) = γ for all t ≥ 0. (11.22)

As a result, from (11.10), the expenditure of any specific consumer j is also a
constant, which is readily obtained from (11.9) and (11.22):

ε j = γ [a j + Wj (0)]. (11.23)

11.2.2 The R&D Sector

Turning to the innovation sector, the patents for the new varieties are produced
by perfectly competitive laboratories that use skilled workers and benefit from
technological spillovers. Following the literature on endogenous growth theory
(Romer 1990; Grossman and Helpman 1991, chap. 3), we assume that the
productivity of a researcher increases with the total capital of past ideas and
methods and that this capital has the nature of a (possibly local) public good.
To be specific, when the knowledge capital in region r is Kr , the productivity
of each skilled worker residing in r is given by Kr . Recall that the mass of
skilled workers in the economy is constant and normalized to 1 (HA + HB = 1).
Hence, when the share of the skilled in region r is λr , the number of patents
developed per unit of time in region r is such that

nr = Krλr . (11.24)

Furthermore, it is assumed that the knowledge capital in each region is
determined as the outcome of the interactions among all skilled workers because
each one has something to learn from the others. However, the intensity of
these interactions varies with the spatial distribution of skilled workers. More
precisely, when worker j has a personal knowledge given by h( j) (e.g., his
human capital or the number of papers he has read), the knowledge capital
available in region r is given by

Kr =
[∫ λr

0
h( j)βd j + η

∫ 1−λr

0
h( j)βd j

]1/β

0 < β < 1, (11.25)

where β represents an inverse measure of skilled workers’ complementarity
in knowledge creation, whereas the parameter η (0 ≤ η ≤ 1) expresses the
intensity of knowledge spillovers between the two regions.

Finally, we assume that worker j’s personal knowledge rises with the number
of existing patents (e.g., published papers) in the global economy. For simplicity,
this knowledge is taken to be proportional to the stock of patents:

h( j) = αM.
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When α is normalized to 1 without loss of generality, it then follows from
(11.25) that

Kr = M[λr + η(1 − λr )]
1/β 0 < β < 1. (11.26)

When η = 1, we have Kr = M , which corresponds to the case in which there is
no distance-decay effect in knowledge diffusion, and thus knowledge is a pure
public good. By contrast, when η = 0, we have Kr = Mk(λr ), thus implying
that knowledge is a local public good. In this way, the parameter η is a measure
of the “localness” of knowledge.

As will be seen below, it is not necessary to consider a specific functional
form such as (11.26). For our analysis to hold, it is sufficient to assume that

Kr = Mk[λr + η(1 − λr )], (11.27)

where k(·) is a strictly convex and increasing function such that

k(0) = 0 and k(1) = 1.

Expression (11.27) implies that both regions are in a symmetric relationship
in the sense that their own knowledge capital depends only on the distribution
of the skilled and not upon their specific attributes. Substituting (11.27) into
(11.24) yields

nr = Mk[λr + η(1 − λr )]λr . (11.28)

The length of patents is assumed to be infinite, and thus a firm that produces a
particular variety enjoys a monopoly position forever. This yields the following
equation of motion for the number of varieties (or, equivalently, of patents) in
the economy:

·
M = nA + nB

= M{λk[λ + η(1 − λ)] + (1 − λ) k(1 − λ + ηλ)} ,

where λ ≡ λA and 1 − λ ≡ λB . For notational simplicity, we set

kA(λ) ≡ k[λ + η(1 − λ)] kB(λ) ≡ k(1 − λ + ηλ)

and

g (λ) ≡ λkA (λ) + (1 − λ) kB (λ). (11.29)

Consequently, the preceding equation of motion becomes
·
M = g(λ)M, (11.30)

where g(λ) is the growth rate of the number of patents and varieties in the global
economy when the distribution of skilled workers is λ. It can readily be verified
that g(λ) is symmetric about 1/2 and such that

g(0) = g(1) = 1,
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whereas, for η < 1

g′(λ) >−< 0 as λ >−<
1

2
and g′′(λ) > 0 λ ∈ (0, 1).

This implies that, for any given η < 1, the number of varieties grows at the
highest rate when the innovation sector is agglomerated in one region, whereas
it grows at the lowest rate when this sector is fully dispersed. For any given
function k(·), this rate depends only upon the spatial distribution of skilled
workers. It can readily be verified that for η = 1

g(λ) = 1 λ ∈ [0, 1],

which corresponds to the normalization of the function k(·) made above, in
which case the spatial distribution of the R-sector no longer matters. Further-
more, g(λ) is shifted upward when η rises and reaches its maximum value when
η = 1. This means that a distance-decay effect in the diffusion of knowledge
slows down the pace of innovation.

We now turn to the formation of wages for the skilled workers. In the produc-
tion function of patents (11.28), each R-firm located in region r takes the knowl-
edge capital Kr as given. Hence, from such a firm’s viewpoint, the marginal
productivity of H -labor is equal to Kr . Because the equilibrium wage of a
skilled residing in r , denoted by wr , is given by the average productivity of
H -labor in this region, (11.28) implies that the unit costs of a new patent is
given by

wr/Mkr (λ).

Firms enter freely into the R-sector. Hence, if �r denotes the market price of a
patent developed in region r , the zero-profit condition implies that

�r = wr/Mkr (λ)

so that

w∗
r = �r Mkr (λ). (11.31)

In addition, free entry in the M-sector implies that �r equals the asset value of
an M-firm that starts producing a new variety by using the corresponding patent.
This value, however, cannot be determined without specifying the conditions
governing the interregional mobility of patents and, therefore, that of the M-
firms. These conditions are discussed in the next two sections.

We may now determine individual expenditure for each type of worker. We
assume that all M-firms at time zero are equally shared among the skilled
workers.9 Using (11.23), this implies that aL = 0 and Wj (0) = ∫ ∞

0 e−γ t dt =
1/γ , and thus

ε∗
j = 1 j ∈ L . (11.32)
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On the other hand, for each skilled, we have

ε j = γ [aH + Wj (0)] j ∈ H, (11.33)

where the initial endowment of a skilled is given by

aH = MA(0)�A(0) + MB(0)�B(0), (11.34)

whereas Wj (0) is determined through (11.8) and (11.31) under the specific
location path followed by the worker.

11.2.3 Migration Behavior

As in Section 9.5.3, the migration cost is given by

Cm(t) = |λ̇(t)|/δ, (11.35)

where λ̇(t) represents the flow of skilled workers moving from one region to
the other and δ > 0 a positive constant. It is positive (negative) when skilled
workers move from B to A (from A to B).

Consider the following case that will be relevant for the stability analysis of
a steady-state equilibrium at λ̃ ∈ (0, 1]. Without loss of generality, let the initial
distribution of skilled be lower than λ̃. Suppose that T > 0 exists such that a
flow of skilled from B to A starts at 0 and stops at T . Hence, we have

λ̇(t) > 0 t ∈ (0, T )

λ (t) = λ̃ t ≥ T . (11.36)

In this case, all the skilled residing in region B are identical except for their
migration time. As a result, we can identify them on the basis of their migration
time: for each t ∈ [0, T ), denote by W (0; t) the lifetime wage of a skilled worker
who migrates from B to A at time t , that is,

W (0; t) =
∫ t

0
e−γ swB(s)ds +

∫ ∞

t
e−γ swA(s)ds. (11.37)

Then, using (11.6) and (11.35), we obtain the lifetime utility of such a migrant
from

U (0; t) = V (0; t) − e−γ t λ̇(t)/δ, (11.38)

where V (0; t) is the lifetime utility gross of migration costs. Using (11.5) and
(11.7), one may determine V (0; t) as follows:

V (0; t) = 1

γ
ln γ + 1

γ
ln[aH + W (0; t)] (11.39)

− µ

[∫ t

0
e−γ s ln[PB(s)]ds +

∫ ∞

t
e−γ s ln[PA(s)]ds

]
.
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Furthermore, because in equilibrium the skilled residing in region B do not want
to delay their migration beyond T (Fukao and Bénabou 1993), it follows that

lim
t→T

Cm(t) = 0.

Taking the limit of (11.38), we therefore obtain

U (0; T ) = V (0; T )

= 1

γ
ln γ + 1

γ
ln[aH + W (0; T )]

− µ

[∫ T

0
e−γ s ln[PB(s)] ds +

∫ ∞

T
e−γ s ln[PA(s)] ds

]
.

(11.40)

Because, in equilibrium, all migrants are indifferent about their migration
time, it follows that U (0; t) = U (0; T ) for all t ∈ (0, T ). Therefore, using
(11.38), (11.39), and (11.40), we get

λ̇ (t) = δeγ t [V (0; t) − V (0; T )]

= δ

γ
eγ t ln

[
aH + W (0; t)

aH + W (0; T )

]
+ δµeγ t

∫ T

t
e−γ s ln

[
PB(s)

PA(s)

]
ds

(11.41)

for any t ∈ (0, T ). This expression describes the equilibrium migration dynam-
ics of skilled workers under the expectation (11.36), whereas δ is the speed of
adjustment in workers’ migration.

In the next sections, the following two polar cases will be considered. In the
first, patents are costlessly mobile, presumably because the technology required
to produce the new varieties is available everywhere or blueprints developed in
a region require no adjustments when used in another region (there is no need
for the “tropicalization” of technology). In the second case, patents are perfectly
immobile, hence, the corresponding varieties must be produced in the region
in which the patents have been developed. This may imply that transferring
technologies from one region to the other turns out to be especially hard.

11.3 AGGLOMERATION AND GROWTH WHEN
PRODUCTION IS FOOTLOOSE

11.3.1 The Market Outcome

Consider the benchmark case in which firms are footloose in that they are
free to produce any new variety anywhere. In other words, a firm producing a
specific variety can freely choose its location at each time t regardless of the
region where the patent was developed. Therefore, at any given time, if both
MA and MB are positive, firms’ profits at that time must be identical across
regions. This in turn implies by (11.18) that q∗

A = q∗
B . Hence, using (11.17) as



402 Economics of Agglomeration

well as EA + EB ≡ E∗ and MA + MB ≡ M , we obtain

MA = EA − φEB

(1 − φ)E∗ M MB = EB − φEA

(1 − φ)E∗ M, (11.42)

and thus

MA > 0 and MB > 0 iff φ < EA/EB < 1/φ. (11.43)

Substituting (11.42) into (11.16) and (11.17), respectively, leads to

Pr = (1/ρ)[(1 + φ)(Er/E
∗)M]−1/(σ−1) (11.44)

and

q∗
A = q∗

B = µρE∗/M. (11.45)

In a similar way, it can be shown that

MA = M and MB = 0 iff EA/EB ≥ 1/φ, (11.46)

PA = (1/ρ)M−1/(σ−1) PB = (1/ρ)(φM)−1/(σ−1), (11.47)

q∗
A = µρE∗/M ≥ q∗

B = µρ[φEA + EB/φ]/M. (11.48)

Likewise, we have

MA = 0 and MB = M iff EA/EB ≤ φ (11.49)

PA = (1/ρ)(φM)−1/(σ−1) and PB = (1/ρ)M−1/(σ−1) (11.50)

q∗
A = µρ[EA/φ + φEB] ≤ q∗

B = µρE∗/M. (11.51)

In the three cases, the equilibrium profit common to all M-firms is given by

π∗ ≡ max{π∗
A, π

∗
B} = µE∗

σ M
, (11.52)

in which we have used (11.18), (11.45), (11.48), and (11.51).

11.3.1.1 The ss-Growth Path When λ Is Fixed

To start with, we choose any λ ∈ [0, 1] and study the steady-state growth
path (in short, the ss-growth path) under that specific λ. Given (11.30), the
number of patents (which is equal to the number of M-firms) at time t is such
that

M(t) = M0e
g(λ)t , (11.53)

where M0 is the initial number of varieties. Using (11.52), we obtain the asset
value of a firm at time t as follows:

�(t) ≡
∫ ∞

t
e−γ (τ−t)π∗(τ ) dτ,

=
∫ ∞

t
e−γ (τ−t) µE∗

σ M(τ )
dt, (11.54)



On the Relationship between Agglomeration and Growth 403

which is also identical to the equilibrium price of any new patent developed
at that time (recall that the place where a patent is developed is immaterial).
Hence, the asset value of all firms in the modern sector at time t is such that

M(t)�(t) = µE∗

σ

∫ ∞

t
e−γ (τ−t) M(t)

M(τ )
dτ.

Because M(t)/M(τ ) = exp[−g(λ)(τ − t)] by (11.30), we obtain

M(t)�(t) = µE∗

σ [γ + g(λ)]
≡ a∗(λ), (11.55)

which is constant over time. Substituting a∗(λ) for M�r in (11.31), therefore,
yields the equilibrium wage rate of the skilled in each region:

wA(λ) = a∗(λ)k[λ + η(1 − λ)] ≡ a∗(λ)kA(λ) (11.56)

wB(λ) = a∗(λ)k(1 − λ + ηλ) ≡ a∗(λ)kB(λ). (11.57)

Because, given (11.34), aH = a∗(λ) and Wj (0) = wr (λ)/γ for each skilled
worker living in region r , (11.33) implies that the total expenditure of allworkers
in region r at any time equals

Er (λ) = L

2
+ λrγ [a∗(λ) + wr (λ)/γ ]

= L

2
+ λr a

∗(λ)[γ + kr (λ)] (11.58)

using (11.56) and (11.57), which leads to

EA(λ)

EB(λ)
= L/2 + λa∗(λ)[γ + kA(λ)]

L/2 + (1 − λ)a∗(λ)[γ + kB(λ)]
. (11.59)

It can then readily be verifiy that

EA(1)

EB(1)
= σ + µ

σ − µ

EA(1/2)

EB(1/2)
= 1

EA(0)

EB(0)
= σ − µ

σ + µ
, (11.60)

whereas10

d[EA(λ)/EB(λ)]

dλ
> 0 λ ∈ (0, 1). (11.61)

Regarding the ss-growth path under the chosen value of λ, there are two
different configurations that depend on the value of φ ≡ ϒ−(σ−1). First, when
the transport cost of the M-good is such that

ϒσ−1 ≡ 1/φ ≥ σ + µ

σ − µ
, (11.62)

we have the situation depicted in Figure 11.1.
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Figure 11.1: The expenditure ratio under high transport costs.

Given (11.60) and (11.61), (11.62) implies that

φ <
EA(λ)

EB(λ)
< 1/φ λ ∈ [0, 1]. (11.63)

Hence, it follows from (11.43) that, along the ss-growth path associated with
our chosen value of λ, the M-good is always produced in both regions. This
should not come as a surprise, for we consider a situation in which the transport
cost of this good is high.

Second, when the transport cost of the M-good is such that

ϒσ−1 ≡ 1/φ ≤ σ + µ

σ − µ
,

we have the situation described in Figure 11.2.
We see that, for λ sufficiently close to 1/2 (that is, when λ is between λ′ and

λ′′ ), (11.63) holds so that the M-good is produced in both regions. However,
when λ is larger than λ′′ or smaller than λ′, we have

EA(λ)

EB(λ)
≥ 1/φ ≡ ϒσ−1 or

EA(λ)

EB(λ)
≤ φ ≡ ϒ−(σ−1).

Accordingly, by (11.46) and (11.49), the M-good is entirely produced in the
region that has the greater share of the R-sector. Again, this is not very surprising
because we are considering the case of low transport cost for the M-good. The
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Figure 11.2: The expenditure ratio under low transport costs.

location of the M-sector is then driven by the home-market effect generated by
the larger share of skilled workers.

11.3.1.2 The ss-Growth Path When Migration Is Allowed

So far, we have examined the growth path under a fixed distribution of skilled
workers between the two regions. Using the results of the preceding sections,
we are now equipped to study the steady-state growth path when these workers
are free to move but choose not to do so. For that, we must compare the lifetime
utility levels of the skilled in the two regions associated with the growth path
under any fixed λ and determine the values of λ for which this is an equilibrium.

In (11.6), we will omit the last term because no migration arises in a steady-
state equilibrium. Then, for the chosen value of λ, Vr (0; λ) stands for the
lifetime utility of a skilled worker in region r , whereas vr (t ; λ) is the corres-
ponding instantaneous utility at time t . This means that

Vr (0; λ) =
∫ ∞

0
e−γ t ln[vr (t ; λ)] dt, (11.64)

so that

VA(0; λ) − VB(0; λ) =
∫ ∞

0
e−γ t ln

[
vA(t ; λ)

vB(t ; λ)

]
dt. (11.65)
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From (11.7), (11.33), (11.56), and (11.57), the expenditure of each skilled
worker in region r is

εr = a∗(λ)[γ + kr (λ)].

Applying (11.5), we get

vr (t ; λ) = a∗(λ)[γ + kr (λ)][Pr (t)]
−µ, (11.66)

which leads to

vA(t ; λ)

vB(t ; λ)
= γ + kA(λ)

γ + kB(λ)

[
PA (t)

PB (t)

]−µ

. (11.67)

Hence, using (11.44), (11.47), and (11.50), respectively, we obtain[
PA(t)

PB(t)

]−µ

=
[
EA(λ)

EB(λ)

]µ/(σ−1)

φ < EA/EB < 1/φ, (11.68)

[
PA(t)

PB(t)

]−µ

= φ−µ/(σ−1) EA/EB ≥ 1/φ, (11.69)

[
PA(t)

PB(t)

]−µ

= φµ/(σ−1) EA/EB ≤ φ, (11.70)

where the expenditure ratio EA(λ)/EB(λ) is given by (11.59). Among other
things, these expressions imply that the ratio (11.67) is the same over time
when λ is fixed.

Setting

�(λ) ≡ vA(t ; λ)

vB(t ; λ)
,

we have

VA(0; λ) − VB(0; λ) = 1

γ
ln �(λ) (11.71)

and, hence,

VA(0; λ)≥<VB(0; λ) as �(λ)≥<1. (11.72)

It can then readily be verified that

�(1/2) = 1,

and thus

VA(0; 1/2) = VB(0; 1/2), (11.73)

which implies that full dispersion is always a steady-state equilibrium.
Furthermore, (11.61) means that EA(λ)/EB(λ) increases with λ. Similarly,

for η < 1, kA(λ) is increasing while kB(λ) is decreasing in λ, whereas, for
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η = 1, kA(λ) = kB(λ) = 1 for all λ. Thus, for any given η ∈ [0, 1], it follows
from (11.67) as well as from (11.68)–(11.70) that

d�(λ)

dλ
≥ 0 λ ∈ (0, 1), (11.74)

so that we may conclude by using (11.71) that

d[VA(0; λ) − VB(0; λ)]

dλ
≥ 0 λ ∈ (0, 1). (11.75)

Observe also that, because φ < EA(λ)/EB(λ) < 1/φ holds in a neighborhood
of λ = 1/2, (11.74) and (11.75) hold with a strict inequality in that neighbor-
hood. Therefore, we may conclude that

VA(0; λ) ≥
<VB(0; λ) as λ≥

<1/2.

These inequalities imply that the economy can be in a steady-state equilib-
rium under three different values of λ only, that is λ = 1, λ = 0, and λ = 1/2.
They also suggest that the equilibrium λ = 1/2 is unstable, whereas the equi-
libria λ = 1 and λ = 0 are stable. Note, however, that the self-fulfilling nature
of the migration process makes stability more difficult to define. Indeed, our
model may yield several perfect-foresight solutions under the same initial dis-
tribution of skilled workers, λ0. Consequently, for a given ss-growth path under
λ̃ (= 0, 1/2, 1), a neighborhood � of λ̃ may exist such that, for each λ0 ∈ �,
an equilibrium path based on a certain expectation converges to this ss-growth
path, whereas another equilibrium path based on another expectation diverges
from the same ss-growth path. In this case, is the ss-growth path stable or un-
stable? A natural way to escape from such a difficulty is to impose a priori
some reasonable restriction on the expectations that must be satisfied when an
equilibrium path converges to the ss-growth path in question. Because there is
perfect foresight, this is equivalent to imposing a restriction on the equilibrium
path itself. More precisely, we introduce the following restriction:

Let λ̃ ∈ [0, 1] and λ0 ∈ [0, 1] such that λ0 	= λ̃. If {λ(t)}∞t=0 is an equilibrium
path satisfying the initial condition λ(0) = λ0, this path satisfies the monotonic
convergence hypothesis under λ̃ (mc-hypothesis) when 0 < T ≤ ∞ exists such
that

when λ0 < λ̃ λ̇(t) > 0 for t ∈ (0, T )

λ(t) = λ̃ for t ≥ T
(11.76)

when λ0 > λ̃ λ̇(t) < 0 for t ∈ (0, T )

λ(t) = λ̃ for t ≥ T .
(11.77)

The ss-growth path under λ̃ is said to be stable if there exists a neighborhood
� of λ̃ such that, for any λ0 ∈ � with λ0 	= λ̃, an equilibrium path exists that
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satisfies the mc-hypothesis under λ̃.11 The ss-growth path under λ̃ is said to
be unstable when there is no such neighborhood of λ̃. Observe that conditions
(11.76) and (11.77) are satisfied when the economy moves on a “stable arm”
leading to λ̃; the same holds when the economy moves on the outer part of a
“spiral” leading to λ̃ (see Figure 9.6). We show in the appendix that λ̃ = 1/2 is
unstable, whereas λ̃ = 0, 1 are stable under the mc-hypothesis.

It remains to consider the distribution of the M-sector in the case λ = 1. The
R-sector is entirely agglomerated in region A. However, this is not necessarily
true for the location of the M-sector because patents are costlessly mobile. We
show below that two different patterns may emerge according to the values of
the transport costs of the M-good.

As shown by Figure 11.1, when the transport cost of the M-good is so high
that relation (11.62) holds, this good is always produced in the two regions. In
particular, using (11.42) and the first relation in (11.60), we see that

0 <
MB(1)

MA(1)
= σ − µ − φ(σ + µ)

σ + µ − φ(σ − µ)
< 1 iff ϒσ−1 ≡ 1/φ >

σ + µ

σ − µ
.

(11.78)

We call this spatial configuration a core–periphery pattern of type 1: the core
region contains the entire R-sector and the larger share of the M-production
sector (but not all of it).

As ϒσ−1 ≡ 1/φ decreases toward (σ + µ)/(σ − µ), the ratio MB/MA in
(11.78) decreases continuously toward zero. Eventually we reach the situation
in which

MA = M and MB = 0 iff ϒσ−1 ≡ 1/φ ≤ σ + µ

σ − µ
. (11.79)

In this spatial configuration, called a core–periphery pattern of type 2, the core
region contains the entire R- and M-sectors.

Consequently, we may conclude as follows:

Proposition 11.1 When patents are freely mobile, the stable spatial configura-
tion exhibits

1. a dominant agglomeration involving the innovation sector entirely and
a large fraction of the modern sector in the same region when

ϒσ−1 >
σ + µ

σ − µ
; (11.80)

2. a global agglomeration involving the innovation and the modern sectors
entirely in the same region when

ϒσ−1 ≤ σ + µ

σ − µ
(11.81)
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As the transport-cost parameter ϒ decreases toward 1, the transition
from one pattern to the other occurs smoothly.

In either a type-1 or type-2 core–periphery structure, the whole R-sector
is agglomerated in the core region. Because the origin of the patents does not
matter, R&D firms are able to take full advantage of being agglomerated. Hence,
when patents are footloose, the symmetric spatial configuration (in which each
region contains half of each M- and R-sector) is never a stable outcome. Such
a strong tendency toward concentration is due to the lack of a sufficiently
powerful dispersion force. This concept will become clearer after our analysis
of the next case.

11.3.2 Should We Mind the Gap?

The foregoing analysis suggests that the pace of growth is faster when agglom-
eration arises. It is therefore tempting to conclude that there is a conflict between
growth and spatial equity because the peripheral region would be a loser when
growth is boosted by the agglomeration of mobile activities. This would be so
in a zero-sum game, but ours is not. Quite the contrary. As we will see, there
might be only gainers in our game, although some regions would gain more
than others. This is because global growth may be strong enough for everybody,
including the unskilled who live in the peripheral region, to be better off.

To study some of the main aspects of the trade-off between growth and equity,
we will assume that the economy is initially on an ss-growth path involving
dispersion (λ = 1/2). From the spatial equity standpoint, this is the best possible
outcome because both types of workers reach respectively the same utility level
regardless of the region in which they live. Although this outcome is unstable,
one could imagine enforcing it by controlling the mobility of the skilled.

Assume now that the economy is left unrestricted, so that any small pertur-
bation will lead it toward a core–periphery structure in which all skilled workers
are agglomerated in, say, region A so that λ = 1. Also assume that, in (11.41),
the speed of adjustment (δ) is sufficiently fast for the transition period to be
short and, hence, the comparison of the two patterns to be meaningful. There
are three groups of individuals to consider: the unskilled residing in regions A
and B, respectively, as well as the skilled.

Consider first the case of a core–periphery-structure of type 1 so that trans-
port costs are high in the sense of (11.80). For the unskilled, we know that
wL

r = εL
r = 1 for r = A, B, and thus (11.5) becomes

vL
r (t ; λ) = [Pr j (t)(t)]

−µ.

Using (11.44), (11.53), (11.55), and (11.58), implies

vL
A(t ; 1)

vL
A(t ; 1/2)

=
(σ + µ

σ

)µ/(σ−1)
exp

{
µ

σ − 1

[
1 − k

(
1 + η

2

)]
t

}
,
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which always exceeds 1 because µ > 0. Hence, using (11.65) for the L-workers

V L
A (0; 1) − V L

A (0; 1/2) = µ

γ (σ − 1)

[
1 − k

( 1+η

2

)
γ

+ ln
(σ + µ

σ

)]
> 0,

(11.82)

and thus the unskilled residing in the core region always prefer agglomeration
to dispersion. Regarding the unskilled living in the periphery, we obtain

vL
B(t ; 1)

vL
B(t ; 1/2)

=
(σ − µ

σ

)µ/(σ−1)
exp

{
µ

σ − 1

[
1 − k

(
1 + η

2

)]
t

}

so that

V L
B (0; 1) − V L

B (0; 1/2) = µ

γ (σ − 1)

[
1 − k

( 1+η

2

)
γ

− ln

(
σ

σ − µ

)]
.

(11.83)

The first term inside the bracketed expression stands for the growth effect as-
sociated with the agglomeration of the R-sector. More precisely, given that
g(1) = k(1) = 1 and g(1/2) = k[(1 + η)/2], the numerator of the first term
represents the increase in the growth rate of varieties in the economy due to the
R-sector agglomeration into the core region; thus, the first term represents the
lifetime impact of agglomeration on consumers’ welfare. It is strictly positive if
and only if η < 1. The second term represents the disadvantage of being located
in the peripheral region, which is measured by the relative increase in the price
index of the M-goods in region B. Given (11.83), the unskilled living in the
periphery prefer agglomeration to dispersion if and only if

1 − k
( 1+η

2

)
γ

> ln
( σ

σ − µ

)
, (11.84)

namely, when the extra growth boosted by agglomerating the R&D sector in
one region is sufficiently large. This is the more likely, the lower the discount
rate (γ ), the weaker the spillover effect (η), and the larger the size of the modern
sector (µ); on the other hand, more product differentiation (σ falls) enhances
the locational disadvantage of the periphery. Thus, the unskilled residing in the
lagging region prefer a core–periphery structure to a dispersed one when the
former leads to a sufficiently high rate of growth in the global economy. In this
case, however, there is a welfare gap between the unskilled located in the core
and the periphery. Stated differently, growth generates inequalities within the
unskilled who are treated differently according to the region in which they live.
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Specifically, when λ = 1, we have

vL
A(t ; 1)

vL
B(t ; 1)

=
(σ + µ

σ − µ

)µ/(σ−1)
,

and thus the welfare gap is

V L
A (0; 1) − V L

B (0; 1) = µ

γ (σ − 1)
ln

(σ + µ

σ − µ

)
> 0. (11.85)

It remains to consider the skilled workers. Using (11.66), we obtain

vH
A (t ; 1)

vH
A (t ; 1/2)

= vL
A(t ; 1)

vL
A(t ; 1/2)

.

Thus, when they are agglomerated, the well-being of the skilled increases by
the same proportion as the unskilled residing in the core. Indeed,

V H
A (0; 1) − V H

A (0; 1/2) = µ

γ (σ − 1)

[
1 − k

( 1+η

2

)
γ

+ ln
(σ + µ

σ

)]
> 0,

and thus the skilled always prefer the agglomerated pattern.
Consider now a core–periphery-structure of type 2, thus implying that trans-

port costs are low (see (11.81)). Repeating the same argument as in the forego-
ing, we obtain the following inequalities:

V L
A (0; 1) − V L

A (0; 1/2) = µ

γ (σ − 1)

[
1 − k

( 1+η

2

)
γ

+ ln

(
2

1 + ϒ−(σ−1)

)]
,

V L
B (0; 1) − V L

B (0; 1/2) = µ

γ (σ − 1)

[
1 − k

( 1+η

2

)
γ

− ln

(
1 + ϒσ−1

2

)]
.

In this case, the unskilled living in region B prefer the core–periphery structure
if and only if

1 − k
( 1+η

2

)
γ

> ln

(
1 + ϒσ−1

2

)
. (11.86)

Hence, the lower the transport costs, the more likely the unskilled in the periph-
ery are to be better off under agglomeration.

Finally, under the core–periphery structure, the welfare gap within the un-
skilled population is given by

V L
A (0; 1) − V L

B (0; 1) = µ

γ
ln ϒ > 0. (11.87)

Summarizing the preceding results, we may conclude as follows.
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Proposition 11.2 Assume that patents are freely mobile. Then, the welfare
levels of the three groups of workers (the skilled, the unskilled in region A,
and the unskilled in region B) under the core–periphery growth path Pareto-
dominate the symmetric growth path if and only if the additional growth boosted
by agglomerating the R&D sector in one region is sufficiently large:

1 − k
( 1+η

2

)
γ

> ln

(
σ

σ − µ

)
when ϒσ−1 >

σ + µ

σ − µ

or

1 − k
( 1+η

2

)
γ

> ln

(
1 + ϒσ−1

2

)
when ϒσ−1 ≤ σ + µ

σ − µ
.

As expected, at the border case, where

ϒσ−1 = σ + µ

σ − µ

(11.84) and (11.86) (as well as (11.85) and (11.87)) are identical.
Finally, note that (11.86) has an interesting implication: when the spillover

effect is global (η = 1), the unskilled residing in region B are always worse
off in the core–periphery structure than under dispersion. This is because no
growth effect is triggered by agglomeration, whereas the adverse effect of the
price index on the unskilled in region B is still there. Consequently, footloose
knowledge (if any) would have some unexpected effects: it would negatively
affect the extra growth boosted by agglomeration but not the emergence of a
core–periphery structure that makes those in the periphery worse off.

11.4 AGGLOMERATION AND GROWTH IN THE PRESENCE OF
BARRIERS THAT PREVENT INNOVATION TRANSFER

Let us now focus on the other extreme in which cultural, social, and political
barriers prevent the adoption of innovations coming from the other region. In
such a society patents developed in one region cannot be transferred to the other;
thus, to produce a particular variety of M-good, the corresponding patent must
be developed within this region.

Following a similar approach to the one taken in Section 11.3, we first char-
acterize the ss-growth path under any given regional share of skilled workers.
Second, we determine which ss-growth path is an equilibrium in which no
migration occurs. In the present context, this leads us to compare not only the
ratio of utility levels but also the nominal wage rate and price indices in the two
regions. Indeed, if one region has a higher nominal wage rate while the other
has a lower price index along an ss-growth path, a skilled worker could improve
his intertemporal utility by residing in one region for some period of his life
and in the other for the rest of the time.12 We show that an ss-growth path under
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any asymmetric and interior distribution of skilled workers (i.e., any λ such that
0 < λ < 1 and λ 	= 1/2) is not migration-proof; thus, only the core–periphery
configuration and the symmetric configuration are possible equilibria. Finally,
using the migration dynamics, (11.41), we can determine which paths are
stable.

11.4.1 The Market Outcome

Under the assumption that patents are nontransferable, the number of M-
varieties produced in region r at each time t is equal to the cumulative number
of patents previously developed in this region. Thus, using the patent production
function (11.28), we get

Ṁr = kr (λ)λr M r = A, B, (11.88)

where λA ≡ λ and λB = 1 − λ.

As before, we choose any λ ∈ [0, 1] and study the growth path under that
specific λ. In this context, using (11.30), the number of patents available in the
economy at time t , given by M(t) ≡ MA(t) + MB(t), is still given by (11.53).
Hence, rewriting (11.88) leads to

Ṁr = kr (λ)λr M0e
g(λ)t t ≥ 0,

where M0 is the initial number of varieties in the global economy. Solving this
differential equation, we obtain

Mr (t) = [Mr (0) − θr (λ)M0] + θr (λ)M0e
g(λ)t , (11.89)

where

θr (λ) ≡ kr (λ)λr

g(λ)
r = A, B (11.90)

represents the share of region r ’s contribution to the growth in the total number
of varieties. Clearly, (11.29) implies that θA(λ) + θB(λ) = 1. It also follows
from (11.89) that

lim
t→∞

Mr (t)

M(t)
= θr (λ) and lim

t→∞
Ṁr (t)

Mr (t)
= g(λ), (11.91)

where the convergence process is monotonic.
Using (11.89), we can readily verify that, in each region r , the growth rate

is constant over time if and only if

Mr (0) = θr (λ)M0. (11.92)
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In this case, and only in this case, we have

Mr (t)

M(t)
= θr (λ) and

Ṁr (t)

Mr (t)
= g(λ) t ≥ 0, (11.93)

so that

Mr (t) = θr (λ)M(t) = θr (λ)M0e
g(λ)t t ≥ 0. (11.94)

In other words, under any fixed λ ∈ [0, 1], an ss-growth path exists if and only
if the initial number of patents in each region is given by (11.92). When (11.92)
does not hold, (11.91) implies that the growth path under a fixed λ approaches
the ss-growth path under λ when t → ∞.

11.4.1.1 ss-Growth Path When λ Is Fixed

To characterize the ss-growth path under any fixed λ ∈ [0, 1], substituting
(11.94) into (11.16) and (11.17), while omitting t , yields

Pr = (1/ρ) {M[θr (λ) + φθs(λ)]}−1/(σ−1) , (11.95)

q∗
r = µρ

M

[
Er

θr (λ) + φθs(λ)
+ φEs

φθr (λ) + θs(λ)

]
. (11.96)

Consequently, from (11.18) and (11.96), the asset value of an M-firm in region
r at time t is given by

�r (t) =
∫ ∞

t
e−γ (τ−t)π∗

r (τ ) dτ

= µ

σ [γ + g(λ)]M(t)

[
Er

θr (λ) + φθs(λ)
+ φEs

φθr (λ) + θs(λ)

]
,

(11.97)

where, from (11.32) and (11.33), Er is given by

Er = L

2
+ λrγ [aH + Wr (0)], (11.98)

which is independent of time. To determine aH and Wr (0), we use (11.94) and
(11.97) in order to obtain

Mr (t) �r (t) = µθr (λ)

σ [γ + g(λ)]

[
Er

θr (λ) + φθs(λ)
+ φEs

φθr (λ) + θs(λ)

]
,

(11.99)

which is also independent of time. Substituting (11.99) into (11.34) yields the
equilibrium asset value of a skilled aH = a∗(λ) as a function of λ:

a∗ (λ) = µE∗

σ [γ + g(λ)]
, (11.100)
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which is identical to (11.55). Furthermore, using (11.31), (11.93), and (11.99)
leads to

wr (t) = �r (t)M(t)kr (λ) = �r (t)Mr (t)kr (λ)/θr (λ)

= µkr (λ)

σ [γ + g(λ)]

[
Er

θr (λ) + φθs(λ)
+ φEs

φθr (λ)+ θs(λ)

]
, (11.101)

which is also independent of time. As a result, we have

Wr (0) =
∫ ∞

0
e−γ twr (t) dt

= µkr (λ)

γ σ [γ + g(λ)]

[
Er

θr (λ) + φθs(λ)
+ φEs

φθr (λ) + θs(λ)

]
. (11.102)

Substituting (11.100) and (11.102) into (11.98) yields

Er = L

2
+ µλr

σ (γ + g)

{
γ E∗ + kr (λ)

[
Er

θr (λ) + φθs(λ)
+ φEs

φθr (λ) + θs(λ)

]}

for r = A, B. Solving these two linear equations for Er and Es , we obtain

E∗
r (λ) =

L
2 + µg(λ)E∗

σ [γ+g(λ)]

[
γ

g(λ)λr + φθr (λ)
φθr (λ)+θs (λ)

]
1 − µg(λ)

σ [γ+g(λ)]
(1−φ2)θr (λ)θs (λ)

[θr (λ)+φθs (λ)][φθr (λ)+θs (λ)]

, (11.103)

in which r = A, B, λA = λ, and λB = 1 − λ.
Finally, substituting (11.103) into (11.101) yields the equilibrium wage in

region r as a function of λ:

w∗
r (λ) = µkr (λ)

σ [γ + g(λ)]

[
E∗

r (λ)

θr (λ) + φθs(λ)
+ φE∗

s (λ)

φθr (λ) + θs(λ)

]
, (11.104)

which leads to the equilibrium lifetime wage in region r :

W ∗
r (0; λ) = w∗

r (λ)

γ
. (11.105)

In turn, using (11.100) and (11.105) in (11.23) yields the equilibrium expendi-
ture of a skilled worker living in region r :

εH
r (λ) = γ [a∗(λ) + W ∗

r (0; λ)]. (11.106)

11.4.1.2 The ss-Growth Path When Migration Is Allowed

So far, we have examined the ss-growth path under a fixed distribution of
skilled workers between the two regions. Using those results, we may determine
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the equilibrium ss-growth path along which no skilled worker has an incentive
to move at any time t ≥ 0.

For any chosen value of λ, applying (11.5) together with the expenditure
function (11.106), we can obtain the indirect utility of each skilled worker in
region r at time t :

vr (t ; λ) = γ [a∗(λ) + W ∗
r (0; λ)][Pr (t)]

−µ.

Using (11.95), we get

�(λ) ≡ vA(t ; λ)

vB(t ; λ)
= a∗(λ) + W ∗

A(0; λ)

a∗(λ) + W ∗
B(0; λ)

[
PA(t)

PB(t)

]−µ

= a∗(λ) + W ∗
A(0; λ)

a∗(λ) + W ∗
B(0; λ)

[
θA(λ) + φθB(λ)

φθA(λ) + θB(λ)

]µ/(σ−1)

, (11.107)

which is independent of time. Hence, (11.71) and (11.72) still hold.
Therefore, for the ss-growth path under a fixed λ to be migration-proof, it

must be that �(λ) = 1 when λ ∈ (0, 1), whereas �(λ) ≥ 1 when λ = 1. How-
ever, for the reason explained above, this condition is not sufficient. To find
a sufficient condition for a migration-proof ss-growth path, we must consider
every possible location path of a skilled worker described as follows: let ϕ(·) be
a piecewise continuous function on [0, ∞) such that either ϕ(t) = 1 or ϕ(t) = 0
for each t ≥ 0, where ϕ(t) = 1 means that the skilled worker in question resides
in region A at time t , whereas ϕ(t) = 0 implies that he resides in region B. Given
the ss-growth path under some fixed λ ∈ [0, 1], let V (λ, ϕ(·)) ≡ V (0; λ, ϕ(·))
be the lifetime utility of a skilled worker when he chooses the location path
ϕ(·). Using (11.5), (11.7), and (11.23), we then obtain

V (λ, ϕ(·)) = 1

γ
ln γ + 1

γ
ln[a∗(λ) + W (λ, ϕ(·))]

− µ

∫ ∞

0
e−γ t {ϕ(t) ln PA(t) + (1 − ϕ(t)) ln PB(t)} dt

= 1

γ
ln γ + 1

γ
ln[a∗(λ) + W (λ, ϕ(·))]

− µ

{
ln

[
pA/B(λ)

] ∫ ∞

0
e−γ tϕ(t) dt +

∫ ∞

0
e−γ t ln PB(t) dt

}
,

where the lifetime wage income W (λ, ϕ(·)) and the price index ratio pA/B(λ)
are defined respectively by

W (λ, ϕ(·)) ≡ W (0; λ, ϕ(·))

=
∫ ∞

0
e−γ tϕ(t) w∗

A(λ) dt +
∫ ∞

0
e−γ t [1 − ϕ(t)]w∗

B(λ) dt
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and

pA/B(λ) ≡ PA(t)

PB(t)
=

[
φθA(λ) + θB(λ)

θA(λ) + φθB(λ)

]1/(σ−1)

. (11.108)

For convenience, let

ϕ̄ ≡ γ

∫ ∞

0
e−γ tϕ(t) dt

be the proportion of the (discounted negative-exponentially) time spent in region
A. Denoting V (λ, ϕ̄) ≡ V (λ, ϕ(·)) and W (λ, ϕ̄) ≡ W (λ, ϕ(·)), we may then
rewrite these two functions as follows:

V (λ, ϕ̄) ≡ 1

γ
ln γ + 1

γ
ln[a∗(λ) + W (λ, ϕ̄)]

− µ

γ
ϕ̄ ln[pA/B(λ)] − µ

∫ ∞

0
e−γ t ln PB(t) dt (11.109)

and

W (λ, ϕ̄) = 1

γ
[ϕ̄w∗

A(λ) + (1 − ϕ̄)w∗
B(λ)]. (11.110)

Finally, substituting (11.110) into (11.109) yields

V (λ, ϕ̄) = 1

γ
ln[γ a∗(λ) + ϕ̄w∗

A(λ) + (1 − ϕ̄)w∗
B(λ)]

− µ

γ
ϕ̄ ln[pA/B(λ)] − µ

∫ ∞

0
e−γ t ln PB(t) dt. (11.111)

Hence, for a skilled worker, choosing the optimal location path amounts to
choosing the proportion of the time to be spent in region A that maximizes
(11.111).

By definition, we have 0 ≤ ϕ̄ ≤ 1. Furthermore, ϕ̄ = 1 if and only if ϕ(t) =
1 for all t ≥ 0; likewise, ϕ̄ = 0 if and only if ϕ(t) = 0 for all t ≥ 0. Hence, given
(11.64), we obtain V (λ, 1) = VA(0; λ) and V (λ, 0) = VB(0; λ). Therefore, for
any given any interior distribution λ ∈ (0, 1), the ss-growth path under λ is
migration-proof if and only if

V (λ, 1) = V (λ, 0) = max{V (λ, ϕ̄); ϕ̄ ∈ [0, 1]}, (11.112)

whereas the ss-growth path under a core–periphery distribution λ = 1 (say) is
migration-proof if and only if

V (1, 1) = max{V (1, ϕ̄); ϕ̄ ∈ [0, 1]}. (11.113)
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In order to examine when condition (11.112) or (11.113) holds, we take the
derivatives of (11.111) with respect to ϕ̄:

∂V (λ, ϕ̄)

∂ϕ̄
= 1

γ

w∗
A(λ) − w∗

B(λ)

γ a∗(λ) + ϕ̄w∗
A(λ) + (1 − ϕ̄)w∗

B(λ)
− µ

γ
ln[pA/B(λ)]

(11.114)

∂2V (λ, ϕ̄)

∂ϕ̄2
= − 1

γ

[w∗
A(λ) − w∗

B(λ)]2

[γ a∗(λ) + ϕ̄w∗
A(λ) + (1 − ϕ̄)w∗

B(λ)]2
≤ 0. (11.115)

Let us first examine the case of an interior ss-growth path. Given any λ ∈
(0, 1), it must be that V (λ, ·) is not strictly concave on [0, 1] for (11.112) to
hold. Given (11.115), this is so only when

w∗
A(λ) = w∗

B(λ),

which implies thatV (λ, ·) is constant on [0, 1]. This, in turn, means that (11.112)
holds if and only if (11.114) is zero on [0, 1], thus implying that

pA/B(λ) = 1, (11.116)

namely, the two regions have the same price index. Recalling (11.90) and
(11.108), we easily see that (11.116) holds if and only if λ = 1/2. We may
thus conclude as follows:

Proposition 11.3 Assume that patents cannot be transferred between regions.
If a ss-growth path that is not of the core–periphery type is an equilibrium, then
it is symmetric.

In short, when λ 	= 1/2 and V (λ, 0) = V (λ, 1), the wage rate is higher in
one region while the price index is lower in the other region. In this case, the
skilled are able to increase their lifetime utility by “changing places” (formally,
they “convexify” their location choices) rather than staying put forever. Such an
incentive to change places arises not only from the forward-looking behavior
of workers, but also from the presence of saving opportunities, which lead to
the averaging of consumption expenditures over time as expressed in (11.23).
Note that this result suggests the possibility of an equilibrium growth path
along which the cross-migration of skilled workers occurs periodically while
the distribution of labor size, λ, is kept constant over time (see Fujita and Thisse
2001 for an elaboration on this point).

Next, we come to the study of the ss-growth path under λ = 1 (i.e., a core–
periphery configuration). Since (11.115) implies that V (1, ϕ̄) is concave on
[0, 1], (11.113) holds if and only if

∂V (1, ϕ̄)

∂ϕ̄

∣∣∣∣
ϕ̄=1

≥ 0
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or, using (11.114), if and only if

w∗
A(1) − w∗

B(1)

γ a∗(1) + w∗
A(1)

≥ µ ln[pA/B(1)]. (11.117)

Note that

θA(1) = 1 θB(1) = 1 g(1) = 1 kA(1) = 1 kB(1) = k(η).

Hence, using (11.100), (11.103), (11.104), and (11.108), we obtain

w∗
A(1) = a∗(1), (11.118)

w∗
B(1) = a∗(1) [k(η)/2σ ] [(σ + µ)φ + (σ − µ)φ−1], (11.119)

pA/B(1) = φ1/(σ−1). (11.120)

Substituting (11.118), (11.119), and (11.120) into (11.117) yields

1 − [k(η)/2σ ][(σ + µ)φ + (σ − µ)φ−1]

γ + 1
≥ µ

σ − 1
ln φ

or, equivalently,

�(φ) ≡ 1 − k(η)

[
1 + µ/σ

2
φ + 1 − µ/σ

2
φ−1

]
+ µ(γ + 1)

σ − 1
ln φ−1 ≥ 0.

(11.121)

Provided that η > 0 and, hence, k(η) > 0,13 it is readily verified that

�(0) = −∞ �(1) ≥ 0 �′(1) < 0,

and that �(φ) has a unique inflection point φ∗ ∈ (0, 1) such that �′(φ∗) = 0.
Therefore, there exists a unique value φsustain ∈ (0, 1) such that

�(φsustain) = 0, (11.122)

where �(φ) > 0 for φ ∈ (φsustain, 1) while �(φ) < 0 for φ < φsustain. Thus,
setting

ϒsustain ≡ (φsustain)
−1/(σ−1),

we may conclude as follows:

Proposition 11.4 When patents cannot be transferred between regions, there
always exists a unique sustain point, ϒsustain > 1, such that the ss-growth path
under a core–periphery structure is an equilibrium if and only if ϒ ≤ ϒsustain.

It is interesting to compare the nature of the sustain point obtained here
with that derived in Section 9.2.5. First, setting λ = 1 in (11.107) with
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�(1) ≡ �(1; φ) and using (11.118)–(11.120), we have

�(1; φ) = γ a∗(1) + w∗
A(1)

γ a∗(1) + w∗
B(1)

φ−µ/(σ−1)

= γ + 1

γ + [k(η)/2σ ][(σ + µ)φ + (σ − µ)φ−1]
φ−µ/(σ−1). (11.123)

As in Chapter 9, suppose that we defined the sustain point, denoted here φ̃,
by the condition

�(1; φ̃) = 1, (11.124)

so that the lifetime utility is the same in the two regions (i.e., V (1, 1) = V (1, 0)
when φ = φ̃). It then follows from (11.123) that there exists a unique value
φ̃ ∈ (0, 1) if and only if

µ < σ − 1, (11.125)

which corresponds to the “no black-hole condition” used in the core-periphery
model of Section 9.2.5. However, as seen above, the true sustain point (given
by (11.122)) always exists whether (11.125) is met or not. As a consequence,
the other parameters being fixed, the core–periphery configuration becomes
unsustainable when the transport cost ϒ becomes sufficiently large; that is,
there is no “black-hole” in the present context.

Second, when condition (11.124) holds, it follows from (11.123) that
w∗

A(1) < w∗
B(1), implying that V (1, ·) is strictly concave on [0, 1]. Hence, when

φ = φ̃, (11.112) can never hold so that φ̃ < φsustain. Put differently, if we set
ϒ̃ ≡ (φ̃)−1/(σ−1), we get

ϒsustain < ϒ̃.

Therefore, because of the incentive to change places, the core-periphery struc-
ture is more difficult to sustain in the present context than in the static model
of Section 9.2.5, in which no opportunity for savings exists.

Third, because k(η) increases with η, it follows from (11.121) and (11.122)
that

dϒsustain

dη
< 0.

As a result, when the spillover effect in the R-sector becomes more global, the
disadvantage of the periphery in this activity is reduced and, accordingly, the
core–periphery structure is sustainable for a smaller range of ϒ-values.

Finally, the stability of the ss-growth path under the core–periphery structure
can be shown as in the appendix to this chapter whenever ϒ < ϒsustain. By
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contrast, the stability analysis of the symmetric ss-growth path is much more
involved (see Fujita and Thisse 2001 for more details).

11.4.2 More About the Welfare Gap

The symmetric growth path obtained in this section is identical to that studied
in Section 11.3, whereas the ss-growth path corresponding to λ = 1 is the same
as the growth path obtained in the type-2 core–periphery structure (i.e., global
agglomeration). Therefore, the welfare implications stated above in the context
of the type-2 core–periphery structure are also valid here (see Proposition 11.2).
In particular, Pareto-dominance of the ss-growth path under λ = 1 over the
symmetric growth path remains true when (11.86) holds. However, one must
keep in mind that here the symmetric growth path may be stable, whereas the
core–periphery structure is not always an equilibrium. This implies that market
interaction alone does not necessarily lead to the core–periphery growth path
when there are barriers to innovation transfers.

11.5 CONCLUDING REMARKS

The results presented in this chapter seem to support Hirschman’s and Myrdal’s
claims quoted in the introduction. When transport costs are sufficiently low, both
the modern and the innovation sectors concentrate within the same region,
whereas the other region specializes in the production of the traditional good.
This is so even though the number of firms operating in the modern sector keeps
rising over time regardless of whether technologies are transferable across re-
gions. In fact, our analysis strongly supports the idea that agglomeration and
growth reinforce each other, confirming and enlarging results obtained in a
different context by Martin and Ottaviano (2001). An interesting implication of
our analysis is that policies fostering dispersion are likely to hurt global eco-
nomic growth. Furthermore, the development of footloose technologies makes
it even more problematic to prevent the emergence of a core–periphery struc-
ture because the symmetric configuration is never a stable equilibrium in this
case. By contrast, the existence of barriers to technological transfers may help
sustain a dispersed configuration. However, even in this case a deepening of
integration is likely to lead to a core–periphery structure.

Nevertheless, the increase of regional disparities does not necessarily imply
the impoverishment of the peripheral regions. This would be so when agglom-
eration does not succeed in boosting enough growth. In this case, the transfer of
more economic activities into the core region does hurt those who keep living in
the periphery. In the opposite case, it is not so clear that agglomeration, growth,
and equity do conflict: people residing in the periphery are better off in the
core–periphery structure than under dispersion.14 There is a conflict only when
a fairly narrow interpretation of justice, that is, egalitarianism, is considered
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because the unskilled living in the core region are better off than those in the
periphery. At this stage of the debate, we do not have much to say: the answer
depends on societal values. But whatever the answer, it is our contention that un-
derstanding regional and urban growth is crucial for improving our knowledge
of how modern economies do or may develop.

APPENDIX

When firms are free to produce any variety in any region, we have seen in
Section 11.3.1 that the economy can follow a steady-state growth path under
three different values of λ, that is, 0, 1/2, and 1. In this appendix, we study
the stability of each of these ss-growth paths and show that the ss-growth path
under λ̃ = 1/2 is unstable, whereas it is stable under λ̃ = 0, 1.

1. To start with, consider the case in which λ̃ = 1/2. Because the two regions
are symmetric, it is sufficient to focus on the values of λ0 lower than 1/2. The
mc-hypothesis then reduces to (11.76), which is itself equivalent to (11.36)
in Section 11.2.3. In this case, the equilibrium migration dynamics of skilled
workers is given by (11.41). In order to evaluate this expression, we need several
preliminary results.

First, recall that the asset value of a firm in the modern sector at time t is
given by (11.54). Using (11.30), we obtain

M(t)/M(τ ) = e− ∫ τ

t g[λ(s)]ds .

Hence, at each t ≥ 0

a(t) ≡ M(t)�(t)

= µE∗

σ

∫ ∞

t
e− ∫ τ

t [γ+g(λ(s))] ds dτ (A.1)

implying under (11.76) that

a(T ) = µE∗

σ

1

γ + g(λ̃)
. (A.2)

It follows from (A.1) that a(t) is independent of M(0) = M0. As a consequence,
M0 has no influence on the equilibrium values of our variables except M(t).

Next, using (11.31) and setting πA = πB , the wage rate of skilled workers
in region r at time t ≥ 0 is given by

w∗
r (t) = a(t)kr [λ(t)]. (A.3)

Under (11.76), substituting (A.3) into (11.37) yields for t ≤ T

W (0; t) = W (0; T ) +
∫ T

t
e−γ τa(τ ) {kA[λ(τ )] − kB[λ(τ )]} dτ, (A.4)
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where

W (0; T ) =
∫ T

0
e−γ τa(τ )kB[λ(τ )]dτ + a(T )kA(λ̃)

γ
e−γ T .

By definition, W (0; t) represents the life-time wage of a skilled worker who
migrates from B to A at time t ≤ T . By contrast, the lifetime wage of a skilled
worker who stays in region r forever is given by

Wr (0) =
∫ ∞

0
e−γ twr (t) dt

=
∫ ∞

0
e−γ t a(t)kr (λ(t)) dt r = A, B. (A.5)

Turning now to the aggregate regional expenditure, Er (t), we use (11.32)
and (11.33), and set aH = a(0). Then, under (11.76), the aggregate expenditure
in region A at time t ≤ T can be obtained as follows:

EA(t) = L

2
+ λ(0)γ [a(0) + WA(0)] +

∫ t

0
λ̇(τ )γ [a(0) + W (0; τ )] dτ,

(A.6)

where the first two terms represent, respectively, the expenditure of the unskilled
and that of the skilled who stay in region A forever, whereas the last term stands
for the expenditure by the skilled who have moved from B to A by the time t .
Because EA(t) + EB(t) = E∗, we have

EB(t) = E∗ − EA(t). (A.7)

It turns out, however, that another expression of EB(t) is often more useful. To
obtain it, observe that under (11.76), it follows that

EB(T ) = L

2
+ (1 − λ̃)γ [a(0) + WB(0)] , (A.8)

whereas differentiating (A.6) and (A.7) with respect to t leads to

Ė B(t) = −Ė A(t) = −λ̇(t)γ [a(0) + W (0; t)].

Hence, for each t ≤ T , we get

EB(t) = EB(T ) −
∫ T

t
Ė B(τ ) dτ

= L

2
+ (1 − λ̃)γ [a(0) +WB(0)] +

∫ T

t
λ̇(τ )γ [a(0) +W (0; τ )] dτ.

(A.9)
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Putting (A.6) and (A.9) together yields

EA(t) − EB(t) = λ0γ [a(0) + WA(0)] − (1 − λ̃)γ [a(0) + WB(0)]

+
∫ t

0
λ̇(τ )γ [a(0) + W (0; τ )] dτ

−
∫ T

t
λ̇(τ )γ [a(0) + W (0; τ )] dτ t ≤ T . (A.10)

We are now ready to establish the following result:

Proposition A.1 Assume that patents are freely mobile. Then, the ss-growth
path under λ̃ = 1/2 is unstable.

Proof Under (11.76) and λ̃ = 1/2, we have

λ(t) < 1/2 for t < T λ(t) = 1/2 for t ≥ T,

implying that

kA[λ(t)] ≡ k {λ(t) + η[1 − λ(t)]} ≤ k [1 − λ(t) + ηλ(t)] ≡ kB(λ(t))

(A.11)

for t ≥ 0 because k(·) is increasing and η ≤ 1. Furthermore, a(t) > 0 for t ≥ 0
by (A.1). Hence, (A.4) implies that

W (0; t) ≤ W (0; T ) t ≤ T,

whereas aH = a(0) > 0, implying that

aH + W (0; t)

aH + W (0; T )
= a(0) + W (0; t)

a(0) + W (0; T )
≤ 1 t ≤ T . (A.12)

Next, (A.5) and (A.11) together imply that WA(0) ≤ WB(0). Thus, setting
λ̃ = 1/2 in (A.10), we obtain for t < T

EA(t) − EB(t) <

(
λ0 − 1

2

)
γ [a(0) + WB(0)]

+
∫ T

0
λ̇(τ )γ [a(0) + W (0; τ )] dτ.

Furthermore, for τ < T , it follows from (11.37) and (A.5) that

WB(0) − W (0; τ ) =
∫ ∞

τ

e−γ s[wB(s) − wA(s)] ds

=
∫ ∞

τ

e−γ sa(s)[kB(λ(s)) − kA(λ(s))] ds,



On the Relationship between Agglomeration and Growth 425

which is nonnegative by (A.11). Hence, given that λ(T ) = 1/2, we get

EA(t) − EB(t) <

(
λ0 − 1

2

)
γ [a(0) + WB(0)]

+
(∫ T

0
λ̇(τ )dτ

)
γ [a(0) + WB(0)] =

(
λ0 − 1

2

)
γ [a(0) + WB(0)]

+
(

1

2
− λ0

)
γ [a(0) + WB(0)] = 0

or

EA(t) < EB(t) t < T .

Therefore, using (11.43)–(11.44) and (11.49)–(11.50), we obtain

PB(t)

PA(t)
= max

{[
EA(t)

EB(t)

]1/(σ−1)

, φ1/(σ−1)

}
< 1. (A.13)

Inequalities (A.12) and (A.13) imply that the right-hand side of (11.41)
is negative for t < T , thus contradicting (11.76). Consequently, for any given
λ0 < 1/2, there is no equilibrium path that satisfies the mc-hypothesis under
λ̃ = 1/2. In other words, that the ss-growth path under λ̃ = 1/2 is unstable.
Q.E.D.

2. Showing the stability of the ss-growth path under λ̃ = 1 (or λ̃ = 0) is more
involved because we must prove the existence of a neighborhood � of λ̃ = 1
such that, for any λ0 ∈ �, there is an equilibrium path leading to λ̃ = 1. We
show this through several steps.

First, given λ0 ∈ [1/2, 1), we assume the existence of an equilibrium path
that satisfies (11.76) under λ̃ = 1 and examine its properties. Observe that under
the hypothesis (11.76) and λ̃ = 1, for any given λ0 ≥ 1/2 we have

1/2 < λ(t) < 1 for t ∈ (0, T ) λ(t) = 1 for t ≥ T, (A.14)

implying that

kA[λ(t)] ≥ kB[λ(t)] t ≥ 0.

It then follows from (A.4) that

WA(0) ≡ W (0; 0) ≥ W (0; t) ≥ W (0; T ) t ≤ T, (A.15)

which means

aH + W (0; t)

aH + W (0; T )
= a(0) + W (0; t)

a(0) + W (0; T )
≥ 1 t ≤ T . (A.16)
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Furthermore, setting λ̃ = 1 in (A.10) and using (A.15), we obtain

EA(t) − EB(t) > λ0γ [a(0) + WA(0)] −
∫ T

0
λ̇(τ )γ [a(0) + W (0; τ )] dτ

≥ λ0γ [a(0) +WA(0)] −
[∫ T

0
λ̇(τ ) dτ

]
γ [a(0) + WA(0)]

t ∈ (0, T ].

Because∫ T

0
λ̇(τ ) dτ = 1 − λ0

it follows that

EA(t) − EB(t) > (2λ0 − 1)γ [a(0) + WA(0)] t ∈ (0, T ], (A.17)

implying that EA(t) > EB(t) when λ0 ≥ 1/2. Hence, using (11.43)–(11.44)
and (11.46)–(11.47) we obtain

PB(t)

PA(t)
= min

{[
EA(t)

EB(t)

]1/(σ−1)

, (1/φ)1/(σ−1)

}
> 1 t ∈ (0, T ].

(A.18)

Substituting each equality in (A.16) and (A.18) into (11.41), let us define for
t ∈ [0, T ] that

�V (t) ≡ eγ t [V (0; t) − V (0; T )]

= 1

γ
eγ t ln

[
a(0) + W (0; t)

a(0) + W (0; T )

]

+ µ

σ − 1
eγ t

∫ T

t
e−γ τ ln

[
min

{
EA(τ )

EB(τ )
,

1

φ

}]
dτ. (A.19)

Then, given any λ0 ∈ [1/2, 1), it follows from expressions (A.16), (A.18), and
(A.19) that

�V (t) > 0 for t ∈ [0, T ) and V (T ) = 0, (A.20)

implying that

λ̇(t) = δ�V (t) > 0 t ∈ [0, T ), (A.21)

which is consistent with (11.76). Because λ0 ∈ [1/2, 1) by assumption and

λ̇(0) ≡ lim
t→0

λ̇(t) > 0

by (A.20), it follows that λ̇(0) > 0 even when λ0 = 1/2, thus demonstrating
that expectations do matter.
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Next, we show that, starting with any λ0 ∈ [1/2, 1), the equilibrium path
does reach λ̃ = 1 in a finite time. To do so, first observe by (A.1) and (A.14)
that

µE∗

σ

1

γ + 1
≤ a(t) ≤ µE∗

σ

1

γ + g(1/2)
for t ≤ T, (A.22)

whereas setting λ̃ = 1 in (A.2) yields

a(T ) = µE∗

σ

1

γ + 1
. (A.23)

In turn, we use (A.5) and (A.14) to obtain

WA(0) ≥ µE∗

σ

1

γ + 1

k
[

1
2 (1 + η)

]
γ

. (A.24)

It also follows from (A.17) that

EB(t) ≤ E∗/2 t ≤ T . (A.25)

Using (A.22), (A.24), and (A.25) yields

EA(t)

EB(t)
> 1 + (2λ0 − 1) γ [a(0) + WA(0)]

EB(t)

≥ 1 + 2(2λ0 − 1)
µE∗

σ

γ + k
[

1
2 (1 + η)

]
γ + 1

t ≤ T,

and hence we have by (A.16) and (A.19)

�V (t) >
µ

σ − 1
eγ t

∫ T

t
e−γ s ln

[
min

{
1 + 2(2λ0 − 1)

× µE∗

σ

γ + k
( 1+η

2

)
γ + 1

,
1

φ

}]
ds t < T,

= 1 − e−γ (T−t)

γ
J (λ0)

where

J (λ0) ≡ µ

σ − 1
ln

[
min

{
1 + 2(2λ0 − 1)

µE∗

σ

γ + k
( 1+η

2

)
γ + 1

,
1

φ

}]
,

which is positive for λ0 > 1/2 and increasing in λ0. Hence,

λ̇(t) = δ�V (t) >
δ J (λ0)

γ

[
1 − e−γ (T−t)

]
.
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Integrating both sides from t = 0 to T and setting λ(0) = λ0 and λ(T ) = 1, we
get

1 − λ0 >
δ J (λ0)

γ 2
[γ T − (1 − e−γ T )]

or
γ 2

δ

1 − λ0

J (λ0)
> γ T − (1 − e−γ T ).

Let Tsup(λ0) be the solution to the equation

γ 2

δ

1 − λ0

J (λ0)
= γ T − (1 − e−γ T ). (A.26)

Then, it can readily be verified that, for each λ0 ∈ (1/2, 1), a single solu-
tion Tsup(λ0) exists, which is positive, continuous, and decreasing on (1/2, 1),
whereas

lim
λ0→1

Tsup(λ0) = 0.

By construction, the value of T associated with the equilibrium path starting
with λ0 is less than Tsup(λ0). Hence, we may conclude as follows:

LemmaA.1 Let λ̃ = 1 and assume that (11.76) holds. Then, there is a function
Tsup(λ0) defined on (1/2, 1), which is positive, continuous, decreasing, and such
that the equilibrium path starting with λ0 ∈ (1/2, 1) at time 0 reaches λ̃ = 1
before Tsup(λ0), where

lim
λ0→1

Tsup(λ0) = 0.

Because J (1/2) = 0, the function Tsup(λ0) defined as the solution to (A.26)
has the property

lim
λ0→1/2

Tsup(λ0) = ∞.

However, it can be shown that for λ0 = 1/2, the actual time to reach λ̃ = 1
is finite. This is because �V (0) > 0 by (A.20) even when λ0 = 1/2, whereas
�V (t) is continuous on [0, T ]. Therefore, along the equilibrium path starting
with λ0 = 1/2, (A.21) implies that λ(t) > 1/2 for any small t > 0. Then, as
in Lemma A.1, we can show that the time required for the path to move from
λ(t) > 1/2 to λ̃ = 1 is finite, implying that the total time is finite too.

Using the results above, our remaining task is to show the existence of a
neighborhood � of λ̃ = 1 such that, for any λ0 ∈ �, there is an equilibrium
path leading to λ̃ = 1. To do so, it is convenient to express the dynamics of such
an equilibrium path by means of differential equations.

Let

ε(t) ≡ γ [a(0) + W (0; t)].
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Then, if

(λ(t), �V (t), a(t), ε(t), EA(t))Tt=0

is the equilibrium path that starts with the initial distribution λ0 at time 0 and
reaches λ̃ = 1 at time T , its dynamics can be obtained by using (A.1), (A.4),
(A.6), (A.19), and (A.21) as follows: for t ∈ (0; T )

λ̇ = δ�V

�̇V = γ�V − a

ε
[kA(λ) − kB(λ)] − µ

σ − 1
ln

[
min

{
EA

E∗ − EA
,

1

φ

}]

ȧ = [γ + g(λ)]a − µE∗

σ

ε̇ = −γ e−γ t a[kA(λ) − kB(λ)]

Ė A = δ�V ε,

where the associated terminal conditions can be obtained by using (11.76),
(A.7), (A.8), (A.19), and (A.23) as follows:

λ(0) = λ0 λ(T ) = 1 (A.27)

�V (T ) = 0

a(T ) = µE∗

σ

1

1 + γ

EA(T ) = E∗ − L

2

ε(T ) = γ [a(0) + W (0; T )]

= γ

[
a(0) +

∫ T

0
e−γ τa(τ )kB(λ(τ ))dτ + µE∗

γ σ

e−γ T

γ + 1

]
. (A.28)

The set of terminal conditions derived above is unusual in two respects. First,
T is an unknown, whereas λ is specified at both endpoints (see (A.27)). Second,
(A.28) is a complex condition involving integrals. Thus, it is not straightforward
to show the existence of an equilibrium path starting with each λ0 ∈ �, where
� is a neighborhood of λ̃ = 1. Therefore, we take a slightly different approach
to reach the desired result. That is, given that most terminal conditions are
specified at t = T , we move backward from t = T to t = 0 by introducing a
new time variable:

s ≡ T − t.

Furthermore, instead of specifying λ0, we specify T and then obtain the asso-
ciated λ0. That is, using the new variable s, we may rewrite the dynamics as
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follows: for s ∈ (0, T ) we have

λ̇ = −δ�V

�̇V = −γ�V + a

ε
[kA(λ) − kB(λ)] + µ

σ − 1
ln

[
min

{
EA

E∗ − EA
,

1

φ

}]

ȧ = − [γ + g(λ)] a + µE∗

σ
(A.29)

ε̇ = γ e−γ (T−s)a [kA(λ) − kB(λ)]

Ė A = −δ�V ε,

where

λ(0) = 1

�V (0) = 0

a(0) = µE∗

σ

1

1 + γ

EA(0) = E∗ − L

2
(A.30)

ε(0) = γ

{
a(T ) +

∫ T

0
e−γ τa(τ )kB[λ(τ )] dτ + µE∗

γ σ

e−γ T

γ + 1

}
. (A.31)

We may then proceed as follows (see Fujita and Thisse 2001 for more details).
Because (A.31) is a complex condition, we replace it with

ε(0) = ε0, (A.32)

where ε0 is a parameter to be chosen appropriately. It can then be shown that,
for each T > 0 sufficiently small, there exists a closed interval, Iε(T ), in the
positive part of R such that, for each ε0 ∈ Iε(T ), the system (A.29), (A.30), and
(A.32) has a unique solution denoted by

λ[(s; T, ε0), �V (s; T, ε0), a(s; T, ε0), ε(s; T, ε0), EA(s; T, ε0)]Ts=0.

Let ε(0; T, ε0) be the associated value of the right side of (A.31):

ε(0; T, ε0) ≡ γ

[
a(T ; T, ε0) +

∫ T

0
e−γ τa(τ ; T, ε0)kB(λ(τ ; T, ε0)) dτ

+ µE∗

γ σ

e−γ T

γ + 1

]
.

Then, it can be shown that the equation,

ε (0; T, ε0) = ε0

has a unique solution, denoted ε0(T ), which yields the associated value of λ at
s = T , denoted by

λ0(T ) ≡ λ [T ; T, ε0(T )].
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Finally, by showing that T̂ > 0 exists such that λ0(T ) is a continuous function
on the interval (0, T̂ ] and

lim
T→0

λ0(T ) = 0

we obtain the desired neighborhood of λ̃ = 1, [λ0(T̂ ), 1). This is sufficient to
establish the stability of the ss-growth path under λ̃ = 1. We may then conclude
as follows:

Proposition A.2 Assume that patents are freely mobile. Then, the ss-growth
path under λ̃ = 1 is stable.

NOTES

1. Around the same time, the same claim was made by Perroux (1955) and Myrdal
(1957, chap. 3). For more recent arguments, see Presscott (1998) and Sachs (2000).

2. See Duranton and Puga (2002).
3. Our framework is close to that of Baldwin and Forslid (1997) but is more tractable

analytically, thus permitting more concrete results.
4. However, relative discrepancies remain constant.
5. It is worth noting that empirical works cast serious doubt on the idea that growth

would be triggered by an increase in the proportion of skilled workers (Jones 1995;
Greenwood and Jovanovic 1998).

6. If j is an L-worker, then r j (t) is either A or B for all t .
7. Thus, an H -worker is allowed to move back and forth several times.
8. A sufficient condition for this to hold is that 1 − µ > ρ/(1 + ρ).
9. Alternatively, we could assume that all the M-firms at time 0 are equally shared by

both types of workers. Our results would remain essentially the same.
10. Because EA(λ) + EB(λ) = E∗ is constant, it is sufficient to show that EA(λ) in-

creases with λ, which is a property that follows immediately.
11. A neighborhood � of λ̃ is defined within the subspace [0, 1].
12. In the previous section, this is not an issue because a situation in which one region

has a higher nominal wage rate whereas the other has a lower price index along a
steady-state growth path never arises.

13. When η = 0 and, hence, k(η) = 0, it holds by (11.121) that F(φ) > 0 for any
φ < 1, implying that the core-periphery structure is an equilibrium under any
ϒ ≡ φ−1 > 1. That is, when there is no knowledge spillover from the core to
the periphery, the R & D activity can never move to the periphery. Hence, the
core-periphery structure is sustainable under any ϒ > 1. The same note applies to
Proposition 11.4 in which ϒsustain = ∞ when η = 0. This situation, however, is
rather unrealistic; thus, we assume hereafter that η = 0.

14. In a spatial competition context, Combes and Linnemer (2000) obtain a somewhat
similar result: all consumers may be better off under asymmetric equilibrium firms’
locations than under symmetric locations. This is because price competition may
be fiercer in the former case than in the latter.
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richesses. Paris: Hachette. English translation: Researches into the Mathematical
Principles of the Theory of Wealth. New York: Macmillan (1897).

Cremer, H., de Kerchove, A.-M., and Thisse, J.-F. (1983). An economic theory of
regional states and capitals. CORE Discussion Paper N◦8323, Université catholique
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