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Editor's Introduction

MARTINA MORRIS

This book is the outcome of a conference on “Partnerships and the Spread of HIV and Other Infections” sponsored
by the International Union for the Scientific Study of Population (IUSSP) in Chiang Mai, Thailand in February 2000.
The purpose of the conference was to synthesize a decade's worth of new empirical research that has used network
analytic methods to understand the population dynamics of HIV, and make it accessible to the larger research
community. Interest in social network analysis has grown rapidly among applied researchers in the population
sciences—starting with epidemiologists working on the HIV/AIDS epidemic in the mid 1980s and moving quickly
into many other areas in demography. Methods for network analysis have been under development during the past 50
years (Wasserman and Faust 1994), and the theory is rooted in the classic works of anthropology (e.g. Levi-Strauss
1969), but it is only in the last decade or so that this work is beginning to find a broader audience among applied
researchers. A good example is the academic and popular attention now given to “small world” diffusion models
(Watts 1999; Barabasi 2002; Watts 2003), the variations on the “six degrees of separation” game (see, e.g. www.cs.
virginia.edu/oracle), and the range of computer viruses that regularly make their way into our email inboxes. As a
result of this new attention, the pace of progress in the field of network analysis has increased, and the volume and
range of new work coming out in this area is now quite remarkable.

Conducting empirical studies of networks, however, remains quite a challenge. It requires many changes in research
design, and there is currently no source in the published literature that an interested researcher could turn to for a
systematic introduction to these issues. The Chiang Mai conference was set up to produce such a handbook, and this is
the result. The conference was explicitly organized to ensure that the presentations covered the range of issues relevant
for network research: from the impact it has on data collection instruments and sampling, to the changes it requires in
statistical methodology, and finally, to what we have learned from network studies in perhaps the most active research
context to use these tools: the epidemic spread of HIV.

The central presentations at the conference were made by six research teams with long-standing empirical projects
involving network survey research. These are not the only projects that have been undertaken in the past 10 years, but
they include some of the earliest and most ambitious.1 They were selected to provide a good introduction to the range
of survey strategies available, and to highlight the way that partnership networks span physical space, social space, and
time. The projects were located in many regions of the world: multiple locations in the United States, rural and urban
areas in Thailand, and several countries in sub-Saharan Africa. Each session of the

1 An important pioneer not included here is the “Bushwick Study” of injection drug users in New York City (Friedman et al. 1997).
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conference focused on a single project, and three or four members of the project team made a joint presentation. The
sessions were long (2 h) and were set sequentially rather than concurrently to maximize the potential interactions
among research teams with different methods. Our intention was to broaden the usual focus of discussion to include
the actual conduct of the research, as well as the findings.

Network analysis is still a young field. Given the range of different network sampling strategies, the absence of training
in network methods in most disciplines, and the scarcity of empirical projects to collect network data, much research
methodology is still learned and invented on the fly. The primary aim of the conference, and this subsequent volume, is
to record what has been learned by the teams here. The result is substantially more than a random list of techniques
and options, but also somewhat less than a simple recipe for doing empirical network research. There remain many
unsolved challenges in this field, so it is a good time to consolidate what has been learned before moving on.

NETWORKS AND HIV
It is not coincidental that most of the projects presented in this volume focus on the global epidemic of HIV: the
network perspective has challenged the way we approach HIV prevention. The influence goes both ways, though, as
HIV has also challenged the way we approach network research. Over the past 15 years, the interaction between the
practical need for policies to prevent the spread of HIV, and the basic social science research needed to address this
need has been remarkably fruitful for both sides. We now understand much more about the population dynamics of
infectious disease, and we also have developed network survey and analytic methodologies to a point where they are
accessible to a wider range of researchers. The issues that have driven this progress are worth describing in brief.

On the one hand, networks offer us a more comprehensive way of thinking about individual behavior and its
consequences for HIV. Unlike some health-related behavior (e.g. smoking and seat belts), behaviors that transmit HIV
directly involve at least two people, and are also dependent on the other links either of these persons might have to
others. This process cannot be studied or understood using the standard, individual-centered research paradigm.
Moving away from this paradigm, however, has profound implications for the analytic framework, data collection, and
intervention planning.

The analytic framework must move beyond the traditional focus on the individual to a relational analysis, in which the
individual, the partnership, and the larger network can be integrated. This is a pretty radical shift in focus for most
demographers and medical researchers. The theoretical framework that is needed takes us well away from what has
become the standard approach to “behavioral research” that links individual attributes to individual outcomes. To the
extent that an appropriate alternative framework has been developed, it is in the field of network research. So it is here
that one should look for an orientation to the new principles: the analysis of position, groups, connectivity, and overall
structure.
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Data collection and statistical analysis need to be revised accordingly, making the partnership—rather than the
individual—the primary sampling unit, and the cumulation rules of partnerships the primary analytic task. Again
traditional research methodology comes up short. While we know a lot about sampling individuals, we know very little
about sampling partnerships, and even less about sampling from networks. Capture–recapture techniques (Seber 1982;
Fienberg 1992; Rubin et al. 1992; Hook and Regal 1995), adaptive sampling (Thompson and Seber 1996), and missing
data methods (Little and Rubin 2002) are providing the first tools for network sampling (Frank and Snijders 1994;
Thompson and Frank 2000). Once we solve the sampling problem, the defining property of such a sample is that the
units are not independent. This violates the first assumption in virtually all the traditional statistical methods. Methods
for analyzing dependent data are not unknown—spatial statistics (Besag 1974), time series (Shumway and Stoffer
2000), random graph models (Frank and Strauss 1986), and various multilevel models (Heck and Thomas 2000)
provide a starting point—but the statistical tools needed to analyze networks have only begun to be developed
(Wasserman and Pattison 1996; Snijders 2001; Hoff et al. 2002; Handcock 2003; Morris 2003).

The collection of network data also poses unique challenges with respect to issues of confidentiality and human
subjects protection. The federal Office of Human Research Protections (OHRP) defines as “human subjects” anyone
for whom a study collects individually identifiable, private information. The implications for social network research
are profound, as the constraints imposed by the need to preserve confidentiality must be addressed at every stage of
the research process. At this time, the implications of human subjects requirements for network data collection are the
topic of much debate. Under the federal “Common Rule” informed consent must be obtained from any human
subject of research, though this can be waived by an Institutional Review Board in certain limited circumstances.
Depending on the design of a network study, this could mean that all identifiable partners nominated by enrolled study
respondents would have to be found and consented before any information could be collected on them. A recent
federal panel summarized the current understanding as follows:

In the course of participating in a research study, a human subject may provide information to investigators about
other persons, such as a spouse, relative, friend, or social acquaintance. These other persons are referred to as
“third parties.” Over the last two years, questions have arisen in the research community about whether the
Common Rule (regulations governing the protection of human subjects in Federally-funded research that are
codified by the Department of Health and Humans Services at 45 CFR 46 Part A) applies to third parties in
research and whether third parties are human subjects or can become human subjects during the course of
research. The Common Rule does not specifically address third party information and its definition of “human
subject” leaves some room for interpretation in this regard. (www.nih.gov/sigs/bioethics/nih_third_party_rec.
html)

Confidentiality remains an issue in the management and analysis of network data. In contrast to more traditional social
survey data, which is often publicly accessible and
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widely disseminated, network data often contain information that needs to be kept secure and protected from
inappropriate disclosure. Researchers have struggled to find a balance between the conflicting norms of free access for
scientific inquiry, and preserving the confidentiality of their research subjects. The challenge this poses is described in
several of the chapters in this volume.

Finally, the network perspective changes the way we design effective HIV prevention strategies. First, it raises questions
about targeting concepts such as “risk groups” and “risk behaviors.” The inadequacy of these concepts has become
clear as HIV-incidence surveys around the world reveal rising infection rates among groups that do not engage in
individually risky behavior, for example, monogamous married women (Allen et al. 1991; Weniger et al. 1991;
Guimaraes et al. 1995; Rodrigues et al. 1995). Similarly, a group of persons with extremely “risky” individual behavior
may have little actual risk of HIV exposure if their partners are uninfected, and not linked to the rest of the partnership
network. In short, it is not only individuals' behavior that defines their risk, it is their partner's behavior and
(ultimately) their position in a network. Second, the risk of an epidemic at the population level is not simply a function
of the individual behavior such as number of partners, it is also determined by the way the partnerships are connected.
Serial monogamy in sexual partnerships creates a highly segmented network with no links between each pair of persons
at any moment in time. Relax this constraint, allowing people to have multiple partners concurrently, and the network
can become much more connected. The result is a massive increase in the spread of HIV, even if the mean number of
partners per person does not change (Morris and Kretzschmar 1997). Finally, the fact that behavior occurs in the
context of a partnership means that individual knowledge, attitudes, and beliefs do not affect behavior directly. Instead,
the impact of these individual level variables is mediated by the relationship between the partners. A young woman
who knows that condoms help prevent the sexual spread of HIV may be unable to convince her male partner to use
one. It is not her knowledge that is deficient, it is her control over joint behavior.

Networks thus determine the level of individual exposure, the population dynamics of spread, and the interactional
context that constrains behavioral change. Taking this seriously represents a paradigm shift in the study of HIV and
other infectious diseases.

HIV AND NETWORK ANALYSIS
Not all of the influence has been from network analysis to HIV research. In fact, it would be hard to overestimate the
reverse impact that HIV has had on the field of network analysis. For years, the methods developed in the field of
network analysis required a census of the network: that is, complete data on every node and every link in the
population of interest. While this has been an important starting point for establishing the kinds of questions a
network approach can raise and answer, such data rarely become available in practice. As a result, the field of network
analysis became fairly insular. A few well-known data sets, like the Sampson Monastery
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data, circulated around, analyzed, and reanalyzed as new methods were tested and compared to old. And in the
absence of real and important data, the field became known for somewhat arcane mathematical developments rather
than practical applications. The pace of progress was slow and comfortable.

The challenge of HIV, and the resources that have been focused on the basic science needed to contain the epidemic,
changed all of this. As practitioners in public health came to recognize that we need to understand networks in order to
prevent the spread of HIV, the world beat a path to network analysts' door. The analytic elegance of the complete
network approach came face to face with the pressing need for a practical way to measure and analyze networks in
different communities around the world. This created enormous pressure to develop more feasible alternatives for
empirical research. The result has been a remarkable progress on mapping out the range of methods that can be used
when some kind of sample is taken from the network. Local or “egocentric” network methods, long considered a
poor, uninteresting cousin to complete network methods, became a key area for research. Local network methods rely
on a simple random sample of respondents, who are then asked to describe their partners (their “local network”). In
addition, the snowball sampling schemes used by public health contact tracers began to produce rich but complicated
data which begged for analysis.

For the first time, data and important policy needs began to drive the development of network methodology. The
result has been the emergence of a much larger and more interdisciplinary research community, and the development
of a flexible set of research strategies that can be used in many different contexts.

The chapters in this book bear witness to the progress that has been made in the last decade, and suggest some of the
directions for the future. The Overview provides a brief review of the elements of network survey design—sampling,
survey instrument options, network data representation, and network data analysis. There are several good books
currently available on the topic of network data analysis, so we provide only a minimal overview here, with suggestions
for further readings, and a glossary of network terms used in this volume that may be unfamiliar to the reader. This
volume is best used as a guide to the rapidly evolving methodology of network data collection, rather than its analysis.
The study chapters are divided up into three groups, reflecting the three basic types of network survey design. These
can serve as a guide (and a reality check) for researchers interested in designing network surveys of their own.

Each chapter covers the motivation for the specific project, what worked (and did not work) in terms of survey design
and data analysis, and the findings that most clearly represent the insight gained from taking a network approach. The
range of design strategies covered here provides a pretty thorough overview of the research methodologies now
available for network data collection. The range of findings gives a nice sense of the unique contributions of network
analysis to the study of disease diffusion. All of the findings reported here have been published elsewhere in peer-
reviewed journals. This was done in order to minimize (again) the need to discuss data analysis methods in detail,
preserving the focus on data collection. Interested
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readers can consult the cited references to get the full details of the analytic methods on which the findings are based.
We hope the book will serve as a useful reference for demographers, epidemiologists, network analysts, and formal
modelers interested in the role of networks in disease transmission, migration, and diffusion more generally.
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Overview of Network Survey Designs

MARTINA MORRIS

A network can be defined as a set of persons and the relationships among them. The joint focus on persons and
partnerships is responsible for all of the differences between a network survey and a more traditional survey. It has an
impact on sampling, instrument design, and analysis. Each is described below.

NETWORK SAMPLING
Collecting data from a network is similar to collecting data from a population of persons in one sense—there is a range
of sampling strategies that stretches from a census, where the population and the sample are identical (sometimes
called a saturation sample), to a simple random sample that is meant to be representative of the population. The latter
is dramatically less expensive, but requires support from statistical sampling theory to be representative. There is a
wide range of sampling theory available for studies in which the individual (be it a person, a household, a firm, etc.) is
the unit of analysis. If we want to know what proportion of the population has been immunized against polio, or what
proportion of households have at least one child under 6 years old in residence, there are many ways to design an
efficient probability sample. This is not to say that the practical implementation of a true probability sample is simple
or cheap, but we know what has to be done. When the object of interest is a network structure, however, very little
sampling theory is available. Say we wanted to know whether a network was completely connected, or how often a
person was likely to be connected (directly or indirectly) to ten or more other persons, or how often partnerships
involved persons with more than a 5-year age difference. We know much less about how to design a probability sample
for research questions like this. The problem is that we rarely know how to establish the probability that any particular
unit (person, partnership, or network component) was selected into the sample (the “inclusion probability”). Without
this, there can be no inference from the sample we have to the population of interest.

The key difference between a network study and more traditional behavioral studies is that data are needed on the
relationships as well as the persons. This means there are two different sampling units: the individual respondents, and
the partnerships. Individuals are still the source of all information, of course, but the information they provide is not
limited to their own attributes, it includes data that will help establish the pattern of relationships between them and
everyone else. The sampling frames for these two units are therefore nested: first we choose how to sample
respondents, and then we choose how to sample partnerships from these respondents. The basic variations in network
study designs are derived from the ways in which these two levels are sampled.



The continuum of network sampling design is defined by the type of sample used for selecting respondents.2 At one
end of the continuum is a “saturation sample,” or census of the relevant population, and we use the term complete
network design to describe this approach. Other terms in the literature include sociometric and global network designs.
There is no problem of inference here, but the cost is that we must enroll the entire population. At the other end of the
continuum is the simple random sample of respondents, and we use the term local network design to describe this
approach. Another common term in the literature is egocentric design. Here the inclusion probability of respondents is
known, but one can anticipate that there will be much less information on the network structures formed by the links
in the population. There is clearly a middle ground between these two extremes, and it represents a very wide range of
designs that are all based on some kind of link-tracing or “snowball” approach. One starts with a set of initial
respondents (or seeds). They nominate partners, and these partners are then also enrolled in the sample. The partners
nominate their partners, who are also enrolled, and so on. We use the term partial network design to describe this
approach.

Of the three designs, the partial network design is the most complex. A wide range of strategies is covered by this
heading because after the initial sample is enrolled, there is additional sampling involved at two levels: partners and
generations. We can enroll some rather than all of the nominated partners at each generation, and we can trace out
some rather than all generations in the population. Enrolling all partners, and all generations gives little control over
sample size. The classic snowball sample is a partial network strategy. In this design, all partners of the initial
respondent are enrolled, for a set number of generations, typically set a priori. With some information on the typical
size of a local network, this design gives some control over final sample size, but we know little about the resulting
inclusion probabilities. Another partial network strategy is the standard contact tracing used in public health
departments to limit the spread of sexually transmitted infections. In this case, every partner is enrolled in each
generation, but only those with infection have their partners enrolled in the subsequent generation. Uninfected
individuals are thus endpoints, and the sampling stops when the last set of partners are all uninfected (in theory at
least). This strategy is very similar to the “adaptive samples” that are now used in the physical sciences to get efficient
estimates of the size of small populations (Thomas and Tucker 1996). It is possible to establish the inclusion
probability for each person in a true adaptive sample, but this approach again gives little control over final sample size.
Random walks (Klovdahl 1989; Liebow et al. 1995; McGrady et al. 1995), which select a random partner from each
generation to enroll are another partial network sampling design.

These three designs—local, partial, and complete—represent the range of strategies available at the level of individual
enrollment, and the key differences in network survey design. To a large extent, the portion of the network that is
revealed by the sample is determined by which of the respondent sampling strategies is chosen.
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There is another level of sampling that must be done to identify the links, however, and the way that this is done has
different implications for each design.

The fact that we are using a second form of sampling to identify links (or partnerships) is often not appreciated. But a
network is defined by the links as much as the nodes. Even if we have a saturation sample of individuals, as we do in
the complete network design, our information on the partnerships is limited to what the respondents tell us, and that
depends on what we have asked them. This may be the reason that the sampling of links is often not explicitly
recognized as part of the network sampling process: it happens in the questionnaire. The nesting of the two sampling
units, individuals then partnerships, means that part of the sampling occurs in the context of designing the survey
instrument.

SURVEY INSTRUMENT DESIGN
The technique we use to sample the partnerships in the questionnaire is called a “name generator”—the question that
is used to elicit and identify partners. It may or may not actually generate the actual names of partners, but it does elicit
a set of uniquely identified partners, not just a numeric total. This is what distinguishes a true network instrument from
a standard survey instrument. A typical name generator in the context of HIV research might be “Think about the
person (or persons) you have had sex with in the past six months, and list their initials here.”

There are two parts to every name generator: the relation, and the sampling constraint. The relation in the example
above is “sex partner.” The sampling constraint is the last 6 months. There are many variations in each, and while there
is no comprehensive typology that defines these variations, there are some useful guidelines. The relation can be
defined by behavior (like the sexual relation above), role (e.g. siblings, spouses, etc.), or affect (e.g. best friend, someone
you fear, etc.). In addition, if using a behavioral generator, the behavior can be actual (someone you did have sex with)
or potential (someone you would like to have sex with). The sampling constraint is a stopping rule, it defines how
many relations you collect data on. Stopping rules can be numeric (e.g. list up to three sex partners), time-delimited
(e.g. sex partners in the last 6 months, first partner, last partner), importance-based (the partner you loved the most) or
some combination of these. A partial discussion of these issues can be found in the methodological appendix to
Claude Fischer's book, To Dwell Among Friends (Fischer 1982).

Name generators are part of the questionnaire, but they are a sampling mechanism in network studies. For the local
and complete network designs, they provide the sample of partnerships that will be analyzed. For partial network
designs, they also affect the sample of respondents due to the link tracing employed in these designs. Name generators
in these studies determine the list of persons eligible to be sampled in each subsequent generation. If we imagine the
network survey as a flashlight that shines on certain parts of the network, making them visible, the combination of
respondent enrollment and name generator are that flashlight.
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In addition to name generators, most network questionnaires will have a set of “name interpreters.” These are
questions about the nominated partners, and the respondent is asked to answer them for each partner separately. A
simple example might be, “How long have you known this person?” Depending on the time available for interviewing,
there can be a few name interpreters or many. While the purpose of the name generator is to obtain information on the
number and structure of links in the network, the purpose of the name interpreter is to provide information that will
help to explain variations in the network structure: In the context of HIV transmission, the interpreters can be used to
examine: Are partnerships formed at random or do people target others like themselves? Are sexual partnerships
strictly sequential, or do some overlap in time? When someone has two partners at a time, is one of the partnerships
likely to be very short term?

Name interpreter questions fall into four general categories:

• partner attributes (e.g. age, race, sex, geographic residence, education, etc.)
• relationship attributes (type of relationship, date of first sex, date of last sex, etc.)
• behavioral repertoire in the relationship (frequency of coitus, use of condoms, etc.)
• the alter adjacency matrix (which of the respondent's partners have a relationship with each other).

Some or all of these categories may be used in any particular study. The thing to remember is that every name
interpreter is asked separately for every nominated partner. This means that the number of questions can grow very
rapidly. Ten name interpreters become thirty questions if the name generator yields three partners.

The partner attribute questions are important when the partners are not enrolled in the survey. In this case, the
information you get from the respondent is all you know about the partner. There is clearly some error introduced by
relying on respondent reports of their partners' attributes rather than collecting that information from the partners
themselves. But the level of error probably depends on the type of question asked. Above all, it is important to ask
questions that the respondent can know the answer to. A respondent can probably tell you whether the partner lives in
this neighborhood, or the partner's approximate relative age (e.g. 3 years older or younger), but the respondent may
not know whether this partner is having sex with someone else. In the context of HIV-related research, partner
attribute information is often used to examine mixing patterns—to see whether there is evidence of assortative or
disassortative bias in the patterns of partner selection. For this reason, it is important to ensure that the questions are
asked in a way that gives you the same information for both the respondent and the partner.

The relationship characteristics help to identify the intensity and the timing of the partnership. In the context of
HIV-related research, questions about timing are perhaps the most critical, as this information is used to establish
whether partnerships occur sequentially, or overlap in time. If partnerships are concurrent, the potential for rapid
spread through the population is increased. Much more detailed information can also be collected here if there is time.
For example, when did the respondent first meet this partner, and where? Do others know about this relationship?
The more questions asked, the richer the resulting data for the entire sample of partnerships.
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The behavioral repertoire questions may look similar to standard behavioral survey questions, but they differ in one
key respect: these questions are now partner-specific. Instead of asking a respondent “how often do you use condoms
with your sexual partners,” you are asking “how often did/do you use condoms with Fred.” Two things are improved
by this type of question, the quality of the data, and the level of information it contains. The quality is improved
because the question is more specific. Instead of asking the respondent to average their condom use over all partners,
you are asking for use with a single partner. The more precise the question, the more accurate the answer. A similar
effect is achieved in traditional surveys by asking about condom use at most recent intercourse. The level of
information is also increased because you now have data on how condom use varies within person, as well as between
person. To say someone “sometimes” uses condoms is a very different statement than to say this person never uses
condoms with a spouse, but always uses condoms with commercial partners. Partner-specific behavior permits a more
precise identification of the level of risk exposure, and the relational context of behavior. The relational context
establishes the social constraints to behavioral change. This is the missing piece of the puzzle in more traditional
knowledge, attitudes, and practice surveys: whatever the respondent knows or believes, s/he must negotiate the result
with the partner.

The alter adjacency matrix is the most novel of the four name interpreter categories, as it only appears in network
studies. Again, it is a link sampling mechanism. The respondent is given a matrix with the IDs of the partners
nominated in the rows, and also in the columns. Respondents are then asked to put a check in the cell if the row
partner and column partner have the specified relationship (e.g. have shared needles in the last year). This can be a
time-consuming exercise, as the respondent must evaluate the question for each pair of partners. With five partners,
for example, this requires ten questions, and with ten partners, it rises to forty-five questions.3 For this reason, the alter
adjacency matrix is most often treated as an optional element.

Some network designs typically exclude certain categories of name interpreters, though all include the relationship and
behavior categories. With complete networks, for example, it is not necessary to ask about the partner attributes: the
partner is also a respondent, so we have their attributes from their self-reports. It is also not necessary to ask about the
alter adjacency matrix, as again, we have the partner's own reports of their relations with others. There may be other
reasons to include these types of questions in cases where the self-reports make it unnecessary. The most common
reason would be to evaluate the accuracy of second hand reporting.

In designing a survey instrument, the key trade-off is between the name generator and the name interpreters. A
researcher can collect very little information on a lot of partners, or a great deal of information on a few partners.
Typically, there is not enough time to do both. If the purpose of the survey is to provide basic parameters for disease
simulation studies, then information should be collected from many partners—little

12 OVERVIEW OF NETWORK SURVEY DESIGNS

3 This assumes the relation asked about is nondirectional, like needle-sharing. If it is directional, like insertive anal intercourse, then the number of questions is twice as many.



information approach is probably preferred. If the purpose is to evaluate options for prevention, then it is probably
more important to understand the relational context for the key behaviors, and information should be collected from
few partners—in-depth information approach may be preferred.

NETWORK DATA REPRESENTATION
The representation of network data is worth a brief note because the techniques for analyzing it are often based on
these forms. Complete network data can be represented in an array called an adjacency matrix: a square matrix with
each row and column representing a person in the network, and the cell entry representing a link. Often, this link is
simply binary, signifying either presence or absence. For example, if the two persons shared needles in the last 6
months the entry will be 1, and 0 otherwise. But the cell entries can also be valued, and potentially indexed by time. If
the relation is undirected, the matrix will be symmetric, but otherwise it may not be. An equivalent representation is an
“edgelist.” This simply strings the adjacency matrix out into a single vector, indexed by the row and column IDs. When
the relation data are binary, the rows with 0's are often deleted from the list.

Partial network data will often be represented in a partitioned array (Frank and Snijders 1994). The first set of rows
(and columns) refer to sampled respondents, and the second to nominated but unsampled respondents. This results in
four quadrants in the array. The upper left quadrant represents links among the sampled respondents. The two off-
diagonal quadrants represent the links between sampled and unsampled respondents. If the relations are undirected,
the quadrants will be symmetric. If the relations are directed, the lower left quadrant will be empty. The lower right
quadrant represents the relations among unsampled respondents. It is, by definition, empty. Partial network data can
also be represented by an edgelist.

Local network data are rarely represented in an adjacency matrix, because so many of the links are missing. Instead,
these data are often represented in standard flat file format, with respondents as the unit of analysis, and a set of fields
for each partner. Alternatively, they can also be represented in edgelist format. These formats reflect the two sampling
levels: individuals and partnerships.

STATISTICAL ANALYSIS OF NETWORK DATA
The techniques available for network analysis vary from simple familiar descriptive statistics, to sophisticated methods
for the analysis of dependent data that have their origins in spatial statistics, to a range of specialized non-statistical
network measures that are used almost exclusively by social network analysts. The term “network analysis” as it is used
in the social network literature typically refers to the latter set of specialized measures. These measures were developed
to analyze complete network data, and are largely (though not entirely) focused on summarizing the properties of a
fixed network. All of these methods focus on modeling the partnership network,
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however, not the infectious disease process on the network. This is sometimes a source of confusion, as some
mathematical approaches to modeling the disease process on a network treat the system as a directed graph, with
transmission flowing across a fixed network from one node to another. In network analysis, the pattern and evolution
of the network is itself modeled, without reference to the diffusion of a disease. To understand how a network
influences the spread of disease, this network model must be integrated in a second step into a dynamic diffusion
model.

What makes network models different from more common methods of statistical analysis in the social sciences is that
the observations are dependent in a network. It is not simply that the nodes (or nodal attributes) are dependent—a
feature that is clear in the case of infectious disease modeling—but also that the links between nodes may be
dependent. In serial monogamy, for example, the dependence is at its most extreme: a link between two nodes ensures
the absence of a link between either node and any other node in the population. This feature is known as “dyadic
dependence,” because the state of one dyad has implications for the state of another. This dependence is not a
nuisance parameter, as it is in most spatial statistics applications, it is the main focus of analysis.

As there are multiple levels of analysis in the sampling scheme—individuals, partnerships, and networks—there are
multiple methods for analyzing networks. To a large extent, the methods track the sampling scheme employed.

Local network methods
The standard survey sampling strategy that produces local network data eliminates much of the dependence
observable in a network. As a result, the statistical methods available for local network data will look familiar to most
empirical researchers: tabulations, crosstabs, and various forms of regression. The only difference is that the analyst is
now working with multiple levels of analysis: the respondent, the partnership, and possibly larger components (e.g.
stars of various sizes).

Respondent level analyses are straightforward. The dependent variable will be a summary function of the local network
information, for example, did the respondent have any concurrent partnerships in the last three partners, did s/he
have both a commercial and a non-commercial partner in the last 6 months, did s/he use condoms consistently with
all partners in the last year, is there spatial heterogeneity in the partners' locations, etc. The independent variables will
most often be the respondents' sociodemographic attributes. For example, one might model the likelihood of
concurrent partnerships as a function of the age, sex, and marital status of a respondent. One can also use the local
network summaries as independent variables, however. For example, one could model the likelihood of spatial
heterogeneity in the partner's locations as a function of concurrency. As long as the sampled respondents are
independent, standard statistical techniques, linear and logistic regression and their variants, can be used.

Local network data typically contain information on multiple partnerships. These can be disaggregated to form a
partnership data set, where each case is a partnership,
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and respondents with more than one reported partner contribute multiple cases to the data set. The concept is
formally analogous to a repeated measure design, where the units become “person-years.” In this case, there may be
some dependence among the units.

A typical question investigated with the partnership data set is whether the attributes of the respondent are correlated
to the attributes of the partner: does like mix with like, for example. If the attributes are discrete (like religion or race),
the partnership data can be arrayed as a mixing matrix: attributes of respondents forming the rows, and attributes of
the partners forming the columns. If one ignores the dependence induced by multiple partners, the mixing matrix can
be analyzed using standard log-linear methods. To capture the dependence, a different technique must be used. It is
worth noting that the dependence is an empirical question. If each partnership is effectively the result of the toss of a
coin, and the coin is well described by a population model—for example, a general preference for age-matching within
a 5-year bracket—then it may not be necessary to include parameters for unobserved individual heterogeneity. If,
however, there is additional dependencies induced by repeated observations at the individual level, this can be dealt
with by one of the standard models for heterogeneity readily available in the statistical literature—mixed effect models
and generalized estimating equations (GEE).

Local network data can also be used to analyze larger components—the size is determined by the number of partners
reported by respondents. Each resulting “star” is a component, and can be used in part or in total as a unit of analysis.
One disease relevant example is the concurrent partnership triad (the respondent and the two concurrent partners).
Cross tabulations remain a useful strategy for this type of analysis. For example, one can cross tabulate relational
descriptions of the two partners—the type of relation (spouse, friend, commercial partner, etc.), the length of the
relation, the ages of the two partners, etc. These in turn can be broken down by the demographic characteristics of the
respondent, or, if there are multiple surveys, by population.

What is typically missing from local network analysis is any network level statistics (e.g. centrality, component size
distributions, clique structure, etc.). Given the nature of the data—essentially a set of stars plucked out of the overall
network—this constraint is the price paid for the simple sampling strategy. Without making further assumptions, it is
difficult to go beyond a mixing matrix and the observed “degree distribution” (the distribution of number of partners)
to describe the connectivity structure of the network. If one is willing to make assumptions about the unobserved
higher-order properties of the network, however, it is possible to extrapolate from the local network data to a complete
network that preserves the observed properties. An example of an analytic extrapolation can be found in Kretzschmar
and Morris (1996). They derive a network summary concurrency parameter from the observed degree distribution
using a moment generating function.

A general and quite promising approach to extrapolation is to simulate a complete graph from the observed local
network data using the recently developed statistical methods for random graphs described below. For example, with
an estimate of the

MARTINA MORRIS 15



degree distribution from data, and assumptions concerning homogeneity (that all persons in the network are drawn
from the same degree distribution) and random mixing by degree, the resulting network can be simulated. From this
simulated complete network, further analyses can be performed, using the full range of more specialized network
analysis methods described below. The simulation model can integrate any information available from the local
network data, such as the extent of assortative or disassortative mixing, and the timing and sequence of partnerships.
To the extent that the global network properties emerge from local rules such as these, the simulation method can
provide a faithful representation of the complete network (Morris 2003).

The range of methods available for analyzing local network data is becoming quite rich, in part because it can borrow
more heavily from the standard statistical reper-toire than the other network sampling designs, and in part because
promising new methods for extrapolation are being developed.

Complete network methods
On the complete network side, there are two, largely independent classes of methods. The first is the set of descriptive
methods traditionally regarded as “network analysis” by social network researchers. These methods dominate the field
of social network analysis, and comprise a range of techniques for measuring nodal position, summarizing overall
structure, and partitioning the network into subgroups. There are a number of textbooks that provide an overview of
these methods, and several computer packages for implementing them. The other set of methods is grounded in a
statistical framework closely linked to spatial statistics. These methods go by a number of different name-
s—(exponential) random graph models, and P* are the most common. The approach here is to predict the probability
of a link between two persons, as a function of the underlying structure of the network. While these methods began to
be developed about the same time as the descriptive methods, they have been much slower to progress. It is only in
recent years that fully general models have begun to be developed. As a result there are no textbooks currently
available, and reliable general-purpose programs are still some years away.

Descriptive network methods draw inspiration from mathematical graph theory, often using tools from linear algebra
to obtain summary measures of clustering and connectivity from the adjacency matrix. These tools provide a rich
framework for thinking about networks. A brief look at the measures gives an immediate sense of what differentiates
network analysis from sample surveys: the focus is on measures like centrality, “paths” and “walks” that connect
nodes, component structure and density, clique-like structure, triad balance, “two-mode” networks linking people to
organizations, comparing the overlap in different types of relations, “role algebras” and structural equivalence, and a
general mapping of the “social space” revealed by the pattern of relations. Readers familiar with multivariate analysis,
especially the techniques of clustering and multidimensional scaling, will recognize some of the methods used in the
social space analyses. To the extent that individual nodes are
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the unit on which measures are calculated, it is their position in the network that is of interest, rather than exogenously
measured attributes.

There are a number of textbooks that provide a good introduction to these techniques. One of the most complete is
Wasserman and Faust (1993). There are also a number of computer packages now available for implementing this type
of analysis. One of the most widely used is UCINET (Borgatti et al. 1999), and a more recent package with more
sophisticated tools for network visualization is PAJEK (Batagelj and Pajek 1998).

In the context of these descriptive techniques, statistical inference has been addressed in a limited way. To avoid the
independence assumption needed for most likelihood-based methods, analysts have relied instead on resampling
techniques such as the bootstrap, jackknife, and permutation tests. Effectively, one simulates the range of possible
networks that could arise conditional on certain fixed properties (such as the margins of the adjacency matrix), and
calculates the measure of interest for each simulation. This provides a distribution of such estimates, and the observed
value can be compared to that distribution.

Statistical models for complete network data, while they have been slow to develop, are now coming into their own.
These models represent the network in terms of an exponential random graph, and model the likelihood of the graph
as a function of covariates that represent network configurations (links, stars, triangles, etc.). These covariates are
intended to capture the dependence among the observed dyads. Holland and Leinhardt (1981) were the first to
propose using this modeling approach for networks, noting that it was a natural form because the sufficient statistics
were explicitly tied to parameters of interest, like indegree, outdegree, and mutuality. Their “p1” model (p is for the
probability of the graph) was restricted to these three parameters, which technically corresponds to a model of dyadic
independence. More complex models for capturing dyadic dependence—such as a propensity for triangle formation
that would induce clustering in the network—were possible in theory, but could not be estimated using the methods
available at that time. Some progress began to be made with the development of pseudo-maximum likelihood
estimation (PMLE). This led to a series of papers on a simple form of “Markov” network dependence, where two links
are dependent if they share a node, (Frank and Strauss 1986), and “p*” models for more generalized forms of
dependence that create higher order cycles and structured components in a graph (Wasserman and Pattison 1996). The
current research in this field seeks to place these models on firmer statistical footing, using Markov Chain Monte Carlo
(MCMC) estimation algorithms (Snijders 2002).

These statistical models represent an important advance in network analysis, as they provide a principled framework
for estimation and inference. But challenges remain in their implementation. MCMC estimation turns out to be
difficult in this context (Handcock 2003). Robust estimation programs are now being developed, but they are in the
testing stage. In a few years, however, these methods will become more accessible, and will provide a wide range of
new tools to empirical network analysts.
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Partial network methods
For partial network data analysis, there is little in the toolbox at this point. If the only aim is to estimate the size of a
subpopulation, for example, the number of injection drug-users, there are techniques available. One set relies on the
theory of capture–recapture methodology, where an individual can be captured once by the sample, and “recaptured”
by being nominated by someone else (Bieleman 1993). Another set of techniques is based on adaptive sampling theory,
and relies on link-tracing to the edge units of a cluster (e.g. tracing out until none of the alters have the characteristic of
interest) (Thompson and Seber 1996).

The analysis of partial network data is an area in which statistical advances are also being made (Thompson and Frank
2000). But it will be some time before general, accessible analytic tools will be available for empirical researchers.

SUMMARY: STRENGTHS AND WEAKNESSES OF THE
DIFFERENT NETWORK SURVEY DESIGNS
Complete network designs remain in many ways the gold standard in this field. Such data require information collected
on every person and every relationship in the population at risk. In return, it is not necessary to include partner
attributes and the alter adjacency matrix in the survey instrument, which can save some time. In the context of
HIV-related research, however, the population at risk is hard to bound.

Partial network data collection also requires persons to identify their partners, so that each partner can be traced and
enrolled in the study. Data collection would thus require a question like “tell me the names of the people you had sex
with in the last X months.” Such questions are likely to be viewed as highly intrusive by the respondent. They raise
significant issues of privacy and confidentiality for the organizations that collect and store the data (Laumann
et al. 1994) (cf. also: Udry, J. R. and Bearman, P. S., New Methods for New Perspectives on Adolescent Sexual Behavior.
Unpublished manuscript, dated Oct. 3, 1996), and similarly important issues for validity and reliability, as intrusive
questions may be met with nondisclosure.

Despite these constraints, there have been several recent studies which have collected some form of complete sexual
network data. One is the Adolescent Health Study, a survey of adolescents in high schools across the United States,
described in Ch. 8 below. In several of the schools that participated in this study, all of the students in the school were
enrolled and asked (among other things) about the persons with whom they had had romantic and sexual relationships
in the last 18 months. If these persons attended the same school, they were identified. Except for those partners who
did not attend the same school as the respondent, the complete network of sexual relationships among these students
was obtained. Less complete forms of network data have been collected for populations of injection drug users
(Klovdahl et al. 1994; Neaigus et al. 1994) and a “high risk” group of heterosexuals (Woodhouse et al. 1994, see Ch. 4
below). These studies used snowball sampling schemes which made it possible to uniquely identify a large fraction of
within-sample ties, and to use
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complete network techniques to examine the components, densities, and reachability in these populations.

Recent developments in network sampling and estimation have begun to establish statistical methods for working with
a partial network information obtained by link tracing (Klovdahl 1989; Watters and Biernacki 1989; van Meter 1990;
Frank and Snijders 1994; Thompson and Seber 1996). The idea is to sample from the complete data so that
information on the detailed structural properties is preserved, and statistical inferences can be made. This should
provide an important step forward in making complete network modeling more empirically accessible.

Local network data, by contrast, require information collected from a representative sample of respondents. These
respondents are asked to describe themselves, their partners, and relationships (Burt 1984; Pattison 1993). No contact
tracing is needed, nor are the partners named. The respondent is asked to report a list of attributes for each partner,
for example, their age, race, and sex, but the partner, otherwise, remains anonymous. While questions about sexual
behavior will always be intrusive, the guarantee of partner anonymity reduces intrusiveness and may increase
respondent cooperation. This approach is less expensive and intrusive than contact tracing, and thus more feasible for
sensitive questions and large populations (Morris 1995). There are now several completed surveys of sexual behavior
that have used local network techniques in countries around the world (Wawer 1990, 1993; Laumann et al. 1994; see
Chs. 1, 2, and 3 below).

In general, using a specific number of partners as a stopping rule is preferable to using time limitations, as the time
limitations may be invoked during the analysis phase, after the data are collected. Given the severe time constraints in
most questionnaires, there is clearly a trade off between the number of partners obtained and the number of questions
asked per partner. This trade off should be dictated by the purposes of the survey. Where behavioral understanding is
the focus, detail on the partnerships is the key. Where epidemiological projections are the focus, numbers and
sequences are more important.

The sampling strategy and reduced intrusiveness of the local network approach gives it a strong advantage for data
collection, but the trade off is a loss of information on certain network properties. In addition, there is clearly some
error introduced by relying on respondent reports of their partners' attributes rather than collecting that information
from the partners themselves. How serious these drawbacks are is an important research question. Compared to the
standard respondent-based sexual behavior survey questions, however, local network modules are a substantial
improvement. They are sufficient for estimating the mixing matrices and the concurrency patterns described here, and
they also provide remarkably rich information on the relational context of sexual behavior.

The application of network concepts and models to the epidemiology of HIV has proven fruitful over the past 15
years. Our ability to model and explore the dynamics of disease transmission through complicated population
structures is now substantially improved, and the intervention payoffs are beginning to emerge. While few network-
based intervention programs have been fielded at this early stage (Engelgau et al. 1995), network concepts are now
widely used in the literature on STI prevention
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and control (e.g. see, vol. 174 of The Journal of Infectious Diseases 1996). The network paradigm has provided an
important corrective to individualistic theories of behavioral change by making the partnership the primary unit of
analysis. With this simple conceptual shift, it becomes possible to recontextualize sexual relations; to understand sexual
behavior as an interaction between partners, instead of an isolated individual act. The methods for network data
collection that were developed in sociology over the past two decades have been adapted for surveys of sexual
behavior. So there is now a comprehensive body of theory, methods, and data to support network models of
epidemiological processes. The result is an analytic framework that provides a concrete, empirical basis for studying
negotiation, constraints, power differentials, and the meaning of sexual exchange—as well as variations in the larger
network structure which channel the spread of infection.
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1 Network Data Collection and its Relevance for the
Analysis of STDs: The NHSLS and CHSLS

EDWARD O.LAUMANN, JENNA MAHAY, ANTHONY PAIK, AND YOOSIK YOUM

1.1 INTRODUCTION
The National Health and Social Life Survey (NHSLS) was conducted in the United States in 1992 in order to
understand more about how HIV was spread throughout the population at large. The 1980s saw both the introduction
of HIV in the United States and a continually rising death toll from AIDS. Yet federal agencies knew little about the
specific social patterns through which HIV was transmitted. Unlike other infectious diseases, such as measles or
influenza, which spread through casual or indirect contact in any public place, HIV has a critically social component in
that it requires the exchange of bodily fluids, most likely to occur through sexual intercourse and needle-sharing. An
understanding of sexual networks, then, was necessary for understanding how HIV has spread in the US population,
and was critical for understanding how quickly—or slowly—HIV would spread in the future. The research was based
on the theory that sexual partnering was far from random, being organized by the social characteristics and the pattern
of social contacts of the individuals involved. Thus, the object of the NHSLS was to investigate the social aspects of
sexual behavior and the ways in which sexual partner choice and sexual behavior were socially organized.

The findings from the NHSLS were reported in The Social Organization of Sexuality (Laumann et al. 1994). The NHSLS
allowed the examination of the social organization of sexual behaviors and sexually transmitted disease (STD)
transmission on the national level, analyzing differences by social categories such as race and ethnicity, education, age,
and religion. Specifically, the NHSLS found that the vast majority of



sexual partnerships originate within tightly circumscribed social settings, resulting in most partnerships comprised of
persons with similar characteristics and few partnerships between people with sharply different social characteristics.
This study provided a compelling way to think about the entire structure of the population and has been important for
understanding sexual network patterns at the national level.

However, while the NHSLS was important for understanding these broad patterns, it must be kept firmly in mind that
sexual partnering is fundamentally a local process. Typically, two people must live within reasonable geographic
proximity in order to initiate and develop a sexual relationship.4 People meet each other because they are members of
the same social network, neighborhood, organization, or other social entity. Thus, sexual partnering opportunities are
heavily structured by the local organization of social life, the local population mix, and the shared norms guiding the
types of relationships that are sanctioned or supported. In the NHSLS, it is impossible to investigate the various
aspects of social context in any detail because respondents are spread too widely across locales with different norms,
opportunities, and supports for various sorts of sexual partnering and practices. In an effort to better understand the
local context of social and sexual networks as they actually occurred on the ground, the Chicago Health and Social Life
Survey (CHSLS) was conducted in 1995–7.

1.2 SAMPLE
Both the NHSLS and the CHSLS were cross-sectional, population-based surveys. The NHSLS used a national
multistage area probability sample designed to give each US household a known probability of inclusion. The
interviews were conducted in person with non-institutionalized men and women 18–59 years old. The overall response
rate for this survey was 79 percent,5 yielding a total of 3432 cases, which included over-samples of African Americans
and Hispanics in order to allow for more detailed analyses of these subpopulations.

The CHSLS also used a household probability sample of adults age 18–59. However, the CHSLS drew samples at two
geographic levels: the city level (including the inner suburban ring) and the neighborhood level (four targeted
neighborhood areas within the city of Chicago). The four neighborhood samples were selected in order to provide a
set of comparative case studies in which we can study sexual networks. Because this is a study of sexual networks and
health, we selected neighborhoods that had
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geographic proximity, such as over the telephone or internet, they must be in geographic proximity in order to have physical contact to transmit an STD.

5 This response rate is somewhat higher than average for face-to-face, household-based surveys. For example, the General Social Survey successfully interviews about 75% of
the target sample, on average Davis, J. A. and Smith, T. W. (1991). General Social Surveys, 1972–1991: Cumulative Codebook. Chicago: National Opinion Research Center.
Experience shows that such moderately high response rates as 75% do not lead to biased results Laumann, E., Gagnon, J. et al. (1994). The Social Organization of Sexuality.
Chicago: University of Chicago Press.



a concentration of people in groups of particular relevance. One neighborhood had a concentration of gay men, one
was primarily African American, one primarily Mexican-American, and the fourth neighborhood included a mix of
Puerto Ricans and Mexican-Americans.6 The response rate ranged between 60 and 78 percent for the five samples,
with a total of 2114 cases.

The response rate was lower than we would have liked in some of the neighborhood samples, but it was not due to
non-cooperation from respondents. Rather, cost overruns and a sudden termination of the first field phase resulted in
a number of targeted respondents not being interviewed because the interviewing staff had been removed from the
field. The CHSLS had initially incurred costly household listing expenditures from purchased listings that were of
lower quality than anticipated. To correct the situation, it was necessary to undertake a costly process of making our
own listings in several neighborhoods. The low response rate in some of the neighborhoods was due to the abrupt
termination of field operations that resulted in many “in-process” interview prospects not being successfully pursued
to completed interviews. In fact, no special difficulties were encountered in the field, and interviewers reported no
special problems gaining cooperation from respondents. During the second field period, additional cases were
collected in three of the four original samples, but not in the predominantly African-American neighborhood of
“Southtown.” This decision was made because limited funds precluded collecting more cases in all neighborhoods, and
the number of completed African-American cases in both the cross-section and Southtown was sufficient to sustain
independent analysis. Thus, the judgment was made that limited funds be spent collecting cases from areas where the
two other minority populations of interest—Hispanics and gay men—were more prevalent, and we still lacked
adequate case counts.

While a number of techniques were used as incentives for participation, none of these were unique to these surveys or
to network designs. One technique used to gain compliance was to offer incentive fees, although this was used in a
strategic way. For the NHSLS, respondents were not initially offered any money, although a $25 fee was used to
convert refusals when needed, and in areas known to be difficult, a fee of $10 was offered at the outset. As time went
on and it became clear that sufficient funds were available, all respondents were offered $35 ($10 to complete the
household enumeration and $25 to complete the interview). For the CHSLS, a fee of $20 was offered initially, and $50
was used to convert refusals. Other techniques included giving endorsement letters from prominent local and national
notables to the interviewers to show respondents. In addition, for the NHSLS, a hotline to the research office at the
University of Chicago was set up to allow potential respondents to call in with their concerns.
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6 Gay men, African Americans, and Puerto Ricans have disproportionately high rates of AIDS and other sexually transmissible infections (STIs). The Mexican population in
Chicago is growing rapidly, which has aggravated tensions surrounding the provision of public services to illegal immigrants at any level and to legal residents in a Spanish-
language environment. Further, Chicago is one of the few urban areas where enough Puerto Ricans and Mexicans reside to study both groups separately in the same city.
Other studies have repeatedly shown the obfuscation that results when different Hispanic subgroups are lumped together, particularly when the different origin groups being
combined live in different parts of the country. Thus, it seemed important to take advantage of Chicago's population mix and select two different Hispanic groups for
comparison.



1.3 DATA COLLECTION
Interviews for both of these studies were conducted face-to-face, averaging 90 min per case. The NHSLS was
administered verbally using the traditional paper and pencil method, while the CHSLS was administered verbally with
the computer-assisted personal interview (CAPI) technology, in which the questionnaire was programmed into laptop
computers. Interviewers read the questions that appeared on the screen and entered the respondents' answers directly
into the computer. However, both surveys also included self-administered questionnaires (SAQs) for particularly
sensitive topics. In the NHSLS a section of the questionnaire was given to the respondent to complete him or herself;
the respondent then sealed it in an envelope before returning it to the interviewer. In the CHSLS the laptop computer
itself was turned over to the respondent so that he or she could read the questions and enter responses directly into the
computer. The computer program was designed so that the interviewer could not see the respondents' answers after
the respondent had completed the SAQ.

1.3.1 Questionnaire design
The NHSLS and the CHSLS both used an egocentric approach to collect extensive information on sexual networks.
The careful enumeration and description of sexual partnerships were at the heart of the NHSLS and the CHSLS,
although the two studies collected this information in somewhat different ways. The NHSLS used Life History
Calendars to collect information on sexual network partners. Respondents were first asked to list all current and past
marital and cohabitational relationships. Respondents were asked: “How many different people have you been married
to or lived in a sexual relationship with for a month or more?” They were then asked to list each one by their first
name, nickname, initials, or any other way to refer to them, starting with the first marriage or cohabitating partner.
Respondents were not asked to give any other identifying information about their partner, such as real name, address,
or telephone number. Their partners could remain otherwise anonymous to us, since we would not contact them as in
a sociocentric study. The main purpose here was to obtain information about the relevant characteristics of their
partners, such as race/ethnicity, age, educational level, and the timing of the relationships.

Next, respondents were asked about sexual partners in the past 12 months. Respondents were given a definition of
what constitutes sexual activity (see questionnaire) and were asked “How many people, including men and women,
have you had sexual activity with, even if only one time?” The respondent was then asked to give just the first name (or
any other way to refer to their partner) of up to nine sexual partners in the last 12 months. Basic information was
collected on these sexual partners in the last 12 months, a time period short enough and recent enough to facilitate
accurate recall.

The NHSLS then asked more detailed information about the respondent's primary and secondary partner in the last
12 months. The primary partner was defined as either the respondent's spouse/cohabitational partner, or, if they did
not have one, the person they considered to be their most important sexual partner in the last year.
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If the respondent could not identify one partner that was a primary partner, detailed information was collected on the
most recent partner. The secondary partner was defined as the most recent partner in the last 12 months other than
the “primary” partner. For these two partners detailed information was collected on the partnering process, sexual
practices with the partner, including risky sexual behaviors such as the use of drugs or alcohol during sex, and condom
use. Respondents were also asked about their feelings toward their partners and satisfaction with their relationships.
And finally, respondents were asked how many partners their partner had in the last 12 months and the concurrency of
those relationships with the respondent's relationship. This section included a total of about forty-four questions
(varying according to skip patterns), asked of both the primary and secondary partner. Table 1.1 below provides a list
of topics covered in the sexual network modules.

The NHSLS then only asked for aggregated demographic information on partners in the last 12 months in excess of
these two. Since the vast bulk of the

Table 1.1.Sexual Network Data in the NHSLS and the CHSLS

NHSLS
• Number of partners last year, last
5 years, and since age 18

• Partnering process information for
primary and secondary partners

• Emotional and physical satisfac-
tion with primary and secondary
relationships

• Timing and demographic charac-
teristics for up to twenty-eight most
recent sexual partners

• Sexual practice data for primary
and secondary partners

• Respondents' assessments of pri-
mary and secondary partners' sexual
activities with other individuals

•Marriage, cohabitation, and fertility
life histories

• Risky sexual behavior (i.e. drugs,
alcohol, no condoms) with primary
and secondary partners

CHSLS
• Number of partners last year, since
age 18, and over the lifetime

• Partnering process information for
two most recent partners

• Household division of labor with
two most recent partners

• Timing and demographic charac-
teristics for up to five sexual
partners last year

• Sexual practice data for two most
recent partners

• Relational dynamics with two most
recent partners, including embed-
ding among kin and assessments of
interpersonal conflict and depend-
ence

• Demographic characteristics of
two most recent partners

• Risky sexual behavior (i.e. drugs,
alcohol, no condoms) with two
most recent partners

• Respondents' assessments of two
most recent partners' sexual activ-
ities with other individuals

• Marriage and cohabitation histor-
ies with two most recent partners

• Emotional and physical satisfac-
tion with two most recent partners
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population—80 percent—has only one or no sex partners in a given year, this strategy effectively covers most of the
population in an efficient and cost-effective way. From there, the NHSLS turned to a review of the sexual partners
since age 18, but phrased it in such a way as to determine partners before, during, and after major relationships
(marriages and cohabitations). This technique was an effort to assist recall in reporting partnerships and also served as
a way to describe sexual relationships over the life course by organizing the respondent's acquisition of partners
around entries and exits from relationships. Using this method, information was collected on up to twenty-eight sexual
partners since the age of 18. Finally, respondents were asked basic demographic, relationship, and sexual practice
questions about sexual partners before the age of 13, their first sex after the age of 13, and the sexual partners in any
forced sexual experiences.

In the CHSLS, extensive sexual network information was simply asked about the two most recent sexual partners,
whether or not those partners had been in the last 12 months. The NHSLS data documented that most people's sexual
lives are punctuated by periods of more numerous and short-term relationships located between longer and more
stable relationships. At any given point in time, most people are in the midst of a longer, more stable relationship; thus,
cross-sectional data underrepresent more transient partnerships. By collecting information for the two most recent
partners, we were able to capture the current primary partnerships of our respondents as well as increase the number
of short-term relationships about which we have information. To facilitate administration, the CHSLS instrument was
programmed into laptop computers so that logical skips and text substitutions for gender and tense were managed
automatically.

The Chicago Health and Social Life Survey respondents were first asked an extensive series of questions about their
most recent sexual partner, and then the same set of questions for their second most recent partner. This section
totaled approximately seventy-five questions for each partner, but depended on skip patterns. As in the NHSLS, the
CHSLS asked basic timing and demographic questions about the respondent's partners, questions about the sexual
relationship, sexual practices, and feelings and emotions about the partners and relationship, number of partners their
partners had, and concurrency. In addition, however, the CHSLS asked a number of questions about conflict, equity,
the household division of labor (if they lived with their partner), and how their lives would be different if they
separated from their partner. The CHSLS also asked several spatial network questions. Respondents were asked in
which neighborhoods or suburbs respondents' two most recent sexual partners lived. These questions were only asked
if the respondent lived in Cook County during the relationship, if the partner was from the last 5 years, and if the
respondent did not live with that partner. Respondents were also asked to name a specific place that they go to most
often to “hang out,” which neighborhood they go to most often to meet potential partners, which neighborhood they
work in, and which neighborhoods their friends live in.

If the respondent had more than two sexual partners in the last 12 months, a more limited set of questions was asked
for up to three of the remaining sexual partners. These included questions regarding the partners' gender, race/
ethnicity, age, and the
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timing of the relationship. Aggregated information was collected on any remaining partners in the last 12 months. In
later sections, respondents were also asked a more limited number of questions about sexual partners before puberty,
their first sexual partner after puberty, and then sexual partners since age 18 that had not already been discussed, and
finally about anyone who had forced the respondent to have sex.

The main section of the sexual network module took an average of 20–30 min for both surveys, but varied according
to the number of sexual partners the respondent had. Answering extensive sexual practice questions for more than a
few sexual partners could quickly expand into hundreds of detailed questions, raising issues of recall accuracy as well as
making the interview uncomfortably long. So egocentric methods must balance design aspects, which maximize the
validity and the reliability of the data, with the informational requirements of the researchers. These questions were at
the heart of the alternate designs of the NHSLS and the CHSLS, since each gathered the different types of sex partner
information (e.g. timing, demographic, and relationship attributes) with varying levels of comprehensiveness. In
general, the NHSLS gathered extensive life-history information regarding the timing and the demographic information
of current and past sex partners, while the CHSLS focused more on the relational aspects of the two most recent
partners.

In addition to sexual networks, the CHSLS also asked about social networks. The social networks in which people are
embedded also affect their risk of contracting an STD. Sexual dyads are affected by the social networks surrounding
them, and this in turn influences the sexual activity of their members (Laumann et al. 1994). The CHSLS collected
information on up to six of the respondents' social network partners. Asking for fewer than six partners can induce an
arbitrary list of social network partners because people are forced to choose only a small number of partners (say,
three) out of many partners. For egocentric approaches to be effective, elicited network partners must encompass a
good part of the entire pool of network partners. The CHSLS first asked respondents to list three partners with whom
they spend the most free time, and three partners with whom they discuss important matters. These two lists were
merged, removing any duplicate partners. As with the sexual partners, respondents did not have to give the full name
of their social network partners, but were instead asked a number of questions about their characteristics, such as race,
age, and educational level, as well as their number of sexual partners. Respondents were also asked how each social
network partner was related to him or her. This is important since we know that parents have different interests and
controls over ego compared to friends, and stepparents may have a very different relationship with ego compared to
biological parents.

The CHSLS also asked respondents about the type of relationship between each of their social network partners with
each of their other social network partners. The density of the social network ties indicates the extent of the social
network's control over ego. In addition, this reveals the diversity of information sources available to ego. The CHSLS
also asked respondents whether their social network partners knew either of their two most recent sexual network
partners. The relationship between each social network partner and each sexual partner also indicates the extent of
control from the social network. In order to ask these complex questions, the
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Figure 1.1. The Matrix-type Questionnaire Prepared by CHSLS

Note: SX = Sexual Partner; SO = Social Network Partner.
1: Do not know each other; 2: Close friends; 3: Involved in a sexual relationship with one another (not married);
4: Married to one another; 5: Relatives with one another; 6: Friends with one another; 7: Acquaintances.
matrix-form questionnaire in Fig. 1.1 was found useful. It presents one way to ask about the relationship between pairs
from the pool of sexual partners and social network partners. We need only half of the matrix because the relationships
are symmetric: the relationship between social network partner 1 and social network partner 2 must be the same as one
between social network partner 2 and social network partner 1.

1.3.2 Qualitative component
While the national scope of the NHSLS precluded gathering representative qualitative data, the local nature of the
CHSLS allowed us to gather valuable qualitative data on the social context of sexual partnering in Chicago. The
ethnographic component of the CHSLS consisted of 160 in-depth interviews with community leaders and service
providers in four institutional domains where issues of sexual behavior are dealt with. These include: medical, religious,
legal, and social services. Staff at agencies located within or serving the populations of our four community areas, or
the city of Chicago as a whole, were interviewed about a list of topics including AIDS, other sexually transmitted
infections (STIs), domestic violence, homosexuality, family formation, and the like. Interviews lasted between 30 min
and 4 h, with most lasting about an hour and a half. Each interview was attended and independently written up by two
interviewers for increased completeness and reliability. These interviewers were research assistants hired specifically for
this phase of the study, and were not part of the regular National Opinion Research Center (NORC) field staff.7
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1.3.3 Training
Both the NHSLS and CHSLS were conducted by the NORC, and the interviewers for the two surveys were recruited
from NORC's field staff and trained as they are for most other surveys conducted by this research center. As with any
survey, the interviewers were trained on each section of the questionnaire before entering the field. While the surveys
required extensive training for the sensitive nature of the questions regarding sexuality, there was no special training
beyond that for administering the network sections.

1.3.4 Condentiality
The NHSLS and CHSLS raised special concerns about confidentiality both because of the sensitive nature of the
questions asked, and because respondents are asked to reveal information not only about themselves, but also about
their partners, a special concern when asking questions about HIV/AIDS and other STDs. Two elements of the study
design alleviated these concerns. First, because these surveys are cross-sectional rather than longitudinal, all identifying
information about the respondent could be destroyed as soon as possible after verification by the NORC central office
that the interview had actually taken place. Second, confidentiality of the respondents' partners was less of a concern in
the egocentric approach used in these surveys since respondents were not asked to give uniquely identifying
information, such as names, addresses, or telephone numbers of their partners. In the sociocentric approach, in which
the respondent's network partners must also be contacted by the researcher, such questions are likely to be viewed as
highly intrusive by the respondent and therefore met with non-disclosure, raising issues of validity and reliability
(Morris 1995).

The fact that the CHSLS was a local study and sampled specific neighborhoods raised another important
confidentiality concern, that of making sure the location of the respondents in the four sample neighborhoods cannot
be identified. To protect the confidentiality of our respondents in the neighborhood samples, none of the four
neighborhoods we sampled correspond exactly to any of the seventy-seven officially designated community areas of
Chicago. We have designated each area by a pseudonym, and while it is clear to anyone familiar with Chicago what the
general location of each area is, our choice of contiguous tracts with outside boundaries distinct from those of the
official areas makes it impossible to know with certainty whether any given census tract falls within one of our sample
areas.

1.4 FIELDWORK ISSUES
The network-oriented problems we encountered in the NHSLS and CHSLS were mainly related to the design of some
of the network questions, respondents' willingness to list network partners, and questions of mobility in identifying the
spatial location of sexual partners.
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First, as we have mentioned above, the sexual network modules for the NHSLS and CHSLS were designed to collect
detailed information on the timing, number, and relational organization of sexual partnerships. This makes the design
and analysis of some of the questions quite complex. For example, in the course of our analyses we found a problem
with the design of the questions regarding concurrency, an important determinant in the transmission of STDs. In the
CHSLS, the respondent was asked, “To the best of your knowledge, how many people other than you did (partner)
have sex with during the course of your relationship?” The fact that no time frame was given for these questions
presents a problem for analysis, particularly for relationships of long duration. For example, if the respondent had been
in a sexual relationship with the partner for 10 years, we would not be able to distinguish whether the partner's
concurrent partnership occurred 9 years ago or just last year. These two possibilities have quite different implications
for the respondent's current risk for an STD.

In the NHSLS, on the other hand, a specific time frame was given: “As far as you know, during the past 12 months has
(partner) had other sexual partners?” If yes, “About how many partners was that?” The respondent was then asked:
“Did (partner) have sex with any of these people during the time you and (partner) were sexually involved?”Of course,
in this approach we lose information on the partners' concurrent relationships prior to the last 12 months. The
respondent's own concurrency was determined by analyzing the stopping and starting dates for each partnership. This
approach presented some problems of its own. To calculate whether or not respondents are currently concurrent in
the NHSLS, we had to design an SAS program that checks for overlapping periods for up to twenty-eight partners
based on starting and stopping dates of the relationship. There is also additional reliability issues given that
respondents were never actually queried whether, say, partner A and partner B actually overlapped, even if the dates
indicate concurrency.

A second problem we identified in the course of our analysis was that in the CHSLS, we found that a high percentage
of respondents in the Hispanic community in which many illegal immigrants lived did not list any social network
partners. Interviewers found that although the respondents were not required to give the actual names or any other
identifying information about their network partners, they were reluctant to enumerate their social network partners.
The interviewers believed this may have been exacerbated by the fact that we asked those who identified as non-
citizens whether they had legal papers. While we thought this question would be valuable in order to understand
possible lack of access to regular healthcare services and thus lack of diagnosis and treatment of STDs, it remains to be
seen whether the cost outweighs the benefit of including this question in the survey. Thus, despite the fact that partners
remain anonymous, the egocentric method still requires that researchers be aware of subpopulations that may be
particularly reluctant to identify their network partners at all, even with pseudonyms. However, we would expect that if
we had asked for their sexual partner's full names and addresses, as required by the sociocentric approach, we would
have gained even less cooperation.

34 EDWARD O. LAUMANN ET AL.



Finally, one problem in collecting spatial network data in the CHSLS is that respondents may have moved to their
current residence after their relationship with the partner began or ended. Therefore, the respondent's current location
does not necessarily reflect their proximity to their partner during their relationship. However, in the CHSLS the
geographic questions were only asked of partnerships that took place in the last 5 years. We also asked respondents
how long they have lived in the neighborhood, allowing the researcher to assess the degree of mobility and whether
this may be a problem in interpreting the results.

1.5 ILLUSTRATIVE FINDINGS

1.5.1 Second-order connectivity, bridges, and the diffusion of STDs
The egocentric method used in the NHSLS and CHSLS allows a comparison of the network patterns in different
subpopulations of a large population, something that cannot be done with a sociocentric study or an individual-
focused survey. Using the NHSLS, Laumann and Youm (1999) found that the differential rates of STIs across racial
and ethnic groups can be explained by the different patterns of sexual networks among these groups. The higher
prevalence of STDs among African Americans can be explained by examining both the intraracial differences between
African Americans and other racial/ethnic groups, and the interracial patterns of sexual networks between these groups.
To determine the intraracial effect, Laumann and Youm (1999) used log-linear analysis to examine how sexual matches
between the core, periphery, and adjacent groups within each racial/ethnic group differ across racial/ethnic groups.
The relatively high sexual contact between the African-American core group and its periphery facilitates the spread of
infection overflow into the entire African-American population. Even though African American in the peripheral
group have only one partner (by definition), the chance that their partner is in the core group is five times higher than
it is for white peripheral people and four times higher than for Hispanic peripheral people. Therefore, African
Americans necessarily have higher infection rates than Whites or Hispanics, even after controlling for number of
partners (see Table 1.2).

In addition to this intraracial network effect, Laumann and Youm (1999) also found an interracial effect, which comes
from the sexual matching patterns between racial/ethnic groups rather than the patterns within racial/ethnic groups.
From a series of matrix manipulations of the contact matrix simulating different matching patterns between the racial/
ethnic groups, Laumann and Youm examined the pure interracial effect, separating its effect from the other
confounding effects, such as the differential initial infection rates for each group and the different mean number of
partners for each group (Laumann and Youm 1999). From this analysis, Laumann and Youm found that Whites have
relatively more sexual contacts with Hispanics than African Americans have. Thus, once infected, Whites can spread
infection to other racial/ ethnic groups more effectively than African Americans can. Because African Americans are
highly segregated from the other racial/ethnic groups in terms of sexual partnering, infections remain within the
African-American population. Clearly, these network effects cannot be detected in regressions that include only
individual-level risk factors.
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Table 1.2.Contact Matrix (Number of Partnerships for the last 12 months)

WP WA WC AP AA AC HP HA HC
WP 1463.02
WA 78.44 199.99
WC 37.39 160.65 175.98
AP 12.25 1.53 0.86 172.16
AA 0.48 3.01 2.16 18.93 67.02
AC 1.19 5.61 3.91 16.64 59.88 44.93
HP 33.75 1.91 2.07 2.24 0.39 0.93 82.32
HA 3.96 4.75 8.25 0.14 1.00 3.66 4.86 9.67
HC 0.29 4.73 7.79 0.23 2.59 4.32 3.14 13.80 10.41
Note: This table shows the estimated number of partnerships between persons in row (chooser) and column (chosen) groups, calculated
according to the procedures described in Appendix A of Laumann and Youm (1999). Since the estimated number of contacts for an
ordered row/column combination is the same as for its reversed order, the matrix is symmetric and the upper right-hand entries can thus
be omitted to avoid redundancy.
WP: White periphery; WA: White adjacent; WC: White core; AP: African-American periphery; AA: African-American adjacent; AC:
African-American core; HP: Hispanic periphery; HA: Hispanic adjacent; HC: Hispanic core.

1.5.2 Concurrent partnerships and the use of condoms
Sexual network data can also be used to investigate how the organization of sexual partnering influences concomitant
sex practices. For example, using CHSLS data we can examine the relationship between the structure of concurrent
partnerships and how they may impede the use of condoms with sex partners. The CHSLS asked a series of questions
on the beginning and ending of sexual partnerships for up to five partners in the last 12 months. These data can be
used to identify the structure of egocentric sexual networks in the last year, distinguishing sequential from concurrent
partnerships. Among those with overlapping partnerships, we can identify long-term concurrent partnerships as those
respondents who had at least two sex partners that overlapped one another for a minimum of 2 months.8

Comparing African Americans and Whites, there are discernible differences in the organization of multiple and
concurrent partnerships. Only around 8 percent of sexually active Whites, compared to 24 percent of African-
American respondents, were involved in at least one concurrent partnership in the last 12 months. Among those with
multiple partnerships in the last year, approximately 68 percent of African-American respondents had concurrent
partnerships compared to 52 percent among Whites. Moreover, an important difference between African Americans'
and Whites' concurrent partnerships is their duration. For Whites, close to 45 percent had
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overlapping relationships between their first and second partners for less than 2 months.9 Among African Americans,
the period of concurrency is, on average, substantially longer. Only 26 percent of African-American respondents
report short-term concurrent relationships. Thus, sexual networks of Whites are mostly monogamous with low levels
of long-term concurrency. This patterning of sexual networks reflects a larger partnering process that can be described
as sequential monogamy. A substantial proportion of the African-American population, on the other hand, appear to
be participating in long-term polygamy, which is primarily organized around nonnuclear couple households and high
rates of poverty (Testa et al. 1989).

Furthermore, we can hypothesize that sequential monogamists are likely to adopt condom use as a strategy to reduce
risks associated with increased numbers of partners. Individuals in concurrent partnerships, in contrast, particularly
long-term ones, are less able to introduce the use of condoms without violating shared norms and trust between sex
partners. The results from our ordered logistic regressions strongly confirm this argument. Whites in our analysis are
likely to adopt the use of condoms as the risk from multiple partnering increases, but concurrent partnerships do not
substantially depress the increasing utilization. In contrast, African Americans involved in long-term concurrent
partnerships show a markedly depressed condom use rate even as the risk from multiple partners increases. To
facilitate interpretation of our results, we calculated predicted probabilities using the results from the ordered logistic
regressions. Figure 1.2 presents the predicted probability of using condoms for an “average person” in our samples.
Immediately evident is the impact that concurrency among African Americans has on condom use. The utilization of a
condom, in these cases, remains the same regardless of the number of partners and is close to 20 percent lower than
for African Americans without concurrent partnerships.

Although we have not directly assessed the importance of long-term concurrency for transmitting STDs, we have
provided some evidence about its impact on sexual practices. The infrequent use of condoms, associated with
long-term concurrency, is likely to maintain higher infectivity rates among African Americans.

1.5.3 Spatial networks and location of potential bridge areas
The geographic data collected by the CHSLS can be used to better understand the spatial networks through which
STDs are transmitted. For example, Mahay and Laumann (2004) have conducted analyses of spatial networks using
the CHSLS geographic data. To illustrate the utility of the approach, Fig. 1.3 presents the spatial network data for the
four focus community areas in the CHSLS.10 The solid lines
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Figure 1.2. Predicted Probability of Using Condoms By Number of Partners Last Year and Concurrency

represent the ties between the four focus communities and the community areas in which more than 5 percent of their
sexual partners live. The dotted lines represent ties between the four focus communities and the community areas in
which between 3 and 5 percent of their sexual partners live. As mentioned above, these percentages are calculated only
for single respondents (unmarried and noncohabiting) in each of the four neighborhoods, and are based on the
residence of the two most recent sexual partners in the last year. The community areas are shaded according to HIV/
AIDS rates.11

This map reveals at least two potential bridge communities for the spread of HIV between different areas of the city
and different racial/ethnic groups. First, there is a potential bridge area between the gay male population of Shoreland
(which has a high HIV/AIDS rate) and the Mexican-American and Puerto Rican populations in Erlinda (which
currently has a low HIV/AIDS rate). This area, which lies between these two neighborhoods, is one in which
respondents in both Shoreland and Erlinda have sexual partners. A gay club in this bridge area and a park just south of
it were mentioned several times by key informants as places where Shoreland residents went to meet partners from
other neighborhoods, and where gay men from Erlinda went to find partners because it was safer than remaining in
their own community. Thus, the ethnographic evidence suggests that this area acts as a bridge between the White
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Figure 1.3. The Spatial Organization of Sexual Partnering

Source: Laumann et al. (2004).
gay male population and the Latino population, and could lead to the spread of HIV among Latinos.

A second potential bridge area is located on the far north side of the city, where both Shoreland and Southtown (an
African-American community with a low
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HIV/AIDS rate) respondents have sexual partners. This is a potential bridge area between the White gay male
population of Shoreland and the African-American communities on the south side of the city. More analysis must be
conducted to examine the degree to which their sexual networks actually overlap. It may be more likely that the spread
of HIV to Southtown residents will occur through their sexual contacts with the other African-American communities
on the south side that have higher rates of HIV/AIDS (see Fig. 1.3).

These areas are particularly important given the rising rates of HIV infection among heterosexual African Americans
and Latinos, increasing the potential for a more widespread transmission of HIV throughout the rest of the
population. These bridge communities thus represent places in which resources for the prevention of STD
transmission would be most effectively targeted. The analysis of spatial networks is clearly very important for
understanding STD transmission. However, it is still a very new area of research, and much more work needs to be
done.

1.5.4 Social network effects on the spread of STDs
The CHSLS data on social and sexual networks allow us to analyze the influence that social networks have on sexual
partnering and STD risk (see Youm and Laumann 2004). Figure 1.4 reveals that there are strong social network effects
in addition to those exerted in sexual networks.

Figure 1.4. Effects of Social Networks on STDs

Source: Laumann et al. (2004).
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On average, as people have more sexual partners, they are more likely to be infected. However, the effect of having
many sexual partners becomes very small among the people who have many social friends. People who have five or six
friends have the lowest odds of being infected, once we control for the number of sexual partners (Youm and
Laumann 2004). Further analyses will attempt to identify the mechanisms through which these social network effects
work, such as whether larger social networks confer an information advantage on their members about the relative
risks of potential sex partners or whether larger social networks exert stronger social control over their members with
respect to risky partner choice.

These are just several illustrations of the ways in which the types of data collected in the NHSLS and CHSLS can be
analyzed to improve understanding of the spread of STDs. These analyses have shown that not only are sexual
networks important for the transmission of STDs, but social networks and spatial networks also provide valuable
insights into the structure of STD diffusion. Clearly, more work needs to be done on these subjects, and these
examples in no way exhaust the types of analyses that can be done with network data. We plan further exploitation of
these data, including an analysis of how the relative density of ties between social and sexual networks may affect rates
of STD transmission and an analysis of how particular spatial arenas facilitate or hinder the mixing of different
demographic subgroups with respect to sexual partner choice.
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2 The Thailand and Ugandan Sexual Network
Studies

MARTINA MORRIS, MARIA J.WAWER, CHAI PODHISITA, AND NELSON SEWANKAMBO

2.1 INTRODUCTION
These two network studies were designed and fielded in the early 1990s, with funding from the National Institutes of
Health in the United States. The country contexts were (and remain) very different—in terms of economic
development, sexual culture and institutions, stage of the epidemic, and public health resources. The local network
survey design worked very well in both settings, however, as it had in the United States a year earlier in the National
Health and Social Life Survey (NHSLS, see chapter 1).

The questionnaires were structured identically in both studies: information was collected on the three most recent sex
partners, with questions on the attributes of the partners, the relationship, and the partner-specific sexual repertoire.
This structure was based on the design of a pretest instrument used in the NHSLS. In contrast to the NHSLS (and
other) local network studies, however, these two studies did not restrict data collection to partners in the last
year—there were no restrictions on the timing of the partnerships. This made it possible to collect data on the
sequencing of partnerships, while at the same time preserving the option to restrict analysis to partners in the last year
at a later time. The local network items were tailored to the specific context where necessary (e.g. designations for types
of partners and for ethnic group), but were otherwise very similar. This standardization of the measurement tool
makes it possible to compare the sexual network structures in the two populations— despite some differences in
sample design. The partnership networks that became visible through these studies were remarkably different, yet each
was efficient for transmission of HIV at the population level in its own way.



2.2 THAILAND BRAIDS PROJECT
The Thai project was a single cross-sectional study, carried out from February to December 1992. HIV prevalence in
Thailand was rising rapidly at that time in the sentinel surveillance populations of army recruits, sex workers in
brothels, and women in antenatal clinics. Thailand had a universal service requirement, so the population of 18–25 year
old men in the army was regarded as a nearly complete census of the cohort. Overall prevalence had risen from 2 to 4
percent from 1990 to 1993 among these young men (Shivakumar 2000), and in some of the Northern districts to over
15 percent. The commercial sex industry in Thailand was also quite large at the time of the survey. While some of this
industry was driven by a growing international trade in sex tourism, the practice had deep local roots and local
patronage. The number of women employed as sex workers was estimated to be about 200,000–300,000 women per
year, with potentially as many or more people employed in supportive capacities (Boonchalaksi and Guest 1994).
Seroprevalence in the brothels was about 30 percent at the time of the survey. Finally, seroprevalence was rising among
pregnant women, from 0.5 percent in 1990 to about 2 percent in 1993, raising fears that a massive epidemic might be
in the making, much as it had been in countries like Uganda a few years earlier.

2.2.1 Sample
Quota samples were drawn for three groups: prostitutes working in low-priced brothels, long-haul truck drivers, and
low-income men 17–45 years old. Target sample sizes were 500, 300, and 1000, respectively. Completed sample sizes
were 678, 330, and 1075. Respondents were sampled in three provinces of Northern and Central Thailand—Saraburi,
Udon, and Bangkok—representing semirural, semiurban, and urban settings, respectively. Brothels were chosen from
the list compiled by the Ministry of Public Health in each of the three provinces. In each case, the brothel manager was
approached to obtain permission to request interviews with the women. If permission was granted, all of the
consenting available women in the cooperating brothels were interviewed. Permission was denied in only a handful of
cases, and response rates in the cooperating brothels were near 80 percent. Truck drivers were allocated a special
over-sample because studies of HIV transmission in other settings had identified this as a high risk group whose
mobility had a potentially important impact on the geographic spread of the epidemic. Drivers were interviewed in
Saraburi only, at the waiting areas around the two largest cement factories in the country. Thailand was in the middle of
a massive building boom, and the cement truck drivers would queue up at these factories for their loads, often waiting
for 2 or 3 days as demand outpaced supply. The sample of low-income men was chosen to establish the potential for
spread beyond the initial risk groups. These men were sampled in Udon and Bangkok only. Low-income communities
were selected from the registry in each region, and a quota sample was drawn from each. Response rates among the
truckers and low income men were about 60 percent.
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2.2.2 Data collection
Interviewing was done from February to December of 1992. Data were collected using structured interviews, focus
groups, and in-depth interviews, and a finger-stick blood sample was taken to test for HIV.

2.2.2.1 Questionnaire
The BRAIDS interview schedule was designed to provide standard sociodemographic data and a range of information
on AIDS-related knowledge, attitudes, and sexual behavior. Sexual behavior data were collected in both the traditional
summary form, for example, numbers of partners and frequency of behaviors in different time frames, and through a
local sexual network module. The network module focused on the respondents' most recent three sexual partners, not
restricted by time. Respondents were asked to provide information on the attributes of these partners, the nature and
length of the relationship, and the partner-specific sexual behaviors, including the repertoire of sexual activity, condom
use, and sex-related alcohol consumption. In all, thirty-two questions were asked about each partner. These are listed
in abbreviated form in Appendix 2.1.

2.2.2.2 Qualitative data
The focus group and in-depth interviews were conducted by a smaller set of interviewers, supervised by an
experienced local anthropologist. Interviews were transcribed using the program ETHNOGRAPH, and the
information was used both independently, and to supplement the quantitative data.

2.2.2.2 Biomarkers
Blood samples were collected on filter paper and tested for HIV for the male sample only. There were many
prevalence surveys being conducted among brothel workers at that time, so testing in this study was deemed to be of
limited additional value. All samples were initially screened with particle agglutination (Fuji Rebeo, Tokyo) and all
positive samples were Western Blot confirmed (Diagnostics Biotechnology, Singapore).

2.2.3 Field experiences
The interviewing staff comprised a small mixed group of experienced and new interviewers. They received minimal
training, but were well supervised. The 60 percent survey response rate for the low-income men was lower than one
might like, but not unusual for a survey in this context. Among the community men, nonresponse was due primarily to
a combination of our inability to contact an eligible household member (after repeated attempts), and to respondents
who said they lacked the time to participate. Because these men were likely to refuse before they heard about the topic
of the survey, the sensitivity of the topic did not appear to be the driving force in survey nonresponse.
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Access to the commercial sex workers (CSWs) required the staff to obtain permission from the brothel managers. In
general, this was not a problem. While prostitution was, and is, technically illegal in Thailand, enforcement is rare. The
Ministry of Public Health keeps nearly complete records of all brothels and other commercial sex venues, organizing
regular testing and treatment for other, curable sexually transmitted diseases (STDs) among sex workers. This system
was in place well before the advent of HIV, and it established a precedent for access to the sex workers. This context
made it much easier for the survey staff to obtain permission from the brothel manager to conduct interviews, as long
as the interviews were conducted outside of working hours. In some cases, of course, the managers did refuse access.
Anecdotal evidence suggested that these brothels may have had under-age girls or other problems that they preferred
not to reveal.

For the male respondents, the local network questions generated very little nonresponse from either “don't know” or
refusals to answer. The one exception was the education of the partner: respondents did not know the education of
about 15 percent of their partners. The great majority (over 85 percent) of the partners for which education was not
known were short-term CSWs, so this is probably not a finding that would generalize to other settings. Missing data
for other questions about partners typically ranged from 1 to 3 percent, a rate comparable or below that of the non-
network survey questions.

For the brothel-based sex workers, virtually all of the last three partners reported were commercial partners. Missing
data on these partners was relatively low for some items, like age, region of origin, and economic status, but high (in
the 20–40 percent range) for items like education and whether the partner had other partners. Again, given the nature
of these partnerships, the high rates of missing data are not surprising, and not generalizable to other settings.

In general, then, the rates of response on the network items were quite high for non-commercial partners. This may be
due in part to the effort put in to making the network questions easy for the respondents to answer. We were drawing
from a successfully pretested instrument from the US NHSLS (cf. previous chapter in this volume), in which
alternative question ordering and wording had been extensively explored. We then worked closely with the local
investigators to adapt this instrument to the Thai context. In some cases, however, simplicity for the respondent came
at the cost of specificity and detail in the data. A good example of this was in the relationship timing questions. We
allowed respondents to answer the question on date of last sex in categories: within last week, last month, last 3
months, last 6 months, 6–11 months, 1, 2, 3, 4, 5, 6–10, and 10+ years. While this may have made it easier for the
respondent to answer, it leaves the analyst with much less precision on a key variable. For this reason we changed the
questions for the Ugandan survey that followed.

In general, the kinds of problems experienced in the field were those common to all surveys. There was no evidence of
problems specifically associated with the network aspects of the survey. In particular, there were very few break offs or
refusals to answer the fairly detailed questions in the local network module. The topic of the survey, sexual behavior,
did create some problems—not among respondents, however,
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but among local academics and administrators. As a result, the project investigators were prevented from collecting
data from a sample of women in the general population. It was thought that most women would not answer these
kinds of questions.

2.2.4 Illustrative ndings from the BRAIDS survey
Analysis of the BRAIDS data continues, but there are two primary findings that have emerged from the study to date.
The first is the overwhelming importance of relational context for determining condom use, even in commercial
partnerships (Morris et al. 1995). The second is that “bridge populations” may be as important as “core groups” for
the population dynamics of HIV, with important implications for identifying which segments of the population are
most at risk (Morris et al. 1996). Both findings could only have been observed using network data and methods.

The Thai government had been promoting 100 percent condom use with commercial sex partners (CSPs) for 2 years
prior to our survey. About 50 percent of the men in our survey reported purchasing sex in the last year; among these
the median number of commercial partners was five. We found that only 20–30 percent of these men reported
consistently using condoms with their CSPs. Among the women who worked in the brothels, about 60 percent
reported consistent use. Of the factors found to reduce condom use, the single most important was the relational bond
between the partners. If the partner was a “regular” CSP (defined as a partner the respondent has had paid sex with on
three or more occasions) the adjusted odds of condom use dropped by 80 percent. The estimate was nearly identical
from both the men's and the women's reports.

Among the men, it is the youngest members of the low-income population, 17– 24 year olds, that are most likely to
report a regular CSP: over 20 percent of those who reported a CSP as one of their last three partners reported a
“regular.” Because these young men are also likely to report higher numbers of non-commercial partners, their
patterns of condom use have important implications for the chain of transmission. Among the women working in
brothels, 40 percent report at least one regular in the last three partners, and 20 percent of the last three partners were
regulars. Regular CSPs are thus a substantial share of the trade.

Both men and women appear to perceive unprotected sex with regular CSPs as less of a risk for HIV transmission. It
seems likely that, as in other sexual partnerships where a personal bond is formed, the sense of emotional safety and
trust become an important obstacle to condom use. In focus group and in-depth interviews, the men reported that
regular partners know better how to please them, give them better service, and make them feel more comfortable.
Perceived safety appears to come both from the sense of control generated by the act of choosing, and from the sense
that the “regular” cared for them and would not put them at risk. Among the women working in the brothels, several
motives for inconsistent condom use were identified. The first was that condoms imply disease. This is probably very
important for women whose livelihood depends on selling sex. The second is that having many regular clients is a
source of status among women who work in brothels. The industry encourages stratification, so there is often quite a
bit of competition among the workers. It is, of
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course, nearly impossible for the woman to insist on condom use if the man refuses, unless the brothel manager is
willing to back her up. But this is unlikely to be the source of the difference in condom use with casual and regular
CSPs. It appears more that regular commercial partners provide a sense of security and comfort for both buyer and
seller in the context of paid sex. Under conditions of increasing risk, regular commercial partnerships may become
more common, as such partnerships may be perceived as an alternative to consistent condom use or abstinence from
commercial sex.

These findings highlight the importance of the relational context of sexual behavior. Individual knowledge and
attitudes are necessary to change behavior, but they are not sufficient bases for behavior change once it has to be
negotiated with a partner. Relational data, such as that used here, can only be obtained from partner-specific questions
in a local network module. As this study shows, it is possible to obtain good basic relational data using appropriately
modified survey instruments and standard survey sampling techniques. The quantitative data are made substantially
more useful when accompanied by qualitative focus group and in-depth interviews.

The second set of findings from the Thai data were based on an analysis that focused on men who formed a “bridge
population” between the women in the commercial sex industry and the women in the general population. We sought
to provide a quantitative estimate of the number of women in the general population exposed to the potential for HIV
transmission via this bridge. About 17 percent of men and 25 percent of truckers reported both commercial and non-
commercial partners in their sexual network during the last 6 months. This was defined as the bridge population for
our analysis. Among these men, consistent condom use was less than 30 percent with commercial partners, and
effectively zero for non-commercial partners. Extrapolating from the local network data to estimate the rate at which
new non-commercial partnerships are formed, we projected that 30 women in the general population were potentially
exposed to HIV transmission per 100 sexually active men in the last year, and 9 new women are potentially exposed
each additional year. This potential for exposure is only made real if the men become infected with HIV. HIV
prevalence in our overall sample of men was low (about 1.2 percent), but men in the bridge population were more
likely to be infected with HIV and to have had another STD in the past year (odds ratio 2.2 and 3.5, respectively).
Together these figures establish that there was significant potential for HIV to spread into the general population in
Thailand. They also demonstrate that bridge populations, such as the men in this sample, can be as important as “core
groups” for the spread of HIV.

The patterns of risk and exposure in this analysis suggested three forms of targeted intervention. First, it makes sense
to target younger men to promote safer sex. Younger men expose the greatest number of non-commercial partners, so
a change in behavior in this group would have greater impact on potential HIV transmission than a similar change
among older men. Younger men are also likely to be more receptive to using condoms. They already report higher
rates of condom use with both commercial and non-commercial partners—in fact, they were the only group of men to
report any consistent condom use with non-commercial partners. Targeting younger men is thus an efficient and
effective strategy for intervention.
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Second, it is important to target safer sex skills to young women in the general population. The findings here indicated
that female peers (non-spousal, non-commercial partners) are exposed in greater numbers than wives. Most of this
exposure is created by the youngest men, whose female partners are typically younger than they are. It is critical,
therefore, that these young women be informed of the risk they are being exposed to and be given the skills to
negotiate safer sex. Both married and unmarried women are clearly at risk here, and the needs of both groups must be
addressed. The greater frequency of exposure among unmarried women, however, and the greater likelihood that they,
in turn, could infect others, suggests that this population is a more critical link in the system of HIV transmission.

The network data made it possible to demonstrate the importance of bridge populations for the spread of HIV, and to
identify more precisely the groups of people who were most at risk. Young men and women are strategic intervention
targets because they have more partners, are more likely to be in sexual networks that connect commercial and
non-commercial populations, and are more receptive to condom use. It is also likely that in the current context, where
the fear of HIV has led to a sharp reduction in commercial sex activity, sexual activity among non-commercial partners
may increase, particularly in the younger age groups. Unless condom use increased among non-commercial partners, a
change of this sort could actually increase HIV transmission among youth.

As a final note, one of the unanticipated benefits of the local network module was that we were able to obtain a fair
amount of information on the partners of our male respondents. Thus, although we were not able to sample women in
the general population, we were able to draw a profile of the women whose risk stemmed largely from their partner's
behaviors. This is not a complete picture of the women at risk, but it is information we would never have obtained
using a non-network survey instrument with the same sample restrictions. While we would not advocate such sample
restrictions—they are both inappropriate and ill advised—if one is stuck with them, our experience suggests that a
network instrument can mitigate much of the data loss.

2.3 THE UGANDAN SEXUAL NETWORK STUDY
Uganda was one of the first sub-Saharan African countries to experience the full force of the HIV epidemic. Some of
the first cases of “Slim Disease” were described in 1985 in the Rakai District where this study was fielded (Serwadda
and Mugerwa et al. 1985). By the time this survey was conducted in 1993, HIV prevalence in the major urban sentinel
populations in Kampala was nearly 30 percent, and nearly 50 percent of adult mortality in the rural region adjacent to
Rakai was estimated to be AIDS-related (Mulder and Nunn et al. 1994). Rakai lies on Uganda's southern border with
Tanzania. It is the district through which Tanzanian troops had marched in 1980 to help overthrow Idi Amin, and it
also contains a number of key north–south and east–west highways used for transporting goods.
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The Ugandan Sexual Networks/Behaviors Study for HIV Prevention (SEXNET) was a 1-year cross-sectional survey
inserted into a larger longitudinal study of reproductive health in the Rakai District. The data available from this
project has much in common with the Thai BRAIDS study, and also shares key features with the US NHSLS.

2.3.1 Sample
The Uganda SEXNET survey was conducted in ninety communities of Rakai District, using a household-based
random sample of 1627 adults aged 15–49. A stratified sampling design was used to guarantee adequate numbers of
respondents from rural villages, intermediate villages, and trading centers. Eligible respondents were identified as
follows. A village household enumeration was carried out to allocate a unique identification number to each household.
On average, villages comprised about seventy households. Using systematic random sampling, twenty-five households
were selected per village. A census of the members of selected households was carried out to identify all eligible
household members (aged 15–49). A Kish Table (Kish 1995) was then used to select the qualifying member for
interview. This gave every eligible member an equal probability of being selected for interview.

The total response rate to interviews in the SEXNET survey was 85 percent, excluding households that did not have
any eligible member. There was no replacement of ineligible households. The 15 percent nonresponse includes those
who were absent at the time of interview but had qualified for interview during the census, and those who refused to
participate in the study. Complete records were not kept on the fraction refusing, but it was estimated by field
supervisors to be 8 to 10 percent. The fieldwork period was about 1 year, from November 1993 to December 1994.
While focus groups were employed, they were used only to develop the questionnaire.

A number of procedures were adopted to increase validity and reliability. No more than twenty-five persons were
interviewed within each community in order to reduce privacy concerns. Interviewers were matched with respondents
according to sex, and no other person, especially the spouse, was allowed to be present at the time of interview. While
some interviewers were district residents, they were not assigned to interview in their own village, and where such
assignments were made inadvertently, the assignment was changed.

While these sample restrictions were adopted as a preventive measure, it should be noted that in a subsequent, much
larger study, they were judged to be unnecessary. In the later study all of the households in the community, and all
adults in each household were interviewed, though with a much shorter local network module (Wawer et al. 1999).

2.3.2 Data collection
The SEXNET study used a series of focus groups to guide the design of the main questionnaire. No additional
qualititative information was collected. Finger-stick blood samples were collected to test for HIV.
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2.3.2.1 Questionnaire
The SEXNET instrument collected a wide range of data, including standard sociodemographic information, a lengthy
section on travel to and from the mobile markets that circulated around the district, questions on reproductive health,
on AIDS-related knowledge, attitudes and beliefs, summary sexual behavior data, and a local network module that
focused on the most recent three sexual relationships. As with the Thai survey and the US NHSLS, the local network
module contains questions on partner attributes, relationship attributes, and pair-specific behavior between the
respondent and each of the three partners. A portion of the local network module was devoted to the last event with
each partner. In addition, if respondents had had more than three partners in their lifetime, we collected information
on their first sexual partner. In all, seventy-seven questions were asked about each of the most recent three partners
(these are outlined in Appendix 2.1). The median interview length was 90 min, though much of this time was devoted
to the market module. The detail of the local network questions begins to approach an almost ethnographic quality.
For those respondents who had had three or fewer partners in their lifetime (about 50 percent of men and 80 percent
of women), we have a remarkably rich picture of their entire sexual history.

2.3.2.2 Biomarkers
All respondents were consented and tested for HIV using blood samples collected on filter paper. Due to technical
problems, many of the samples were not properly stored and became unuseable. As a result, these samples have not
been analyzed.

2.3.3 Field experiences
As the response rate suggests, the study was remarkably successful. We believe that several factors account for this
success. The first was that the study participants recognized the importance of HIV-prevention efforts in their
community. Virtually every household had been affected by the epidemic, and the Ugandan government had adopted
an active public campaign against AIDS by the early 1990s. As a result, there were lower levels of denial and stigma
surrounding the disease, and greater willingness to become involved in prevention-related surveys. The second factor
was the long-term presence the project staff had established in this area. The longitudinal survey of reproductive health
had been ongoing for 8 years by the time the SEXNET study began. This had a number of beneficial impacts: the staff
were well-trained and experienced, the project team had established good working relations with the community, and
community residents received benefits from the project over the years. While the project was prohibited on ethical
grounds from providing participation incentives to respondents, it had established a local health clinic that benefited all
members of the community, regardless of their participation status in any of the project surveys. The final factor was
the effort made by the project staff to publicize the purpose of the study and to mobilize community support. Each of
the ninety communities selected for the study was
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visited by the local senior investigators, the study was described, and questions from the residents were answered. In
many ways, this study was conducted under ideal circumstances.

In this survey, as in the Thai and US surveys, the item nonresponse for the network questions was quite low. The
highest was 8.7 percent, for the partner's village of residence, and the next highest was 7.1 percent for the type of place
where the last sex event occurred. For the rest of the questions, about half had nonresponse rates between 1 percent
and 2 percent, and half had nonresponse rates below 1 percent. Both men and women in this study provided detailed
information on their sexual histories, and their sexual behavior with different partners. There were only a handful of
breakoffs. Post hoc it is possible to attribute this to a relatively nonjudgmental sexual culture, in which premarital
sexual activity is accepted among both sexes, and polygamy remains common for a minority of men. But this post hoc
rationalization bears little resemblance to the concerns that were expressed during the planning stages of the study. In
Uganda, as elsewhere, the assumption we had to confront as we embarked on this study was that such “sensitive” data
could not be collected in a survey. Our experiences here, as elsewhere, suggest that such concerns are not well
founded.

We again aimed to make the items easy for respondents to answer. For example, in this setting, where it is often
thought that people have trouble reporting ages, we took care in how we asked the respondent about their partner's
age. Rather than asking the respondent to report their partner's age directly, we instead asked the question in two
stages. First: “Is [this partner] older or younger than you, or about the same age?” If the answer was older or younger,
the respondent was then asked: “About how many years [older/younger]?” Only 2.4 percent of the partner's ages were
missing when asked in this way. In addition, even if the respondent could not answer the number of years older/
younger, he or she could almost always report whether the partner was older, the same age, or younger—only 0.6
percent of cases were missing this information.

We have some evidence on the validity of the sexual behavior data we collected. There were two places in the
questionnaire where the respondents reported the number of sex partners they had ever had: the local network
module, and a summary table. The local network module only collected information on four partners (the most recent
three, plus the first ever), the summary table recorded the total numbers of partners in the last 6 months, year, and
lifetime. We therefore can construct a partial consistency check by comparing these two sources of information, and
this is presented in Table 2.1.

For over 98 percent of respondents, the lifetime number of partners reported in the two sections of the questionnaire
are consistent. Among the 1.4 percent for whom there is some discrepancy, higher reports on the lifetime summary
table is slightly more common. Similar consistency checks can be computed for partners in the last 6 months and the
last 12 months. The fraction of respondents reporting consistent numbers of partners in those two time frames in both
sections of the questionnaire are 96.2 and 94.8 percent, respectively.
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Table 2.1.Cross Tabulation of the Numbers of Partners Reported in Two Different Sections of the Ugandan
Questionnaire

Partners reported in summary table
0 1 2 3 4+ Total

Partners 0 198 1 0 1 0 200
Reported 1 0 390 1 0 0 391
In Local 2 0 3 357 2 1 363
Network 3 0 0 1 212 7 220
Module 4 0 3 0 2 393 398
Total 198 397 359 217 402 1572
Notes: An additional 3.8 percent answered the summary question saying that they did not know how many partners they had had, and these
are not included in this table.

In the analysis phase, we found a few problems with the questionnaire, though they were the types of problems that
crop up in any survey. For example, we had neglected to ask whether the respondent expected to have sex with this
partner again. This question is important in the analysis of concurrency, because the impact of concurrency depends
on the index case alternating sexual partners, and thereby allowing the indirect transmission from each to the other. In
practice, we were able to identify whether such alternation had taken place in most cases from other items on the
questionnaire. But we would recommend that this question be explicitly included for studies of concurrency.

2.3.4 Illustrative ndings from the Uganda SEXNET study
As with the Thai survey, analysis of the Ugandan data is ongoing. There have been two primary findings to date. The
first concerns the importance of concurrent sexual partnerships for the population dynamics of HIV transmission in
Rakai (Morris et al. 1996; Morris and Kretzschmar 2000). The second concerns the importance of travelers in the
spread of HIV in this district (Morris et al. 2000).

Concurrent partnerships, that is, partnerships that overlap in time, have been identified as an important behavioral
factor that may help to explain the observed HIV prevalence or differentials across populations (Dietz and Tudor
1992; Watts and May 1992; Hudson 1993; Altmann 1995; Morris and Kretzschmar 1995). The intuition for this effect
is relatively straightforward. First, from the virus-eye view, there is less time lost after transmission occurs waiting for
that partnership to dissolve, or between the end of one partnership and the beginning of another. Second, the effect of
partner sequence on exposure risk is reduced. Under serial monogamy each partner increases the risk of infection to a
subject, so earlier partners are less likely to be exposed to an infected subject than later ones. If partnerships are
concurrent, much of the protective effect of sequence is lost. Earlier partners remain connected to the
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subject, and are exposed when the subject becomes infected by a later concurrent partner. And finally, concurrency has
a critical effect on the “connected component,” the number of persons in the population that are directly or indirectly
connected at any point in time. Under serial monogamy, the maximum size of a connected component cannot exceed
two. Under concurrency, by contrast, the maximum size of a connected component can become quite large: individuals
have partners who are themselves connected to others, these others are again connected to additional persons, and so
on. Concurrency creates a large, loosely structured, constantly shifting web of connected nodes in a network, enabling
an infectious agent to spread rapidly and pervasively. In simulation studies, concurrency has been shown to have very
large effects on the spread of a pathogen through a population, raising the growth rate of the epidemic linearly and the
prevalence exponentially, even in populations with low rates of partner acquisition. If viremia peaks shortly after
infection, the amplification effects of concurrency will be even higher.

This pattern, a relatively low number of lifetime partners but high levels of concurrency, has been shown to be a good
description of sexual behavior in the Rakai District of Uganda (Morris et al. 1996; Morris and Kretzschmar 2000). The
median number of lifetime partners in this population of 15–49 year olds is 2 for women and 3 for men; the means are
2.5 and 8.4, respectively. This is not a large number of partners. In fact, the distribution of lifetime numbers of partners
in this population is similar to that observed in the US NHSLS, and among Thai men in the BRAIDS study (for
non-commercial partners). The level of concurrency, however, is quite striking. Nearly 40 percent of the sexually active
population reports at least one concurrent partnership among their last three partners; about 55 percent of men and
about 27 percent of women. If we restrict the sample to persons with at least two partners in their lifetime—the eligible
population—the fraction reporting concurrency rises to 57 percent. Among those reporting at least three partners in
their lifetime, 25 percent report that all three of their last three partners were concurrent at some point in time.

The other remarkable aspect of concurrent partnerships in this population is that over 90 percent involve two long-
term partners. The most common triad is a respondent with a spouse and a long-term “consensual” partner, slightly
over half of all concurrent partnerships take this form. Almost all of the rest are accounted for by polygamy (two
spouses), or two long-term consensual partners. This is quite different than the typical “bridge” partnership in the Thai
case, where the modal triad will be a man with a long-term partner (often a spouse or girlfriend) and a short-term
commercial partner.

There are two important implications of the fact that both partnerships are long term. The first is that the mean
overlap for concurrent partners in Rakai is 36 months (95 percent CI, 32–40; IQR, 6–36). This is not determined by
the long-term partnerships, but it is only possible with them. The second is that respondents with concurrent
partnerships report consistent condom use with at least one of the partners in less than 10 percent of the cases.
Consistent use with one partner would be enough to prevent the effective connected component from growing. But
condom use with long-term
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partners is very difficult to sustain. The long overlap between the partnerships involved in concurrency creates the
potential for a large, stable, loosely connected network that will amplify the spread of HIV and other sexually
transmitted infections.

The difference between partner acquisition rates and levels of concurrency is not simply an academic issue. In
populations where the average number of lifetime partners is low but concurrency is common, public health messages
that stress the importance of having fewer partners may be ineffective—most people already have few partners, and
are unlikely to perceive themselves at risk. For this kind of population, a message stressing the importance of “one
partner at a time” is much more important. An effective public health campaign must have accurate information to
understand the needs of the specific target population. In this case, a local network module is a simple but necessary
tool for collecting the data needed to make an accurate assessment.

The second findings came from an analysis of travelers (Morris et al. 2000), and here we found what appeared to be an
effective adaptation to higher risks of exposure to HIV. The population in this district is highly mobile, with over 70
percent reporting travel to a higher prevalence destination in the past year. Travelers are somewhat more likely to have
higher levels of sexual partner acquisition, but the risk appears to be offset by significantly greater knowledge,
acceptance, and use of condoms. In multivariate analysis, the sexual risk differential for travelers is explained by
occupational exposure and higher socioeconomic status. The differential in condom acceptance, by contrast, appears
to be associated with travel itself. Condom use with non-spousal partners is three times higher among travelers than
non-travelers (p < 0.001), and travel remains a significant predictor after controlling age, education, residence,
occupation, and multiple partners. Travelers are more likely to use condoms with both their local and non-local
partners. This is validated by non-travelers, who report that they are more likely to use condoms when their partners
are travelers.

This suggests that something about the experience of travel itself leads to a greater acceptance of condoms. The most
likely explanation is that traveling exposes the respondents to new behaviors and weakens traditional social constraints,
and thereby helps to lessen the obstacles to condom use. There may also be some influence from exposure to the
condom social marketing initiatives, which have targeted the markets and trading centers for several years now.
Travelers appear to have learned the importance of safer sex. They represent an opportunity for diffusing behavioral
change, not simply spreading the virus. If we ignore this, and see travelers only as disease spreaders, we are missing an
opportunity for intervention. For public health systems with limited resources it can be difficult to reach people in rural
areas. If prevention programs focus these limited resources on central locations that rural travelers pass through, the
travelers can bring their knowledge back to the communities that are more difficult to reach. The Ugandans have a
traditional saying for this: “okutambula kulaba, okudda kunyma,” roughly, “traveling is seeing, coming back home is
telling what you have seen.”

With the network module, we were also able to get a detailed picture of the partners of these travelers. This can help to
target interventions not simply to respondents who might be at risk, but also to their partners. For example, 49 percent
of
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male travelers report that their non-spousal partners are students and young girls who work at home. This suggests
that school-based programs would reach a group of young women who may be at higher risk but whose partners are
also more likely to accept a request to use condoms. Among female travelers, 44 percent report that their partners are
traders and other blue-collar workers. These partners might best be served by a program targeting markets, hotels, and
restaurants. The relatively higher education of women partners in traveler's partnerships may be one of the reasons for
the higher rates of condom use. This suggests that women's educational status plays an important role in the dynamics
of negotiating safer sex.

We also found that travelers are not more likely to have partners from higher risk occupations when they are on the
road, but instead that non-travelers are more likely to have higher risk partners when these partners come from outside
the village. This suggests that HIV is introduced into these villages by people from outside, rather than brought back
to the village by locals who travel. In part this pattern is probably a function of the study site—a very rural area that in
some ways serves as an endpoint for the spatial spread of HIV. One would therefore not want to generalize to travelers
from all areas. But the patterns do suggest that more careful research is needed to understand the dynamics of HIV
spread through spatial networks.

As other studies in this volume also show, the local network module can provide detailed spatial and demographic
information on both respondents and their partners. Such data can be used to reconstruct the spatial network of sexual
partnerships, and to systematically examine the sexual networks of mobile persons. More systematic study of mobility,
and its consequences for both risk enhancement and risk reduction, would make it possible to design intervention
programs that disable the network for the spatial spread of HIV.

2.4 SUMMARY
The two studies here provided a remarkably rich increase in information on sexual networks with a relatively small
change in survey design: a local network module embedded in a standard survey instrument. With this one small
change, we have been able to document many previously unobservable features of the sexual networks in these
populations that are important for the spread of HIV. These range from the structural aspects of the sexual
network—the “bridge” and concurrent partnerships that are the mechanism for linking partnerships together into
components that amplify the spread of HIV (or other sexually transmitted infections)—to the relational context of
sexual behavior that puts people at risk of exposure. Both of these studies continue to be analyzed, and much of the
current work is comparative in nature. Because the questionnaire designs are so similar, and to the US NHSLS, the
comparative analyses are proving to be quite remarkable. On the one hand, the structural features of the network can
be compared, and this is beginning to show interesting systematic differences in the networks that either facilitate or
impede the rapid spread of HIV. On the other hand, the information on the timing,
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sequence, context, and content of partnerships is so rich and detailed that one can develop a clear sense of the
differences in the culture and organization of sexuality across the different settings.

From the macro to the micro foundations of transmission, the small change in survey design required to collect local
network data generates a qualitative increase in the usefulness of the data collected. While the other network survey
designs presented in this volume are important for understanding the higher-order properties of sexual networks and
their impact on transmission dynamics, the modest local network design has the unique combination of payoff and
efficiency needed to become a workhorse in the field of infectious disease epidemiology.
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Appendix 2.1.Elements on the Thai and Ugandan Local Network Questionnaire Module

Partner at-
tributes

Relationship
attributes

Sexual be-
havior

Risk factors

TU Sex TU Type of re-
lationship

TU Kissing TU Condom
use

TU Age U Date first
met

TU Fellatio U Who
brought
condom

TU Race U Where first
met

TU Cunnilingus TU Other pro-
phylaxis

TU Ethnic
group

TU Time before
first having
sex

TU Vaginal sex U Who chose
methods

TU Village of
residence

TU Anal sex U Astringents
in vagina

TU Date of first
sex

TU Masturba-
tion

U Sex during
menses

TU National
origin

TU Date of last
sex

U Forced sex TU Respondent
alcohol use

TU Regional
origin

N Expect to
have sex
again

TU Other TU Partner al-
cohol use

U Education U Have chil-
dren with

U Frequency
of sex

TU Partner's
other part-
ners

TU Occupation T Economic
support

TU Number
other part-
ners

U Economic
status

U Cash pay-
ments

TU Type of
other part-
ners

U Alive or
dead

U Relation
known to
others

U Cause of
death

T: Thailand, U: Uganda, N: Neither.
This outlines the question topics for both studies:
• Includes 27 topics for Thailand (indicated by T), 32 actual questionnaire items cited in text.
• 41 topics for Uganda (U), 77 actual quex items cited in text.
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3 Sexual Networks and HIV in Four African
Populations: The Use of Standardized Behavioral

Survey with Biological Markers

MICHAEL CARAëL, JUDITH R.GLYNN, EMMANUEL LAGARDE, AND LINDA MORISON

3.1 INTRODUCTION
Population surveys have a central role to play in the measurement of three of the main determinants of the rate of
human immunodeficiency virus (HIV) transmission: age at first sex, number of sexual partners, and use of condoms
during sexual intercourse. Measurement of these determinants over time is crucial for the evaluation of prevention
programs.

In recognition of that fact, in 1994 the Global Program on AIDS of WHO (GPA) developed a package entitled
Evaluation of a national AIDS programme: a methods package—1. Prevention of HIV infection Global Programme on AIDS
(GPA/WHO). Among the array of methods to measure HIV/AIDS prevention-related indicators, a central place was
given to repeated population surveys as a tool for better understanding sexual risk behaviors in the general population
and of the impact of



program activities on those risk behaviors. The GPA package gives a comprehensive overview of the design of
population surveys and of the necessary steps to be undertaken in the planning of such surveys. There is detailed
discussion of objectives; measurement of selected prevention indicators; questionnaire content and design; sampling;
training of field staff and collection of data; data management, analysis, and reporting; survey timetables; and
in-country survey costs.

The methods package has been used extensively since it was published. More than thirty countries have carried out
geographically focused population surveys, while some sixty countries have used other parts of the package, such as
the health facility survey for measuring STD management (Mertens et al. 1994; Mehret et al. 1996). Repeated surveys
that would allow monitoring of behavior change over time are expected to continue with the support of UNAIDS,
co-sponsors, and bilateral and multilateral agencies. National AIDS programs around the world are currently using
epidemiological fact sheets in which the prevention indicators are an essential element. Demographic and Health
Surveys (DHS) with an AIDS module, and behavioral surveillance surveys (Mills et al. 1998) use the same
methodology and may aim for national coverage or be more focused, targeting specific populations at higher risk for
HIV.

The questionnaire for the measurement of prevention indicators (WHO/GPA) is divided into eight sections:
identification; background characteristics; marriage and regular partnerships; non-regular and commercial sex;
condoms; STDs and health issues; knowledge of AIDS; and risk perception, behavior change, and attitudes to persons
with HIV/AIDS. The main purpose of the sections on marriage and sexual partners was to measure sexual risk
behavior for each individual respondent. The sequence of questions was carefully designed to progress from
consideration of marriage to other regular partnerships and finally to more transient and potentially high risk sexual
relationships. Clearly, these distinctions are multidimensional and complex. Any comprehensive classification would
have to take into account not only the persistence of the relationship over time but also the associated expectations and
obligations. A blunt and somewhat oversimplified solution was reached: a regular partner was defined as a person with
whom the respondent has a relationship involving sexual intercourse for a period of 12 months or more (including a
spouse); anyone else is a non-regular partner. Among non-regular partnerships, a commercial sex encounter was
defined as a relationship where sex was exchanged for money and where partners did not know each other (Anderson
et al. 1991). The underlying principle was that the concept of non-regular partnerships could be conveyed clearly by
interviewers only after careful definition and measurement of regular partnerships.

This questionnaire design has proved to be successful in identifying who was at increased risk of HIV, with what type
of behavior and how behaviors change over time. The evaluation surveys have been informative for the development
and improvement of HIV/STD prevention strategies (Mehret et al. 1996; Mertens and Caraël 1997).

By 1996–7 it was evident that the spread of HIV has been more rapid and more extensive in some regions/cities than
in others. Furthermore, it became obvious that the dynamics of these HIV epidemics were not the same and that
differences in time
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since the introduction of the virus cannot alone explain such discrepancies (Buvé et al. 1995). These large variations are
poorly understood. Although numerous studies were conducted on HIV risk factors, the results of these studies were
difficult to compare with each other because most studies were not population based and different methodologies
were used. The GPA/WHO coordinated surveys, designed for evaluation, were limited to simple description of key
variables of sexual behavior. However, understanding why, within apparently the same “risk behavior” groups, certain
people are more likely to be HIV infected than others requires information on how different individuals are connected
via risk networks. Indeed, people are put at risk not just by their own behavior but by that of others to whom they are
linked in sexual networks. Mathematical models show that different patterns of sexual mixing have widely different
implications for the spread of the HIV epidemic (Anderson et al. 1991; Hudson 1993; Morris 1997). If people mix
within relatively closed groups—young people with young people, married people only with their spouses or other
married people, prostitutes only with a well defined group of individual clients—HIV may spread quickly within some
of the groups but will have a limited impact on the population as a whole. But if there is much more mixing between
groups, young girls with older men, injecting drug users having sex with prostitutes, whose clients have sex with their
own wives, for instance, the epidemic may take off slowly but will insinuate itself into many more corners of society.
Bridge populations, which form a link between otherwise unconnected groups, may be of particular importance for the
dynamics of the HIV epidemic by linking low and high risk behavior populations.

This involves a shift to an analytical framework that makes partnerships rather than individuals the primary unit of
analysis (Morris 1997). Individual-based approaches explain behaviors by noting the characteristics of the individual:
attitudes, knowledge, socio-demographic variables; while partnership-based approaches try to explain behaviors by
noting the characteristics of the relationship: its duration, mutual expectations, or gender roles, for example. Ideally, for
a better understanding of the nature of these networks, information should be collected on every sexually active person
and every relationship in the population at risk. This would require respondents to identify their partners so that each
partnership could be uniquely identified. That approach would raise serious issues with regard not only to practicability
but also to privacy and confidentiality. By contrast, local network data require only information collected from a
representative sample of respondents on selected attributes for each sexual partner in a given period. This is the
approach that was proposed in the UNAIDS sexual networks questionnaire in 1997 (UNAIDS 1998).

These principles were used to design a comparative population-based study in four African towns with markedly
different levels of HIV infection during 1997 and 1998. The study focused on sexual behavior patterns, other sexually
transmitted diseases, circumcision status of men, and condom use as factors that could potentially explain the
observed differences in HIV prevalence in the four towns. The main aim of the study was to explore whether the
differences in HIV levels could be explained by differences in sexual behavior and/or factors influencing the
probability of HIV transmission during sexual intercourse.

60 HIV IN FOUR AFRICAN POPULATIONS



3.2 SAMPLE
The four sites were selected on the basis of the HIV prevalence among pregnant women and trends over time in this
prevalence, aiming for towns where the prevalence had been stable for some years. Other criteria for selection were the
local laboratory capacities, local expertise, size of the towns, political stability, etc (Buvé et al. 2001). As high HIV
prevalence towns, Kisumu (Kenya) and Ndola (Zambia) were selected. The towns with relatively low HIV prevalence
were Cotonou (Benin) and Yaoundé (Cameroon).

Before carrying out these population and sub-population surveys, an anthropological assessment of contextual factors
determining the differential spread of HIV was done in each study site. Cultural patterns of sexual behavior, marriage
and migration patterns in the general population, and contextual factors such as socioeconomic conditions were
investigated. These qualitative data were used to develop and pre-test the survey questionnaire. In addition, the same
team of anthropologists categorized and carried out the mapping of female sex work settings. The results of the
anthropological studies were also used to interpret survey findings.

In each of the towns, households were selected by two-stage cluster sampling: an area stage and a household selection
stage. Forty to fifty clusters were selected from the lists of census enumeration areas, which were obtained from the
census offices in each country. After listing all the households in each cluster, a random sample of 18–20 households
was taken. All men and women aged 15–49 years, who slept in the house the night before the visit by the study team,
were eligible for inclusion in the study. A sample size of 1000 men and 1000 women was aimed for. A minimum of two
callbacks was made to find the eligible respondent.

3.3 DATA COLLECTION
Households were visited by a team consisting of interviewers and nurses or doctors. After giving their informed verbal
consent, study participants were interviewed on their socio-demographic characteristics and sexual behavior, using a
standardized questionnaire.

Ethical approval for the study was obtained from the national ethical committee in each of the countries where the
study took place, as well as from the ethical committees of the Institute of Tropical Medicine, the London School of
Hygiene and Tropical Medicine and the Population Council.

3.3.1 Questionnaire
The questionnaire consists of a short form gathering information about the household of the respondent, then
questions for the individual himself or herself: identification, background characteristics (13Q), marriage(s) (21Q),
sexual relations with other partners (27Q), and questions relating to sexually transmitted diseases (STDs) and other
health issues such as contraception (13Q).
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A key issue for local network data collection is the question of how many partnerships to collect information on. The
sets of questions designed to collect information on a partner were different depending on whether the partner is
spousal or non-spousal. The decision was to ask respondents about their non-regular partnerships in the last 12
months to a maximum of eight relationships, starting with the most recent and going back in time. This figure, based
on empirical data in a few countries in the African region, may not be justified everywhere. Information was collected
for up to four spousal partners and only when the spousal partnership was current at the time of the interview.

In the local network module, each eligible respondent was asked to report on a list of characteristics about themselves
and their partners. No contact tracing was done, nor were the partners named. Box 3.1 shows the characteristics asked
about in the questionnaire.

3.3.2 Biomarkers
After the interview study participants were requested to give a blood sample, which was tested for HIV, syphilis, and
HSV-2; and a urine sample, which was tested for gonorrhea and chlamydial infection. The detailed procedure has been
described elsewhere (Buvé et al. 2001). HIV testing was done anonymously, but linked to the interview data and the
results of the other laboratory tests. Study participants who wished to know their HIV serostatus were referred for pre-
and post-test counseling and re-testing, free of charge. Study participants with symptoms and/or signs suggestive of
STD were immediately treated. Any study participants who were found to have serological evidence of syphilis were
traced back and also treated. Men were also interviewed about past and present symptoms of STDs and health-seeking
behavior.

Box 3.1. Attributes Asked About in the Sexual Network Module
(Adapted from Morris 1997)

Respondent's characteristics Relationship attributes Partners' characteristics
Gender Type of relationship Gender
Age Duration of relation Age
Education Living arrangement Education
Literacy Frequency of sex Ethnic group
Ethnic group Use of condoms Marital status
Religion Place of first sex Number of other sexual partners
Place of origin Duration of relationship before first

sex
Place of residence Characteristics of other partners
Marital status Ongoing or ended relation
Mobility Number of sexual acts
Occupation Exchange of money
Age at first marriage
Age at first sex
Number of sexual partners
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3.3.3 Qualitative data
In each of the four cities, qualitative data was collected on the types and characteristics of sex workers in different parts
of the city (Huygens and Caraël 1998). Following this, all the places where sex work was known to occur were mapped
and the number and type of female sex workers (FSWs) present in each place at the time of the visit by the study team
were recorded. The maps and the list enabled a sample to be drawn that was representative of the different types of sex
workers and the different areas of the city where they worked. Indeed, even a large household survey would not give
an adequate representation of sex workers. In Cotonou, Kisumu, and Ndola the places where FSWs worked were
randomly selected and all sex workers present at the time of the team visit invited to participate. In Yaoundé sex
workers were sampled from different zones with probability proportional to size, and sex workers were contacted via
other sex workers. In Cotonou brothel and street-based FSWs were deliberately over-represented in the sample (for
the purposes of another study) and this was adjusted for in subsequent analysis. The aim was to obtain a sample size of
around 300 sex workers in each city. Following informed consent, interviewer-administered questionnaires were used
to collect demographic and socio-economic data, history of sex work, and information on “steady partners” and
“clients.” Information gathered on clients included: number in the last 24 h, total number in the last week, number
city-resident, number of first-time clients, sexual practices, and condom use. FSWs were also invited to attend a
specially set up field unit, or a designated health center for a free full genital examination for sexually transmitted
infections (STIs). Specimens for STIs were collected and analyzed as for the general population survey.

3.3.4 Field procedures
Fieldwork took place in 1997–8. Interviewer selection and training did not differ greatly from survey procedures of
other demographic and social surveys such as DHS. Interviewers were young adults and in all sites female interviewers
were used for female respondents. Special attention was paid to in-depth training of interviewers about informed
consent, non-judgmental attitudes, confidentiality, and privacy. When presenting themselves and explaining the reason
for their visit, interviewers were also trained to explain random selection of households and the meaning of anonymity
and confidentiality. The 5-day training emphasized role plays to familiarize interviewers with probing and discussing
sexual behavior.

Although it varied slightly from one site to another, the fieldwork was conducted by 4–5 teams of four
interviewers—two men and two women—accompanied by a supervisor. On average it took less than 30 min to
complete the interview, but the length varied with the specific situation of the respondent. A non-sexually active
respondent would be asked only twenty questions. A married person with one spouse and no non-spousal partners
would be asked forty six questions. A married respondent with two spouses and four non-marital partners would be
asked 125 questions,
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which might take 90 min. The refusal rates on individual questions during the interview process were very low.

3.4 FIELD EXPERIENCES

3.4.1 Response rates
The overall response rate for the behavioral data, that is, the response rate at the household level multiplied by the
response rate at the individual level, was 96 percent for Cotonou, 81 percent for Yaoundé, 86 percent for Kisumu, and
83 percent for Ndola. The low response rate for Yaoundé, Kisumu, and Ndola, which was seen particularly among the
men, was of concern. Most of the nonrespondents were never found at home (refusals were less than 2 percent in all
sites). After three calls, the response rate for men was 72 percent for Yaoundé, 72 percent for Kisumu, and 61 percent
for Ndola. In Kisumu and Ndola a second round was organized in order to try and retrieve as many men as possible.
In Kisumu an additional 85 men were interviewed, in Ndola an additional 110 men, bringing the response rates to 81
and 72 percent, respectively. For these two cities men interviewed after intensified efforts were compared with the men
who were interviewed at the first round of the survey, in order to assess biases resulting from nonavailability for
interview. In both cities men found after intensified efforts were older and more likely to be married than men
interviewed in the main part of the survey.

The differences or lack of differences between men interviewed after intensified efforts and men interviewed in the
main part of the survey, can only give some indications about possible biases due to non-response. The data from
Ndola suggest that men found later might be more sexually active, but definitive conclusions about the men who were
never interviewed and about the non-respondents in Yaoundé cannot be made. Unfortunately, due to logistical
constraints, it was not possible to collect blood and urine samples in Kisumu at this second round. In Ndola, there was
no significant difference in HIV prevalence among men at the first and second round.

Completed questionnaires for sex workers were obtained for 433 women in Cotonou, 328 in Yaoundé, 300 in Kisumu,
and 332 in Ndola. HIV test results were available for 275 (63.5 percent) of these women in Cotonou, 324
(98.8 percent) in Yaoundé, 296 (98.6 percent) in Kisumu, and 324 (97.6 percent) in Ndola.

3.4.2 Limitations of questions about networks
Respondents were asked to give the characteristics of each non-spousal partner for up to eight partners in the last 12
months, starting with the most recent. Table 3.1 shows the number of non-spousal partners reported by males and
females in each city. Very few men and even fewer women reported more than eight partners.

Obviously where a respondent reported more than eight non-spousal partners the partner characteristics for some of
the partners would not have been collected. The combined effect of limiting the detailed data to eight partners, and of
a small
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Table 3.1.Percent Distribution of the Reported Number of Non-spousal Partners in the Last 12 Months

Non-spou-
sal Part-
ners

Cotonou Yaoundé Kisumu Ndola

Men Women Men Women Men Women Men Women
0 56.0 83.0 33.0 55.0 56.0 81.0 68.0 87.0
1–5 43.0 17.0 63.0 44.0 44.0 19.0 31.0 13.0
6–8 0.5 0.0 3.0 0.2 0.4 0.0 0.8 0.0
9+ 0.2 0.0 0.7 0.1 0.1 0.0 0.6 0.0
Total cases 1016 1089 967 1111 825 1059 714 1007

percentage of men omitting to give any data for some partners means that if counts of partnership characteristics were
made based only on the available data (e.g. counts of contacts in which money is exchanged) then the number of such
partnerships would be underestimated by 4 percent for men in Cotonou, 8 percent in Yaoundé, 0.5 percent in Kisumu,
and 15 percent in Ndola. Attempts to adjust for the missing partnerships are problematic because assumptions would
have to be made about the characteristics of these partnerships. An additional problem is that these estimates are very
sensitive to the high number of partners reported by a very small number of men and are therefore imprecisely
estimated. For women the loss of information due to the eight-partner limit is negligible.

3.4.3 Missing responses for questions on the characteristics of non-spousal
partners in the last 12 months
It was anticipated that some characteristics of some non-spousal partners might not be known so “don't know”
categories were included for questions on educational and marital status of the partner, whether the relationship had
ended, and whether the partner had other steady, casual, or commercial partners. Where a “don't know” category was
included respondents tended to choose this category rather than not giving an answer. Table 3.2 shows the number of
“don't know” or “missing” responses for selected questions for each city.

Data on age were more likely to be missing in Ndola and Kisumu than in the other two cities and data on length of the
relationship was missing for a large proportion of partnerships in Ndola. The questions on partners of the partner
were often unanswered in all cities.

To examine whether respondents experienced “fatigue” or “recall bias” in their answers on partner characteristics, the
proportion of “don't know” and missing responses was compared between the first four partners described and the
second four. (Test results not shown in Table 3.3.) It is possible that the types of relationships for those with large
numbers of partners might have been more casual than those with smaller numbers of partners making the
characteristics of the partner less likely
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Table 3.2.Missing Data or “Don't Know” Responses for Questions on the Characteristics of Non-spousal Partners in
the Last 12 Months

Variable Cotonou Yaoundé Kisumu Ndola
Men Women Men Women Men Women Men Women

Age 1 6 2 2 6 14 21 16
Marital sta-
tus

2 1 3 2 6 2 4 1

Educational
status

14 26 18 19 10 15 23 15

Now ended 5 4 9 7 2 1 <1 1
Relation-
ship length

9 4 <1 2 1 <1 21 32

Condom
use last
contact

5 0 <1 0 <1 0 <1 0

Money ex-
changed

<1 0 <1 0 <1 0 0 0

Number of
partners of
partner

58 52 32 29 21 10 39 37

Partner ex-
changes
money for
sex with
others

62 62 41 50 45 50 34 38

Total cases 730 216 1575 740 612 250 437 146

to be remembered. Therefore analysis was restricted to those men who reported four or more non-spousal partners
(Table 3.3). Women were excluded from the analysis because they reported relatively few non-spousal partners.

Age was reported as missing more frequently for the second four partners in all cities, although this was only
statistically significant for Yaoundé. This suggests that missing data on partner characteristics does increase with the
number of partners. It is impossible to differentiate between a “fatigue” effect and a “recall bias” effect as the later
partnerships should also be the least recent. There were no consistent patterns in missing data for the questions on
partners of the partner.

The accuracy and completeness of responses will depend on the skills and training of the interviewers as well as on the
knowledge and willingness of the respondents, and this may vary between sites.

3.4.4 Sex worker survey
Methods of identifying and sampling sex workers are likely to influence the characteristics of the sample studied.
Qualitative data collected in each city before the survey confirmed that the stigma associated with sex work is so great
that women often hide it, and are therefore very difficult to identify for the purposes of a survey. The qualitative data
also suggested that “lower class” sex workers were more likely to admit to being sex workers. In Kisumu where sex
workers reported less often at least primary education and more often sex work as a major income source as compared
with the other sites, it may have affected the true representation of sex worker or reflect the poor socioeconomic
conditions of the town (Morison et al. 2001). In the
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Table 3.3.Proportion of “Don't Know” or Missing Responses by Partner Order and Number, Among Men who
Reported Four or More Non-spousal Partners in the Last 12 Months

Variable Cotonou Yaoundé Kisumu Ndola
1st 4 part-
ners

2nd 4
partners

1st 4 part-
ners

2nd 4
partners

1st 4 part-
ners

2nd 4
partners

1st 4 part-
ners

2nd 4
partners

Age 0 4 3 11 5 7 22 28
Number
of partners
of partner

72 75 35 40 27 20 42 50

Partner
exchanges
money for
sex with
others

62 67 41 37 43 27 41 41

Total cases 93 24 480 133 77 15 113 32
Note: Partnerships are the unit of analysis.

present survey women were identified at places where sex workers were known to meet clients or were brought to the
interviewers by peers. Systematic differences in the women who were missed might have led to biases in some of the
summary statistics calculated.

3.5 ILLUSTRATIVE FINDINGS
The overall prevalence of HIV infection in men (including men who denied sexual activity) was 3.4 percent in
Cotonou, 4.1 percent in Yaoundé, 19.8 percent in Kisumu, and 23.2 percent in Ndola. For women (including women
who denied sexual activity) the respective prevalence rates were 3.5, 7.4, 30.1, and 31.9 percent. In all sites, except
Cotonou, the overall HIV prevalence was much higher in women than in men. The most striking contrast was found
in the age group 15–19, in Kisumu and Ndola. The prevalence of HIV infection in young men was 3.5 percent in
Kisumu and 3.7 percent in Ndola, whereas in young women the prevalence rates were 23.0 and 15.4 percent,
respectively. The prevalence of HIV infection among FSW's was 57.5 percent in Cotonou, 33.3 percent in Yaoundé,
74.7 percent in Kisumu, and 68.7 percent in Ndola.

The surveys have produced an extensive data set that has been analyzed to explore the risk factors for HIV within each
community, in a standardized way, and the factors that differ between communities that might help to explain their
different HIV epidemics. Three examples of analysis will be presented here, all of which use the partnership
information but to address very different questions: (a) how to measure concurrency and the importance of
concurrent partnerships; (b) how to
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identify the clients of prostitutes; and (c) how to account for the disparity in HIV prevalence between young men and
young women.

3.5.1 Measuring concurrency and examining the role of concurrent
partnerships
A growing number of researchers consider that the sexual network structures of a population are critical to the HIV
epidemic (Hudson 1996; Garnett and Johnson 1997). In particular, models intended to reproduce partnership
formation and HIV transmission dynamics suggest that concurrent partnerships (i.e. having a sexual partnership with
more than one person in the same period of time) may enhance HIV spread when compared with consecutive
partnerships (Watts and May 1992; Morris and Kretzschmar 1997). However, little is known about the extent to which
concurrent partnerships may be of importance in explaining the different patterns of HIV spread in populations, as no
comparative population data are available.

We discuss the most relevant measures for characterization of sexual networks with regard to HIV transmission. In
addition to being critical to HIV/STD epidemics, these measures should have two main properties: they must be
derivable from data from available (or feasible) surveys and they should be relevant to prevention.

The measurement of network structures can be based on either population or individual level indicators, and can be
computed either at a given time-point or over a given period of time. Stochastic simulation studies of epidemics within
networks have been used to identify those statistical measures most relevant for STD transmission. Ghani et al. (1997)
used a logistic regression procedure to test the role of a set of network descriptors on simulated gonorrhoea
dissemination (gonorrhoea has often a much shorter duration of infection than HIV and results based on this STD can
not be fully extrapolated to HIV) (Ghani et al. 1997). Morris et al. (1996) focused on concurrent partnerships and
provided a single measure of concurrency (Kretzschmar and Morris 1996; Morris and Kretzschmar 1997). These
studies provide relevant statistical measures and try to link network descriptors and epidemic dynamics: among
indicators which apply to populations, the percentage of assortative mixing among high sexual activity groups was
suggested by Ghani and co-workers to play a role in gonorrhoea spread. Two other measures of network structure
were included in analyses described by Ghani and co-workers. These were the distribution of the “component size”
(the size of the largest subset of individuals who are connected together in the same network) and the notion of
cohesion that describes the density of connections between individuals.

The authors found that the component size and the cohesion were both associated with the establishment and
prevalence of gonorrhoea infection. These two indicators require information on the whole sexual network. Finally, the
percentage of mutually non-monogamous pairs (pairs in which both partners have other partners) was also shown by
Ghani and co-workers to play a role in the establishment of the epidemic.

Morris and Kretzschmar (1997) proposed a measure of concurrency (k) derived from the contact graph representing
the whole network of sexual relationships.
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This index k measures the fraction of partnerships that are concurrent at a given point in time. It has the property of
converging to a simple function of the mean (μ) and variance (σ2) of the number of partners as the number of
individuals grows (k = σ2/μ + μ − 1). Models showed that concurrency measured by k increases both the intensity and
the variability of the intensity of an HIV epidemic and that the final size of the epidemic increases exponentially as k
increases. In addition, the authors showed k to be directly and linearly related to the largest connected component size
measured at the end of each simulation run.

Among variables applying to individuals, the number of partners at distance 1 (direct partners) and distance 2 (partners
of partners) was shown by Ghani et al. to be associated with an individual's risk of gonorrhoea infection. The same
authors introduced a measure, called closeness, designed to evaluate the centrality of the location of an individual in a
network. One can hypothesize that someone at the edge of a network may not have the same risk of infection as
someone more centrally located. The logistic regression analysis showed that the centrality of the position of an
individual is of importance for that person's individual risk.

In this study, we have used local network data, that is, data collected at an individual level and both newly developed
variables and variables found in the literature to assess the impact of concurrent partnerships. The predictive value of
these indicators for HIV epidemics was assessed by comparing their levels among four populations with different HIV
prevalences and by comparing their levels between infected and non-infected people (Lagarde et al. 2001).

3.5.1.1 Methods of analysis: Indicators of concurrent partnerships

3.5.1.1.1 Kappa
All participants were asked to provide information on all spousal and non-spousal partnerships of the last 12 months.
In particular, dates of formation and dissolution of all partnerships that occurred in the last 12 months were recorded.
One exception was spousal partnerships, which were only recorded if ongoing at the time of interview. Spousal
partners who had had no sex with the respondent in the last 12 months (according to respondent's declaration) were
discounted.

For each respondent, we computed the number of partnerships and their variance at 14 time points in the 12 months
preceding the interview. We derived Morris's κ indexes from means and variances and compared them between the
sites.

3.5.1.1.2 Duration of overlaps
We computed the duration of all partnership overlaps and summed them for each individual. Mean sums were
compared between cities.

3.5.1.1.3 Individual index of concurrency
The information was also used to compute an individual index of concurrency, iic, designed to fulfil four criteria: (a) iic
summarizes an individual's propensity to keep or dissolve an on-going partnership before engaging in another one; (b)
iic does not depend on the number of partnerships; (c) iic does not depend on the length of partnerships; (d) the
measure covers the 12 months period preceding the interview. For each pair of partnerships declared
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by a respondent, we computed the actual duration of the overlap d and the expected duration ɛ given the length of
both partnerships (see below for calculation of ɛ). The ratio d/ɛ can range from 0 to infinity. We obtained a symmetric
measure by computing r = (d/ɛ − 1)/(1 + d/ɛ). This index r varies between −1 and 1, is null when the duration of the
overlap equals that expected by chance, is positive when partnerships are more concurrent than expected, and is
negative when partnerships are less concurrent than expected. Finally, the pair-specific indexes, r, are summed for each
individual to give an overall individual index of concurrency iic. Mean values of iic for the different cities were
compared.

3.5.1.1.4 Computation details for overlap duration expectancy ɛ

Let A and B be two partnerships with durations a and b, respectively, centered on time points x and y, respectively. The
A and B partnerships are represented by the time intervals Ix = [x − a/2; x + a/2] and Iy = [y − b/2; y + b/2]. The
observation period is [0, L], where L is 12 months. We assume in what follows that a $ b. Participants were asked to
provide information on all partnerships in the last 12 months. We are therefore interested in situations for which Ix and
Iy have a non-empty intersection with [0, L]. This requires that:

Let Vj YΩ be the subdomain in which IxΩIy ≠ φ (when A and B overlap):

The probability that partnerships overlap is

Let us now introduce χi the characteristic function of Ωi (χi = 1 inside Ω; 0 outside), and (x; y) the length of Ic ∩ Iy
whenever it is not empty. The expected duration of overlap is then

A straightforward calculation gives

The expected duration of overlap in the case b > a is obtained by interchanging a and b.
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For partnerships that were still ongoing at the time of interview, the duration of the partnerships was doubled for the
computation of ɛ. Similarly, when an observed overlap covered the time of interview, the observed overlap duration, d,
was doubled.

3.5.1.1.5 Proportion of respondents in mutually non-monogamous relationships
We were able to compute the proportion of individuals who where in mutually nonmonogamous pairs at the time of
interview. This relied on the question addressing the number of partner's partners. Response rates for this ranged from
42 to 79 percent (Table 3.2), which casts some doubt on the accuracy of such an index.

3.5.1.2 Outline of results
Measures of concurrency are given in Table 3.4. The concurrency index k at the time of interview was high in Yaoundé
(0.98), intermediate in Kisumu (0.45) and Cotonou (0.33), and low in Ndola (0.26). Among men, the mean sum of
duration of overlaps per individual varied from 73 days in Ndola to 271 days in Yaoundé. Among women, the mean
sum of duration of overlaps varied from 1 day in Ndola to 52 days in Yaoundé.

The iic was computed for each respondent reporting more than one partnership (spousal and/or non-spousal) in the
last 12 months. Mean values of iic ranged from −0.62 in Ndola to 0.07 in Kisumu. The proportion of individuals
engaged in mutually non-monogamous pairs was high in Yaoundé (23.5 percent), low in Ndola and Cotonou (4.5 and
5.8 percent, respectively), and intermediate in Kisumu (12.6 percent).

No correlate could be found between average level of these indicators and level of HIV in the different cities. In
addition, there was no evidence that higher measures of iic predicted a higher risk of HIV at the individual level.

3.5.1.3 Discussion

3.5.1.3.1 Relevance of computing an individual index
The relevance of computing an individual index that addresses network issues may be questioned. Comparisons made
at an individual level should be considered with the assumption that someone with a higher iic is more likely, on
average, to be in a more connected network. This is not always the case, as, for example, the partners of someone who
has several concurrent partners may not have other partners. On average, however, the individual propensity not to
dissolve a partnership before engaging in another one is likely to increase the probability of being in a connected sexual
network.

3.5.1.3.2 Measure accuracy
Another concern is the accuracy of the estimate of overlap occurrence and length. In addition to the fact that
partnership reports are subject to bias due to recollection, social desirability, shyness, interviewer effect and so on,
inaccuracies arise since the time the partnership ended is recorded in months (although partnership duration could be
measured in days). This led to some uncertainty in calculating overlaps when the starting date of a given partnership
was close to the ending date of a previous one. Period measures in months were not able to
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Table 3.4.Comparison of Network Descriptors Between Cities

Cotonou, Benin Yaoundé, Cameroon Kisumu, Kenya Ndola, Zambia
Number of partners (spouses included) at the time of interviewa

Mean 1.14 1.42 1.18 1.06
95% confidence in-
terval

1.11; 1.17 1.37; 1.46 1.15; 1.22 1.03; 1.09

N 1022 1425 1208 883
Concurrency index k at interview
k 0.33 0.98 0.44 0.26
95% confidence in-
tervalb

0.25; 0.43 0.84; 1.12 0.35; 0.55 0.09; 0.47

N 1022 1425 1208 883
Sum of overlaps per person (days)c Men
Mean 102 271 117 73
95% confidence in-
terval

82; 122 224; 318 93; 141 24; 122

N 738 797 697 538
Women
Mean 3 52 10 4
95% confidence in-
terval

1; 5 39; 65 5; 14 1; 6

N 778 922 848 547
Individual index of concurrency (iic)d

Mean −0.34 −0.01 0.07 −0.62
95% confidence in-
terval

−0.55; −0.13 −0.17; 0.15 −0.08; 0.22 −1.33;−0.09

N 279 649 297 119
% engaged in mutually non-monogamous pairsa

% 5.8 23.5 12.6 4.5
95% confidence in-
terval

4.1; 7.5 21.0; 26.0 10.1; 15.1 2.6; 6.3

N 722 1114 680 487
HIV prevalence 3.4 5.9 25.9 28.4

a Among those who declared at least one partner at the time of interview.
b Computed by the bootstrap method.
c Among those ever sexually active.
d Among those who declared more than one spousal or non-spousal partner in the last 12 months.

distinguish concurrent partnerships with overlaps of a few days, from serial partnerships with gaps of a few days. To
investigate this problem we recomputed iic with the constraint that an overlap must last more than a given number of
days. This solution is not fully satisfactory as it has the property of eliminating the contribution of short sexual
partnerships. A possible solution would be to question respondents on concurrency itself. While measuring the
occurrence of concurrency seems feasible using this method, it might be harder to estimate concurrency duration.
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3.5.1.3.3 Sexual partnership and sexual behavior
Another important concern is the potential discrepancy between duration of a partnership and duration of a sexual
relationship. Although the questionnaire specifically asked for the time interval between the first and last episode of
sexual intercourse, respondents take into account many miscellaneous relational events to define their partnership
formation and dissolution dates. From the point of view of the virus a partnership starts with the first sexual
intercourse and ends with the last one. It may be very difficult to solve this problem, as accurate data on coitus dates
are impossible to collect over a long period.

3.5.1.3.4 Relationships with HIV prevalence
All network descriptors that were computed failed to discriminate between populations with high and low levels of
HIV infection. In particular, the fraction of partnerships that were concurrent, as measured by the k index proposed
by Morris et al. (1996) was not higher in cities with high HIV prevalence. Morris and Kretzschmar (1997) simulated
HIV spread among virtual populations with a k index ranging from 0 to 0.67, while k in our surveyed populations
ranged from 0.26 to 0.98. This may partly explain why our results are not concordant with simulation results that
predict an exponential role of concurrency. It would be interesting to assess simulation outputs when k varies from
0.67 to 0.98. The same simulation also showed that the higher the value of k, the greater the uncertainty in the size of
the epidemic at the end of the simulation. This may account for the relatively low HIV prevalence in Yaoundé despite a
high value of k. However, k is low in Ndola, which should lead to low uncertainty and low HIV prevalence, but the
HIV prevalence was 28.4 percent. Finally, cities ranked differently when k and iic were considered. This could be
explained by the fact that iic is an individual index that does not take into account partners of partners while k is
intended to describe a feature of the whole network. These two indicators therefore do not reflect the same aspect of
concurrency.

3.5.1.3.5 Concurrency and matrimonial system
Both spousal and non-spousal partners were included when computing k and iic. Consequently, matrimonial
characteristics may play a part in the explanation of the variations of these indicators. However, we found very similar
results when excluding spouses: the four populations ranked in the same order as when spousal partners were included
(results not shown). In addition, the population of Cotonou, Benin has the highest level of polygyny, and relatively low
values of k and iic.

3.5.1.3.6 Sample size for computation of iic
Among the potential limitations of the study it should be noted that iic was computed for small samples: of the initial
sample size of 1819, 2116, 2089, and 1889 respondents in Cotonou, Yaoundé, Kisumu, and Ndola, respectively, only
124, 324, 708, and 313 respondents, respectively, reported more than one spousal or non-spousal partner and
answered all questions needed to define the date and duration of partnerships.
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3.5.1.3.7 Concurrency and epidemic dynamics
Another concern is that data were collected from populations that have already reached relatively stable levels of HIV
infection. Currently reported sexual behavior patterns and concurrency of partnerships may differ from those at the
start of the HIV epidemic. People with HIV may have changed their sexual behavior as a result of their disease. In
addition, para-meters of concurrency may also have been underestimated in cities with high levels of HIV since those
who died from AIDS are likely to have had higher than average numbers of partners. Another consequence of the
choice of cities is that they are all in a mature phase of their HIV epidemic. Models predict that concurrency impacts
on the establishment of HIV epidemics but not on maintaining them, and this may explain why we found no impact of
concurrency. However, Yaoundé exhibited the highest level of concurrency and HIV prevalence has been relatively
low for many years. According to models, Yaoundé fulfils the criteria for the establishment of a major HIV epidemic,
which has not occurred so far.

3.5.2 Identifying the clients of prostitutes
The role of commercial sex in facilitating the spread of HIV depends, among other things, on the proportion of the
male population who use sex workers and the number and characteristics of the other sexual partners of these clients.
The “bridging” role of FSW clients in spreading HIV out to the general population has been studied previously by two
methods. The first involves interviewing known clients of FSW (Pickering et al. 1992; Morris et al. 1996; Alary et al.
1999; Vernazza et al. 1999) but this does not give an idea of how prevalent contact with sex workers is within the
population. The second method involves trying to identify clients of FSW (mainly using the criteria of whether money
was exchanged for sex) from surveys asking males about their sexual partners (Carael et al. 1991). However, the
appropriateness of using exchange of money as the criteria for defining contact with sex workers has been in question
for some time. The aim of the current analysis was to use the detailed data on non-spousal partners collected during
this study to develop better criteria for identifying clients of sex workers, and to examine the number and
characteristics of the clients thus defined.

3.5.2.1 Methods used in the analysis
Different characteristics of non-spousal partnerships were examined using the survey of approximately 1000 men in
each city with the aim of identifying clients of sex workers. Considering the limitations of the different characteristics, a
definition of contact with a sex worker based on a combination of these characteristics is proposed. Using this
definition the percentage of men having contact with an FSW was calculated and their characteristics were described.

The derived definition of contact with sex workers was then used to calculate the total number of FSW partners per
1000 males per year. This was multiplied by the average number of times each man reported intercourse with each
FSW partner to estimate total sexual contacts per 1000 men per year. An upper and lower limit was calculated to
account for non-spousal relationships for which the characteristics were not available. The lower limit assumes none
were contacts with sex workers while the upper limit assumes that all were.

The data from the survey of sex workers were then used to calculate the average number of contacts between sex
workers and clients per 1000 men per year. First the annual number of contacts with city-resident clients for each FSW
was estimated by multiplying the mean weekly number of city-resident clients by the average number of weeks a FSW
was resident in the city. The number of FSW contacts per 1000 men per year was estimated by multiplying the annual
number of contacts by the number of FSWs per 1000 men.
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3.5.2.2 Outline of results
The following characteristics of non-spousal partners of men were examined for use in identifying clients of sex
workers: local term used to describe the relationship; exchange of money (always or often) for sex; how long he had
known the partner before having sex; the duration of the relationship; the number of partners of the partner; and
whether the partner was thought to have sex with others in exchange for money.

Men rarely described non-spousal partners as prostitutes (between 0.4 and 1.8 percent reported sex with a prostitute)
limiting the use of this in identifying clients. Table 3.5 shows the proportion of relationships where money was always
or often exchanged by type of relationship as described in local terms. The exchange of money occurred between
couples engaged to be married, and was not always exchanged in relationships described as sex work.

Therefore exchange of money was combined with other characteristics of the relationship in defining contact with a
sex worker. The number of partners of the female partner, and whether the female partner exchanged sex with others
for money were considered to be useful criteria for defining contact with a sex worker. However, Table 3.3 shows that
a large proportion of responses for these questions had missing answers or the man reported that he did not know.
Other possible useful characteristics included whether the relationship had duration of a day or less and whether the
partners had sex on the same day they met. There was little missing data for these two characteristics. After
considering the limitations of the different questions, the definition of contact with a FSW shown in Box 3.2 was
derived.

Table 3.5 shows the local term used to describe relationships, which were defined as sex work according to Box 3.2.
Most were described as casual relationships or

Box 3.2. Denition of Contact with an FSW
Male partner defined it as a sex work contact or it was a relationship where money was always or often
exchanged and $ one of the following:

• duration of 1 day or less
• they had sex on the same day they met
• the female partner was reported to have more than nine partners
• the female partner was reported to exchange sex for money with others.

Box 5.1. Network Structure Features
Size
Density
Transitivity
Centralization
Degree centralization
Closeness centralization
Betweenness centralization
Information
Bonacich power
Components
Largest component size
K-cores
Cliques (n = 3, 4, 5)
2-Cliques (n = 3)
2-plex (n = 3, 4, 5)
Concurrency (κ3)
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Table 3.5.Proportion of “Sex Work Contacts” of Men in the Last 12 Months, Compared with Local Terms Used by
Respondents to describe relationship

% (n)
Cotonou Yaoundé Kisumu Ndola

Money always or often exchanged among:
Fiancée 0 (52)

a
17 (12) 44 (16)

Girlfriend 7 (527) 11 (1124) 15 (378) 45 (312)
Casual 36 (119) 43 (387) 20 (198) 42 (105)
Prostitute 71 (24) 72 (36) 50 (4) 25 (4)
Definition of contact with an FSW (Box 2)
Fiancée 0 (52)

a
0 (12) 0 (16)

Girlfriend 1 (530) 6 (1127) 4 (361) 14 (312)
Casual 22 (119) 37 (387) 8 (198) 30 (105)
Prostitute 100 (24) 100 (36) 100 (4) 100 (4)

n = total number of partnerships of this type.
a In Yaoundé the categories “girlfriend” and “fiancée” were not distinguished.

Table 3.6.Estimates of Rate of Sex Work Contact in Each of the Four Cities

Cotonou Yaoundé Kisumu Ndola
From survey of men
% men with con-
tacts in the last year

4 12 3 6

Contacts per 1000
men per year

130–160 1800–2750 490–540 1050–1900

From survey of sex workers
Client contacts per
1000 city-resident
men per year

3360 1700 960 3330

girlfriends and none were described as fiancées. Using the definition in Box 3.2 HIV prevalence in “clients” and other
men was similar in Cotonou and Kisumu, but there was some indication that it was higher in “clients” in Yaoundé and
Ndola (P = 0.07 and P = 0.09, respectively). Similarly syphilis was not significantly higher among “clients” than other
men except in Yaoundé (P < 0.01). Between 29 and 34 percent of “clients” had other non-spousal partners aged less
than 20.

Table 3.6 shows estimates of the extent of contact with sex workers according to the male population data and the
survey of sex workers. Apart from Yaoundé there are major discrepancies between the two sets of figures with
estimates based on men being much lower. The discrepancy in Cotonou is particularly great.

3.5.2.3 Discussion
Defining contact with sex workers in the last year using the characteristics of non-spousal data was not
straightforward. Exchange of money did not appear to be a
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useful criterion for defining sex work contact, and other characteristics of the partners of the male informants had
large proportions of missing data. The “clients” identified that using the definition did not have consistently higher
prevalence of HIVor syphilis than other men, and this persisted after excluding those contacts in which condoms were
used. This suggests that using the characteristics of the relationship to define sex work leads to misclassification and
that probing the respondent on whether any of his partners might be considered to be sex workers might be more
sensitive and specific. However, a major problem with this latter approach is that sex work is not easy to distinguish in
an African context and both partners might regard the relationship as something else. Further work needs to be done
to develop probing questions on contacts with sex workers for future questionnaires.

Large discrepancies were found between the extent of contact with sex workers estimated from reports by men
compared to sex workers. While some of this could be due to problems with the definition of contact with sex workers
and the crude assumptions on which the calculations are based, the discrepancies are large enough to merit
consideration. Some of the discrepancy could be because clients of the sex workers might be from other core-groups
such as the bar owners, the military or truck drivers and that these groups would not be included in the household
survey. Another possible explanation is bias introduced by non-participation in the surveys of the male population: it is
possible that the substantial proportions of men not interviewed (most of whom were “not found” rather than
refusals) had more contact with sex workers. However, the city with the largest discrepancy, Cotonou, had a high
response rate for men (95 percent) so this is unlikely to be an explanation there. In conclusion, allowing for the
crudeness of the figures calculated, the triangulation still suggests that men are not reporting sexual partners who are
sex workers or reporting them as partners without the label “sex worker.” This is likely to greatly bias surveys in which
this type of data is collected.

3.5.3 Investigating the causes of the disparity in HIV prevalence between
young men and young women
It has been noted in several areas in sub-Saharan Africa that the HIV prevalence in women is high within the first few
years of sexual activity, whereas that in men rises more slowly (Kwesigabo et al. 1996; Fontanet et al. 1998; Fylkesnes et
al. 1998; Boerma et al. 1999). While this could be an artifact due to failure to include, through absence or refusal,
young men with higher rates of HIV seropositivity, the consistency of the finding and the magnitude of the difference
makes this unlikely as a full explanation.

Women may have higher HIV prevalence then men because they are more exposed to infected partners and/or
because they are at higher risk of acquiring HIV infection from an infected partner. There is some evidence that HIV
transmission from men to women is more efficient than from women to men (Mastro and de Vincenzi 1996). Several
studies in discordant couples in Africa and elsewhere have found higher seroconversion rates in the initially
seronegative female partners of male index cases, than in the initially seronegative male partners of female index cases
(Hira et al. 1990;
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Padian et al. 1997; Carpenter et al. 1999; Senkoro et al. 2000), though other studies have found similar seroconversion
rates for men and women in HIV discordant partnerships (de Vincenzi 1994; Serwadda et al. 1995; Fideli et al. 2000;
Quinn et al. 2000). In areas of high STD prevalence it has been suggested that any difference in male to female and
female to male HIV transmission probabilities may be counterbalanced by the presence of other STDs and higher
co-factor effects in female to male transmission (Vernazza et al. 1999). Comparison of transmission is further
complicated by likely variation in transmission probability over the course of the infection, and the fact that discordant
couples are a selected group in which transmission has not occurred in the earliest stages of infection (Mastro and de
Vincenzi 1996).

Sexual network data can be used to investigate the other potential explanation for the higher HIV prevalence in women
than in men—that they are more exposed to infected partners. The risk of exposure to an infected partner at a young
age depends on the age at sexual debut, the number of partners, and the likelihood that those partners are infected.
This will depend on the type of partnership, the age of the partner, and the partner's risk behavior. We analyzed data
from the two high prevalence sites, Kisumu and Ndola, to explore these factors and to assess the extent to which
differences in risk of exposure to an infected partner can explain the disparity in HIV prevalence between young men
and young women (Glynn et al. 2001).

3.5.3.1 Methods used in the analyses
The distribution of the age at sexual debut, the number of lifetime partners, and the proportions married at each age
were compared between men and women. The risk of HIV within marriage for women was examined in relation to
the age difference from their husband and by whether they were virgins at the time of marriage. Virginity at the time of
marriage was not asked directly in the questionnaire and those who had sexual intercourse with their future spouse
before marriage may or may not have counted them as premarital partners. For this analysis we defined virgins at
marriage as either those with no declared premarital partners or those with one declared premarital partner and the same
age at sexual debut as at marriage.

Details for non-marital partnerships used the information collected on all sexual partnerships (up to eight) during the
previous 12 months. Results were analyzed to explore the proportion of young women and young men with older
partners and the proportion of older men with young female partners but the results could not be reconciled.

HIV prevalence increases with age and is higher in married individuals than those who are unmarried. To see whether
the age difference in non-marital partnerships explained the differences seen in HIV prevalence, the age distribution,
and marital status of declared partners in the last 12 months were used to estimate the probability of infection in the
partners of unmarried men and women under 20. This was done in three different ways.

1. We used the HIV prevalence of men who reported that they had had sex with unmarried women under 20 (in
the last 12 months), and the HIV prevalence of
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women who reported that they had had sex with unmarried men under 20 (in the last 12 months). These were
calculated both crudely and after weighting by the number of partners in that category. The calculations were
also repeated including those with partners with unknown age and marital status.

2. The age distribution of the partners of individuals who had had only one lifetime partner was compared with
the age–sex–marital status specific HIV prevalence in the population to estimate the probability of HIV
infection in the partners. (These partner ages were only available if the partner was seen in the last 12 months.)

3. To estimate the maximum probability of HIV infection in male partners the partnership histories of each
woman were examined. Since HIV seropositivity increases with age and is higher in married men, the
maximum probability of HIV infection was estimated from the prevalence of HIV by age of men in the
population, using the age of the oldest partner and taking the age-specific prevalence for married men if any of
the woman's partners were married. Partners under 15 years were assumed to be HIV negative. For men the
minimum probability of HIV infection in a partner was calculated similarly, using the age of their youngest
partner and the prevalence for unmarried women if any of the partners were unmarried.

Finally, the relative risk of HIV between women and men was compared directly in a multivariate logistic regression
model, allowing for marriage, number of partners, age at sexual debut, and the presence of STDs, to assess the extent
to which measured differences in behavior and STDs could explain the differences in HIV prevalence seen. The
sensitivity of the results to the accuracy of partnership histories was explored by doubling or tripling the number of
partners for the women, and also by excluding number of partners from the model.

3.5.3.2 Outline of results
Results are presented in detail elsewhere (Glynn et al. 2001). In both sites age at sexual debut was similar for men and
women, and men declared many more partners than did women, so these factors did not explain the disparity in HIV
prevalence.Women married at a younger age than men and marriage was a risk factor for HIV, but this did not explain
the male–female discrepancy in HIV prevalence since differences in HIV prevalence between men and women were
seen in both married and unmarried individuals. HIV prevalence was lower in women with a small age difference from
their husbands and in those who were virgins at marriage.

Young men had very few older partners whereas about one fifth of unmarried women under 20 with non-marital
partners in the last 12 months had had at least one partner over 24. The estimates of the HIV prevalence in the
partners suggested that the probability of a partner being infected is probably similar for the young single men and
women in these two sites. Since men had more partners their risk of having an infected partner was actually higher
than that for the women.

The direct comparison of the risk of HIV between men and women showed a greatly increased risk of HIV in young
women compared with young men, having
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controlled for partnership factors and STDs. The results suggest that the different transmission probabilities between
men and women are a crucial factor in driving the distribution of HIV.

3.5.3.3 Discussion
The analyses rely on comparing the information provided by young men and young women. Any inaccuracies in those
data, and any bias in the responses, particularly if different for men and women, will bias the results. There were some
reasons for questioning the validity of the partnership data. Very few women declared unmarried male partners under
20, but the information from the unmarried men under 20 suggests that there should have been many more. A high
proportion of women, 11–18 percent, (and 8–9 percent of men) who denied ever having been sexually active were
infected with HIV and other STDs. The HIV prevalence in young unmarried women with one lifetime partner was
implausibly high given the HIV prevalence in men in the population and the fact that the efficiency of transmission of
HIV is less than 100 percent.

Further evidence comes from data on married couples who were both seen in the study. In Kisumu, of twenty-two
women who claimed one lifetime partner and had an HIV negative husband, two were HIV positive. In Ndola six of
seventy-one such women with HIV-negative husbands were HIV positive. (Equivalent figures for men were one of
four in Kisumu and one of ten in Ndola.) This suggests that women under report total number of partners and high
risk partners.

The three different methods used to estimate the HIV prevalence in partners gave similar results, though some were
based on small numbers. Many men declared unmarried female partners under 20, and the HIV prevalence in these
men is probably a reasonable estimate of the average HIV prevalence in the partners of the young women. It relies on
appropriate sampling of the men, the accuracy of their partnership histories, and their HIV status. It may
underestimate the HIV prevalence if there is a small highly active “core group” of men with high HIV prevalence who
are likely to be missed in a general population sample. This method did not work well for estimating the HIV
prevalence in female partners of young men because few women declared young male partners, giving unstable and
probably biased results.

The best estimate of HIV prevalence in the partners of the men is probably that based on the third method. Because
the analysis was attempting to explain discrepancies in male and female HIV prevalence as far as possible, this measure
was designed to estimate a minimum HIV prevalence (for comparison with a maximum for the women). If an average
estimate were required rather than a minimum, the method could be adapted by using, for example, the average age of
the partners or by considering all partnerships.

The use of different methods to obtain estimates of HIV prevalence for the partners of the men and of the women
may have some advantages. Both preferred methods rely on the men's partnership histories, so their comparison
avoids any differences in reporting bias between men and women. The use of more than one method for both men
and women helps to check the results.
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3.6 SUMMARY
The questionnaire was designed to overcome weaknesses in that used in earlier surveys (GPA/WHO), in particular the
lack of detail on the characteristics of regular as well as casual partnerships (Cleland et al. 1995). The addition of a
biological component, measuring HIV and other STIs, allows more detailed analysis of the dynamics and determinants
of the HIV epidemic.

The new questionnaire was feasible for use in a field survey by interviewers without specific skills except for those
provided by 5 days of training. Despite the invasive nature of some of the questions it was well accepted by the
respondents. To some extent it measured what it was supposed to measure: within each site the expected relationships
were found between different measures of sexual behavior, and between these measures and STIs, including HIV. We
are, however, aware of various limitations. We have already seen that some questions had poor response rates, and
there was a suggestion of questionnaire—or interviewer—fatigue. There is also evidence of under-reporting of sexual
partners, particularly by women, and of under-reporting of commercial sex contacts by men. In all sites some men and
women who denied sexual activity had STIs and in Kisumu and Ndola the HIV prevalence in women with one
declared lifetime partner was implausibly high. In all sites men reported many more partners than did women, and this
discrepancy is probably greater than can easily be explained by postulating partnerships outside the survey population
(Buvé et al. 2001). Because most of the questions on sexual behavior were asked in terms of identified partners and
partnerships, it is quite possible that short encounters, particularly coercive and violent sex, may not have been
mentioned, particularly by women. These may need to be asked about specifically, but this requires attention to the
action that will be given if violence is uncovered. A follow-up qualitative study in Kisumu suggests that women are
under-reporting their sexual partnerships and that sexual coercion, sometimes at an early age, is not uncommon (Njue
1999). This emphasizes the continuing need for linked qualitative studies to allow triangulation with survey results.

The questionnaire is already quite long, at least for those with multiple partners, but inevitably there are more questions
that would be useful to add. Some points need further clarification. For example, it is important to be able to
distinguish whether the number of premarital partners given includes the spouse; to know specifically about virginity at
the time of marriage; to ask specifically about the characteristics of the first sexual partner, and the circumstances of
the first relationship; to ask specifically about concurrency. Individuals may have difficulties recalling dates and
durations of relationships, but are likely to know whether overlap occurred. More needs to be done to define contact
with a FSW, perhaps including specific probing questions, and to test the suggested definition (Box 3.2). For further
exploring the vulnerability of young women, questions on menarche should be included.

The information collected by this study has been used for a number of analyses other than those described here,
including detailed studies of risk factors for HIV
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and other STIs, sexual behavior, and relationships with marriage. The study was designed to allow comparison of
biological and behavioral risk factors for HIV between the study sites. This aspect was used, for example, in comparing
concurrency indices between sites. Because a common methodology was used in each city, the design also allows
immediate testing of hypotheses raised in one site in another setting. For example, the finding that the higher HIV
prevalence in young women than in young men seems to depend more on different susceptibilities to HIV than on
different risks of encountering HIV infected partners, is made more compelling by the parallel results in Kisumu and
Ndola.

The questionnaire has also been used in other studies (e.g. in Senegal, Burkina Faso, and South Africa) with and
without the biological component. It is freely available (www.unaids.org) and continued use of this standardized
instrument should aid further comparative studies and allow monitoring of changes over time.
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4 Network Dynamism: History and Lessons of the
Colorado Springs Study

JOHN J.POTTERAT, DONALD E.WOODHOUSE, STEPHEN Q.MUTH, RICHARD B.ROTHENBERG, WILLIAM W.DARROW,
ALDEN S.KLOVDAHL, AND JOHN B.MUTH

Never underestimate the complexity of social network research
Alden Klovdahl

4.1 INTRODUCTION
This endeavor, begun in the autumn of 1987, was the first prospective study of the influence of network structure on
the propagation of infectious disease. Funded by the Centers for Disease Control and Prevention (CDC) to explore the
dynamics of human immunodeficiency virus (HIV) transmission in heterosexual populations, the project was intended
to build on the work of Klovdahl who, a few years earlier, proposed application of the social network paradigm to
infectious disease epidemiology (Klovdahl 1985).

In the mid-1980s the CDC channeled part of its investigative energies to assess the magnitude and direction of the
HIV epidemic in heterosexual populations (Centers for Disease Control and Prevention 1987). Among its first
priorities was determining HIV prevalence and associated risk factors in prostitute women; of the eight participating
sites in the United States (Centers for Disease Control and Prevention 1987; Khabbaz et al. 1990), Colorado Springs
was selected because of its long-term public health partnership with prostitute women (Potterat et al. 1979; Potterat
et al. 1985; Potterat et al. 1999) and because it was believed to represent “Middle America.”



This study, conducted during 1986–7, found that HIV infection in prostitute women was associated with injecting drug
use (IDU) and, to a lesser extent, with unprotected vaginal intercourse (Centers for Disease Control and Prevention
1987). At completion its principal investigator, William Darrow, invited three sites to participate in a joint project to
elucidate mechanisms of HIV incidence in populations of men and women participating in prostitution and/or IDU.
Because one of us doubted HIV's ability to significantly propagate in non-injecting heterosexual populations (Potterat
et al. 1986; Potterat 1987; Potterat et al. 1987), Darrow suggested exploring the larger social networks of heterosexuals
perceived to be at high risk for HIV infection in Colorado Springs. Not only had he long been interested in the social
context of sexually transmitted disease (STD) transmission (Darrow et al. 1999), as had the Colorado Springs staff
(Rothenberg 1983; Potterat et al. 1985), but he and Klovdahl had corresponded in the early 1980s about the potential
usefulness of a social network approach to understanding the “Patient Zero” outbreak (Auerbach et al. 1984; Klovdahl
1985). The hope was that this paradigm, newly imported from the social sciences, might provide insights into the
dynamics of HIV propagation.

4.2 STUDY PRELIMINARIES

4.2.1 The name of the game is names
For completeness, description of social networks (in contrast to personal networks) requires precise identification of
actors by name (Klovdahl 1989). Given the general concern for confidentiality engendered by the HIV epidemic and
considering that the contemplated study required asking for such data in the absence of the customary stimulus
(presence of communicable disease), initial concern focused on feasibility. Although Colorado Springs staff had
extensive experience with contact tracing for both STD and HIV infections—and had, indeed, used an implicit
network approach to elucidate STD patterns (Potterat et al. 1985)—no staff member had ever attempted to elicit the
names and locating information for “contacts” of persons who were not known to be infected. Because of
time-honored association with elusive and disenfranchised populations at risk for STD/HIV in Colorado Springs and
because HIV/AIDS reporting was universal and actively monitored (Potterat et al. 1993), it was concluded that such a
site would be a suitable testing ground. In addition, both the size and confined geography of Colorado Springs made it
an attractive choice. Lastly, low HIV prevalence among local heterosexuals made it appear an ideal population in which
to observe transmission over time; hence, of the three sites invited to continue participation with CDC in prostitution
settings, only Colorado Springs was invited to use a formal network approach.

4.2.2 Expert assistance
In 1987, the Colorado Springs STD/HIV staff consisted of four local health department contact tracers and clerical
support. None had advanced academic qualifications. None was familiar with survey or sample design and none knew
that social network analysis
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existed. None was familiar with computer databases; indeed, the STD/HIV program did not own a computer. From
the beginning it was understood that outside expertise would be needed to conceptualize the study; to design data
collection instruments; to enter, collate, and analyze network data; and to recommend computer equipment and
software. In the autumn of 1987, the resources to obtain this assistance materialized as a cooperative agreement
between the Health Department in Colorado Springs and the AIDS Program at the CDC in Atlanta; Darrow, chief of
the AIDS Behavioral Branch, was assigned as project officer.

4.3 SAMPLE

4.3.1 Study site and enrollment criteria
Colorado Springs is a geographically well-bounded middle size community near the center of the United States. Its
metropolitan area, located 100 km south of Denver, comprised nearly 400,000 persons in 1990, of whom about 70
percent resided in the city and 30 percent in sparsely populated rural areas. Approximately 80 percent of its residents
were White, 9 percent Latino, 7 percent African-American (AA), and the remainder, “Other.” About 32,000 were
active duty military personnel assigned to four Army and Air Force installations. Members of heterosexual populations
perceived, at the time, to be at high risk of HIV transmission were targeted for recruitment: prostitute women, IDUs,
and their respective partners.

Four criteria to establish eligibility for enrollment were initially used. That is, heterosexual or bisexual persons at least
18 years of age needed to have had a history, during the 12 months preceding interview, of:

1. Exchanging sex for money or drugs;
2. Sex (paying or nonpaying) with a prostitute;
3. Injection of illicit drugs; or
4. Sex with IDU.

4.3.2 Sampling strategies and informed consent
The problem of “sampling” prostitute women presented no conceptual difficulties: the number of such women and of
their nonpaying partners (e.g. pimps, boyfriends, etc.) was known to be small enough to attempt recruiting the whole
population. About 100–120 prostitutes (Potterat et al. 1990) and about thirty pimps were estimated to be in the
Colorado Springs area in a given year. Parenthetically, during the study's 40-month enrollment period, 217 different
prostitutes were actually observed. Contact tracers had developed trusting relationships with members of the local
prostitution scene since 1970 (Potterat et al. 1979, 1999) through the STD clinic and through regular outreach to areas
frequented by prostitutes (Centers for Disease Control and Prevention 1992). Goals of these outreach efforts included
contact tracing, condom distribution, safer sex advice, bleach distribution to encourage sterilization of needles, and
referral to social and medical services (Plummer et al. 1996).
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As of 1987, estimates of the number of IDU in Colorado Springs were unavailable and the STD/HIV staff had had
only modest experience with such populations. The same was true for paying partners of prostitutes. Sampling in these
two populations presented major conceptual difficulties. Klovdahl, familiar with the theoretical issues of network
sampling, initially considered using approaches based on Frank's work (Frank 1978); exploring various forms of
purposive sampling (Johnson 1990); and link-tracing sampling, including his own Random Walk approach (Klovdahl
1989). In the end, site-based recruiting, coupled with link-tracing, was used. The strategy was to enroll as many of the
IDU population through the methadone clinic and through observed network links (e.g. IDU nominated by
respondents), based on the optimistic guess that it would not be unmanageably large. Finally, as many paying partners
of prostitutes as possible were to be recruited from health department STD/HIV testing sites; from outreach efforts in
places known to be frequented by such persons, and from lists of paying partners identified by prostitute women in the
network section of the survey instrument. Enrollment was intended to be continuous for 60 months, with baseline
respondents being interviewed at yearly follow-up intervals for up to 5 years.

Because of the large military populations in Colorado Springs and their previous significance for both STD
transmission and prostitution (Woodhouse et al. 1985), efforts were made to recruit from military clinics. Regrettably,
the previously cordial working relationship between health department and military public health workers was severely
strained by publication, in the spring of 1987, of a letter perceived by the military as reflecting adversely on their
professional competence (Potterat et al. 1987). Although reconciliation efforts were attempted in the summer of 1987,
they proved futile until 1991, by which time recruitment of new respondents was ending. Thus, our plan to draw
eligible respondents from the entire community was affected—to what extent is unknown—by inability to tap military
venues.

The study design and survey instruments were approved by the Institutional Review Board (IRB) of the University of
Colorado Health Sciences Center. Respondents were asked to sign a consent form, which was also verbally explained
in plain English. This form included a statement of the research purpose; discussion of potential risks and benefits; a
statement about confidentiality of records; details about whom to contact for complaints or information; a statement
emphasizing the voluntary nature of participation and the revocable nature of consent. Participants were recruited
from health department STD, HIV, and substance abuse clinics, where patients were routinely queried for eligibility;
from vice-squad referrals; street outreach; and from lists of frequently named respondents.

4.4 DATA COLLECTION
The study's aim was to prospectively test the basic proposition that “the structure of a network has consequences for
its individual members and for the network as a whole over and above the effects of characteristics and behaviour of
the individuals
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involved” (Klovdahl et al. 1994) in the transmission of AIDS. Accomplishing this aim required collection of both
behavioral and network data. Accordingly, survey instruments comprised two parts: a behavior- and a
network-oriented questionnaire. The behavioral questionnaire was based on existing instruments developed primarily
by researchers at Georgia State University; the latter, chiefly by Klovdahl of the Australian National University.

4.4.1 Behavioral questionnaire
This section, which consumed approximately one-half hour, sought to obtain sociodemographic data (16 variables)
and a brief STD/HIV medical and risk history, including contraceptive and condom use (15 variables). It also included
a detailed probe of illicit drug use (68 variables), with especial focus on IDU behavior and by a similar probe of the
respondent's sexual history (twenty-one variables), with especial focus on anal sex. While the main period of interest
was the preceding 12 months, some questions about sexual and drug behaviors sought information covering the
previous 5 years. Replies to questions in these subsections, along with a brief set of Knowledge, Attitudes, Beliefs
(KAB) questions (sixteen variables), were also used as a springboard to counsel the respondent about safer behaviors.
Therefore, intervention was a significant aspect of interaction with respondents; it included safer behaviors educational messages,
referral to drug rehabilitation, and free condom distribution (Centers for Disease Control and Prevention 1992;
Klovdahl et al. 1994). Lastly, the respondent was asked to estimate the number of social, sex, and drug partners during
the 6 months preceding interview. These three additional questions were intended to measure the accuracy of partner
estimates versus partner enumeration, which forms the core of the next section.

4.4.2 Network questionnaire
This section, designed in December of 1987, required approximately 1 h to complete. Its purpose was to elicit the
names of the respondent's social, sexual, illicit drug, and injecting drug partners for the prior 6 months. Identifying
social partners permits delineation of the respondent's social network, while identifying sexual and drug partners allows
construction of their risk network. Approximately thirty-six variables about each named partner were included.
Parenthetically, to prevent interview fatigue leading to an artifactual curtailing of partner listings, only the partner's first
name and first initial of last name were requested at first; when the list was considered “complete” details about each
partner were solicited subsequently. Questions focused on partner demographics (e.g. age, ethnicity, gender,
occupation), locating information (e.g. last name, nickname, address, telephone), relationship to respondent
(e.g. neighbor, co-worker, relative), frequency and strength of relationship (on a scale of 1–10), and nature of
relationship (e.g. detail on: sexual exposures and practices, including condom use; and frequency and kinds of drug use
practices). These questions comprised twenty-eight variables (see Appendix).
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The rationale for soliciting the names of social and risk partners was presented to respondents as follows:

We are concerned with preventing the spread of diseases such as AIDS virus infection, and also with preventing the
spread of other diseases spread by close or intimate personal contact. For our purposes, ‘close personal contact'
includes:

1. sharing meals (regularly or periodically)
2. sharing living quarters
3. sharing clothes or other personal possessions
4. sexual contact
5. using drugs or getting high together.

This broad definition of personal relationships was deliberate and based on four considerations: (a) emphasizing to
respondents that our interest was disease prevention, not illicit or illegal activities, (b) understanding the transmission
context of a broad range of infectious agents, not just HIV, (c) observing the (de)evolution of, say, purely social to risky
relationships and vice-versa, and (d) observing the larger social context in which risky relationships were embedded
(Klovdahl et al. 1994). We were also aware that had our name generator been more narrowly focused, our ability to
observe connected regions of the overall social network might have been impaired if risky relationships were sparsely
distributed in the population.

At the end of this section, up to sixteen named partners were arrayed in a triangular matrix and respondents were
asked to describe three relationships between them (e.g. does person A know, have sex with, or do drugs with, person
B?), and to list one close associate for each listed partner (a concept borrowed from syphilis epidemiology, “cluster
interviewing”). Lastly, respondents who were partners of prostitute women were asked an additional fifteen questions
designed to probe their sexual preferences and practices with prostitutes, as well as their motivation for soliciting them.

4.4.3. Blood testing and remuneration
Respondents were asked to provide a blood specimen (30 ml) for HIV, syphilis, hepatitis-B, and Human
T-Lymphotropic Virus (HTLV) testing at baseline and at follow-up interview; they were informed that specimens
would be stored for possible future testing, in case reliable tests for associated STD or bloodborne infections (e.g.
herpes-I, II; hepatitis-C) became available.

No remuneration was offered during the first 2 years of the study, because we did not think it was necessary and
because we felt that it might bias enrollment. By 1990 we had learned, from studies conducted elsewhere, that paying
participants was common and that such recompense significantly biased neither participant selection nor data validity.
Importantly, a major operational challenge consisted of locating our frequently peripatetic respondents for follow-up
interviews; we reasoned that remuneration would stimulate—and it did!—respondents to seek us out at yearly
intervals. Thus,
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starting with Year-III interviews, respondents were paid a graduated honorarium of US$15 for the initial, $25 for the
second, and $35 for subsequent, interviews.

4.4.4 Follow-up interviews
To assess the potential influence of changes in network configuration over time, respondents were to be interviewed at
yearly intervals for up to 5 years. Survey length was similar to that of the baseline instrument but differed slightly in
content. Questions were designed to capture changes during the previous 12 months in the respondent's
demographics (e.g. current address, mobility, occupation); in sexual and reproductive health; and in HIV risk
behaviors. Repeat of the network survey (same as B above) focused on eliciting network partners during the previous 6
months. No data from a previous respondent interview was included in the same respondent's follow-up interview(s)
or questionnaire(s); responses between first and follow-up interviews were compared subsequently.

Survey instruments were designed during the first 2 months of 1988, pilot tested on ten participants during March, and
approved by the IRB in April 1988. Year-I interviews started on 1 May 1988 and were completed 30 April 1989. All
interviews were conducted face-to-face at a site of the respondent's choosing: at the health department, at home, in a
car, at some outdoor location, or in jail. Completion of all items required, on average, 1.5 h (range 1–2.5 h). No tape
recording or video equipment was used.

4.5 FIELD EXPERIENCES

4.5.1 Staff, training, and costs
The study staff consisted of 3.5 full-time equivalent positions: a full-time project manager/interviewer, three part-time
interviewers, a full-time data entry clerk, and a part-time data manager. The interviewers were STD/HIV contact
tracers with a mean age of 41 years (sd: 9.6) and with a mean of 8.8 years (sd: 6.8) of interviewing experience. The cost
of this 5-year project was $786,442. Because the interviewers were seasoned STD/HIV contact tracers, little training
beyond familiarization with the new data instruments was required. It is our opinion that STD/HIV contact
interviewing and contact tracing experience is crucial for network studies that explore sensitive personal behaviors and
their social context. Such experience fosters interviewer confidence, encourages use of non-apologetic, positively
phrased questions, and the use of techniques of suggestion that improve recall (Potterat et al. 1991).

4.5.2 Mid-course corrections
Because we had earned the trust of prostitute women over time, recruitment efforts initially focused on them. As the
number of enrollable local prostitutes diminished during the second year (because already enrolled and because of our
community's

HISTORY AND LESSONS OF THE COLORADO SPRINGS STUDY 93



moderate prostitute turn-over rate), greater emphasis was placed on recruiting non-prostitute IDU, paying customers
of prostitutes, and “cross-links” (Klovdahl 1989). The latter were persons who were named by more than one
respondent (Klovdahl et al. 1977); they were preferentially targeted for interview to enhance the probability of
observing connections between the ostensibly disparate subpopulations we sought to enroll.

The small number of IDU (n = 65) attending our health department methadone clinic in 1987 provided modest
opportunities to enroll new participants. In addition, clinic IDU were usually in the process of leaving drug networks,
and were primarily addicted to heroin. To enroll IDU not currently in treatment or who were injecting drugs other
than heroin—principally amphetamines—we made special efforts to recruit, through outreach and respondent referral,
non-prostitute IDU in Year II. In addition, a separate category for crack use was made to capture this new form of
cocaine ingestion.

By spring of 1990, availability of polymerase chain reaction (PCR) technology and refinement of lymphocyte
enumeration techniques induced us to collect blood specimens specifically intended for such testing. Lastly, testing of
blood samples for antibody to HTLV was discontinued at the end of the first year because no positives were identified.

4.5.3 Ethical and legal considerations
The exigencies of collecting blood specimens for HIV testing and of gathering sensitive personal behavior data linked
to personal identifiers presented challenging ethical, legal, and operational questions. We have detailed these issues
elsewhere (Klovdahl 1995; Woodhouse et al. 1995). In brief, we were concerned that confidential—as opposed to
anonymous—HIV testing might discourage potential participants, with implications for recruitment strategies and
sampling assessments. We did not use anonymous, or “blinded” specimen testing, because mapping the precise
location of HIV-positive persons in network structures was considered crucial, because we believed that knowing HIV
status would be more beneficial than harmful to the respondents themselves, and because anonymous testing was not
permitted in Colorado. Participants were informed that positive results would be reported by name to health
authorities and that risk partners would require notification. Because participants could not be given the option not to
know their results, this presented a potential clash with legal requirements that subjects be able to “withdraw” from the
study at any time. At no time did any participant elect to withdraw from the study.

Previous experience indicated that at least some prostitute women in Colorado Springs were less than 18 years old.
Our review of Colorado law, which permits minors to consent to diagnosis, treatment, and follow-up for sexually
transmissible disease, substance abuse, or birth control, led us to conclude that minors could consent to participation
in research designed to reduce their personal risk of fatal infection.
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Perhaps the thorniest issue we faced was potential observation of criminal activity. We operated under the precept that
private citizens have no duty to report criminal activity as long as they neither assist nor encourage it. In contrast, as for
child abuse reporting, we counseled interviewers to adhere to Colorado's legal requirements; fortunately, no instance of
child abuse was observed during the study interval. Lastly, procedures were implemented to prevent inadvertent
disclosure of information such as might occur in a car accident (interview records transported by field investigators) or
in the office (access by unauthorized personnel, cleaning crew, burglars).

4.5.4 Data management and security
The collection of sensitive behavioral data from, and description of links between, persons from stigmatized
populations placed data security as a high priority concern. Few people had access to our data. Project staff were full-
time, trusted employees of the health department. To reduce risk of disclosure the respondent data sheet, which
contained identifying information on participants, had potentially incriminating information about respondents
recorded below a dotted line. The unique study number assigned to questionnaires was stamped at both top and
bottom of the respondent data sheet. This meant that identifying information could be removed by cutting each sheet
in two along the dotted line, permitting the sensitive portion of the records to be stored in a secure location. Similarly,
the behavioral section of the questionnaire was designed for separation of responses from respondent identity. Name
listings contained occupation; to eliminate recording potentially incriminating data, interviewers were instructed to
substitute euphemisms for illicit occupations. For example, drug dealers were coded as “sales” persons; genuine
salespeople were coded in a manner that made their occupations clear in the analyses.

After participants were assigned unique network identifiers, untraceable to personally identifying information, the data
security protocol called for permanent destruction of personal data from hard copy and electronic records, including
signed consent forms, thus preventing possible misuse.

4.5.4.1 Database architecture
The initial electronic database consisted of a simple spreadsheet listing study subjects and their partners. In mid-1989,
an attempt was made to depict connected persons on a large sheet of paper. It was this manual exercise that provided
the ideas for the design of a user-friendly set of databases; these were organized with two goals in mind: separating
personal identifiers from potentially compromising information (e.g. sexual practices or illegal behavior), and
maintaining the identities of respondents separate from those of the partners they named. Data were entered, using
Advanced DB Master software on a 386 IBM-compatible computer, in six flat-file databases. They were designed
during the first half of 1989 and contained, respectively: (a) respondent identifiers, (b) partner identifiers, (c) blood test
results, (d) self-reported knowledge and behaviors, (e) relational information
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between respondents and their partners, and (f) relational information between the partners themselves. Although we
perceived no realistic threat to our data's security, we felt it prudent to create a code (termed X-XY-Y, or “XY” for
short) to provide a random correspondence between two sets of numbers and to generate unique primary identifiers in
the databases. For example, person A was identified by the number X in one table and his or her activities (e.g. drug
use) by Y in another table. Possession of the XY code key was necessary to link specific persons with their specific
activities: one half of the XY code was linked to respondents; the other half to named partners and the respondents'
behavioral information. Electronic copies of the XY code were scrambled with DES encryption, and only two copies
of the code were retained on paper. In case of threats to security, paper copies of the XY code could be cut in two; the
portion containing personal identifiers could thus be shipped to a safe location. Disk utilities were used to erase copies
linking-identifying information from computer hard drives. Data were reviewed for completeness and accuracy and
entered in the appropriate databases by the data entry clerk, using the paper copy of the XY code to obtain the primary
identifiers for entry. Respondent data sheets, consent forms, and survey instruments were stored in physically separate
locations.

In due course our database software became powerful enough to accommodate relational files. This substantially
reduced data entry time and minimized errors caused by use of a paper copy of the XY code; this code itself was
incorporated into a database and placed onto a floppy disk. The relational databases were structured in such a way that
the XY code floppy disk was the key permitting the relational database system to function (Klovdahl 1995).

One of the first removable hard drives manufactured for personal computers was used in this project. Whenever
leaving the office, the hard drive would be removed from the computer and hidden in a locked file cabinet within a
locked closet. The diskette containing the XY code key was stored separately from both the removable hard drives and
the system backup discs. Importantly, the project data analysis computer was not a part of any network. Internet access
was provided through a Unix shell on the mainframe of a local university; access was achieved by dialing out over
phone lines. When not in use, the phone line was disconnected from the computer's modem, guarding against the
event of modem failure (accepting an incoming call). Computer repairs were done in-house, failed hard drives burned,
and failing XY floppy disks destroyed. These procedures enhanced data security, yet we recognized that none could be
entirely fail-safe.

4.5.4.2 Name matching and de-duplication
The study's recruitment design required that cross-links, persons named by two or more study subjects, be screened
for eligibility for the study and subsequent enrollment. Thus, the first goal of our computerized data storage and
analysis capability was timely and accurate identification of named partners who were themselves respondents, and of
partners who were linked to two or more respondents. To minimize partner duplication, we compiled corroborative
sociodemographic
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identifying information on each individual, whether respondent or partner. Criteria for matching information included
name and alias, residence, site of association, telephone number, occupation, physical characteristics, vehicle
ownership, and so on. Telephone directories, including reverse directories, and our STD/HIV Program databases were
used to verify or supplement identifying information. SAS (SAS 1985) was used to merge pertinent information from
the databases and to sort and print it.

Until recently, name-matching was conducted manually, consuming weeks of tedious labor. At the time (late 1980s,
early 1990s) we knew of no inexpensive, DOS PC-based software that could perform this critical function; fuzzy
matching techniques were in their infancy. De-duplicating individual namings was complicated by the frequently
anonymous nature of contact between prostitutes and their clients, and by their being reported by street name,
nickname, or alias. Consequently, databases were designed to contain up to nine first and nine last names. SAS list-
generation routines first appended respondent and partner descriptors to one data set, then permutated each
observation by all combinations of first and last name before sorting. Overall, four different types of outputs were
created: a last name, a first name, a phone number, and an address, sort. Name sorts included sorts by various
spellings. Highlighters were used to indicate possible matches on printed lists. Candidates for de-duplication were
reviewed by more than one person to assess likely matches. A second unique identifier (network node number) was
created to keep track of persons classified as unique individuals. Node number sorts were generated to minimize risk
of misnumbering individuals. Lastly, unique sequential node numbers were divided into two separate ranges: the
numbers 1 through 9999 were reserved for positively identified persons, and numbers greater than 9999, for those
who were not. After the end of each list-generation cycle, printed name lists were shredded and computer files
containing merged information from the databases were wiped from the hard drives.

4.6 METHODOLOGICAL ISSUES

4.6.1 Network analysis and visualization in the early years
As of 1989, the main network analysis program for personal computers was UCINET (Borgatti et al. 1999);
unfortunately it was not yet capable of accommodating network data exceeding 150 nodes. Accordingly, data sets
comprising individuals identified only by number were sent via the Internet to Klovdahl, who worked in Australia.
There, his MacroNet program (Klovdahl and Omodei 1978), which could be dimensioned to handle very large
networks, was used to examine network connectedness and to generate indices of centrality. The first computer runs of
our data were completed in mid-1989; preliminary results were reported shortly thereafter (Woodhouse et al. 1990,
1991). This initial (Year 1 interviews) network comprised 142 respondents and their named partners (557
individuals—network nodes—in all, including one HIV-positive person), with 81 (57 percent) of respondents forming
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one large connected component. Visualizing this large network in three dimensions was made possible using programs
written by Klovdahl, who was inspired by computer programs used to visualize chemical molecules, especially large
proteins (Klovdahl 1981, 1986). Node identifiers, along with selected network indices, were processed on a
supercomputer at the Australian National University, where multidimensional scaling (MDS) routines were used to
convert connection information and graph-theoretic distances into coordinates in three-dimensional space. These
MDS coordinates pulled network nodes that were near to each other, via shortest paths, closer together in the visual
representations; thus crossings of lines were minimized. The result could be viewed locally using the United States Air
Force Academy's Evans & Sutherland graphics workstation and Klovdahl's View_Net program (Klovdahl 1986),
which could rotate, scale, and edit network visuals in real time. (Thanks to our neighbors at the US Air Force Academy,
we were able to view, in late 1990 and early 1991, our evolving networks in three dimensions on hardware used for
flight-training.) Hard copies of network visual representations were plotted using a chemical molecule plotting
program (ORTEP) (Klovdahl 1981). One such representation is presented in Fig. 4.1.

Figure 4.1. Early Visual Using Protein Molecule Plotting Program (ORTEP)
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4.6.2 Network analysis in the later years
As the magnitude of the data set increased, transferring depersonalized information via the Internet with the available
(2400 baud) modem became cumbersome. Our continuing search for more powerful software for desktop computers
led us, in mid-1991, to a remarkable program: GRADAP (GRaph Analysis and Definition Package) (Inter-University
Project Group of the Universities of Amsterdam 1989). It was capable of performing specific network analyses on
large data sets through clever use of hard drive resources. Though GRADAP was constrained by the 640k DOS
memory barrier, it was capable of performing distance-based calculations on networks with as many as 6000 nodes
and 60,000 connections. GRADAP describes a social network in graph theoretic terms as a set of points and lines,
delineates existing connections between individuals, and groups individuals into discrete components (persons
connected to each other by at least one path of some length). It is designed to generate key mathematical indices of
network structure.

By 1991, our data set contained information on nearly 7000 persons (nodes) comprising respondents, partners, and
associates. The principal analytic difficulty was trying to make sense of the results; consequently, ways to make
complexity manageable were sought. It seemed that network regions of greatest interest could be conceptualized as
cage-like structures—portions of networks that formed closed cycles. While it seemed to us that branching sections of
the networks were less likely to promote sustained transmission of pathogens (because branches eventually led to
termini), it also seemed likely that looping regions could form efficient transmission pathways. A graph theory
technique, stepwise reduction, was used to remove terminal branches in stepwise fashion until only closed loops
remained (Centers for Disease Control and Prevention 1993; Potterat et al. 1996). Unfortunately, when attempting to
use GRADAP to reduce our networks, its limitations were reached. Due to the limited importance attached by funding
bodies to computer program development for social sciences research, our European colleagues were not able to
obtain the support necessary to revise and extend their innovative program. From that point, we were compelled to
create complex SAS routines to progress.

4.6.3 Obstacles and solutions
The Colorado Springs staff seriously underestimated the complexity of analyzing social network data and
overestimated the stamina of sponsoring agencies and potential consultants. Quite aside from the fact that network
analysis programs for personal computers were either unavailable or not powerful enough to accommodate large data
sets in the early years, the project's future was jeopardized by CDC's waning interest in the wake of Darrow's departure
as project officer. In mid-1991, the CDC began to press the Colorado Springs staff to bring the project to an end and
to generate manuscripts for submission to professional journals; unfortunately, neither staff nor analytic results were
ready for these ambitions at this point. Network analyses are more intensive than analyses of characteristics of
individuals. Operationally, the staff was directed to
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terminate enrollment of baseline respondents and to concentrate on increasing the number of interviews on follow-up,
cross-link, and HIV-positive, participants.

Specialized consultants who in the early years had promised to assist with the advanced analyses were, by the time data
collection was 3 years old, committed elsewhere. It was at this point that a long-term colleague, Richard Rothenberg,
provided assistance with advanced analyses. At the same time that CDC was losing interest in the Colorado Springs
project, the National Institute on Drug Abuse (NIDA) was being introduced to the social network paradigm. A NIDA
technical review session was held in 1991 “to stimulate researchers to use network analysis… to explore HIV-related
behavioral transactions” (Trotter et al. 1995). By the mid-1990s, NIDA expressed interest in our data sets and
encouraged us to apply for funding; the Colorado Springs project received a $366,456 2-year grant to procure technical
assistance.

Clearly, anyone contemplating the collection of social network data should be aware of the complexity, time, and costs
involved. It is also important to insure that all information contained in these complex data is examined; they promise
new insights into problems of importance to society (e.g. infectious disease propagation). Indeed, not to take advantage
of data collected is to seriously undervalue the cooperation of study participants, who are at the very least owed the
courtesy of fully exploring their contribution. In addition, being able to tap into a range of expert help is necessary to
avoid pitfalls suggested by Woody Allen's aphorism: “Autodidacts have the worst teachers.”

4.7 ILLUSTRATIVE FINDINGS
Because development of survey instruments and pilot testing consumed nearly 6 months, recruitment of participants
did not begin until May 1988. Recruitment of new participants ended in August 1991 (Muth et al. 1992). Of the 1079
eligible persons identified during this interval, 595 (55 percent) were enrolled. Of eligible persons not enrolled, most
(384/484) could not be located—a consequence of the frequently peripatetic nature of the populations of interest—or
were not approached for confidentiality reasons, while 28 percent (136/484) refused to participate. In 1091 interviews
overall, respondents named 8164 network associates in a community of nearly 400,000 persons. (In total, over the
duration of the entire study, 8759 unique individuals were found to be connected by 31,147 links.) These 1091
interviews included 595 baseline interviews, and 288 second, 135 third, and 73 fourth/fifth, wave interviews.

As detailed in the first column of Table 4.1, the proportion of participants in each of the major recruitment categories
changed during the 4 years of baseline enrollment.

The proportion of prostitute women declined during the last 2 years, while the proportion of IDU increased during the
same period. Attrition of follow-up interviews was associated with respondent mobility and project resource
limitations, rather than with respondent refusal to continue with the study. During the study interval, attrition tended to
be stable among prostitute women and high among their
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Table 4.1.Recruitment and Attrition in Four Cohorts of Study Respondents in Colorado Springs, 1988–92

Re-
cruit-
ment
period

Re-
cruit-
ment
cate-
gory

Wave

1 2 3 4 5 Total
N % N % N % N % N % N %

Year 1 Prosti-
tute

47 44 35 55 28 60 23 66 1 25 134 52

Part-
ner

38 35 15 23 7 15 4 11 1 25 65 25

IDU 20 19 14 22 12 26 8 23 2 50 56 22
Other 3 3 0 0 0 0 0 0 0 0 3 1
Total 108 100 64 100 47 100 35 100 4 100 258 100

Year 2 Prosti-
tute

32 23 23 24 17 28 10 29 82 25

Part-
ner

51 36 32 34 18 30 9 26 110 33

IDU 40 28 25 27 15 25 9 26 89 27
Other 19 13 14 15 10 17 6 18 49 15
Total 142 100 94 100 60 100 34 100 330 100

Year 3 Prosti-
tute

42 17 21 17 9 32 72 18

Part-
ner

68 28 32 26 7 25 107 27

IDU 99 40 53 44 9 32 161 41
Other 38 15 15 12 3 11 56 14
Total 247 100 121 100 28 100 396 100

Year 4 Prosti-
tute

12 12 0 0 12 11

Part-
ner

20 20 2 22 22 21

IDU 40 41 5 26 45 42
Other 26 27 2 22 28 26
Total 98 100 9 100 107 100

Total Prosti-
tute

133 22 79 27 54 40 33 48 1 25 300 27

Part-
ner

177 30 81 28 32 24 13 19 1 25 304 28

IDU 199 33 97 34 36 27 17 25 2 50 351 32
Other* 86 14 31 11 13 10 6 9 0 0 136 12
Total 595 100 288 100 135 100 69 100 4 100 1091 100

* Other (N = 86) comprises thirty-nine cross-link-(see text), forty-one sex partner of IDU-, and six miscellaneous-respondents.
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partners, and tended to be high among IDU during the latter years (Table 4.1, row data, and Table 4.2).

Network analysis revealed that most individuals (7151 of 8759, or 82 percent) comprised a single connected
component, with each being connected to every other person by at least one path of some length; in addition, there
were 116 smaller components with no observed links to the largest component. Of the 31,147 total links, roughly one-
fifth of known relationships (5502/29,835) between respondents and their partners could be classified as risky for
HIV transmission (Table 4.3).

As reported elsewhere, risk network analysis showed that seventeen (3 percent) respondents were HIV-positive, of
whom only one was assessed to have acquired HIV during the observation period. The single largest risk component
contained eight HIV-positives, with the other nine located in small components (Darrow et al. 1999). Although
partners of respondents were not sought for HIV testing, availability of our HIV/AIDS surveillance database
provided the opportunity to match names of partners against those with known HIV infection. As of the end of 1999,
seventeen partners named by respondents were also known to be HIV-infected, as were two study-eligible persons
(neither interviewed nor named by other respondents), for a total of thirty-six HIV-infected persons in our cohort.
Twenty-five of these thirty-six

Table 4.2.Percentage of Respondents Recaptured for Subsequent Interviews, by Wave, Colorado Springs, 1988–92

Recruitment period Recruitment cate-
gory

Wave

2 3 4
Year 1 Prostitute 74 60 49

Partner 39 18 11
IDU 70 60 40
Other 0 0 0
Total 59 44 32

Year 2 Prostitute 72 53 31
Partner 63 35 18
IDU 63 38 23
Other 74 53 32
Total 66 42 24

Year 3 Prostitute 50 21
Partner 47 10
IDU 53 9
Other 39 8
Total 49 11

Year 4 Prostitute 0
Partner 10
IDU 13
Other 8
Total 9

Note: IDU, injecting drug use.
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Table 4.3.Hierarchicala Distribution of Network Links, by Category in Colorado Springs, 1988–92

Risk gradienta Links
N %

IDU 1246 4
Sexual 4256 14
Drug use 9245 31
Social 15,088 51
Unknownb 1312 NA
Total 31,147 100

a Multiple links were counted only once using the risk gradient (from highest to lowest) in column one.
b Excluded from the denominator.

persons are embedded in a network comprised of recent risky contacts: 3210 persons for whom vaginal/anal sex or/
and needle-sharing contact occurred within 6 months of interview (Fig. 4.2). The largest black circles indicate
HIV-infected persons, medium-size white circles indicate persons without HIV infection, and the smallest dots indicate
persons for whom HIV serostatus is unknown. Interconnecting lines represent vaginal, anal or/and needle-sharing
contact between persons. A large connected component of 2004 persons (16 with HIV, 328 without, 1660 unknown) is
apparent at the top of the figure, while the remaining 1206 persons (9 with HIV, 247 without, 950 unknown) are
scattered towards the bottom in 223 small components, ranging in size from two to twenty-four persons.

Notably, while HIV-infected persons had a non-significant tendency to reside in the large (4.7 percent) versus the small
(3.5 percent) components (odds ratio = 1.34; 95 percent confidence interval 0.55–3.34; P = 0.49), those within the
large component were shown to occupy peripheral positions. Although this discovery was initially made using
numerical measures of centrality, direct visual confirmation can be realized through the technique of stepwise graph
reduction.

Figure 4.3 illustrates three stages in the graph reduction process: (a) the first round of reduction where singly
connected nodes are removed, (b) the fifth round of reduction, where remaining persons connect to at least two others
(a “2-core”), and (c) the 18th round of reduction, where remaining persons connect to at least three others (a “3-core”).
Of the sixteen HIV-infected persons in the largest component, eleven remain after a single round of reduction
(Fig. 3(a)), and only two remain after five rounds (Fig. 3(b)). No HIV-infected persons are evident among sixty-nine
persons in the stepwise-reduced 3-core (Fig. 3(c)), the heart of the risk network. For reasons not entirely clear, HIV
infection in Colorado Springs never reached the central core of the network and hence could not be expected to
propagate into the rest of the network and into the larger community. This observation probably best explains the
dearth of HIV incidence observed during the study interval (Potterat et al. 1993).
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Figure 4.2. Network Location of HIV-infected Persons

The 133 enrolled prostitute women represent three-fifths of the 217 we identified during the enrollment period, while
the 766 IDUs identified as a consequence of network namings represent about half of the estimated 1500 current
injectors, a crude estimate projected from national estimates published in the early 1990s.
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Figure 4.3. Stepwise Reduction, by Degree of Largest Risk-component

The project's prospective design provided the opportunity to study the changing character of networks over time. We
knew that our purposive sampling design might affect generalizability and complicate assessment of the reliability of
observed changes. To assess the changing size and shape of networks over time while minimizing bias, we used data
from the two cohorts of respondents for whom we had three cumulative years of regularly spaced interviews
(Rothenberg et al. 1998). Changes in partnership formation, in risk behavior configuration, and in network structure
were examined. Although differences were noted in each cohort, overall results suggested diminution of risk on the
part of respondents who remained with the project during the 3-year interval. The stability of networks varied with the
type of relationship; stability was defined as the proportion of all individuals nominated at two successive time points
who were nominated at both time points. In general, for both cohorts, sexual and social networks became more stable
(i.e. low actor turn-over) over time, drug-using partnerships remained constant in their low stability, and needle-sharing
partnerships remained unstable in one cohort but became somewhat more stable in the second cohort (Rothenberg
et al. 1998). Both risk behavior and risk configuration
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(its social context) changed in the direction of decreasing risk from the first to the third interval, although small
differences were noted between the two cohorts. Overall network cohesion decreased over time: the number of
separate components increased for risky relationships. In addition, the size of the larger components decreased
significantly for all relationships in both cohorts, especially for sex and needle-sharing relationships in the second
cohort. These changes both suggest diminution of group interaction (smaller and fewer components). Examination of
microstructural elements (cycles) corroborated observations made at the macrostructural (components) level. With few
exceptions, all measures of subgroup formation revealed diminution of structural cohesion over time. As we conclude
elsewhere,

“the observed changes may have resulted from [our] intervention efforts, or possibly from client contact associated
with the study itself. Both are difficult to rule out, and it is possible that program or study factors may have
influenced the personal behaviors to which they would have been targeted. The differences in the risk-taking of the
two cohorts, in the presence of a constant program effect (no special campaigns) speaks against such impact. In
addition, it is unlikely that program intervention would have had direct effect on the observed changes in network
structure. The fact that such change may take place spontaneously in a group at presumptive risk is a cautionary
note for evaluation of an intervention's impact.” (Rothenberg et al. 1998)

Location and prominence of HIV-positive persons within networks was examined using eight measures of centrality
(Rothenberg et al. 1995), because we viewed such network properties as a surrogate for disease transmission potential.
Although these centrality measures differ theoretically and computationally, their application to our data produced
similar results. We used GRADAP to assess measures related to distance, adjacency, and betweenness. Distance
measures how close a person is to others in the network; adjacency, the opportunity for direct connection to others;
and betweenness, the opportunity for a person to act as a barrier or a conduit. Assuming that these measures are
directly related to probability of disease transmission, they confirmed the non-centrality of HIV-positive persons in our
network, thus helping to account for the lack of observed HIV transmission.

4.7.1 Lessons learned
The crucial initial finding was that members of stigmatized groups in Colorado Springs—many of whose behaviors
were illegal—were willing to provide complete identifying information on their social, drug, and sexual partners for
research purposes. Expecting members of marginalized populations to provide such information for disease control
purposes may have been rational, based on previous experience, yet willingness to cooperate in the absence of disease
was unexpected. We believe that their cooperation was due to the trust our staff earned through sustained and
sympathetic outreach efforts prior to and during the study. Thus, we learned that contact interviewing could succeed
even in the absence of sexually transmissible or bloodborne infection; properly approached, members of our study
populations willingly revealed the most intimate secrets of their lives. Moreover, we have no evidence that
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confidential HIV testing or solicitation of full identifiers on partners deterred enrollment of respondents, or
discouraged their full participation.

For us, the most critical issue is how completely the observed social network picture corresponds to reality. We found
that most respondents and their named partners could ultimately be connected into a single large component. To what
extent, however, is the existence of many smaller components an artifact of lacunae in data collection? The fact that no
demonstrable link to the largest component was observed for about 30 percent of respondents and their linked
partners could be an artifact of incomplete information. Ideally, we would like to have been able to: (a) enroll all eligible
respondents, (b) recapture nearly all for follow-up interview, (c) use an interview period of 1 year instead of 6 months,
(d) interview all named partners, and (e) get respondents with the inclination and ability to list all relevant partners. The
question therefore arises: with optimal conditions, would we have observed a similar pattern? Theoretical
consideration supports an affirmative answer. In general, persons choose partners very much like themselves (Potterat
et al. 1985). It is this pronounced tendency to partner homophily that can be expected to produce discretely bounded
subpopulations, at least some of which will not have members forming bridges to subpopulations different from their
own. This observation may especially be true of subpopulations some of whose members may suffer from mental
illness (Centers for Disease Control and Prevention 1997), such as illicit drug users (Michels and Marzuk 1998), and
prostitute women (Potterat et al. 1998). In any event, we speculate that the difference between what we observed and
perfect ascertainment is quantitative, not qualitative. Although the fabric is torn and frayed, the underlying picture
probably reflects reality.

We used multiple methods for identifying potential respondents, including canvassing persons appearing in high-risk
medical settings for eligibility; conducting continuous street outreach; monitoring lists of partners who were reported
by respondents to have engaged in the behaviors of interest; and attempting to enroll persons who were named by at
least two separate respondents. This approach is typically used to reach rare or elusive populations (Johnson et al.
1990); it is a mix of systematic sampling, chain-link ascertainment, and purposive sampling. Although nonrandom,
resulting samples may yet be assessed as representative by comparing the characteristics of participants with
ethnographic observations (Trotter et al. 1995; Rothenberg and Narramore 1996). The overall impression we derive
from our project data is that enrolled participants are reasonably representative of the underlying populations and
networks we sought to study (Muth et al. 2000).

The Colorado Springs project was the first prospective study to provide empirical support for the hypothesis that
network structure may shape the transmission of sexually transmissible or bloodborne agents. In a recent paper, we
concluded that “just as language can be conceptualized as a flow of words structured by rules of grammar, so may
epidemics be viewed as a flow of microbes structured by the ‘grammar' of social network structures” (Potterat et al.
1999b). Although this conclusion must be viewed with appropriate circumspection because of uncertainties about
sampling, error estimation, and data collection limitations, our results and

HISTORY AND LESSONS OF THE COLORADO SPRINGS STUDY 107



those of others (Trotter et al. 1995; Friedman et al. 1997; Rothenberg et al. 1998) suggest that the study of the
influence of network properties in the diffusion of infectious agents is a promising approach for future inquiry—which
should include reassessment of the adequacy of the standard STD/HIV reproductive number formula (R = βcD) to
gauge transmission dynamics (Potterat et al. 2000).

Notable was the project's attempt to capture changes in network configuration over time. Observed network
dynamism in Colorado Springs provides clearer insight into the possible influence of macro- and micro-structural
elements in disease propagation. An area of low HIV prevalence at the start of the study, the dearth of subsequent
HIV transmission in Colorado Springs's heterosexual populations may at least in part be related to the lack of network
structural features that foster active propagation, despite the continued presence of risky behaviors. The relative
contribution of local HIV prevalence, anemic network structure, and risky behavior configuration to observed disease
transmission cannot be clearly separated from the available data. Nevertheless, the Colorado Springs data suggest an
important role for network architecture in HIV transmission dynamics. Although our observations may be
confounded by changes in our sample population over time and by respondent attrition, it is of interest that
configuration of macro- and micro-structural network properties were also strongly associated with observed syphilis
transmission in a sexual network of heterosexual adolescents in Atlanta during 1996 (Rothenberg et al. 1998). Our
overall conclusion is that although risky behaviors are necessary for the transmission of HIV or syphilis, individual
behaviors—and indeed, personal networks—alone are not sufficient to explain STD/HIV propagation.

Availability of our relatively large data set afforded the opportunity to empirically test many of the available measures
of network prominence. The demonstration that different centrality measures are both robust and comparable was an
encouraging finding (Rothenberg et al. 1994). In addition, the preliminary conclusions reached by this study
(Woodhouse et al. 1990; Woodhouse et al. 1991; Muth et al. 1992) stimulated, in the early 1990s, the development of
newer mathematical models that attempt to factor in network structure (Klovdahl et al. 1992; Potterat et al. 2000).

An important lesson is that we woefully underestimated the amount of interviewer resources necessary to do the job
right. The availability of additional resources (e.g. a few more interviewers) would clearly have increased baseline
enrollment, the proportion of follow-up interviews, and enrollment of cross-links. Although it is true that eligible
respondents move often, movement in Colorado Springs usually occurred within the same few neighborhoods. Our
impression is that adequate staffing would have substantially improved enrollment outcomes. Such efforts are
especially important in light of our observation that “shortcomings in our data have less to do with reluctance to
provide information than with the frequently anonymous nature of sexual encounters” (Rothenberg et al. 1994). The
wider one can cast the net, the more probable the capture of partners that may have been difficult to be identified due
to the anonymous nature of some encounters (Potterat et al. 1989).

Enrolling more respondents would have improved risk behavior validity assessment. As it is, risk behaviors were
unilaterally reported by respondents, and there
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were few opportunities other than by ethnography to corroborate these self-reports. In addition, use of the relatively
short (6-months) interview period, combined with the fact that we did not request dates of exposure (only that
exposure occurred within that interval), renders assessment of directionality impossible. Directionality is theoretically
important to map the potential flow of STD/HIV microbes via sexual or parenteral routes (e.g. are partners upstream
or downstream?).

The Colorado Springs project failed to consider the impact on potential transmission occasioned by periods of
confinement, due either to incarceration or drug rehabilitation. No question in any part of the survey instrument
requested this information. Members of both prostitute and injecting drug-using populations commonly face
confinement where, presumably, opportunities for continuance of risky behaviors are constrained, if not eliminated.
Controlling for such potential gaps in exposure would seem to be important in the analysis of constraints to observed
transmission that could be misattributed to network configuration. In addition, controlling for extended periods of
absence from the Colorado Springs area due to reasons other than forced confinement may have been relevant.

With hindsight, several additional questions may have been useful: to capture data about indirect sharing of drug
injection equipment (Koester and Hoffer 1994); to delineate drug of choice in populations of polydrug users; and to
describe musical (e.g. Rock ‘n Roll, Rap, Country and Western, Jazz, Bluegrass, Folk, Classical, etc.) or (today)
web-browsing preferences. Lastly, obtaining better locating information (e.g. “Who else would know where you might
be a year from now?“) or perhaps attempting a “contractual” arrangement with participants (e.g. “We'll pay you $25 if
you call us about 1 year from now, even if you choose not to participate”) may have improved respondent recapture
rates.

We were fortunate to retain trained and motivated project staff for long periods; employee stability was a hallmark of
the Colorado Springs STD/HIV program during the last three decades of the twentieth century. It is our opinion that
many of the obstacles we encountered were minimized because of staff attributes: persistence, dedication, and
enthusiasm. Researchers contemplating the challenging tasks of collecting, collating, and analyzing network data
longitudinally must consider the probably deleterious effect of staff turnover, as well as possible burnout or
disenchantment.

4.7.2 Work in progress
Of paramount interest to both researchers and field workers are economical ways to rapidly and reliably assess
network structure. Development of user-friendly network sampling techniques would also serve to encourage
investigators who are interested in network studies but who are discouraged by the daunting task of full-network
ascertainment. Efforts are currently underway to analyze our data to determine the minimum required sample
necessary to accurately describe network structure. Of particular interest is order of enrollment: are persons who are
reached first for participation more likely to occupy a more central role in potential disease transmission than those
contacted later in the study?
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Of importance as well are explorations of the dynamics of partner selection and mixing patterns. What are the social
and geographic determinants of partner selection for sexual or illicit drug use purposes? What are the characteristics of
persons bridging disparate groups? For example, what is the geographic distance between persons engaging in different
kinds of risky relationships (Fig. 4.4)? Perhaps more importantly, is geographic distance an influential network
attribute? Databased answers to such questions will improve our understanding of network boundaries in Colorado
Springs's high risk populations.

Comparability of study participants with nonparticipants is usually assessed by contrasting the distributions of
sociodemographic characteristics. Such comparisons do not necessarily provide insight into whether or not
participants of a given subgroup are similar to nonparticipants of the same subgroup. Geographic data may provide
such insight by visually displaying the spatial distributions of participants and nonparticipants. We are exploring spatial
analytical methods to assess sampling problems commonly encountered in social network studies, especially techniques
that can shed light on sample representativeness (Muth et al. 2000).

A crucial need is development of user-friendly social network analysis software that can accommodate large, real-world
networks and produce summary indices of network structure and dynamics with minimal user computer
sophistication. To that end, for example, we have recently developed a simpler method for computing some indices of
actor prominence, the prestige scores of Katz and Hoede (Foster and Muth et al. 2001), and implemented a technique
to delineate components without resorting to computationally intensive matrix-based methods. Importantly, a
powerful freeware package for analysis and visualization of very large networks, Pajek, became available on the World
Wide Web (http://vlado.fmf.uni-lj.si/pub/networks/pajek) in 1997. Although in the process of continuing
development, Pajek's strengths are its advanced network visualization capabilities and its optimized network
partitioning algorithms.

4.8 SUMMARY
The Colorado Springs project was a pathbreaking investigation of the influence of network structure on the
transmission of sexually or parenterally transmissible agents. Its most remarkable feature is that it was brought to
fruition largely by health workers actively involved in disease prevention at the street level, with no formal experience
in network analysis. Neither absence of in-house expertise nor inadequacy of personnel resources prevented it from
achieving its aims. In retrospect, ignorance of potential obstacles was bliss, for it is unlikely that this project would have
been undertaken had the Colorado Springs staff been cognizant of the complexities detailed here. Importantly, at the
time, the health department in Colorado Springs was small, independent, and neither hierarchically nor bureaucratically
rigid, affording the staff much freedom to experiment with new ideas and approaches. Moreover, the idea of entrusting
the task of delineating network structure in heterosexual
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Figure 4.4. Needle-sharing Connections in Geographic (Residential) Space
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populations at risk for HIV to STD contact tracers was probably appropriate, for such health workers have long
understood the importance of social context in disease transmission and frequently have the trust of the populations of
interest.

Although our data strongly support Klovdahl's premise that network structure affects infectious disease transmission,
health department workers may be tempted to claim credit for the observed lack of HIV transmission in Colorado
Springs during the study interval (Woodhouse et al. 1994; Rothenberg et al. 1996). After all, the project included
built-in intervention efforts with study participants in context of ongoing community-wide STD/HIV interventions.
We remind ourselves that caution suggests assessing the impact of program interventions as modest. Spontaneous
changes in network structure may occur frequently in populations such as the ones we studied. The truly important
conclusion is that network configuration was, as predicted by theory, associated with observed patterns of disease
propagation, irrespective of what may have caused those changes—public health interventions or inherent structural
dynamism or both. Though the network approach to infectious disease epidemiology may indeed be revolutionary,
considerably more research is needed to understand the forces that underlie network dynamics before we can more
confidently design public health interventions aimed at inhibiting the spread of infectious disease.
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5 The Urban and Rural Networks Project: Atlanta
and Flagstaff

RICHARD ROTHENBERG, DAVID LONG, CLAIRE STERK, AL PACH, ROBERT TROTTER, JULIE BALDWIN, AND CAROL
MAXWELL

5.1 INTRODUCTION
The Urban and Rural Networks Project was begun as a joint project in Flagstaff AZ (R. Trotter, PI) and Atlanta, GA
(R. Rothenberg, PI) to examine the relationship between network structures and dynamics and potential transmission
of Human immunodeficiency virus (HIV). Both projects were funded by National Institute on Drug Abuse, NIH as
part of an interactive investigator initiated research project grant (IRPG), a mechanism that permits sharing of
resources between two or more projects, but retains independent review of each. The projects intended to follow the
same network design, and used virtually identical survey and interview instruments. However, the designs diverged
during implementation, and though some of the material obtained was comparable, the projects as a whole were not.
This discussion will focus primarily on the Atlanta project, with some material from Flagstaff.

These projects owe their genesis to the earlier work in Colorado Springs involving persons at high risk for HIV in an
area with low prevalence and low endemic transmission (J. Potterat, PI). The intent of the Urban and Rural Networks
project was to examine network structures in areas of lower (Flagstaff) and higher (Atlanta) HIV prevalence.

5.2 SAMPLE

5.2.1 The Chain-Link design
The underlying design (Fig. 5.1) was a Chain-Link sampling approach. First, the “seeds” for each chain were identified.
A seed was defined as a person who met certain eligibility criteria, was stable in the community, and was amenable to
participation. The seeds for the six chains in Atlanta were all over 18 years of age and active drug users (either crack or
heroin injection). The seeds and all of their contacts were



Figure 5.1. Study Design for Urban and Rural Networks Projects

interviewed for the study. Enrollment of these contacts for participation in the study was by one of two methods:
either the next participant was chosen randomly from among the contacts (Random Walk) or was nominated by the
seed (Chain Link). Three of the six community chains were generated by Random Walk and three by Chain Link. For
each chain, a total of ten primary, connected responders was chosen. All of the contacts to the first (seed), fourth,
seventh, and tenth respondent were also interviewed and their contacts elicited.

The study design was thus a Chain Link approach, as noted, but had the addition of a partial snowball design. The
latter portion, limited by available resources, was an
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attempt to provide a larger sample of the community represented by the initial respondents, and to provide additional
data for analysis.

5.2.2 Field sites
The study targeted locations with an identified prevalence of drug distribution and use, particularly “hard” drugs that
could be used intravenously (e.g. heroin, methamphetamine, and powder cocaine) or smoked (i.e. crack cocaine). The
communities in which the field sites were located maintained a consistently high level of activity throughout the day.
This included the normal level of occupational and leisure pursuits, but also included an extensive parallel economy
comprising illicit activities such as drug use, drug sales, prostitution, and a variety of other “hustles.” As a result, the
police maintained a constant presence, and arrests were frequent. In addition, due to the endemic level of poverty
many local residents were in constant housing transition and several community services dedicated to the large urban
homeless population were located near the field sites. Frequent incarceration of respondents did interfere with
follow-up efforts, although research staff were able to conduct interviews in jail on multiple occasions. There were
three field sites in the study, although staff would frequently visit peripheral communities connected to the study sites
via respondents' social networks. Two field sites were located in the community called the Old Fourth Ward, and a
third site was located in the Mechanicsville community.

5.2.2.1 Old Fourth Ward
This intown neighborhood is primarily a residential area of low-income apartments and boarding houses, with some
businesses such as markets and the infamous (and now closed) Claremont Motor Inn and Lounge. Most residents are
working-class African-Americans (AAs), although there has been a gentrification movement over the last 3 years to
attract homeowners of higher incomes, including both young AA and White professionals. The most prevalent drugs
are marijuana and crack cocaine, with some heroin use on the southern side near Cabbagetown. There are a significant
number of professional sex workers. The area includes Sweet Auburn and Edgewood Avenue, communities that
originally housed workers at a nearby mill in Cabbagetown and their families. African-Americans living in the Fourth
Ward worked the second and third shifts at the mill.

5.2.2.2 Mechanicsville
The residents in this old, industrial neighborhood immediately south of downtown are mainly low-income and AA. A
lack of jobs and substandard housing are chronic problems in this neighborhood. Jobs were historically industrial and
related to the nearby railroad, or based on city services. The most prevalent drugs are crack-cocaine and heroin, the
latter being concentrated for the past several decades on three blocks of Smith Street, a street which has been the focus
of an intensive residential gentrification program coinciding with the 1996 Summer Olympic games and the
Empowerment Zone funds.
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The three peripheral communities related to the study were Cabbagetown, English Avenue/Vine City, and several
Southwest Atlanta neighborhoods.

5.2.2.3 Cabbagetown
The intown neighborhood immediately south of the Old Fourth Ward and north of Grant and Ormewood Parks is
primarily residential and primarily populated by low-income Whites who moved to Atlanta from the north Georgia
Appalachian Mountains. The most prevalent drugs are crack-cocaine, heroin, and methamphetamine. There are
significant numbers of sex workers in the neighborhood. The neighborhood residents have historically been
considered very hostile toward AAs. The community was originally based on working the first shift at the Atlanta Bag
and Cotton Mill. Recently, the mill (which closed in 1970) has been converted into up-scale studio apartments and
serves as a basis for gentrification of the entire neighborhood.

5.2.2.4 English Ave/Vine City
These neighborhoods make up a semimythical area of town referred to by heroin users as “The Bluff.” The term is not
place-specific, but describes the general locale for scoring high-quality heroin. The most prevalent drug by far is heroin,
although crack-cocaine, marijuana, and methamphetamine are also obtainable. Owing to its proximity to social
institutions such as Georgia Institute of Technology and Fulton County Jail, the area is quite varied although mainly
residential. Lack of affordable housing combined with the lack of jobs and easy money to be made from drug work has
destabilized the neighborhood, resulting in a visible number of “junkies” at all times of the day. In addition, nearby
streets are noted for their high incidence of violent crimes. While these neighborhoods are also experiencing
gentrification, they differ from other neighborhoods in that new building projects are primarily nonresidential in
nature, such as the King Plough Art Center.

5.2.2.5 Southwest Atlanta
Generally referred to simply as the SWATs, this part of town is a sprawling area that incorporates several
neighborhoods. A residential neighborhood, the SWATs combines middle-class homes with numerous public and
low-income apartment complexes. Although the neighborhoods were relatively integrated up until about 25 years ago,
the population in the area today is almost entirely AA, and joblessness and crime are increasing. The most prevalent
drug in the area is marijuana, although both crack-cocaine and heroin can be obtained.

5.3 DATA COLLECTION

5.3.1 Questionnaire design
The Urban and Rural Networks Projects drew heavily on the instruments and approaches used in Colorado Springs
(see Chapter 4). Some wording and question order was changed to acknowledge differences in community dialect.
Also, the standard
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NIDA drug ascertainment questionnaire was used instead of the format used in Colorado Springs. A brief “quiz” on
HIV, which was included in Colorado Springs at the request of the funding agency (Center for Diseases Control and
Prevention, CDC), was omitted in Flagstaff/Atlanta. But in general, investigators in Flagstaff/Atlanta attempted to
collect all of the same demographic, historical, and behavioral variables. A similar approach was used to define and
ascertain network partners (sexual, social, drug-using, and needle-sharing). Also, a “matrix” questionnaire, asking each
respondent to describe the relationships between all pairs of partners, was adopted from the Colorado Springs study.
Data layout and data processing were virtually identical among the studies, with only minor technical differences.

5.3.1.1 Name generators
In this study, as in its antecedents, names were generated by first asking persons to provide a list (with initials or other
markers) of their main social partners (persons with whom they shared meals or rooms, or with whom they interacted
daily), and all their sexual and drug-using or needle-sharing partners. In keeping with expectations, most relationships
were multiplex (involving more than one of these relationships). No limit was placed on the number of partners that
could be named, and although there were some very large lists, most persons' lists were less than 15 and averaged
between 8 and 10 per respondent.

5.3.1.2 Survey instrument
The same instrument was used for the baseline and follow-up interviews, and the core set of questions was divided
into five main sections: psychosocial and demographic; drug-related HIV risk; self-reported sexual behaviors; social
network ascertainment; and a “matrix” section. Although the instrument included some explicit (and possibly
embarrassing or uncomfortable) questions, respondents seemed willing to discuss their lifestyle decisions with very
little prompting. These questionnaires were administered face-to-face, without use of computer aids (the study
preceded the publication of data showing that ACASI was an effective method and might, in some populations, be
superior to face-to-face interviews). In general, an interview took about 45 min to administer, though several hours to
days may have been required in setting it up. The network section asked a series of questions about each of the
contacts named (see Questionnaire) and contained a matrix section that asked the respondent to define the
relationships that he or she knew about between each pair of contacts. The time required to administer this section was
obviously a function of the number of contacts. Later stage interviews were substantially shorter since a considerable
portion of the obtained information would have been unchanged, a 6-month period was evaluated instead of a
lifetime, and respondents were habituated to the interview.

During the process of recruitment and interview preparation, a two-page “locator” was also developed for each
participant. This provided information on the possible places that staff could find the respondent, and general
information that would help in subsequent location attempts. These locators proved extremely useful in the follow-up
of persons whose lives were chaotic and unpredictable.
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5.3.2 Qualitative components
Considerable qualitative evaluation was required for this project to proceed. Unlike top–down surveys, network
approaches use bottom up methods to build a picture of the community. Such an approach is obviously necessitated
by the elusive nature of the persons at risk. A traditional sampling frame is highly likely to miss such persons. The
project also faced a number of challenges in ascertaining the risk networks of chronic drug users in the study
communities. As a result, the staff had to develop methods to address the variety of problems encountered. We
describe their methods in some detail in subsequent sections.

5.3.3 Biological specimens
Participants were tested for HIV using the oral HIV test. (Orasure®). If the respondent was known to be HIV+,
blood was also collected to assess CD4+ counts.

5.4 FIELDWORK EXPERIENCES
In addition to the design issues that required ethnographic approaches (see Section 4), other problems encountered in
the early months of the project provided several lessons for the conduct of these studies. The Principal Investigator
(Rothenberg) had little experience working directly in the street with the communities at risk and thus had little basis
for selecting appropriate staff. The original field interviewers, though highly competent, had concerns about safety that
diminished their effectiveness in recruiting and interviewing. There was a high turnover in street outreach workers, a
high level of staff conflict, and low morale. Several breakdowns in study continuity occurred because of staff conflicts.
Certain verbal tics epitomized some of the attitudes that developed. Interviewers, for example, spoke of having to get
respondents to “give up” their contacts. There was a negative attitude toward reimbursing clients for their time,
perhaps related in part to the feeling that staff were being “hustled.” By the end of the first 2 years, however, a gradual
changeover in staff led to a better equilibrium and improved street outreach and interviewing. The study was thus
completed with a stable and efficient group that has now been assigned similar activities on other projects.

5.4.1 Entrée into the eld
To begin, we identified high intensity drug-using communities based on the experience of public health outreach
workers and other drug researchers. The first activity in every community was to introduce ourselves to community
members through the public health outreach practice of setting up an information table for 1 or 2 days in the proximity
of an active drug and prostitution strip. During these times we passed out condoms, HIV literature, drinks and snacks,
introduced ourselves to local community residents, and described the purposes and procedures of our project. Often
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one of our outreach workers recognized a member of the community who they knew from their earlier years “in the
life” or from their work on other projects, which helped facilitate our entry to the community.

This initial activity generated subjects for the study and provided the ethnographer with candidates for open-ended
interviews. These interviews involved life and drug use histories, and sex and drug network questions. They also
provided knowledge and contacts for identifying representative network seeds and promoted rapport. As general
social and drug use patterns began to emerge, male and female network seeds who met the necessary criteria were
selected.

5.4.1.1 Initial network recruitment
Our first research site was a small intersection whose cross streets extended several blocks in all four directions with a
few dilapidated houses, a junk yard/car repair site, and some open lots. Though the location was known as a primary
site for “copping” heroin, drug quality was variable. Few of the injecting drug users (IDUs) who frequented the area
lived in the vicinity, and it was only one of several sites that they frequented. Unpredictable police surveillance
increased the difficulty of locating clients at this site for follow-up.

Our initial respondents presented networks of relatively small size, reporting only a few drug and sex partners. High
levels of repeated, overlapping mentions of partners, and restricted or refused access to partners (e.g. fearful of
disclosure of drug use to family or sex partners) compounded the often fleeting or absent presence of network
members in the community. Furthermore, very few respondents gave full names or addresses of their partners, and
many were regularly incarcerated.

In our first research community we conducted interviews with 15 people before selecting our first seed who filled the
profile of a typical male drug user in the community. Our first seed was a 40 year old, male heroin and/or cocaine
(speedball) IDU who was a regular partner of a local drug-using network in the community. However, after
interviewing him, we found that his network only consisted of seven individuals. Three of these were female sex
partners that he did not want us to contact because they were unaware of his drug use. We attempted to recruit four of
his male drug-use network partners, but within 1 month of their identification, two of the partners were in jail and not
available for interview. Soon thereafter, our seed was hospitalized with endocarditis. However, we had the seed select a
network partner for the second node in the chain and did a full relational interview with him. This individual provided
five network partners, although he too had only three partners available for interviews, and we were able to continue to
develop the Chain Link network from this individual's partners. As this network developed it provided limited access
to network partners and presented many dead-end relations, so that we could only develop it to seven steps.

5.4.1.2 Subsequent recruitment activity
This experience in our first community led us to develop strategies for accessing network partners and also to expand
our criteria for identifying subsequent
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research communities. We realized that ensuring the confidentiality of all disclosed network partners' names and
addresses, as well as their sex and drug risk behavior, was critical to collect valid information and secure the assistance
of respondents in locating their partners. As mentioned, some respondents did not want their partners contacted;
others did not know their partners' full names or whereabouts and some partners refused participation. When unable
to enlist a partner or node we “reflected back” to the node from which this partner was identified and recruited
another of this person's partners. When we reached a dead-end and the previous network had no available partners, we
“returned to the origin,” that is went back to the seed, selected another partner, and continued developing the network.

It was clear from the work in our first community that we needed a community with a large and localized population
of drug users. Therefore, the second research community we chose, was one that had families of drug users living
nearby, an open-air drug market, park and liquor house congregation sites, many sites for drug use and for users to
live, and social services and commercial activities. As a result, drug users in the community were not as likely to
disappear for months. Of course, as police activity and gentrification increased, the viability of local resources to
support drug use began to wane.

We also learned from our early work that we needed a seed who was rooted in community drug use and subsistence,
who had a substantial network that could be accessed for interviews and who would cooperate in recruiting his or her
partners and introduce the project to them. It was also important to enlist male and female seeds who were part of
different network enclaves so that there would not be an inordinate number of cross-links or shared partners.
Otherwise we could have enlisted the links of a single, insular network that would miss much of the variation in
community social and HIV risk behaviors and relations. In this way our findings reflected much of the network
structure and dynamics of HIV drug and sex risk behavior in our research communities.

For our second community, we spent a good deal of time finding male and female drug users with these characteristics.
As opposed to conducting fifteen interviews over three and a half weeks to find the first seed in our initial community,
it took thirty-five interviews and 5 weeks to find our first seed in our second community. Preliminary ethnographic
interviews allowed us to identify seeds with substantial networks whose members were relatively available.

Utilizing these criteria in community and seed selection facilitated our ability to complete subsequent networks. For
instance, we were able to expand by 27 the number of respondents in the second Chain Link network and were able to
complete ten steps in the network as opposed to seven in the first community. We also saw a 39 percent decrease in the
number of respondents not available for interviews between the two communities. Moreover, although these networks
were of markedly different sizes, the number of variations in the sequences of selecting partners ended up to be the
same.

Also, in the face of repeatedly hard to locate respondents and questionable network information, we realized that a
team effort would improve our ability to
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identify the networks and gather credible information. Therefore, we instituted daily outreach worker, interviewer, and
project ethnographer meetings to share formal and informal information on network relations, notable drug or sex
risk behavior and community events (e.g. police busts, violence). These debriefing and strategizing sessions improved
our ability to locate hard-to-find network partners, identify erroneous or duplicate network partners, and validate or
crosscheck individual and network risk behavior and relationships. It also provided a means to coordinate the
identification and recruitment of isolates who expanded the range of information on network and community relations
and behavior.

5.4.1.3 Field staff
The Atlanta group used multiple field teams to cover several research sites simultaneously. The field teams were
composed of staff representing two types of professionals—interviewers and outreach workers—with distinct skills
and responsibilities. Interviewers typically engaged in the formal aspects of the research, such as assessing potential
respondents' eligibility to participate, scheduling respondents for follow-up interviews, ensuring informed consent,
conducting the interview, checking the face validity of data, and distributing fees and incentives. All of the interviewers
had at least some graduate-level education, as well as previous research experience. The outreach staff was engaged in
accessing the research population. Outreach staff varied widely in terms of previous research experience (none to
extensive) and education (GED to a bachelor's degree). The skills needed to perform outreach activities, however, are
not based on formal training. Rather, they are gained through direct exposure to community life. The more important
qualifications of all outreach staff were their extensive experience with street hustles (such as using and dealing drugs)
and, for several, a history of incarceration.

5.4.2 Gatekeeper interactions
The objective of our outreach efforts was to penetrate aspects of the community, which are inherently “hard-to-reach.”
Barriers to research within this population derive from fear of official authority, such as the police, and the severe
penalties associated with engaging in behaviors such as illicit drug use. Outreach staff were recruited from the
communities themselves and provided with training pertinent to the goals of the research. As a result, the study was
able to establish credibility within the research communities based on the reputation of the outreach staff, as well as
their social links to community members. An essential issue to community penetration is negotiating the presence of
insidership, usually communicated through familiarity with local culture. Once some level of insidership is established,
status within the existing social hierarchy must be negotiated. Outreach staff had maintained high-status reputations
while they were “in the life,” and these reputations (and associated behavioral scripts and styles) were still considered
valid in the context of their researcher role.
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5.4.3 Procedures
The primary responsibilities for the outreach workers included direct daily contact with study participants and other
important members of the community sites. An important aspect of the outreach role was to provide an initial face
validity assessment of potential respondents to ensure that: (a) that they were who they said they were; (b) that they
understood the purpose of the interview; and (c) that there would be no negative outcome from their reporting
behaviors such as intravenous drug usage or homosexual sexual behaviors. Other outreach activities not directly
related to the study included informing community members of the aims of the research project, providing
information on local health and addiction services and programs, and distributing condoms.

Both male and female project staff had to manage social and sexual issues. Several members of the research team were
young (early twenties to early forties), attractive AA women. They constantly had to negotiate how their appearance
influenced their interaction with respondents. In particular, they had to set limits with romantically inclined
respondents and diffuse hostilities among female community members who felt insecure or threatened by their
presence. A related phenomenon occurred in the interactions between male staff and female respondents. Since a
number of the respondents were women who engaged in the exchange of sex for money, they often perceived staff to
be ideal solicitation candidates since they were (compared with the majority of men in the community sites) wealthy,
healthy, respectful, and attentive. In contrast to the experiences of the female staff, overtures made to male staff were
much more directly sexual in nature. During the interaction, male staff had to delicately set limits by acknowledging the
overtures and refusing any offers without appearing condescending or “put off.” One member of the research team
was a young AA lesbian who was open about her sexuality and dressed in a stereotypical masculine (or “butch”)
fashion. Initial concerns of supervisory staff about her being the target of potential homophobia were unwarranted;
she was extremely effective in reaching community members who were suspicious of the projects aims.

Maintaining daily field research activities at multiple sites requires a great deal of coordination and logistical
preparation. To deal with this, we established a base-of-operations in the field using an apartment as a satellite
interview locale. The office was located in a small apartment building approximately one block from a major
crack-cocaine copping area that serviced the entire city. When respondents were unwilling or unable to be transported
to the field office (usually as a result of time constraints during their hustle period, or simply their desire to maintain a
watch on street activities/opportunities), interviews were conducted in a staff members' automobile, a relatively
secluded outside location (such as a bench at the empty end of the park), or in the respondent's place of residence. In
the latter circumstance, research staff were often presented with additional insights from observing activities during the
interviews. These ranged from simple interruptions to actual risk-related behaviors. The field office also served as a
means for respondents in the neighborhood to easily contact us with new information, or simply visit and talk with the
staff members.
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5.4.4 Incentives and motivation to participate
To motivate participation and follow-up, the project offered eligible respondents a $20 incentive. In addition, research
staff could use their discretion in compensating nonrespondents who had significantly aided the research team in
locating a respondent or convincing eligible community members to participate.

Within any 30-day period there were variations in the availability and willingness of respondents to be interviewed.
Since many of the community members in the study received some form of government financial assistance, it was
often difficult to locate or interview respondents immediately after the first of the month when their subsidy checks
arrived (an event known in the street as “Mother's Day”). Some respondents had to take care of all their financial
obligations such as rent and bills. For respondents who used illicit drugs, this was also a time for them to purchase
large amounts of drugs and often rent a room if they did not have secure housing. Even for community members who
did not directly receive any government subsidy, the influx of money into the neighborhood economy at the beginning
of every month provided regular opportunities for personal profit. Usually by the beginning of the third week,
however, most community members were low on funds and were looking for ways to supplement their income. Thus,
the $20 research incentive became very attractive, and it became easier to locate respondents and interview them.

The monetary incentive became a point of contention in a variety of ways. Occasionally, some full-relational interview
respondents would apparently bolster their social network contacts with two or three fictitious individuals identified
only through the use of a pseudonym. Since the person was fictitious, the research team was dependent on the
respondent to act as a gatekeeper, for which the respondent expected compensation. The respondent would make the
description suitably ambiguous so that they could then locate a relatively obscure community member and prepare
them to act as the fictitious contact. Follow-up with these “pseudo-respondents” became nearly impossible, and it was
only after people could not remember their supposed close social contacts after six months that their deception
became apparent and the hustle was revealed. By the second round of interviews, most of the respondents understood
the basic logistics of the selection process and would develop arrangements to nominate other community members as
a social contact for a fee. In some instances when the respondent had not had sufficient time to discuss the matter with
a person they had nominated, they would attempt to intimidate or otherwise manipulate the nominee into sharing the
incentive with them.

5.4.5 Condentiality concerns
One problem that arose in the midst of the research was the belief shared by community members that we only
interviewed people who were already HIV seropositive. The study started to be referred to as the “AIDS survey” since
the protocol involved drawing blood for an HIV screening test and additional CD4 counts for respondents known to
have already seroconverted. The research protocol actually
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focused much more on seronegative recruitment, but many individuals who had only had previous experience with
health department personnel assumed that regular follow-up implied infection. Some respondents became
uncomfortable associating with the research staff since they felt it gave them the reputation on the street as being
positive. In at least two instances, respondents feared that research staff had violated their confidentiality or were
intentionally giving community members the impression that they were diseased or dangerous.

Also, infrequently community members with whom the staff developed close relationships became unable to recognize
staff's efforts as professionally motivated. This was particularly true for the Outreach staff who often shared similar
life-histories with respondents or utilized the same community resources (e.g. NA/AA meetings, mutual friends and
associates, etc.). The negative ramification of this was that at times respondents perceived (or attempted to manipulate
staff by claiming to perceive) their confidentiality had been purposefully violated by staff sharing information with
community members or spreading rumors. In addition, negative relationships among community members sometimes
had an impact on their sentiments toward team members and the research. This was especially true when staff were
present in the community for ethnographic or related reasons, but not directly engaged in interviewing.

In addition, the endemic presence of everyday prejudices and biases with regard to ethnicity, gender/sexuality, and
HIV status, affected interaction among respondents and staff. The majority of our respondents (and members of the
field site community in general) were mature, lower socioeconomic, AA men and women who had been raised in the
South. In contrast, the research team was primarily composed of middle-class AAs (three males and nine females) and
two White males. In street interactions, respondents often assumed that the white males were the senior staff who
made the final decisions regarding selection of respondents and distribution of funds, when in actuality it was usually
one of the AA female staff who made these decisions.

5.4.6 Interview strategies
In addition to the quantitative interview approach, ethnographic data were also collected using a qualitative interview.
Respondents for these interviews were drawn from a nonrandom sample of those who had already been interviewed
using the social network instrument. The purpose of the qualitative interview was to identify and assess the daily
routines of network members, as articulated by themselves. Ethnographic data provided a more valid context by
including detailed descriptions of activities and concerns related to daily life. Over the course of the study, research
staff identified persons who held influential positions within multiple respondents' social networks, but who were never
identified as contacts by respondents during baseline or follow-up. Typically of these “isolate” contacts were the
suppliers of illicit services within the field site communities (such as running a house that supplied drugs, prostitutes,
or illegal liquor), and respondents were hesitant to identify them
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for fear of jeopardizing their relationship (and by extension, their access to illicit services). In an attempt to assess the
importance of such unnamed contacts, staff used an independent recruitment strategy wherein a single interview
(i.e. baseline but no follow-up interviews) was conducted to incorporate the perspective of these unnamed “isolate”
contacts.

5.4.7 Community-based partial network designs
Despite their urban facade, many community members defined their relevant social space narrowly. Although Atlanta
is a city with nearly four million residents, most respondents in this study often did not leave their immediate
neighborhoods. In one extreme example, a respondent had not left a half-mile radius from his home in over 2 years.
From a field perspective, this immobility produces social network relations that appear complex and dense, similar to
what one might expect to encounter in a rural village-like community.

From the turmoil of the earlier years and subsequent stabilization we learned several things. First, a long learning curve
is required to assemble a field team that can work together and that has the right combination of street experience and
academic background to be effective. Second, sufficient time must be built into studies that take place in the
community to establish a knowledge and experience base for the field team. The trust and confidence of the
community is vital to a study's success, and such trust is only earned through on-the-scene presence over a sufficiently
long period of time. Third, though persons are paid for their time and cooperation, a field project of this type must
provide something more to participants (in our case, condoms, drug treatment referral, and a variety of small favors,
short of actually giving people money). Finally, a continuing reappraisal of the interview instrument and procedures is
critical to the collection of dependable information, particularly in the face of personnel turnover.

5.5 ILLUSTRATIVE FINDINGS
The Urban Networks study collected 242 epidemiologic and demographic variables, as well as information on social
network contacts and a matrix of interaction among all possible pairs of contacts. The epidemiological elements
included information on general social circumstances (housing, sources of income), past medical history, past STD/
HIV history, assessment of HIV risk, current drug activity (using the detailed NIDA questionnaire), and current sexual
activity. Recurring interviews with persons in the networks permitted description of both stationary characteristics
(gender, ethnicity) and changing characteristics (type of residence, source of income). Risk taking behavior was
reported in both the general (How often do you share needles with others?) and the particular (For a person named as a contact:
Did you share needles with this person?).

For each of the six community chains, we calculated basic networks characteristics for each of six groupings (all risks,
sexual contact, drug-sharing, needle-sharing, social contact, and needle-sharing plus sexual contact) for each of three
sets of interviews
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(the frequency of interviews four, ve, and six was insufcient to warrant separate analyses), for a total of
108 networks. In addition to visualization using KRACKPLOT (available at www.contrib.andrew.cmu.edu/
∼krack), we used UCINet-V (Borgatti et al. 1999) to calculate a standard set of network statistics (see Box 5.1).

The measure of concurrency, described by Morris and Kretzchmar (1995), was calculated directly from the mean
degree and variance of each network. As appropriate, network variables that relate to individuals (e.g. degree, closeness,
betweenness) or network variables that relate to the network in which the individual is found (e.g. density, components,
microstructures, concurrency) were analyzed together with epidemiological variables. Mixing matrices based on age,
gender, ethnicity, level of sexual activity, and numerous other characteristics were also available from these data.

The matrix interview provided interesting information that can be incorporated into the original graph of a community
chain. In general, matrix information increases the number of edges in a graph by 1.5–2 times. It is uncertain, however,
how valid this information is. As part of a supplement to this project, we collected information on 275 additional
persons using a snowball design that began with five different “seeds.” The snowball permitted direct comparison of
information obtained by the matrix approach with information provided by contacts. This supplemental study
interviewed each participant only once, but used the same instruments and approach.

5.5.1 Enrollment
In Atlanta, the six original chains contained 157 respondents who identified a total 1253 contacts during their first
interview. During subsequent interviews, new contacts were incorporated into the sampling plan, and those
interviewed
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during the first wave, but not named subsequently were reinterviewed. In all, 228 persons were included in the
interviews in the community chains. In addition, a number of persons felt to be ethnographically important were
interviewed, though not included as part of the community chains (“isolates”), bringing the total number of persons
enrolled in the study to 293, and the total number of contacts named to 4500. In Flagstaff, a difference in
interpretation of the study design produced a somewhat different configuration. Though the original intent may have
been to keep the six community chains mutually exclusive (in terms of respondents), field interviewers found it
difficult to do so in the smaller environment of Flagstaff. Thus, ninety-five persons were originally enrolled into the six
chains, but many of them belonged to more than one chain. These ninety-five persons occupied 157 positions within
the chains. In all, they named 504 different contacts during their initial interview. An additional 159 persons, not part
of these six chains, who formed small additional groupings, were also interviewed (analogous to the “isolates” in
Atlanta).

As noted, since this discussion originates from the Atlanta group, it will focus more on the events and findings from
Atlanta.

5.5.2 Follow-up
As noted, 293 persons were recruited into the study. Of these 228 were members of the six community chains, and the
remainder were “isolates.” Of the 228 members, 157 were part of the original recruitment into the six chains.
Additional persons were added during subsequent interviews, as new contacts were named by respondents. There were
157 original interviews, 133 interviews in the second wave (85 percent), 122 in the third (77 percent), and 110 in the
fourth (70 percent). These percentages are inflated, however, by the new persons added at each wave. Among the 157
persons who were first interviewed, 119 (76 percent) were interviewed at least twice and 90 (57 percent) were
interviewed a third time. Among the entire group of 228 participants, 72 percent were interviewed at least twice.

5.5.3 Demographics, prevalence, and incidence
Within the six community chains, 62 percent of respondents were men and 38 percent were women. Eighty-nine
percent of the overall group was AA, and 91 percent of all participants were over the age of thirty.

In the overall group, 234 (81 percent) persons were tested for HIV, and 31 (13.3 percent) were positive. Three
seroconversions were observed during 164.8 person-years of observation, for an annualized incidence density of 1.8
percent. The calculated mean duration of infection in these circumstances was 7.4 years, and was consistent with the
observed distribution of CD4+ counts among infected persons (see Fig. 5.2). Fewer than 5 percent of HIV+ persons in
this study had a CD4+ count below 200/ml3.
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Figure 5.2. Distribution of CD4+ Counts Urban Networks Study, Atlanta, GA 1995–9

Table 5.1.Distribution of Prevalence by Site and Type of Ascertainment

Sample First interview Second interview Third interview
N % N % N %

Chain link
Sites
A 10 20.0 7 0.0 7 14.3
B 36 16.7 33 12.1 31 16.1
C 25 12.0 10 10.0 9 0.0
Random walk
Sites
A 23 8.7 20 10.0 23 13.0
B 31 12.9 22 13.6 18 11.1
C 32 12.5 41 9.8 24 4.2

Source: Urban Networks Study, Atlanta, GA 1995–9.

The prevalence of HIV-positivity differed markedly by site, interview, and method of ascertainment (Table 5.1). No
HIV-positive person was detected within the Chain Link group during the second round of interviews at site A. In
contrast, the prevalence at this site during the first interview was 20 percent and was 14.3 percent during the third
interview. The remarkable changeover in composition of the group over
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this 18-month period attests to the volatile nature of the groups of at-risk persons. Such variation, somewhat less
dramatic, was observed at site C as well. On the other hand, results from site B were relatively uniform. Taken
together, these observations suggest a moving network target whose specific relationship to risk may be difficult to
quantify.

5.5.4 Distribution of risk
Similarly, there was considerable diversity in the prevalence of risky behaviors through the six community chains
(Table 5.2). The proportion of needle-sharing contacts varied from 5.2 percent (site B, third interview, Chain Link) to
57.4 percent (site A, first interview Chain Link). The variation in sexual contacts was smaller, though the proportion in
different subsets varied by more than two-fold. In addition to the diversity of risk, the distribution of contacts
demonstrates the high level of risk in which persons in these communities actually engaged. Such observations are in
qualitative agreement with the amount and type of risk that persons told us they generally engaged in.

5.5.4.1 Drug risk
In general, HIV+ and HIV− persons did not differ markedly in their drug-use behavior (data on specific drug use are
voluminous and will not be shown here; see appended survey instrument). HIV+ women tended to inject more than
HIV− women, but overall, the HIV− group had more needle exposure and more needle-sharing (Table 5.3). The high
level of needle activity among HIV+ persons was due in part to several injectors whose needle use was intense and
unrelenting

Table 5.2.Distribution of Sexual and Needle-Sharing Contacts, by Site, Interview, and Type of Network Ascertainment

First interview Second interview Third interview
N Sexual

(%)
Needle
(%)

N Sexual
(%)

Needle
(%)

N Sexual
(%)

Needle
(%)

Chain link
Sites
A 61 16.4 57.4 89 15.7 23.6 40 22.5 60.0
B 271 33.2 22.5 167 31.7 12.6 155 19.4 5.2
C 157 21.0 28.0 42 31.0 14.3 38 39.5 15.8
Random walk
Sites
A 224 19.6 21.9 132 20.5 6.1 157 18.5 11.5
B 254 23.2 15.0 181 18.8 0.0 94 20.2 4.3
C 206 30.6 9.7 214 26.2 10.7 97 29.9 4.1

Source: Urban Networks Study, Atlanta, GA 1995–9.
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Table 5.3.Comparison of Needle Use in HIV-Positive and HIV-Negative Persons

Total Cohort = 292 Total Tested for HIV = 234 (81%)
HIV-positive HIV-negative

Number 31 203
Active Drug Usersa 8 (25.8%) 47 (23.2%)
Average daily exposure to injections
Entire groupb 2.0 injections/day 2.4 injections/day
Injectors 7.8 injections/day 10.3 injections/day

a Defined as persons who injected drugs during the previous 3 months.
b Defined as the proportion of days injected during the month times the average number of injections per day among those who inject drugs.

Source: Urban Networks Study, Atlanta, GA 1995–9.

despite infection. The amount of needle prophylaxis was the same in both HIV+ and HIV− persons. Between 50 and
75 of persons (by gender) stated that they had cleaned their works with bleach in the last 30 days. Roughly 25 percent
of both groups had shared needles in the last 90 days (data not shown).

5.5.4.2 Sexual risk
The level of reported sexual risk-taking was high, but not substantially different for HIV+ and HIV− persons. Nearly
30 percent of both positive and negative men, for example, practiced insertive anal intercourse, and, on average, about
half the respondents reporting having sex with an IDU. Sixty percent of the HIV+ men reported continuing receptive
anal exposure (Table 5.4). Similarly, condom use did not differ substantially by gender and HIV status, with the notable
exception that HIV+ women reported a high use of condoms for vaginal sex. The overall reported level of condom
use for vaginal sex was between 50 and 60 percent and substantially lower for oral and anal sex (Table 5.5).

5.5.5 Comparison of Atlanta and Flagstaff
Using results from the first interview, some comparisons of risk taking at the two sites can be made (Table 5.6). In
Atlanta, the levels of homelessness, less than a high school education, and unemployment are close to 50 percent. Ten
percent of the women in Atlanta stated that they worked as prostitutes, though far higher proportions indicated that
they had exchanged sex for drugs or money. Drug use patterns at the two sites were markedly different, particularly
with regard to the frequent use of crack-cocaine and the injection of heroin or cocaine in Atlanta and the use of
amphetamines and marijuana in Flagstaff. Similarly, the level of sexual risk (number of partners; sex with an IDU) in
Atlanta was considerably greater than that in Flagstaff. Interestingly, however, the level of prophylactic behavior
(cleaning needles, condom use), though low in both areas, was higher in Atlanta. Forty percent of persons in Atlanta
felt that
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Table 5.4.Sexual Risks by Sex and HIV Status

HIV-positive HIV-negative
Men Women Men Women

Sex with men (%) 22 100 7 98
Sex with women (%) 89 23 99 35
Sex with an injecting
drug user

65 54 49 43

Given money for sex 47 0 62 16
Given drugs for sex 71 0 73 22
Received money for
sex

29 77 32 73

Received drugs for
sex

35 69 30 58

Insertive anal inter-
course

29 0 26 0

Receptive anal inter-
course

60 15 2 17

Source: Urban Networks Study, Atlanta, GA 1995–9.

Table 5.5.Reported Condom Use

HIV-positive HIV-negative
Men (N = 18) Women (N = 13) Men (N = 143) Women (N = 116)

Oral sex 39.2 64.2 20.6 39.2
Anal sex 15.8 8.3 12.8 5.0
Vaginal sex 57.9 83.3 53.2 64.2
Source: Urban Networks Study, Atlanta, GA 1995–9.

Table 5.6.Comparison of Findings: Atlanta and Flagstaff (First Interview Data)

Variable Atlanta Flagstaff
Education, employment, income
Dropped out of high school 52.3 39.9
Homeless 40.4 10.6
Unemployed 54.4 35.6
Works as prostitute 10.2 0.4
Works as drug dealer 1.0 0.0
Source of income: paying joba 36.1 53.7
Source of income: welfarea 37.5 35.0
Source of income: other persona 62.8 65.6
General personal risk status
Has changed habits because of HIV 83.7 73.9
Personal chances of getting HIV (high or medium) 41.3 25.9
Ever given drugs for sex 45.9 5.2
Ever given money for sex 37.1 3.1
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Ever received drugs for sex 46.6 10.0
Ever received money for sex 53.9 10.9
Know anyone with HIV 85.0 60.8
Chance of others you know having HIV (high or medium) 76.2 64.2
Drug-taking and sexual risks
Used alcohol in the last 6 months 85.9 87.6
Used Marijuana in the last 6 months 57.3 70.0
Used Crack in the last 6 months 79.6 42.9
Used Cocaine in the last 6 months 30.6 27.0
Used Heroin in the last 6 months 20.9 9.0
Used Heroin/Cocaine (speedball) in the last 6 months 16.5 6.4
Used Methadone in the last 6 months 5.8 5.5
Used opiates in the last 6 months 7.8 9.4
Used amphetamines in the last 6 months 2.4 38.2
Injected Cocaine in the last 30 days 24.3 8.6
Injected Heroin in the last 30 days 17.0 8.2
Injected Heroin/Cocaine in the last 30 days 14.6 4.7
Injected Methadone in the last 30 days 1.0 0.4
Injected opiates in the last 30 days 1.5 1.7
Injected amphetamines in the last 30 days 1.0 9.9
No. of days injected Cocaine in the last 30 daysb 5.5 (0–30) 1 (0–20)
No. of days injected Heroin in the last 30 daysb 4.5 (0–30) 3 (0–30)
No. of days injected Heroin/Cocaine in the last 30 daysb 20 (0–30) 1 (0–15)
No. of days injected Methadone in the last 30 daysb 0 (0–0) 0 (0–5)
No. of days injected opiates in the last 30 daysb 0 (0–15) 0 (0–1)
No. of days injected amphetamines in the last 30 daysb 0 (0–2) 0 (0–25)
Ever shared works with others 20.9 9.9
Shared in the last 30 days 6.8 3.9
Cleaned works after the last time they were used 17.0 10.3
Cleaned works with bleach 22.8 10.7
Sexual preference 87.9 89.7
Use condom for anal sex 9.6 1.3
Use condom for oral sex 30.8 0.9
Use condom for vaginal sex 59.2 2.5
Had sex with IDU 45.6 31.8
No. of sex partners in the past 30 daysb 2 (0–450) 1 (0–30)
No. of sex partners in the past 6 monthsb 3 (0–2700) 1 (0–59)

a Sources of income are not mutually exclusive.
b Median (Range). All other values are percentages.

they were at significant risk of contracting HIV/AIDS; only 25 percent of those in Flagstaff thought so. (In an
interesting comparison, about 28 percent of persons overall in Colorado Springs felt themselves to be at high risk. In
view of the existing prevalence in these three communities, these assessments may be on the mark.)
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5.5.5.1 Network structure
The 108 different network configurations provide considerable detail on network structure and change. Preliminary
analyses indicate, however, that these observations may not form convenient or consistent patterns (Table 5.7). For
example, the data associated with the multiplex networks of people who shared needles or had sex together display
several interesting patterns but no clear direction. In general, components increased in number over the study period.
However, there were several exceptions, indicating ongoing segmentation with possible reassembly. Degree varied
from about 1.5 to 2.0 during the three interviews, while kappa, a measure of concurrency, showed a more consistent
pattern of decrease during the interval. Other measures of the amount of structure (the last five columns of Table 5.7)
were generally stable or decreasing (see, for example, the structure called “2-plex (n = 3),” which represents an open
triad). Higher order structures (e.g. 4-cliques) were notably absent.

The three observed seroconversions took place in a setting of multiplex risk. Two occurred at Site A (Chain Link) and
one at Site B (Chain Link). These groupings do not immediately stand out as having singular properties, and the
number of outcomes is too few to warrant a multivariate approach. Nonetheless, it might be broached that the
presence of only moderate structural elements, declining concurrency and increasing fragmentation as is suggested by
these networks is consistent with a moderate level of endemic transmission. The relative constancy of personal
risk-taking over the period of observation (data shown only for the first interview), at a level usually assumed to be
significant for continuing transmission, suggests that the lack of structural change is a critical factor in preventing
higher level endemic transmission. A stronger basis for this hypothesis awaits more detailed analyses of all the available
network groupings, and the simultaneous consideration of network and behavioral change. In the absence of a
significant number of outcomes, these data are unlikely to provide direct evidence of the relative role of behavioral and
structural variables, but may provide indirect support of the relative importance of structural dynamics.

5.6 SOME METHODOLOGICAL ISSUES
Network analysis of this type of data poses several important challenges. First, it is a given that there are missing links,
but that their characteristics and placement are not known. The use of matrix information provides added
information, but its value has not been fully confirmed. Modeling the existence of additional links, based on the
frequency and characteristics of known links, may be an acceptable approach, but requires appropriate variance
inflation, or perhaps the use of a Monte Carlo technique that calculates network characteristics using a set of
assumptions. The advantage of this technique is that it places the observed information in a context of the reasonable
range of network characteristics from which the observed sample may have been drawn.

Second, networks vary considerably in size, as is evident from the data presented here, and certain network measures
are size dependent. For example, density (usually calculated as observed edges/potential edges) will decrease as a
function of the square of the number of nodes. The number of microstructures will increase with the
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Table 5.7.Network Characteristics for Network Groupings that Include Sexual or Needle-Sharing Associations

Site Type Int. Num-
ber

Den-
sity

Com-
po-
nents

De-
gree

Kap-
pa

Infor-
mat-
ion

Clique
(n =
3)

Clique
(n =
4)

2-Cli-
que (n
= 3)

2-Plex
(n =
3)

2-Plex
(n =
4)

A CL 1 33 0.038 2 2.18 9.62 0.462 2 1 8 135 4
2 29 0.037 3 1.93 6.93 0.470 2 0 5 92 0
3 33 0.028 3 1.82 3.78 0.567 0 0 4 179 0

A RW 1 87 0.012 9 1.98 4.54 0.497 5 0 21 354 10
2 48 0.015 16 1.33 1.67 1.130 0 0 8 27 0
3 45 0.024 6 2.04 2.96 0.603 7 0 13 135 6

B CL 1 116 0.009 6 1.98 6.23 0.355 2 0 31 411 2
2 72 0.012 12 1.67 3.76 0.496 0 0 16 160 0
3 51 0.013 17 1.33 1.66 1.090 0 0 6 46 0

B RW 1 94 0.010 9 1.89 6.24 0.418 2 0 19 334 1
2 48 0.015 15 1.38 1.26 1.060 0 0 14 23 0
3 31 0.024 10 1.36 1.22 1.050 0 0 6 20 0

C CL 1 68 0.015 7 1.85 5.08 0.449 1 0 14 210 1
2 25 0.030 8 1.36 2.67 1.160 0 0 5 19 0
3 32 0.023 9 1.44 0.45 0.996 0 0 4 45 0

C RW 1 89 0.010 16 1.66 3.27 0.597 0 0 19 171 1
2 92 0.008 25 1.48 3.86 0.886 1 0 13 161 0
3 63 0.012 16 1.49 4.35 0.881 0 0 13 105 0

Notes: A, B, and C refer to the three community sites; RW = Random walk; CL = Chain link.
Kappa is defined as a function of the mean and variance of the degree: (σ2/μ) + m − 1; it is calculated only for respondents, and does not
include contacts who were not interviewed.
Number refers to the number of persons (respondents plus contacts) in a given network configuration.
Degree is the number of direct connections to each person in the graph. Information is a centrality measure that computes the average distance
from any person to all other persons in a connected component. A Clique of size n is a group of n persons all of whom are connected to
each other. An N-Clique of size n is a group of n persons, each of whom is at least N steps from every other person in the grouping. A k-
plex (n) is a group wherein every member is at least n–k steps from every other member. See text for discussion of density and component.
Source: Urban Networks Study, Atlanta, GA 1995–9.
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size of the network, and thus render comparison of “the amount of structure” moot. Some measures, such as kappa
(defined as the mean number of concurrent relationships per relationship) may be sensitive to network size because of
the availability of partners for concurrency. In these data, kappa, calculated for all 108 networks, has a distinct
relationship to network size (Fig. 5.3).

Third, one of the potential functions of this type of analysis is to predict which persons will become infected, and in
which groups. Being able to identify the persons at highest risk for seroconversion, or for acquisition of an STD, has
important preventive implications. In a multivariate construct that would include behavioral and network factors, the
confidence limits for individual prediction are substantially larger than those for population prediction. This type of
approach may thus be of value at the population level, but is unlikely to be of help at the individual level. The three
seroconverters in this study (whose complete description was not included) exemplify this: it would have been difficult
to single out these three.

Fourth, as is the case in this study, the small number of outcomes inhibits multivariate approaches that seek to examine
the relative contribution of behavioral and network variables. In view of the expected (and realized) prevalence of
10–15 percent, a lower level of endemic transmission was observed than expected at the start of this study. Such “real
world” observations impede validation of theoretical results from modeling that have significant implications both for
understanding transmission and the development of interventions.

Figure 5.3. Comparison of Network Size and Kappa in 108 Networks, Urban Networks Study, Atlanta, GA

Notes: Kappa is defined as the proportion of contacts that are concurrent and may be calculated as a function of the
mean and variance of the degree: (σ2/μ) +m −1; it is calculated only for respondents, and does not include contacts
who were not interviewed.
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These challenges contribute to the agenda for further development of network approaches to transmission dynamics,
and we hope to pursue them with data from this project and others. For this project specifically, we will continue the
descriptive and analytic approaches outlined above, including calculation of risk configurations, stability indices, the
joint distribution of behavioral factors and network features, more detailed comparisons of specific chains within sites,
as well as comparison of the results from the two cities.

5.7 CONCLUSIONS
Network studies are difficult to perform, particularly when their focus is a serious illness and their content includes
illicit or stigmatized behaviors. Work with populations at high risk for HIV and other conditions require considerable
preparation, a long-term field presence, and the acquisition and training of qualified staff. The quality of information
has a crucial relationship to the quality of interactions with the community, and results are easily distorted by
inattention to the details of these interactions. In addition, the changing epidemiologic and ethnographic circumstances
of a target area can make interpretation difficult. An observed change in network configuration can result from
inappropriate positioning of research staff, from poor communication with participants, or from unsuspected
ethnographic or environmental change.

With these caveats, we conclude that the network structure found in this study—fragmentation and lack of significant
microstructure—fits theoretically with an environment that does not support rapid endemic transmission of HIV.
Observations in areas of different prevalence are supportive, but do not provide direct quantitative links. This
population demonstrates neither the intense needle-sharing that was evident in New York City during the late 1980s
and early 1990s, nor the intense same-sex sexual activity that characterized the early years of the AIDS epidemic. This
study suggests that a significant level of interactive needle-sharing, other drug use, heterosexual, and same sex risk may
be needed to support endemic transmission in urban inner-city environments. Such an environment may ultimately
constitute the major pattern for endemic transmission in industrialized countries.
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6 The Seattle “Sexual Mixing,” “Sexual Networks,”
and “Sexual Partnership Types” Studies

SEVGI O.ARAL, JIM HUGHES, PAMINA GORBACH, BRADLEY STONER, LISA MANHART, GEOFF GARNETT, BETSY
FOXMAN, MATTHEW GOLDEN, AND KING K.HOLMES

6.1 INTRODUCTION
Sexually transmitted diseases (STDs) constitute a major disease burden globally (Aral et al. 1999). During the past three
decades research attention has been focused on the contribution of sexual behaviors to the STD burden in a variety of
social settings.

Several studies have failed to identify individual behavioral risk factors for STD; (Zenilman et al. 1988; Taha et al.
1996; Burstein et al. 1998; Ryan et al. 1998; Sturm et al. 1998). Although significant associations can usually be found,
they seldom account for a large attributable risk of STD. Thus, not only the individual behaviors themselves, but also
the specific epidemiologic and social contexts of the behaviors determine STD transmission (Aral et al. 1996). One
important aspect of the epidemiologic context is the phase of the STD epidemic, reflected by the changing levels of
prevalence of STD in specific subpopulations (Wasserheit and Aral 1996).

While measurement of individual sexual and other risk behaviors has improved remarkably in recent years (Turner
et al. 1998), the study of the contexts in which these behaviors occur has advanced more slowly. Public health research
approaches must move away from “individualization” of risk to the broader determinants of risk and disease (Padian
et al. 1996; Diez-Roux 1998).

During the past decade, in a number of studies conducted in Seattle, Washington, we focused on aspects of social
context associated with risk of acquiring or transmitting STD. More specifically we studied patterns of sexual mixing
and sexual networks, and types of sexual partnerships, and described the associations between these parameters and
STD risk.

6.2 SEXUAL MIXING PATTERNS AND STD: CONCEPTUAL
FRAMEWORK
Sexual mixing patterns, broadly defined, refer to the partnership and network characteristics important to the spread
of STD. A schematic rendering of our conceptual framework is presented in Fig. 6.1.



Figure 6.1. Conceptual Framework of Mixing and STD Acquisition

Note: The term mixing is meant here to encompass all interactions of the individual with partner in the context of
networks and the community.
Here, individual STD status is located at the center of the figure, as the product of multiple layers of influence. The
most proximate determinants of disease are the behaviors of an individual and his or her partner. Particular behaviors
have different implications for different diseases; we focus on the behaviors most associated with gonorrhea,
chlamydia, and human papilloma virus. The most neglected aspect of mixing and STD risk concerns the characteristics
of sexual partners. Beyond behaviors, demographic attributes of individuals and their partners (such as age and
ethnicity) offer an initial context in which partnerships are formed, and exert important influence on individual and
partnership behaviors (Sonenstein et al. 1998). The next layer of influence is the partnership itself. Our work examines
how both the social and sexual dimension of partnerships influence behaviors associated with STD risk. Sexual
behaviors vary across partnership type in ways that could guide development of innovative and effective intervention
strategies oriented toward high-risk partnerships.

At the next level, partnerships themselves may be embedded into networks of sexual contacts and social relationships.
Social networks transmit social values and norms; it is important to understand the extent to which sexual networks
are connected to broader social worlds. Our work focuses on the nature of overlap between sexual partnership types
and social networks, and the effectiveness of local social control (exercised through social networks) over sexual risk
taking. Finally, all
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of this occurs in specific epidemiological and social contexts. For example, structural factors, such as the demographic
composition of the local population and the phase of the STD epidemic in subpopulations, determine the likelihood of
acquisition of infection, given certain behaviors, and condition the structure of the social network, as well as
opportunities for the formation of sexual partnerships.

6.2.1 Implications of mixing for disease burden, spread dynamics, and
prevention
While patterns of social and sexual mixing, and the relationship between these two types of mixing are sociologically
inherently interesting, the public health perspective requires definition of the role and relative importance of these
parameters in determining the burden of disease, in informing prevention strategies, and in influencing diffusion of
preventive interventions. Our studies have attempted to define the relative importance of sexual mixing in determining
the disease burden in high and low disease prevalence subpopulations (Aral et al. 1999). Theoretical studies and other
empirical studies of how specific patterns of sexual mixing influence disease burden will facilitate assessment of the
potential impact of changes in sexual mixing patterns and related implications for prevention efforts.

Epidemiologists have exploited the concept of sexual mixing to develop a family of models that have been used to
estimate the diffusion of STD. Initially, such models have relied on estimates of the rate of mixing between high- and
low-risk populations, since collecting useable data on the sexual contact networks of individuals and populations is
exceedingly difficult. We know that among the general population of adults: (a) there is a tendency toward
“homophily” (in terms of basic sociodemographic characteristics) in partner selection (Laumann et al. 1994; Morris
and Dean 1994; Joyner et al. 1998; Bearman et al. 2003); and (b) many adults recruit relationship partners from within
their social networks (Laumann et al. 1994). Epidemiological research on STD, however, has revealed that people with
STD tend to be “heavy mixers” meaning they have sex with two or more partners outside of their own social strata
(Catania et al. 1995). This suggests that such partnerships may be discordant. Discordant pairs, characterized as
representing links across social networks, may be responsible for the spread of STD between clusters in networks
(Potterat et al. 1985). In one study of syphilis in North Carolina, partners of people with STD were not only often
nonmonogamous, but were drawn from outside of the social network of the index patient, and were likely to be
involved in exchange of sex for drugs (Thomas et al. 1995). The relational dynamics of socially or demographically
discordant sexual dyads may differ from those of concordant dyads, affecting the communication within the
partnership and issues of power and control, potentially important determinants of risky sexual behavior such as
nonuse of condoms within a partnership. Epidemiological attention has been focused on the prevalence of
non-homophilous, or discordant partnerships (e.g. partners not matched on age, race, geography, or social class
background), because these partnerships—likely to act as functional bridges between otherwise unconnected
populations—may serve as an important conduit for the spread of infection (Aral et al. 1999).
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The National Health and Social Life Survey (NHSLS, see Chapter 1, this volume) described sexual mixing patterns in
the United States based on a nationally representative sample of the general population, and related these to self
reported history of STD (Laumann et al. 1994). Some investigations have focused on the influence of patterns of
spatial mixing on the epidemiology of gonorrhea (Rothenberg 1983; Garnett and Anderson 1993). Others have
explored patterns of mixing between groups with different levels of sexual activity (Hsu Schmitz and Castillo-Chavez
1994; Granath et al. 1991; Garnett et al. 1996), or between different age groups (Service and Blower 1995, 1996).

More recently, empirical studies of mixing patterns have demonstrated that specific patterns of mixing are indeed
associated with increased risk for HIV infection (Service and Blower 1995, 1996), chlamydial infection (Aral et al.
1998), and gonorrhea (Aral et al. 1999). Many remaining knowledge gaps of particular, immediate concern involve
both theoretical and analytical issues. For example, information is needed on why people mix in observed patterns;
whether and how particular types of mixing are associated with particular attributes and types of partnerships; and on
how perceptions and conceptualizations of the persons engaged in the partnerships and the mixing patterns mediate
the associations between mixing patterns and attributes/types of partnerships.

Issues of measurement and analysis central to this field of investigation and still under development include definition
and measurement of partnership, use of alternative potential approaches to analysis of sexual mixing (e.g. with the
magnitude of attribute concordance between partners as the outcome variable; with the partnership as the unit of
analysis; with the individual as the unit of analysis; etc.), and analysis of disease burden (e.g. in subpopulations defined
by prevalence or demographic attributes).

In this chapter we present a number of specific questions on a variety of the subjects mentioned above and discuss the
methodological approaches employed in attempting to answer the questions and summarize our findings. We also
discuss the difficult issues in conceptualization, data collection and analysis, and ongoing work.

6.3 DESIGN OF THE SEATTLE DATA SETS
Starting in the early 1990s, studies on sexual mixing patterns, sexual networks, and sexual partnership types in Seattle
were developed in several stages. Quantitative data were collected in surveys of Seattle populations with and without
STD including sex partners of individuals with STD. Following analyses of these data, qualitative studies were
undertaken to examine perceptions of partnership types and motivations for partnerships. The populations covered
included attendees at STD clinics, attendees at non-STD health facilities, partners of STD-infected individuals reached
through contact tracing, respondents recruited at sociogeographically specified areas of the city, and representative
samples of the general
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population based on census tract of residence. Thus, subjects in our studies include random samples of the general
population as well as samples of infected and high-risk populations; sexual networks we have focused on include both
local and partial networks; and our methodologies include both quantitative and qualitative approaches. Our studies
focus on three general topics:

1. Description of prevalent sexual mixing patterns, sexual networks, and sexual partnership types in both
quantitative and qualitative terms. The descriptive focus includes attention to methodological issues of data
collection and measurement (both quantitative and qualitative), and analysis.

2. Exploration of factors which influence prevalent sexual mixing patterns, sexual networks, and sexual
partnership types including (a) determinants (both at the level of individual characteristics and partnership
characteristics) of observed patterns; (b) individual motivations for particular partnership types and mixing
patterns; and (c) population level demographic, social, and economic factors which influence patterns of sexual
mixing, sexual networks, and sexual partnership types.

3. Investigation of consequences of patterns of sexual mixing, sexual networks, and sexual partnership types for
(a) classical STD epidemiology, including the calculation of relative risk for specific STD associated with
particular patterns of sexual mixing, sexual networks, and partnership types; determination of population
prevalence of particular sexual mixing patterns, sexual networks, sexual partnership types and STD, and based
on these, the determination of the attributable risk and disease burden associated with specific mixing and
network patterns and partnership types; (b) STD transmission dynamics, and more specifically, the probability
of exposure between infected and uninfected individuals as it is affected by sexual mixing patterns, networks,
partnership types, and the duration of infection and the probability of transmission in distinct population
subgroups; and (c) STD prevention including implications of sexual mixing, sexual networks, and sexual
partnership types for STD risk assessment, STD partner notification, and social and behavioral interventions
for STD.

The following three data sets are referred to throughout this manuscript.

6.3.1 Stage I: Clinic-based surveys
Subjects for Stage I were recruited from two sources. The first source consisted of subjects enrolled in the clinical
research core of the UW STD Collaborative Research Center (STDCRC). These were 15–44 year-old English
speaking, nonpregnant heterosexual individuals randomly recruited from those seeking care at two STD clinics and
one adolescent medicine clinic. From February 1, 1992 to June 1993 all individuals seeking care and meeting the above
criteria were eligible. From June 1993 through September 1994 (end of recruitment), the enrollment criteria were
narrowed to include only individuals with STD symptoms or history of exposure to an infected partner. A total of 580
individuals with at least one sexual partner within the last 3 months were recruited through the STDCRC.
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The second source of subjects for Stage I consisted of individuals with culture confirmed gonococcal or chlamydial
infections randomly selected from samples sent to local Nisseria and chlamydia testing labs, respectively. These
individuals may have been seen at private or public health facilities. A total of 423 such individuals were recruited. As
patients with STD referred their partners for diagnosis and treatment, these individuals were also involved in the study
as partners.

Data were collected through standardized face-to-face interviews with respondents and included respondents'
demographic and sexual partnership characteristics, their sexual behavior, and the characteristics of their sex partners
(as reported by the respondent). In addition, detailed medical history and physical exam data were obtained from the
subjects from source 1 (the STDCRC clinical core). Thus, all data included in Stage I lend themselves to local network
analyses; and some data on enrolled sex partners lend themselves to partial network analyses.

6.3.2 Stage II: Qualitative data
From June 1996 through June 1998 we interviewed a total of 270 individuals, 150 of which were STD patients with
gonorrhea, chlamydial infection, or nongonococcal urethritis and 120 of whom were sampled from the community.
Subjects with STD were recruited at the Seattle-King County Department of Public Health STD Clinic at Harborview
Medical Center and from private providers in Seattle. A disease intervention specialist (DIS) described the study to
eligible individuals after completing the standard partner notification interview. Identifying information for individuals
who expressed interest in participation in the study was then provided to study interviewers who arranged for
face-to-face interviews. Most of the interviews with patients with STD were conducted within 1 week of the referral
from the DIS (69 percent of the men and 73 percent of the women) and only a few were interviewed more than two
weeks following the DIS interview (8 percent of men and 15 percent of the women).

In addition to the STD sample, a community sample containing 120 adults 18–50 years of age (of which half were
male and the other half female) from six census tracts in metropolitan Seattle, (three with the highest gonorrhea
incidence, three randomly selected) was also selected. Twenty individuals were interviewed in each of the six census
tracts. Individuals were recruited at grocery stores located in or near each selected census tract because such stores
represent a public place utilized by individuals of all demographic and socioeconomic characteristics. Recruitment
occurred at different times of the day, and was voluntary. Interview dates and contact information were obtained for
individuals who expressed interest at the grocery store and the interviews occurred at the study office. Thus, the
interviews that constitute Stage II were based on a quota sample and collected the qualitative data on sexual behavior
and sexual partners described later in this paper.

6.3.3 Stage III: Telephone surveys
In Stage III two samples were selected: a random digit dialing (RDD) sample of all Seattle residents aged 18–39 years,
and a sample of African-Americans (AA) from
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individuals with listed telephone numbers (“listed sample”). There probably was a loss of poorer individuals but we did
not measure this. An additional sample of AA was selected because they have higher rates of STD both nationally and
in Seattle, and national data suggest that STD morbidity and sexual practices differ between AA and White Americans
(WA). A total of 356 WA and 140 AA individuals who had ever engaged in vaginal intercourse answered questions
regarding their demographics, sexual behavior, sexual history, STD history, and most recent heterosexual partner.
Interviews averaged 21 min in length. The cooperation rate was 67.5 percent for the RDD sample and 28.2 percent for
the AA sample, which was considerably lower than we had hoped for. Questions on partners' characteristics were
formulated to elicit information on the most recent four partners. Specific sex partner parameters included date of first
and last sex, partner's age, race-ethnicity, employment status, and education.

6.3.4 Sampling concerns
Only a few studies of sexual mixing and sexual partnership characteristics have been based on population-based
samples (Laumann et al. 1994; Foxman and Holmes 1995). Instead, most studies utilize convenience samples or
random samples from some subpopulation (i.e. individuals attending an STD clinic). There are advantages and
disadvantages of each approach, depending on the primary scientific questions of interest. Population-based samples
give unbiased estimates of mixing parameters and are important if one is developing a mixing-dependent model of
disease spread for some population. However, it would require an inordinately large sample size to get enough STD's
in a population-based sample to draw conclusions about mixing and risk of STD.

In addition, in the United States, mixing in the general population is largely irrelevant to the spread of many STDs
which are confined to core groups. Thus, studies in at-risk populations are necessary to understand the relationship
between mixing and the persistence and spread of many STDs. A key question, then, is how to relate such samples to
the general population? One approach might be to view samples from STD clinics and other high-risk populations as
an oversample of a particular subgroup of the main population. By combining information from various sources it
might be possible, with appropriate weighting, to reconstruct estimates of mixing and its relationship to STD that are
both unbiased and precise. Further research into such an approach is required, however.

6.4 FIELDWORK EXPERIENCES
Interviewers were disease intervention specialists (Stage I), graduate students (Stage II), and professional interviewers
(Stage III) all of whom were specifically trained to administer the specific data collection instruments used in our
studies.

6.4.1 Eligibility criteria for STD patients
More than half of the sample for our second stage studies is composed of STD patients. The eligibility criteria specified
men and women with gonorrhea or chlamydial
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infection, or men with nongonoccocal urethritis. The challenge of recruiting such individuals to a study is that
individuals presenting with symptoms typical of exposure to gonorrhea or chlamydia are often treated presumptively
when they seek care, before a laboratory diagnosis; or they may be tested for gonorrhea and chlamydia at the time of
the visit and once the laboratory results become available the appropriate medication is called in to a pharmacy for the
patient to pick up at his/her convenience. In either scenario, patients are advised to return to the clinic to be retested in
a few weeks, but many do not reappear. Therefore, during the study recruitment period, a definitive diagnosis of
gonorrhea and chlamydia often could not be made at the time patients sought care at the clinic. Once the laboratory
results became available, patients who did not return to the clinic for follow up were called by telephone and informed
of their results. Thus, many patients were recruited for the study after their initial visit—not at the time that they were
experiencing STD symptoms or were concerned about exposure and seeking testing. Some patients could never be
recontacted and others were simply not interested in returning to a place near the clinic or even the clinic itself for the
study at a later date. We may have lost many potential subjects due to having to wait for laboratory results before
recruiting patients.

The eligibility criteria caused a second problem in recruitment—the actual “recruiters” for the study were the
individuals who informed STD patients of their laboratory results and recontacted patients after their initial visit for
this purpose. These were the DISs who also are responsible for conducting partner notification interviews at the time
of providing STD results. It is possible that the interview concerning partner notification may be perceived as more
contentious than our interviews concerning partnerships for patients not willing to disclose partners, that is, identities
for partner notification. Therefore, the personnel who conducted the recruitment may have served as a further barrier
to study enrollment.

The final problem was that recruitment was a multiphased process; DIS first had to ascertain potential subjects
eligibility, and then gain their permission to be contacted for the study. Next a study interviewer had to recontact the
individual (often a challenge) and set up an appointment for an interview. A considerable number of subjects never
appeared for the scheduled interview.

6.4.2 Identication of “main partner” in interview
The qualitative interview delved deeply into subject's sexual partnership histories and collected detailed information on
the current or most recent main partner as well as other important partnerships. For some subjects, identification of
one partner or another as main was not possible. When directly asked if the subject currently had a main partner, a
complicated description of a series of current partners often unfolded. Such descriptions often became convoluted and
confusing so that the interviewer might have decided for the respondent who to call the main partner and then
proceed with the next segment of the interview on the main partnership dynamics for that partner. During the coding
of the interview it was often a challenge to mark one such partnership as main, and yet coding more than one as main
became
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too confusing for the analysis. In some interviews, a subject would provide detailed and extremely descriptive
information about one partnership, and then later in the interview start referring to another partner who was clearly
also current and important. The interviewer and later the coder often became confused as to whether to return to the
same questions about the main partnership and how to identify this second (or third) partner. The same problem arose
with both male and female subjects. This problem arose more often in interviews with STD patients but often
occurred in the interviews from the community (general population) although usually with young respondents, 18–25
years of age. This confusion may have resulted from our a priori assumption that partners could be clearly classified as
main and non-main partners.

6.4.3 Over reporting and exaggeration
Qualitative interviews were all conducted by gender-matched interviewers. The same two interviewers conducted all
270 interviews throughout the study and were both social work graduate students with experience of working with
high-risk populations. Nevertheless, there may have been dynamics created within the interviews resulting in subjects
feeling a need to over report numbers of sex partners or their practice of safe sex behavior. For example, some
subjects claimed to have had all potential sex partners tested for STDs before engaging in sexual activity with them.
However, given the time between meeting such partners and first sex, a visit to the STD clinic and obtaining laboratory
test results was not feasible. Additionally, some male subjects may have been influenced by a desire to impress the male
interviewer with their own virility. This possible interviewer bias must be balanced, however, against the excellent
rapport that this interviewer established with most subjects and his ability to engage subjects in great self-disclosure.
While most female subjects seemed experienced and comfortable in engaging in detailed discussions of their sexual
partnerships, this was not an experience that many males expressed.

6.4.4 Transcription burden
The final challenge of qualitative data collection was the burden of transcribing these extremely detailed and long
qualitative interviews into verbatim text. Each interview was a minimum of a half an hour in duration and the average
length was 45 minutes. Most interviews took about 3 h to transcribe. Hiring professional transcribers proved not only
too expensive, but also created extra work as most had difficulty understanding the respondents and often summarized
rather than transcribed verbatim, requiring complete review and revision of all transcribed interviews.

Therefore, the interviewers were assigned responsibility for transcribing their own interviews, which resulted in more
accurate transcriptions but not in the most efficient manner.
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6.5 METHODOLOGICAL ISSUES

6.5.1 Analyses based on mixing matrices
Mixing matrices are commonly used to summarize patterns of sexual mixing. A mixing matrix is a cross tabulation of a
characteristic (e.g. race) of a respondent (or index case) with the corresponding characteristic of the partner (Fig. 6.2).

Mixing matrices are used to evaluate the degree of assortative (like-with-like) versus disassortative (like-with-unlike)
mixing and for determining patterns of disassortative mixing. One may envision a variety of possible measures of the
degree of assortativeness. The proportion of individuals falling on the main diagonal of the mixing matrix is known as
the concordance or homophily rate. Formally,

where C is concordance and pij = nij/N. If each respondent contributes only one partner to the mixing matrix, then
var(C) is given by

If each respondent contributes multiple partners, then the estimate of the variance must account for the potential
dependence between the multiple partners of each respondent. The concordance varies from 0 to 1 and has a simple
probabilistic interpretation: it is the probability that a randomly chosen respondent–partner pair is concordant with
respect to the characteristic of interest.

A disadvantage of C as a measure of assortativeness is that it does not differentiate between assortativeness due to
intentional partner selection versus assortativeness due to chance alone (random mixing). For instance, in a racially
homogeneous population one would expect high concordance even if respondents were not consciously selecting
partners according to their race. Thus, variations in concordance may be due to variations in partner availability rather
than variations in partner selection.

Figure 6.2. Mixing Matrix
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In epidemiology a common chance-corrected measure of agreement (assortativeness) is the kappa statistic. In this
context, the kappa statistic may be written as

where pi. is the marginal probability that the respondent characteristic is in category i (Pr(res = i) = ni./N), p.i is the
marginal probability that the partner characteristic is in category i (Pr(ptr = i) = n.i./N) and pj|i is the conditional
probability that the partner is in category j given that the respondent is in category i (Pr(ptr = j|res = i) = nij/n.i). Note
that C may be viewed as a special case of kappa in which the chance-corrections have been removed (i.e. setting all p.i =
0 in eqn (1) gives C since pii = pi|ipi.).

A disadvantage of using kappa in the study of mixing matrices is that, unless the sample represents a probability
sample from the general population, the marginal probability distributions of the respondent and the partner
characteristic in the sample (pi. and p.i, respectively) will usually not reflect the distribution of those characteristics in the
population. Thus, the chance-corrections (p.i) in eqn (1) do not reflect the true partner availability rates. If knowledge
of the population distribution of the characteristic of interest is available from other sources, then it may be possible to
use this information in eqn (1) to derive a chance corrected measure of assortativeness. An alternative approach to this
problem was taken by Gupta and Anderson (1989) and others in their studies of mixing matrices. They define a
chance-corrected measure of assortativeness known as Q:

where I is the number of categories in the mixing matrix. It is straightforward to show that Q is a special case of kappa
in which pi. = 1/I for all categories i. In addition, when pi. = 1/I for all i, the marginal distribution of the partner
characteristics, p.i, is irrelevant (see eqn (1)). Thus, Q avoids the problem of estimating the population distributions of
the respondent and partner characteristics by standardizing to a particular (uniform) distribution of the respondent
characteristic. Q varies from a minimum of −1/(I − 1) to 1.0. Random partner selection (random mixing) gives Q = 0
(the reverse is not necessarily true, however). Assortative mixing gives values of Q greater than 0 while disassortative
mixing gives values less than 0.

Since the rows of the mixing matrix represent independent samples, the variance of Q may be readily derived. If each
respondent contributes only one partnership to the mixing matrix, then we have
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If respondents contribute multiple partnerships to the mixing matrix then the variance of the pi|i must be adjusted for
correlated data (e.g. using generalized estimating equations, Liang and Zeger 1986).

The above measures summarize the mixing matrix as a whole with respect to assortativeness. However, they give little
information on the patterns of assortativeness or disassortativeness. Morris (1991) uses log-linear modeling methods
to examine various hypotheses regarding patterns of mixing. In particular, she defines the following hierarchy of
models for mixing: (a) proportional (random) mixing; (b) uniform homophily in which respondents preferentially select
partners similar to themselves but select dissimilar partners at random; the in-group preference is identical for all
respondents; (c) differential homophily in which respondents preferentially select partners similar to themselves but
select dissimilar partners at random; the in-group preference is different for each respondent group; and (d) arbitrary
selection pattern (Morris 1991). In preliminary analyses of our racial mixing data, we find strong support for the
differential homophily model.

Mixing matrices are natural summaries of assortativeness for measures which are discrete in nature such as race,
religion, and, perhaps, educational attainment. However, for measures that are continuous in nature such as age and
number of sex partners over long periods, categorization into discrete intervals can result in arbitrary variations in
measures of assortativeness. As a general rule, dividing a continuous variable into more categories will reduce estimates
of assortativeness. Predicting the effect of varying the choice of cutpoints is more difficult, however. In addition,
categorizing a continuous measure can lead to apparent anomalies such as calling a 19-year-old respondent with a 20-
year-old partner “discordant” while a 25-year-old respondent with a 20-year-old partner might be labeled concordant.
One solution to this problem is to simply classify partnerships into two categories—concordant or
discordant—depending on the degree of difference (absolute or relative) between the respondent and his or her
partner for the characteristic of interest. An extension to this idea is to classify the partnership into three
categories—concordant, discordant low, and discordant high—depending on the direction of the discordance.

An alternative, and perhaps more natural, measure of concordance for continuous measures is the concordance
correlation coefficient (Lin 1989), which avoids arbitrary divisions into categories. The concordance correlation is
defined as

where σ12, , μ1 and μ2 are the covariance, the variances and the means of the respondents and the partners,
respectively. The concordance correlation measures the spread around a 45° line in a scatterplot of the respondent
characteristic versus the partner characteristic. If the points in the scatterplot fall close to the 458 line, then the
concordance correlation will be close to 1.0. If the points do not fall close to the 45° line, then the concordance
correlation will be small. If the population means and variances are identical (and since the labeling of one member of
the partnership as respondent and one as partner is arbitrary this seems reasonable for
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characteristics like age) then this measure is equal to the usual Pearson correlation coefficient. It can also be shown that
for discrete measures (e.g. race) the concordance correlation reduces to the kappa statistic.

In studies of sexual mixing, it is natural to want to relate mixing patterns to risk of STDs. One approach is presented in
Aral et al. (1999, table 4), in which the relative risk of STD is computed for respondents in discordant partnerships
relative to respondents in concordant partnerships. Separate relative risks were computed for race, age, education and
number of previous partners and, within, each dimension, for male and female respondents. The analytic tool for these
analyses was generalized estimating equations (GEE), an extension of logistic regression for correlated data.
Adjustment of the estimated relative risks for confounders and/or effect modifiers is theoretically possible by
including these in the regression model, but lack of sufficient data will generally constrain these efforts.

6.5.2 Estimating partnership “duration”
Characterizing partnerships and partnership duration is important for two reasons. First, the current duration of a
partnership (the length of time since the individuals began having sex, also referred to below as recency) may influence
the risk of STD. If recency is a risk factor for STD then it may be of interest to estimate and compare the distribution
of current partnership durations in some population or subpopulations. Second, deterministic mathematical models of
disease spread typically treat sexual partnerships as “instantaneous” entities and ignore the issue of sexual partnership
duration. A good mathematical characterization of sexual partnerships could lead to improved epidemic models. In
this case, we wish to characterize the total partnership duration as opposed to the current partnership duration. In the
following we describe the data we have available for these purposes and the analytic challenges in estimating both
recency and total partnership duration.

Participants in the Stage I studies were asked to describe each partner with whom they had sex in the last 3 months.
Information available on each partner includes the date the partner and respondent first had sex, the date of last sex,
and the estimated number of sex acts over that time period. Although these data can be used to estimate recency of
partnership formation (i.e. current duration), total duration, and sexual activity levels over the course of a partnership,
naïve estimates of these quantities will be severely biased. To understand this, consider Fig. 6.3 and the problem of
estimating current partnership duration. When only active partnerships are assessed there is a bias towards including
partnerships of longer duration. That is, among all partnerships that began at some fixed time point—say, 12 months
prior to assessment—only those that are still active (the longest lasting ones) will be included in the sample. This
process is known as left truncation (because it truncates the left-hand tail of the distribution of partnership durations,
which corresponds to shorter partnerships) and it biases estimates of current duration upwards. In the statistical
literature, this is known as “delayed entry” and is an example of length-biased sampling. In the AIDS/HIV literature
the term “prevalent cohort bias” is used to describe a similar problem.
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Figure 6.3. Collection of Partnership Duration and Frequency Data

It is possible to develop estimates that correct for this bias. Suppose Yi is the observed (current) duration of the i th
partnership (i.e. the time from the start of the partnership to the date of last sex). The corrected product limit
(Kaplan–Meier) estimator of the survival distribution of current duration at time t is given by

where R(y) = ΣiI(li ≤ y) − I(Y < y) and li is the truncation time of the i th partnership (i.e. the time from the start of the
partnership to the beginning of the observation period). I(x) is the indicator function with value 1 if x is true and 0
otherwise. Effectively, R(Yi) counts the number of individuals at risk of failure at the time that subject i failed, thus, 1/
R(Yi) is the proportion of individuals failing at time Yi and 1 − 1/R(Yi) is the proportion of individuals surviving. Some
statistical packages (e.g. SPLUS and SAS) can compute this estimator of the survival function using the “counting
process” method of representing survival time data.

Similar problems are encountered when trying to estimate the distribution of total duration or the evolution of sexual
frequency over the course of a partnership (in the latter case, the partnerships with zero frequency are truncated by the
observation scheme). An additional issue when trying to estimate total duration is that a “censoring” indicator is
required to determine if the partnership is still active at the time of the visit. In studies of partnership duration, it is
useful to ask “Is this partnership ongoing?” (although such a measure of censoring would probably be
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subject to some degree of error). In our studies this question was not asked so only respondents who returned for
follow-up visits and gave information about their partnerships at that time provide information about total duration.

Assuming that partnerships form and dissolve according to some duration distribution (i.e. the distribution of total
duration discussed above) leads to a simple abstract description of a sexual partnership but tells us nothing about the
frequency of sexual activity within the partnership, which may be important in models of disease transmission. In
addition, the concept of duration in general presupposes that sexual partnerships have a well-defined endpoint, which
is often not the case. An alternative approach to characterizing sexual partnerships is by using the concept of sexual
frequency. Sexual frequency is defined as the rate of sex acts per unit time. From this point of view, partnerships do
not explicitly end; rather, the frequency drops to zero for an indefinite period. The available data provide a collection
of 3-month windows of observations on sexual frequency at random points after the start of the partnership. From
cross-sectional data of this sort (i.e. one 3-month retrospective observation period per partnership) one can
reconstruct the population average frequency across all partnerships over time. A limitation, however, is that all the
frequency data are conditional on the current frequency being greater than zero (the zero-truncation problem alluded
to above).

In other words, partnerships are only included in the sample if the sexual frequency at the time of sampling is greater
than zero. While the frequency of sexual contacts among active partnerships is of interest in its own right, one would
also like to estimate the proportion of partnerships, which are currently active (i.e. frequency greater than zero). There
are two solutions to this problem. One possibility is to use only partnerships that formed during the initial 3-month
window of observation or during follow-up. There is no loss of data due to truncation in these partnerships. Figure 6.4
shows the results of such an analysis from the existing sex partner networks data set. However, this analysis uses only a
fraction of the available data and can only follow partnerships out to a maximum of the length of follow-up plus the
length of the pre-enrollment window (e.g. in the sex partner networks study this is 15 months—12 months of
follow-up plus 3 months prior to the entry visit). To make full use of the data we propose developing self-consistent
estimators (Turnbull 1976) which will adjust for the zero-truncation bias described above. This approach to estimation
is closely related to the estimate of the duration distribution with left truncation given above.

Frequency curves that have been estimated in the manner described above can be compared across subgroups.
Comparisons between subgroups of partnerships that are defined by an attribute that does not vary over time can be
compared using a permutation test. One would first define a measure of the difference between two curves (e.g. mean
absolute distance between the curves or maximum difference). The observed value of this difference measure would
be compared to the distribution of differences obtained when the attribute of interest is randomly permuted among the
partnerships. If the observed difference has low probability under the permutation
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Figure 6.4. Sexual Frequency Over Time

distribution then this is evidence against the null hypothesis of no difference between the subgroups.

The curves shown in Fig. 6.4 represent the mean sexual frequency across the population. To model the temporal
evolution of sexual frequency on the individual partnership level will require longitudinal data.

6.6 KEY FINDINGS
Over the past decade our team has analyzed various Seattle data sets in search of answers to many questions including:

1. What are the mixing patterns of STD clinic attendees with respect to age, race-ethnicity, education, number of
sex partners?

2. What are the mixing patterns of the Seattle general population?
3. Are the sexual partnership characteristics of individuals infected with STD similar to or different from the

sexual partnership characteristics of individuals who do not have STD?
4. Do sex partner risk profiles accurately reflect partners' behaviors (to what extent can we depend on

ego-centered data on partners characteristics and behaviors)?
5. Is mixing with other racial ethnic groups associated with increased or decreased relative risk of being diagnosed

with gonorrhea? chlamydial infection? genital warts? genital herpes?
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6. Is mixing with other age groups associated with increased or decreased relative risk of being diagnosed with
specific sexually transmitted infections (STIs)?

7. Are the sexual networks of individuals infected with gonorrhea similar to or different from the sexual networks
of individuals infected with chlamydia?

8. What are the similarities and differences between the ways in which mixing patterns influence relative risk of
bacterial versus viral STDs? Curable versus not-curable STDs?

9. Based on qualitative data, what are some of the motives that lead individuals into specific types of sexual
partnerships and/or sexual networks (those associated with high or low risk for acquisition of STIs)

Some of these analyses have employed quantitative data analyses while others have focused on data collected through
in-depth interviews using qualitative approaches. Some of our findings on the descriptives, determinants, motivations,
and consequences of sexual networks are summarized below.

6.6.1 Quantitative descriptive ndings
To describe variations in sociodemographic and behavioral sex partner concordance (SPC) by demographic
characteristics, sexual behavior, infection status, and partnership characteristics in our study population of STD clinic
attendees, we analyzed SPC data using GEE, logistic regression and GEE linear regression (Aral et al. 1995). Five
hundred and eighty randomly selected patients seeking care in three Seattle clinics reported on a total of 1286 unique
respondent–partner dyads over a follow-up period of up to 1 year during face-to-face interviews.

The highest level of SPC was observed with respect to age (0.78) and the lowest with respect to number of partners
(0.60). SPC with respect to race/ethnicity (0.74) and education (0.71) lay in between. Multivariate analyses revealed
complex interactions among behavioral and demographic characteristics and SPC. Persons with a history of laboratory
evidence of STIs were least likely to have sex partners of their own race/ethnicity and least likely to be concordant with
partners for lifetime number of sex partners.

Preliminary comparisons of sexual mixing patterns of Seattle STD clinic attendees with patterns of the general
population of Seattle suggested that high-risk populations engage in relationships less concordant with respect to race/
ethnicity, age, number of partners and social class parameters such as education and income (Aral et al. 1995). A
telephone survey was conducted on a random digit dialed (RDD) sample of the Seattle population, and an AA over
sample selected from census tracks with 40 percent or more AA households (Stage III) (Foxman and Holmes 1995).
The kappa statistic was used to examine the agreement between respondents and their most recent sex partner with
respect to age, race, education, and lifetime number of sex partners. The highest kappa observed (0.36) was for
agreement in age and the lowest level (0.15) was for agreement in lifetime number of sex partners. Kappa values for
agreement in race/ethnicity (0.21) and education (0.25) were in the middle.
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A comparison of these data to the national data reported by Laumann et al. (1994) suggests variations in mixing
patterns across local areas and differences between national findings and local findings (Aral et al. 1995). For example,
levels of race/ ethnicity concordance between sex partners were consistently higher for the national sample than they
were for the Seattle general population sample. These differences were particularly marked for AA men and women,
and Asian men and women, indicating greater mixing across race/ethnicity boundaries for the Seattle general
population. Unlike those in the national sample, AA women in Seattle did not have the highest concordance in race/
ethnicity in their partnerships; and the gender differential between white men and women seen in the NHSLS did not
exist in Seattle—white men and women were equally likely to be in partnerships with other whites. These findings
suggest relatively more open sexual mixing patterns in Seattle compared to the national population.

In one analysis of Stage I data we tried to determine if SPC with respect to race/ ethnicity, age, education, and number
of partners among sex partnerships with a history of chlamydial infection is different from SPC with respect to race/
ethnicity, age, education, and number of partners among sex partnerships with a history of infection with gonorrhea
and syphilis, and sex partnerships with no history of infection (Aral et al. 1994). We analyzed data collected in face-to-
face interviews with 461 patients seeking care in Seattle clinics. They reported a total of 979 unique respondent–
partner dyads. We found greater SPC for patients with a history of chlamydial infection than for patients with a history
of gonorrhea or syphilis. Persons with a history of chlamydia were most likely, and persons with a history of gonorrhea
or syphilis were least likely to have sex with others similar to themselves with respect to race/ ethnicity, age, and
education. Persons with a history of any one of the three infections were less likely than people with no history of
infection to have sex with people similar to themselves with respect to number of lifetime partners. These findings
suggest that people with a history of chlamydia infection, like people with no history of chlamydia, gonorrhea, or
syphilis, tend to choose sex partners of the same race/ ethnicity as themselves, while people with a history of
gonorrhea or syphilis are less likely to do so. People with a history of chlamydial infection are also more likely to
choose partners similar to themselves in age and education compared to those with gonorrhea and syphilis, but these
differences seemed due to differences in the age, sex, and education of the respondents in these subgroups. People
with a history of chlamydial infection, and those with a history of gonorrhea or syphilis, compared to those with no
history of chlamydia, gonorrhea, or syphilis were more likely to have sex partners unlike themselves with respect to
number of lifetime partners.

Brunham and Plummer (1990) have estimated, based on information available about the mean durations of infectivity
and efficiencies of transmission of various STIs, that the mean rate of partner change is highest for individuals with
syphilis, intermediate for those with gonorrhea and chlamydia, and lowest for genital herpes (Brunham and Plummer
1990). We attempted to determine networks of sexual activity and rates of sex partner change for heterosexual patients
with syphilis, gonorrhea, chlamydia, and genital herpes infections in King County (Stoner et al. 1993). Based on contact
tracing
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information obtained in Stage I data set, networks were defined as clusters of infected index cases and their named
sexual contacts. Our results were consistent with earlier estimates: individuals within syphilis networks reported the
highest mean number of sexual contacts in the previous 90-day period (4.0), followed by persons within gonorrhea
(2.9), chlamydia (1.8), and herpes (1.0) networks. Greater numbers of partners within the previous 90 days were
reported by men (mean 3.1, median 2.0) than by women (mean 2.3, median 1.5) (p < .01). These findings support the
hypothesis that syphilis and gonorrhea require higher rates of partner change to sustain the spread of infection than do
chlamydia and herpes infection.

We also evaluated sociodemographic and behavioral factors, which correlated with membership in networks of
gonococcal and chlamydial transmission, using contact tracing information collected in the Stage I data set (Stoner et
al. 2000). Data from face-to-face interviews with 127 gonorrhea patients and 184 chlamydia patients (index cases) and
their named sex partners, as well as the partners of infected partners were analyzed. Gonococcal network members
differed significantly from chlamydial network members in a number of demographic variables, including race/
ethnicity, education, and unemployment status. Gonococcal network members were more likely to report prior history
of crack–cocaine use, sexual assault, and having been in jail. Gonococcal network members also reported more sex
partners in the past 1 year and past 3 months than did chlamydial network members. Gonococcal and chlamydial
mixing matrices demonstrated assortativeness for sex partner selection by race/ ethnicity but not by sexual activity
level, and no systematic differences between networks were noted. Gonococcal networks were larger than chlamydial
networks.

Accurate assessment of sex partner risk behaviors is important for minimizing STD/HIV risk to self as well as to
future partners. Few data are available to address whether a respondent's perceptions of sex partner risk profiles
accurately reflect partners' behaviors. We compared STD patients' risk assessments of partners with partners'
behaviors as reported by partners (Stoner et al. 1997). Detailed face-to-face interviews with 151 index cases with
gonorrhea or chlamydial infection and their named sex partners in Seattle yielded 191 unique relationship dyads. Index
cases were queried about perceived sex partner sociodemographic and behavioral characteristics, and perceptions were
then sociometrically validated by direct comparison with partner self-reports.

Of 115 partners perceived to be monogamous in the past 3 months, 42 (35.3 percent) reported having two or more
partners during the same time frame. This effect was independent of gender, age, race/ethnicity, or duration of
presexual relationship. Perceptions of partners' lifetime numbers of partners correlated poorly with partner self-reports
(r2 = 0.06), and nearly half (48.6 percent) of all index cases underestimated the actual number stated by partners by 25
percent or more. Of 152 partners, 6 partners (3.9 percent) acknowledged having sex with prostitutes and of 170
partners, 6 partners (3.5 percent) admitted past or current IV drug use, although these behaviors were not perceived by
index cases. Potentially protective characteristics were also misperceived: 14 or 93 male partners (15.1 percent) thought
to be circumcised by index cases were uncircumcised. We conclude that STD patients' perceptions of sex partner
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risk behaviors were not often highly consistent with self-reports of partners with whom they were not involved in
established, ongoing relationships.

6.6.2 Qualitative descriptive ndings
Social processes underlying sex partner selection and partnership formation—basic social processes that lead to the
formation of sex partnership networks—are poorly understood. In order to better describe (and understand) these
processes, we have been examining the social context of partnership formation, maintenance, and dissolution
(Gorbach et al. 1997). Thus far, we have analyzed data from in-depth, semistructured interviews conducted with 150
persons with gonorrhea and chlamydia (STD sample) and 120 persons from a community sample (270 total) included
in the Stage II data set. Interviews explored respondent's context of sex partner selection and recruitment, and were
loosely structured to allow for probing and follow-up questioning of respondents by a gender-matched interviewer. All
interviews were tape-recorded and transcribed verbatim, and a formal content analysis performed to identify recurrent
themes.

The following themes were identified in a preliminary analysis of twenty persons with gonorrhea or with chlamydial
infection (STD sample) and twenty persons from the community sample:

1. Community sample respondents tended to be monogamous and most reported having a primary sex partner.
By contrast, in the STD sample greater diversity of sexual partnerships and fewer primary partners were
reported;

2. Respondents in both samples reported a myriad of sexual partnership types, including long term casual,
“bootycall”, and sex-for-drugs with “strawberries”;

3. STD respondents found partners outside their social networks more often than those from the community
sample;

4. Concurrent partnerships were more common and more recent in the STD than in the community sample.
Factors associated with concurrent partnerships were partners' incarceration, illicit drug use, and reappearance
of past partners. These findings suggest greater disparity between social and sexual networks and more
frequent partnership concurrency for persons with gonorrhea or with chlamydial infection.

6.6.3 Determinants
Concurrent partnerships fuel the spread of STIs in populations (Morris and Kretzschmar 1997). There is no evidence
in the literature regarding the determinants of partnership concurrency. To explore factors which may influence
concurrency, we analyzed data from the random digit-dial telephone survey (n = 544 responses) on sexual behavior of
Seattle residents aged 18–39 years; the Stage III data set (Manhart et al. 2002). A further sample of AA respondents
was added (n = 144), to provide sufficient numbers to explore reported differences in STD rates and sexual behavior
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(see Foxman et al. 1998, for a description of sampling procedures). The analysis was restricted to sexually active
individuals whose most recent sexual partnership was heterosexual. We studied both individual characteristics that are
associated with individuals' likelihood of having concurrent partnerships; and partnership characteristics associated
with either partner reporting concurrent partnerships.

To assess prevalence of and compare different methods of defining concurrency we collected four types of
information. Respondents were asked about (a) start and end dates of their most recent and next-to-last sexual
relationships (to calculate overlap); (b) the length of time between sexual partners in days, weeks, months, or years
(gap); (c) the number of people with whom they had sexual contact while they were involved in a sexual partnership
with their most recent partner (multiple concurrent partners); and (d) whether the respondent believed his/her partner
had other partners during the sexual relationship.

When asked directly if they had any other partners during their sexual relationship with their most recent partner
(multiple concurrent partners), more men than women responded affirmatively (26.7 versus 17.7 percent). Slightly
more women than men believed that their partners had other partners (17.6 versus 15.1 percent). However, when
partnership concurrency was defined as the belief partner was unfaithful or respondent had multiple concurrent
partners, slightly more men than women were classified as being in a concurrent partnership (27.0 and 24.0 percent,
respectively). Combining information on overlap, multiple concurrent partners, and belief the partner had, other
partners categorized the highest proportion of individuals as concurrent (38.7 percent of male respondents and 32.4
percent of female respondents), while combining information on gap between partners, multiple concurrent partners,
and belief the partner had, others classified slightly lower proportions of both men (33.1 percent) and women
(27.1 percent) as concurrent. Although the combinations including the overlap information and the gap information
increased the proportion of concurrent partnerships, this effect may have been partially due to misclassification of
individuals as concurrent who actually had short gaps between partnerships.

For both men and women, having ever had a same sex partner, having ever spent a night in jail, increasing lifetime
number of sex partners, and engaging in a wider variety of sexual practices were individual characteristics associated
with having concurrent sex partners. In addition, among men, being divorced, widowed, or separated, being
unemployed; and having a history of self-reported STD prior to the most recent partnership; and among women,
being unemployed, reporting young age at sexual debut, and self-reported diagnosis of STD in the most recent
partnership were associated with having concurrent sex partners. Individuals' age, income, education, or race/ethnicity
were not associated with concurrency. Partnership characteristics that were associated with concurrent partnerships
included higher partnership order, either partner having spent a night in jail, and time elapsed between meeting and
engaging in sexual intercourse. Being married and living together were associated with lower proportion of
concurrency. Partnerships marked by age or educational differences were not more likely to be concurrent.
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6.6.4 Individual motivations
In order to understand the nature of partnerships patients with STD participated in, it is important to describe the
meanings different partnership types have for them and the functions they perform. To understand motivations
associated with concurrency, we analyzed Stage II data from in-depth, semistructured interviews conducted with 150
persons with gonorrhea, chlamydia, or nongonococcal urethritis recruited from an STD clinic, and 120 persons from a
community sample of adults over 18 years of age (Gorbach 2000). Our results indicate that in certain social groups
there is an expectation that one partner is not enough to fulfill one's social, economic, and personal needs.
Concurrency may reflect a strategy of sexual networking undertaken in situations of perceived economic or social
shortages in which sexual partnerships are necessary for survival. We interviewed male and female patients with STD,
male and female members of high STD risk communities, and male and female members of low STD risk
communities. History of concurrent partnerships were reported by all the groups studied. The most common type of
concurrent partnership was overlapping short-term partnerships. Other types of concurrent partnerships reported fell
into the following categories: physical separation from main partner, transition between partners, reactive
nonmonogamy within a partnership, reciprocal nonmonogamy (open partnership), and alternating main partners.

Concurrency was clustered around specific ages including the early twenties and mid-forties. This pattern is apparently
inconsistent with our findings based on analyses of Stage III data described earlier. This may result from the focus of
Stage II data on current partnership concurrencies while Stage III data reflected the cumulative experience over a
longer time period. Men in all groups reported utilizing concurrent partnerships as a strategy to avoid being partnerless
at the disintegration of a partnership; women, especially female STD patients, reported more reactive nonmonogamy
and sequestering new partners themselves rather than dissolving the partnership when they realize their partners have
other partners. No low risk women and only one male STD patient of all the men studied reported the latter pattern.
Concurrency that is due to physical separation or that arises during a transition between partners was not perceived as
violating norms of monogamy and was reported as a socially acceptable form of nonmonogamy.

Ever and past year concurrent partnerships were reported by 80 and 57 percent of male STD patients, 80 and 62
percent of female STD patients, 80 and 30 percent of high STD risk community men, 63 and 10 percent of low STD
risk community men, 63 and 20 percent of high STD risk community women, and 50 and 20 percent of low STD risk
community women, respectively.

These findings suggest that in some social groups there is an expectation that one partner is not enough to fulfill one's
social, economic, and personal needs. Concurrency may reflect a strategy of sexual networking undertaken in situations
of perceived economic or social shortages, where sexual partnerships facilitate survival. Some form of concurrent
partnerships were found in all groups studied, suggesting some patterns of concurrency are socially acceptable but are
linked to the life stage
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of individuals. Concurrency in some forms may be more open to public health messages than others (e.g. those in
which partners have little control over the dynamics around sexual behavior in their partnerships). STD programs
developing intervention messages targeting concurrent partnerships need to recognize that concurrency is a survival
mechanism for some and in some settings may be a socially acceptable pattern (Gorbach et al. 2000).

We have also analyzed the qualitative data described above (Stage II) to explore the varied aspects of partner selection
and partnership formation processes among men with varying risk for STD, in order to address the issues of content
scripting and social exchange aspects of sexual relationships within these contexts (Stoner et al. 2003). Our preliminary
findings suggest that formation of sexual partnerships may be associated with STD risk among men; weak social
network ties and short presexual periods being correlated with increased STD risk.

6.6.5 Consequences
Patterns of sexual mixing, sexual networks, and sexual partnership types have important consequences for STD
relative risk and disease burden for STD, for the modeling of STD transmission dynamics and for STD prevention.

Based on data from Stage I, we sought to define among STD clinic attendees, patterns of sex partner selection, relative
risks for gonococcal or chlamydial infection associated with each mixing pattern, and selected links and potential and
actual bridge populations (Aral et al. 1998; Aral et al. 1999). Mixing matrices were computed based on characteristics
of the study participants and their partners. Risk of infection was determined in study participants with various types
of partners, and odds ratios were used to estimate relative risk of infection for discordant versus concordant
partnerships. Partnerships discordant in terms of race/ethnicity, age, education, and number of partners were
associated with significantly increased risk for gonorrhea and chlamydial infection. In low-prevalence subpopulations,
within-subpopulation mixing was associated with chlamydial infection, and direct links with high-prevalence
subpopulations were associated with gonorrhea. Our results demonstrate that mixing patterns influence the risk of
specific infections, and they should be included in risk assessments for individuals and in the design of screening,
health education, and partner notification strategies for populations.

Theoretical studies (Aral et al. 1995) have highlighted the importance of patterns of choice of sex partner in the
transmission and persistence of STDs. To describe reported patterns of sexual mixing according to numbers of sex
partners and to see how these patterns affect transmission dynamics, we analyzed data from Stage I interviews with
patients attending public health clinics in Seattle about their own and their partners' behaviors and sex partner choices
(Garnett et al. 1996). Patterns of sexual mixing were weakly assortative. Across activity groups many respondents
believed their partners had no other sexual contacts. Those with three or more partners frequently perceived their
partners to have three or more partners as well. Persons of high sexual activity who mix assortatively act as a “core
group” and make
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the persistence of STD in a population likely. In addition, because mixing is not highly assortative, a steady trickle of
infection from members of the core group will pass to other segments of the population.

Current individual based simulation models of STD transmission allow us to explore the relationship between sexual
behavior parameters and the risk of STD infection, both for the individual and for the population. The influence of
such parameters is likely to differ according to both the biology of the particular STD and the stage of an infection's
history within a population. The importance of “concurrent” connections in the sexual partner network is twofold.
First, the breaks in transmission chains if partnerships do not occur in the “correct” order are avoided, but perhaps
more importantly, concurrency avoids a waiting time between infection and new partnership formation. In the case of
acute bacterial STDs this waiting time could provide opportunities for recovery. Thus, concurrency makes it more
likely that a bacterial STD will persist. Whereas, with viral STDs which have a long duration of infectiousness a waiting
time would slow down the epidemic spread of infection. In this case concurrency speeds the growth of epidemics, but
the cumulative number of partners of those infected is likely to be more important to the endemic prevalence or final
size of an epidemic than whether those partnerships coexist in time. The importance of “concurrent” partnerships in
such situations also depends upon the characteristics of what is described as concurrent behavior—the frequency and
timing of the acts within the partnerships becomes important to the opportunities for and timing of transmission.
Thus, while it is clear that network parameters influence STD epidemiology more consideration should be given to the
definition of these parameters and their interrelationship.

Using individual based simulation models (Ghani et al. 1997; Ghani and Garnett 2000) have explored the sensitivity of
a bacterial infection to a range of parameters describing the sexual partner networks. The results of these analyses
make intuitive sense: the persistence of infection is controlled by the presence of chains of infection, thus, the
proportion of the population in mutually (for whatever reason) nonmonogamous relationships, and the
interconnectedness of those with many partners were the most significant determinants of persistence. Beyond
persistence prevalence is dominated by how large a fraction of the population are in contact with what could be termed
the “core group.” Thus, the partner choice of those within the high activity, coherent part of the sex partner network
was the most significant determinant of prevalence (Ghani et al. 1997). A similar logistic regression analysis of
infection of individuals in simulations of the transmission of a bacterial STD in a sex partner network explored the
influence of parameters describing their position within the sexual network. The most important risk factor was the
number of sex partners, followed by “concurrency” and partners' number of partners. However, a range of measures
of global centrality carried additional predictive power when combined with these measures of local centrality.
Interestingly, when comparing the risk of acquiring versus transmitting infection the importance of concurrency was
greater in the risk of transmitting infection where the propagation of infection is more likely if one can be infected and
immediately transmit infection to an existing partner (Ghani and Garnett 2000).
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6.6.6 Implications for STD prevention
Mixing patterns, partnership types, and partner characteristics influence many aspects of STD prevention. Information
about local and global networks, and mixing patterns may facilitate sexual risk assessment and may enable STD
programs to better target their prevention efforts. Partner notification, a cornerstone of STD control, is particularly
influenced by partnership types, partner characteristics, and mixing patterns.

In an effort to evaluate the demographic and behavioral characteristics of STD patients and their partners that predict
success in partner notification efforts, we analyzed Stage I data from interviews with 225 heterosexual patients with
gonorrhea or chlamydial infection who received care at the STD clinic or at other facilities in Seattle-King County
(Whittington et al. 1995). Patients reported 412 sexual partnerships during the 90-day period prior to diagnosis. Patient
characteristics associated with failure to locate and refer sex partners included minority race/ethnicity, and multiple sex
partners; diagnosis (gonorrhea versus chlamydia) and source of health care (public versus private) were not associated
with partner referral success. Sex partner characteristics associated with unsuccessful referral included: multiple sex
partners, sex worker, and among male sex partners, carrying an electronic pager. Persons involved in sexual
partnerships of <90 days duration were less likely to be successfully referred than were partners in longer duration
relationships. Markers of access to the partner, including knowledge of phone number or address, were all associated
with successful referral.

To better understand patients' perceptions of partner notification and how their motivations for notifying their
partners are related to partnership types, we analyzed data from Stage II in-depth interviews with sixty heterosexual
men and women with gonorrhea, chlamydia, or nongonococcal urethritis and nineteen MSM with gonorrhea. We
found that notifying the main partner was the typical pattern. Least likely to be notified were MSM's oral sex and
anonymous contacts; men's one time partners; women's incarcerated and former partners; and for all groups partners
perceived as transmitters, and partners who preceded onset of symptoms. People had a variety of reasons for not
notifying their partners: young heterosexuals feared gossip, women feared violence, and MSM feared rejection
(Table 6.1 and 6.2; Gorbach et al. 2000).

An ongoing study of partner notification in Seattle (Stage IV) builds on previous research to use sexual network data to
direct and evaluate a gonorrhea and chlamydia prevention intervention. In September of 1998 we expanded PN
services in Seattle to affect people diagnosed with gonorrhea or chlamydial infection outside of public health STD
clinics. As part of this expansion of service, we instituted a randomized trial comparing different types of PN, the
Partners Study. This study also collects egocentric network data. At present, the study enrolls 25 percent of all English-
speaking, nonincarcerated heterosexuals over age 13 diagnosed with gonorrhea or chlamydial infection in Seattle-King
County. The Partners Study randomizes patients to either standard or expedited partner care. Standard care is the
traditional routine: patients are advised to refer their partners to a healthcare provider for an
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Table 6.1.Reasons To Not Notify: Quotations

Reason Quote Age Sex Sexual part-
ners

Ethnicity Diagnosis

Per ce ived
transmitter

“I got it, and somebody didn't tell me.” 21 M Oppo s i t e
sex

AA Non-gon-
occal ure-
thritis

“… the bottom line is that it was pretty clear to
me that he communicated that disease to me.
Where HE got it I don't know. But I guess I
thought he is going to discover it and if he does
not already know that he has it, he will.”

35 M Same sex Caucasian Gonorrhea

“It be like anytime I have gotten an STD, it has
been with somebody on the side. They didn't
tell me, I ain't going to tell them.”

16 F Oppo s i t e
sex

AA Chlamydial
infection

Fear of gos-
sip

“I'm not going to tell no one because then it
would be embarrassing on me they would tell
everybody else and I don't want to be known as
having no STDs.”

19 M Oppo s i t e
sex

AA Gonorrhea

“No, I figured they would go tell. That would
be the talk of Seattle for me.”

15 F Oppo s i t e
sex

AA Chlamydial
infection

F e a r o f
abuse

“I'm too scared too. Honestly, I'm too scared.
D— told me so I confirmed it with him. I said I
can't tell anyone else and he said they will call
for you and I said no, no … I think I know
where I got it from. There were three guys …
I'm too scared.”

21 F Oppo s i t e
sex

Caucasian Chlamydial
infection

“… After he found out it was really true he
would come after me… he gets angry and says
you better look out or I'm going to hit you …”

16 F Oppo s i t e
sex

AA Chlamydial
infection

Fear of re-
jection

“Ah, not unless they asked me. Just because
they would, um if you had an STD they would
forget you … fear of them not wanting me.”

28 M Same sex Caucasian Gonorrhea
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Table 6.2.Quotations of Patients' Notification Choices

Notify Quote of why notify partners Age Gen-
der

E t h n i c
group

STD

R P
All “I did not feel uncomfortable. I did for a

second knowing I would have to call them. But
it was not like they were people that I really
knew so, I think that would have been more
uncomfortable. Somebody I had known for a
long time that I had started dating—that would
be devastating. Cause of the fear that they are
going to leave you or something or hate
you …”

34 M M Caucasian GC

“I would rather tell somebody and have them
check and not find it than not tell somebody
who has it and is spreading it further. But I did
not want to run the risk of it spreading… So I
contacted three people, oh four guys …”

48 M M Caucasian GC

“… I do it because I care about people more
than just a roll in the hay.”

35 M F AA CT

Only “I know what goes on with him and he knows
what goes on with me. If I don't feel like I could
trust him I wouldn't tell him about the herpes I
would just tell him I had a yeast infection.”

18 F M AA GC

“My girlfriend was fine, I mean she pretty much
expected it from me, she knows all about my
past …”

21 M F F CT

“I didn't want to make it seem that it was all my
fault so I said I found out that I have chlamydia
and I think you need to get checked up. I don't
know who gave it to whom because we both
have unprotected sex sometimes so you can't
really point the finger. That way they can't be
mad …”

17 F M AA CT

Main not
others

“You tell the most important person and the
other ones, they can find out on their own. You
don't care nothing about them no way. The
ones you don't care about are the ones that run
their mouth and you don't want your business
all out on the street.”

16 F M AA CT

“I told my fiancé. I didn't tell no one else
because I figured it wasn't any of their
business … I only wanted to tell my fiancé.”

19 M F AA CT
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“Obviously my primary partner knew because
he had it first. And if I had it first I would have
told him. I have not yet talked with the other
person but I do want to tell him, the one
person. And the other person I don't really even
have a way of getting in touch with him unless I
recognize him on the board”

31 M M Caucasian GC

Others not
main

“I contacted one, my primary partner was out
of town so I did not have to worry about that at
all. So I contacted three people, oh four guys…
my main primary partner does not know I had
it.”

48 M M Caucasian GC

Some, not
others

“… at the time there were pretty much, like
four potential people before, I mean I kind of
thought it was one of two but there were four
and two of them I had phone numbers for, two
of them I had no idea who they were, where
they were so … And the two of them, you
know, I gave to the clinic lady and said ‘you go
ahead and do it'…”

26 M M Caucasian GC

“No, I didn't (tell anyone else) because I haven't
been with anyone else since I started to have
symptoms …”

19 M F AA CT

“I will probably tell him, but I'll, the thing is
that … we didn't have any anal sex in the
park … but I don't think he's gonna show
anything because, I mean we had sex, we did
oral sex but I don't think he could catch it from
oral sex, I don't think you can catch it by oral
sex…”

26 M M AA GC

None “… Because I didn't want to break things up
even more than we have already …”.

24 M F NA GC

“I didn't tell (that) lady, no, because I wasn't
talking to her no more at that point. There were
some other partners in the same general time
period but I didn't call them up neither
because … I wasn't actually having sex at the
same time I was with her. There was no way it
could get from me to them.”

44 M F AA CT

“There was one other sex partner, and we didn't
actually talk about it, but I think she knew and
got treated …”

21 M F F CT

“I am not going to tell no one. I hope they all
get some too because it was from one of them.”

19 M F AA GC

Note: GC, gonorrhea; CT, chlamydia.
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STD examination and treatment. Expedited management involves direct, no-cost treatment of partners without prior
clinical examination, a strategy employed by many health care providers but of uncertain efficacy. A novel aspect of the
study is that most medication is distributed through collaboration with commercial pharmacies. The study's primary
endpoint is prevalence of infection 10–18 weeks after treatment. This is an individual measure of prevention efficacy.

In order to assess the intervention's prevention impact at the population level, we propose to use sexual network data
to estimate the impact of the intervention on disease prevalence. Network data will be used to parameterize an
individual based stochastic model of gonorrhea and chlamydial transmission. The necessity to represent multiple
ongoing partnerships with a finite duration is a consequence of the outcome measure of reinfection and provides a
more appropriate description of the actual epidemiology of STIs. To date, work on modeling such networks has
concentrated on the parameters which determine the incidence of infection at the individual and population level and
the biases in their measurement (Ghani et al. 1997; Ghani and Garnett 1998; Ghani et al. 1998). The proposed
modeling will extend this work to explore the impact of interventions in a similar manner to that employed by
Kretzschmar and Morris (1996) but firmly basing scenarios and consequent cost effectiveness analyses on the results
of the trial (Kretzschmar and Morris 1996).

6.7 CONCLUSIONS
Over the past decade our understanding of how mixing patterns, network characteristics, temporal ordering of sex
partnerships, and types of sex partnerships affect the
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spread of STI has been enhanced greatly. However, the list of unresolved issues and unanswered research questions is
lengthy indeed. In what follows we briefly list some of these problems. It is important to have future research attention
focus on these issues.

In STD clinic settings elicitation of names of sex partners carries both research and program significance.
Improvement of the efficacy of name elicitation techniques is of great importance and would help further both
research and program goals. In many cases STD spread rapidly through sexual interactions between persons who do
not know each other's names. Even in such situations network approaches may be partially applicable and helpful by
shifting attention from elicitation of names to identification of places where partners are met and where sex takes
place; or to description of partners demographic, social, and behavioral characteristics. Techniques that could be
applied in situations of “anonymous sex” need to be described.

The importance of the parameters describing sex partner networks in STD transmission is becoming better
established. However, the biases in estimation of these parameters poses a serious problem since it is unlikely that
complete unbiased measurement will ever be possible (Ghani and Garnett 1998b; Ghani et al. 1998a). The simulation
of sampling methods should be able to contribute to improving study design. Further work is required to explore the
role of the network for particular infections at particular phases of STD epidemics (Wasserheit and Aral 1996).
Modeling efforts that help explain the mechanism of action of different network patterns in increasing or decreasing
the rate of spread of STD need to be continued. It is important to understand how mixing patterns and networks
affect STD transmission dynamics, and to employ such understanding in the development of interventions for STD
prevention.

It is clear that distinct mixing patterns, network structures, and partnership types emerge in response to broader social,
economic, demographic, and cultural factors. Future research should identify these determinants and explore ways of
preventing the formation of mixing patterns, network structures, and partnership types that are highly conducive to
rapid spread of STI.
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7 The Collection and Analysis of Social Network
Data in Nang Rong, Thailand

RONALD R.RINDFUSS, AREE JAMPAKLAY, BARBARA ENTWISLE, YOTHIN SAWANGDEE, KATHERINE FAUST, AND
PRAMOTE PRASARTKUL

7.1 INTRODUCTION
In recent years, interest in social network approaches has increased substantially. Undoubtedly AIDS, with its intrinsic
network aspects and inevitable fatal outcome, was the largest single contributor to this renewed interest in aspects of
social networks among researchers interested in population and health issues. However, social network interest has
also been generated among social demographers examining migration and fertility. Among migration researchers,
social networks can provide crucial links between places of origin and potential destinations (e.g. Massey et al. 1987;
Boyd 1989). Among fertility researchers, concerns with the evaluation of family planning programs along with the
diffusion of ideas, information, and methods have led to considerable research using social network ideas, data, and
methods (e.g. Watkins 1991; Kincaid et al. 1993; Montgomery and Casterline 1993; Jato et al. 1995; Mita and Simmons
1995; Entwisle et al. 1996). Indeed this interest has led to re-analyses of the data collected in Korea in the 1960s that
linked social networks and reproductive behavior (Chung 1993; Valente 1995; Kohler 1997). Until recently, this rich
Korean data had not been fully exploited.

In this chapter we describe our experiences collecting and analyzing social network data as part of a longitudinal study
of general social and demographic



change in Nang Rong, Thailand. This longitudinal study began in 1984—prior to the recent revival of interest in social
networks within the population field. Thus our motivation was not to do a social network study, but rather to add a
network component to an ongoing study of social and economic change. While not directly concerned with the spread
of AIDS or other infectious diseases, our experiences have relevance for those with such interests. For example, we
obtain geographic coordinates for actors in social networks. This allows a geographic visualization of social network
properties. It also permits comparison of social and geographic distance. The extension of this geographic-social
network to disease models is a logical next step for those who study the transmission of AIDS and other infectious
diseases. One could examine the spatial patterning of a disease in conjunction with the spatial pattern of social
networks. Another example is our successful follow-up of out-migrants using known properties of social networks in
our study area. Similar issues are likely to arise in attempting to trace sexual partners. In short, in the language of social
networks, in the context of this volume, our chapter is a “bridge” chapter, linking on-going efforts in the fertility and
migration fields with those in the AIDS and infectious diseases fields. To date, our project has not specifically
addressed the AIDS issue.

7.2 STUDY LOCATION: NANG RONG, THAILAND
To understand the nature and potential of the social network data we have collected, it is important to know key
features of Nang Rong, our study site. These include size, economy, spatial organization, demographic history, and
tradition of cooperation.

Nang Rong district is located in Buriram province, in Northeast Thailand (see Map 7.1). The district is relatively small
spatially, approximately 1300 square kilometers, about the size of an Eastern US county. It is also relatively small from
a demographic perspective, containing 183,000 people in 1990 (National Statistics Office 1990). There were 310 rural
villages in 1994 plus several market/administrative towns. Villages average about 100 households. Given this, saturated
as opposed to ego-based networks are thinkable, both among households within villages and among villages within the
district.

Nang Rong district is part of an area known as Isaan. Agriculture, especially rice cultivation, dominates the local
economy. This area is among the poorest in Thailand, largely because of poor soils combined with low and unstable
rainfall (Parnwell 1988). Over 80 percent of the average annual rain occurs during May to September, with soil
moisture deficits common at other times (Rigg 1991). Floods and droughts are frequent (Fukui 1993). This means that
households need to diversify risk, and a common approach is seasonal migration during the dry season. Households
have network links to a number of places outside Nang Rong by virtue of migrant flows.

Within the Nang Rong villages, dwelling units are organized in a cluster, surrounded by agricultural land. Residents of
the village know one another. The typical household uses two or three parcels of land, and these parcels tend not to be
contiguous with one
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Map 7.1. Study Area Location, Nang Rong District, Northeast Thailand

another. (See Fig. 7.1 for an illustration.) The parcels are fairly small and most agriculture in the district is rain fed
rather than irrigated. This means that most households engaged in farming activities are dependent on the annual
monsoon for the timing of the agricultural season and are likely to be engaged in agricultural activities at the same time
as other households. Agricultural activities are occurring on small plots about the
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Figure 7.1. An Illustration of Nucleated Villages with Households Using Multiple Plots

same time so that interactions are also likely taking place during periods of field preparation, planting, transplanting,
weeding, and harvesting.

The demographic history of the district is such that young adults now have unusually large numbers of living siblings.
Those who were in their 20s and early 30s during the 1994/5 round of data collection were born after mortality had
declined (and hence significantly more infants were surviving to adulthood) but before (or during) the time when
fertility was declining. Thus, with large numbers being born and experiencing increased survival chances, the number
of siblings is unusually large, and siblings are likely to have a more important role in each other's lives.

Finally, it should be noted that Thais in general are very cooperative with social science researchers, certainly more so
than in the United States, and possibly more so than in many countries. Within Thailand, rural households are more
cooperative than urban ones. During data collection times, our interviewers actually live in the villages where they are
collecting data. They are known to members of the community and become trusted. The result is a remarkably high
level of cooperation.

7.3 SAMPLE
The Nang Rong Surveys began as an evaluation. In 1984, the Population and Community Development Association
(PDA) began a Community Based Integrated Rural Development (CBIRD) project in selected villages in Nang Rong
district. The CBIRD project was designed to (a) improve skills and productive capacity in
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agriculture, animal husbandry, and various cottage industries, such as raising silk worms, and (b) upgrade waste
disposal facilities, increase year-round availability of drinking water, and promote health practices. PDA asked the
Institute for Population and Social Research (IPSR) at Mahidol University to evaluate the success of the CBIRD
project. IPSR designed and conducted a multilevel baseline survey in 1984. First, fifty villages were chosen. These were
divided into forty villages chosen to receive the benefits of the CBIRD project (project villages) and ten that were to be
non-project or control villages. By the time the fieldwork began one of the villages had administratively split into two,
and so the number of villages in 1984 was fifty-one.

Once the CBIRD project began, it became clear that the idea of having control or non-project villages was not
practical. People from the non-project villages stopped at CBIRD headquarters. Project and non-project villages
interacted with one another. Hence, the distinction between project and non-project villages was dropped.12

Community surveys13 were conducted in these fifty-one villages, followed by a complete household census. The census
obtained information on all household members. The 1984 round was not designed as a social network study, but its
design lent itself to including network components. As is typical in surveys in rural Thailand conducted by university-
based social scientists, the response rates were excellent. Nonresponse was such a non-issue that information was not
kept on how many households refused. However, talking with those who were part of the staff in 1984, including
interviewers, suggests that response rates were well in excess of 90 percent, and likely over 99 percent.14

The initial collaboration between the Carolina Population Center (CPC) and IPSR, which began after the 1984 data
collection, focused on contraceptive use. The collaboration was subsequently broadened to include social networks,
migration, and the environment. An expanded data collection took place in 1994/95, building on the earlier surveys
and also reflecting these new interests.15 The 1994/95 data collection was the first time social network approaches were
included in the Nang Rong longitudinal data sets. We describe this 1994/95 data collection in some detail, with
particular emphasis on the collection of social network data.

There are three components to the 1994/95 data collection: A household survey, a migrant follow-up, and a
community profile. Figure 7.2 shows how they interrelate, with each other and also with the 1984 and (planned16) 2000
surveys.
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16 Between the time this chapter was written and its publication, the 2000 data collection occurred successfully. The final section of this chapter provides a brief description.



Figure 7.2. Nang Rong Data

The 1994 Household Survey was a complete census of all households in each of the fifty-one villages in the 1984
survey. Again cooperation was excellent, resulting in near universal coverage of all households in the fifty-one villages,
and again exact response rates are not available. Data were collected between April and July 1994 from 7337
households. Information was obtained on 42,219 current and former members of these households.

An innovative feature of the 1994 round of data collection was the tracking and interviewing of migrants—individuals
or households that were present in 1984 but were not present in 1994. The 1994/5 Migrant Follow-up collected data
from out-migrants from twenty-two of the original fifty-one villages. Persons resident in 1984 but no longer resident in
1994 were candidates for follow-up if they had migrated to one of four destinations: Metropolitan Bangkok; the
Eastern Seaboard (a focus of rapid growth and development), Korat (a regional city), or Buriram (the provincial
capital). Migrants can be linked to their 1984 origin household, the successor to that household in 1994, and (at least in
a limited way) to other migrants from the village.

The migrant survey began in September 1994 and continued through May 1995. Almost 1900 migrants were
interviewed. Calculating follow-up rates is difficult for several reasons. First, for many migrants origin households did
not know where they were, and hence we cannot be sure of the correct denominators. Our fieldwork procedures
incorporated social network features. Whenever we found a migrant, we would show that migrant a list of migrants
from her or his village and ask if they knew the whereabouts of any of them. If they did and we had not yet interviewed
them, we would attempt to do so. This resulted in our interviewing some migrants
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who were in our destination locations, but this was not reported by the origin households. There were also situations
when the origin household reported they were in a non-target destination, and we actually found and interviewed them
in a target destination. This could happen because they had moved between the time of the fieldwork in the fifty-one
villages and the migrant follow-up fieldwork. Or it could simply be the case that the origin household was
misinformed. The details of the follow-up rates are reported elsewhere (Rindfuss, Kaneda et al. 2003). But, in general,
given the difficulty in following migrants after ten years, the fieldwork went remarkably well.

There is one final comment we would like to make about the design of the migrant follow-up. Originally, we planned
to find and interview migrants in their places of destination, but it became clear that this was a difficult, time-
consuming, and expensive strategy. During the migrant fieldwork we began to interview migrants in their home
villages when they returned for holidays (New Year, Chinese New Year, Songkran) and this turned out to be cost-
effective. More than a quarter of the migrant interviews occurred in the origin villages.

The third and final component of the 1994/95 data collection was the community survey. Interviews were conducted
between March and June 1994. Information was collected about the size and composition of the village, cropping
patterns, water sources, agricultural technology, electrification, transportation and communication, health and family
planning services, village groups and committees, and perceptions about deforestation. In contrast to the 1984
community survey, which focused on the same fifty-one villages included in the household survey, the 1994
community survey covered all villages in Nang Rong district (310), including but not limited to the original fifty-one.

For all phases of the fieldwork, small gifts were given to respondents. These were not meant as inducements to
participate. Rather they were meant as a way to say thank you for participating. For example, in the household
interview, respondents were given a plastic shopping bag decorated with elephants (with elephants symbolizing the
magnitude of the data collection undertaking).

7.4 DATA COLLECTION AND MANAGEMENT

7.4.1 Questionnaire design
The actual questionnaires used in the interviewing can be found on our web site, www.cpc.unc.edu/projects/
nangrong/nangrong_home.html, both in Thai and English. Here we simply provide an overview, beginning with the
household questionnaires. They obtained social and demographic facts about current members; yearly life history data
for those between 18 and 35, including information about work and migration patterns; sibling ties for those between
18 and 35; household characteristics, including plots of land owned and rented, use of agricultural equipment, crop
mix, planting and harvesting of rice, cassava, and sugar cane, which rice mill the household used, and household debts;
the whereabouts and current characteristics of 1984 household members no longer residing in the household; and
visits and exchanges of goods and money with former household members.
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An innovative feature of the household survey was the collection of complete household networks within villages.
Using a household list obtained from village headmen and updated as needed during the course of the fieldwork, ties
to other households in the village due to sibling relationships, help with the most recent rice harvest, and the renting,
hiring, and sharing of agricultural equipment (tractors and water pumps) were coded.17 With data for complete
household networks in fifty-one villages, it is possible to compare networks across those fifty-one villages. For ties
outside of the village, we coded the village number if the village was in Nang Rong district, the district number if the
link was outside Nang Rong district but in Buriram Province, and the province number otherwise. The availability of
information on ties to other villages makes it possible to investigate the salience of village boundaries to the network
structure. We need not assume that social networks within villages are closed. Information about membership in the
most active local group (determined as part of the village survey, which preceded household data collection), where
household members lived at age 10, and use of local rice mills was also collected in the household
survey—information that can be used to infer social networks. A complete list of specific questions included in
the household survey that are relevant to social networks is contained in the Appendix to this chapter.

The migrant follow-up obtained information about actual migration experience, contact with other migrants from the
origin village, visits and exchanges of goods and money with the origin household in Nang Rong, yearly life history
data for the migrant and for others between 18 and 35 living in the migrant's household, sibling ties, and household
characteristics. A substantial amount of social network data was collected, including some ego-based questions about
potential help finding a job or borrowing money in the place of destination. The Appendix lists the specific questions
included in the Migrant Follow-up.

The community questionnaire also contained social network information. Complete networks based on sharing
temples, schools, water sources, bus routes, and access to major highways as well as those arising directly from labor
exchanges and equipment rental are part of the village data. One can also consider ties outside Nang Rong district. By
design, the household network data are embedded within village networks. Thus, social ties can be viewed from a
multilevel perspective. The Appendix lists the social network generators included in the village survey.

All the questionnaires were interviewer administered, typically in a group setting. For example, in the household
interviews, frequently multiple members of the household were present, and sometimes neighbors. Since we did not
ask any sensitive questions or attitudinal items, this group interview approach worked quite well. Frequently, if the
primary respondent did not know the answer to a question, another household member would supply the information.
Further, the group interview approach also made the participants feel more comfortable and relaxed.
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7.4.2 Fieldwork
During the fieldwork in the villages, interviewers stayed in the village and got to know villagers. This developed trust
between the interviewers and village residents, and thus respondents were more likely to give the interviewers the
locations of migrant household members. There were seven teams of interviewers, and each team had one assistant
supervisor and four or five interviewers.

Supervisors were full time researchers of IPSR. Assistant supervisors were recruited specifically for the project, in
Bangkok, and they had at least a Bachelors degree. They participated in questionnaire pre-testing in Nang Rong prior
to the actual fieldwork. Interviewers were recruited from Buriram province, the province where Nang Rong is located.
We wanted interviewers who would be familiar with local dialects. They were recruited through contacts that IPSR had
with the local teachers college (Rachapadth Institute). All had just graduated. After the interviewing was completed,
some of the interviewers were retained for the data entry phase of the project.

Interviews lasted about 1 hour or so. However, there was considerable variation depending on the size and
composition of the family. Once the interviewers were proficient with the intricacies of the questionnaire, length of
interview was not problematic for either the respondents or the interviewers. The social network questions were
among those that were the most difficult. Respondents usually needed time to think about members of the various
networks. People present at the interview (not the main respondent) were often helpful recalling who helped with the
rice harvest or providing information on the sibling networks of in-laws.

Perhaps the most problematic aspect of the social network data collection was using the list of all households. Consider
the help with rice harvest network question. In the household surveys people were asked whether or not they planted
rice in the last year. If “yes,” they were asked

Q. 6.24 Did anyone from this village help to harvest rice in the last year? Record Ban Lek Ti,18 number of people, number of days, type of
labor (hire or help without pay), and the wage.

In practice, respondents remembered names of individuals, not households that helped with the rice harvest. The
interviewer and the respondent then had to determine to which household that person belonged. This involved
looking at the list of all households in the village, which was organized by Ban Lek Ti numbers. This entire process was
facilitated because the interviewers lived in the village during the interviewing, and became quite familiar with the
names of people in the village. Nevertheless, this was undoubtedly the most difficult aspect of our collection of social
network data.

7.4.3 Condentiality and the public release of data
The cost of collecting most social science data sets has escalated faster than the resources available for social science
research have increased. Taking a census
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approach to the collection of social network data, as we have done in the 1994/95 Nang Rong survey for multiple
relations and for multiple social units, is more expensive than taking an ego-based approach. Cost is one factor that has
led to pressure on data collectors to make data available to the broad social science research community. Peer reviews
of follow-up components of longitudinal studies typically ask about the extent to which the data have been used, both
by the investigators who designed the data and also by others. The greater the use, the higher the chance that a further
round of data collection will be funded. Another factor creating pressure for public release is the general utility and
potential insight provided by the data. Since the days of Weber, Durkheim, and Simmel, researchers have been
interested in capturing aspects of the social, physical, and ideational worlds in which individuals live their lives. Social
network data speak to questions at the heart of sociology and social demography, and the relative rarity of social
network data, especially linked to other information about individuals, households, and communities, only serves to
increase interest in making the data public.

And yet, in potential conflict with the desirability of public release is the promise made to respondents that the
information they provide will be kept confidential. Our ability to better capture the context within which individuals
and households exist has increased the ability of those who wish to discover the identity of respondents to do so. Social
network data are problematic in this regard. The most obvious example is a locational social network component that
was being introduced in our next wave of data collection: Taking GPS readings for each household's dwelling unit. If
we divulge the physical location of someone's house, we are very clearly and unequivocally releasing the identity of our
respondents.

The potential for confidentiality to be breached exists even with seemingly more benign forms of social network data.
Indeed, social network data are like other contextual data. Once the identity of the village (or other relatively small
sampling unit) is known, it is not difficult to locate individual respondents. Consider the social network data we have
for households in the Nang Rong data sets. These data feature connections between households within villages and
thus provide a key to the linking of households to specific villages. In our data, once households in a particular village
are identified, it is possible to identify the village by aggregating the characteristics of the households. Again, once the
village is identified, respondents can also be identified. The fewer the villages, and the denser the networks within
them, the easier it will be.

In short, releasing social network data of the type we have collected in Nang Rong, along with the individual and
household data, is tantamount to breeching the confidentiality that was promised to respondents. We, and others
involved in social science data collection, have taken the position that when there is a conflict between publicly
releasing data and protecting the confidentiality of respondents that it is imperative to protect the confidentiality of
respondents even if it means that a substantial amount of data is not released. We have released household and
individual level data but not the social network data. We have, however, also released computed measures of
household network position. While this will not satisfy all who are interested in social network analyses, it will at least
satisfy the needs of some.
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7.4.4 Distinctive features of the Nang Rong data from a social network
perspective
What are the distinguishing features of the 1994/95 Nang Rong social network data? The most striking is that we have
measured networks at multiple levels of social organization: Villages in the district, households in villages, and
individual migrants. At the most general level, we have economic and social relations among the 310 villages in Nang
Rong District. Then, for fifty-one villages we have census networks on kinship and economic ties. Finally, for a subset
of the sampled villages, information about migrants' networks in the destination and their linkages to their origin
villages were measured. It is important to note that the social units (network “actors”) differ across the networks:
Individual migrants, households, or villages. These are nested: Individual migrants within households, and households
within villages.

For each level, multiple relations were measured. For villages, we have economic ties (movement of temporary laborers
both into and out of the villages, renting large agricultural equipment—notably tractors—from other villages, and
where crops are marketed), social ties (shared temples, movement of students to elementary and secondary schools),
and infrastructure linkages (bus routes, road linkages, and shared water sources). At the household level, we have
economic relations (help with the rice harvest and renting, hiring or sharing agricultural equipment—water pump,
thresher, large tractor, tiller, or electric generator), kinship relations (sibling ties), potential social interactions (through
use of the same rice mill or membership in the most important group in the village), and some information about
movement between households (where people lived at age 10).

Our relations measure social or economic contact, or the potential for such contact, rather than discussion of
“important” matters, or affective ties (e.g. friendship). In part this is a consequence of the kinds of units that we are
studying (villages and households). Friendship or other affective ties are not well defined for these aggregate units.
Also, it is theoretically and methodologically important to avoid endogeneity problems when using social network
variables to understand outcomes such as contraceptive choice or migration. Had we asked people with whom they
discussed contraception or migration, our ability to draw conclusions about network effects would have been severely
limited. Also, our interest in social network effects has focused on the potential for the flow of information and on
normative pressures on behaviors through social contacts, rather than on affective states (friendship) or perception of
social support.

At both the village level and the household level our networks are census networks rather than ego-centered networks.
This gives us considerable leverage to describe and model community level (rather than simply individual level)
network properties. For example, we can look at households linked through indirect ties via paths including other
households and we can study cohesive subsets of households in villages.

In contrast to most social network studies that are case studies of only a single group or community, we have the same
measurement in numerous villages. For households in fifty-one villages and for migrants from twenty-two villages we
have measured the same relations in each village. Therefore, we need not assume that all
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villages have the same social organization. We can compare networks across villages to see whether or not villages have
similar patterns. We can also study the relationship between variation in network patterns across villages and other
(non-network) characteristics of villages, such as land use.

Boundary definition is an important issue in social network studies. The problem is to delineate which actors
(individuals, households, villages, or other social entities) are included in the group or community. In the Nang Rong
projects our units are administratively defined (the district of Nang Rong for the village network, and the village
boundaries for the household networks), but network ties might extend beyond these administrative boundaries. We
can examine the extent to which social and economic relations overlap with administratively defined boundaries and
the extent to which village boundaries are permeable.

7.4.5 From survey responses to social networks
Responses to the network questions in the household survey, migrant follow-up, and community questionnaires were
initially recorded as variables in a SAS data file. However, there is considerable data processing involved in going from
these variables to measurements of social network properties. Analyzing the social networks required constructing
sociomatrices for the different relations and then calculating network properties using existing social network software
(Borgatti et al. 1999) and custom written computer programs. We should note that some simple network measures,
such as the number of others named on a given relation, can be calculated directly, but other network properties, such
as identification of subgroups or patterns of connectedness, require the entire network or sociomatrix.

In the SAS data files, the general coding of responses to the network questions was similar for most relations, and for
both household and village networks. Responses to the migrant questionnaires are more limited since the identities of
those named in response to the network questions were not recorded. For the household and village networks, each
relation was initially coded as a set of variables recording the identification numbers of the others (households, villages,
districts, or provinces) that had been nominated in response to the question. To illustrate, consider the question in the
community questionnaire that asked where residents go for temporary labor. Villages could name up to ten different
locations, and hence there are ten variables. Each variable recorded the identification number of the location (the
village identification number if a village in Nang Rong district was named, or the district identification number or
province number if a location outside Nang Rong district was named). From these responses we constructed three
sociomatrices, one with ties from villages to other villages in Nang Rong district, the second with ties from villages to
other districts within the province, and the third with ties from villages to other provinces or more distant locations
(i.e. abroad). The first of these sociomatrices has 310 villages as rows and 310 villages as columns. This is the
sociomatrix for the village network within Nang Rong district, and was used to find network properties such as
subgroups and patterns of connectedness within the village.
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For household networks the procedure was similar, with two notable differences. First separate sociomatrices were
constructed for each of the fifty-one villages, on each relation. Second there were four sociomatrices for each relation
in each village: Ties from households to other households within the village, ties from households to villages (within
Nang Rong district), ties from households to districts (within the province), and ties from households to provinces or
other more distant locations (ties outside the province or abroad). For both the village and household networks,
sociomatrices were then imported into a standard network analysis program or used in specially written programs to
calculate network measures such as centralities, network subgroups, and network centralization.

7.4.6 Integration into Geographic Information System
The georeferencing of social networks within a Geographic Information System (GIS) is another distinguishing feature
of the Nang Rong projects more generally. A GIS is an automated system for the capture, storage, retrieval, analysis,
and display of spatial data (Clarke 1990). It consists of a relational database linking the geographic proportion of
feature elements to their attributes and the integration of hardware, software, and geospatial information. The
construction of a GIS database requires considerable investment of time and resources, and, as such, tends to only
make sense when a given case or study area will be the focus of intensive research activity over a long period. We
expect, however, that this will change as more spatial data becomes available in digital form and as GIS software
becomes easier to use.

The starting point for the Nang Rong GIS was a set of high-quality composite maps from the early 1980s at a scale of
1:50,000, which were prepared by the Thai Ministry of Defense. We digitized these maps to create a base coverage of
the study area, hydrography, transportation (including trails and foot paths), topographic contours and point elevations,
village centers, market towns, and district boundaries. Building on this foundation, we subsequently added other
digitized maps; additional coverages derived from the manipulation of the base coverage; aerial photographs; satellite
imagery; and village characteristics (either aggregated from household data or measured in the community survey).
Through the cumulation of demographic, social, economic, and environmental information over several projects,
Nang Rong has become a “laboratory” for the study of social and environmental change, broadly conceived.

Social networks represented as linkages between spatially referenced points can be incorporated into a GIS database in
a straightforward manner. Linkages among units of social organization located in cartographic space can be
represented in this way. Thus far, our use of the GIS in social network research has focused on villages. Village
locations were obtained from maps and corrected using readings taken with Global Positioning System (GPS) devices
in the field. Linkage information has come largely from the 1994 community survey. Our discussion here draws on
what we have learned from our work with the village networks, first presented in Faust et al. (1999). The 2000 data
collection includes spatial representation of social networks at
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the household as well as village level. This and other features of the 2000 data collection are described later in the
chapter.

The GIS serves as a key tool for integrating and analyzing data from diverse sources. Our research on village networks
has combined data from the 1994 community survey; the base map (and updates from the field); and land cover
classifications derived from remote images (satellite data). The flexibility of the GIS is important to interrelating such
different kinds of data. The social network and village location data are spatially discrete; information about rivers,
roads, and trails is in the form of lines and polygons; and the land cover classifications are spatially continuous. While it
may be obvious, it is important to note that geographic location serves as a type of ID number that permits linking
information from a variety of sources.

Visual display is an important capability of the GIS. Mapping has been key to describing the spatial orientation of
village networks in Nang Rong. A specific example of how maps shed new light on the interpretation of network data
is given in Illustration #1, below. However, presenting graphs of relations using correct locations for villages raises
important problems for preserving confidentiality. If we were to present the social networks overlaid on a map of the
entire district of Nang Rong with correct village locations and district boundaries indicated on the map, responses to
village survey questions could be traced to specific villages. This, in turn, conflicts with the need to maintain
confidentiality based on assurances given to respondents in the village survey. There are several ways to guard against a
breach of confidentiality. One approach is to alter the map in some way, e.g., by transposing and reorienting it. Another
approach, the one we have followed, is to present graphs for sub-regions of the district without specifying their exact
location within the district.

The spatial analytic capabilities of the GIS have also been important to our work, allowing us to examine relationships
between spatial properties and social network features. We have used the spatial analytic capabilities to measure
distances between villages, to locate rivers, perennial streams and bridges between villages, to measure the distance
from each village to the district boundary, and to characterize land cover in the territory surrounding each village.

We have calculated and compared the average Euclidean distance traversed by ties between villages on different social
network relations. Sharing of elementary schools and temples is more local than renting agricultural equipment and
hiring temporary labor, for example. Distance estimates are also important to the consideration of error in the social
network data, as illustrated below. Outliers—that is, ties spanning an unusual distance—suggest possible reporting and
recording problems in the data. Ties between villages sharing an elementary school are 2.11 km on average and those
linking villages sharing a temple are 1.48 km. Whereas, ties based on agricultural equipment and temporary labor are
4.77 and 5.28 km, respectively (Faust et al. 1999, page 326).

Distance to the district boundary allows us to see whether villages in close proximity to the district boundary have
more ties to villages outside Nang Rong district than villages far from the district boundary. If so, we might want to
re-consider the assumption that the district boundary coincides with the village network boundary. We have found that
distance to the district boundary was not correlated with the
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volume of shared temples and elementary schools, but that villages close to the district boundary had significantly
more secondary schools and temporary labor ties to villages outside the district. Surprisingly, villages close to the
boundary were less likely to have tractor hiring ties outside the district.

Land cover classifications derived from satellite data were used to consider the association between cropping and the
movement of equipment and labor among villages. For example, we have found that the cultivation of upland crops
(such as cassava, corn, and sugar cane) coincides with the hiring of large tractors between villages. The greater the
percent of a 1.5 km buffer around a village that consists of upland agriculture, the more active the village is in both
sending and receiving large tractors.

As in Laumann et al.'s Chapter 1 in this volume, we found that spatial proximity influences network interactions,
though the effect of proximity varies by type of relation. Social relations, such as sharing elementary schools and
temples, are quite local and are more likely to be disrupted by geographic barriers such as perennial streams and rivers.
Economic relations, such as hiring large tractors and movement of labor, cover longer distances and are less likely to
be disrupted by geographic barriers. Finally, we found that the presence of a perennial stream between two villages
greatly reduces the likelihood of a tie between them, though the effect is somewhat reduced by the presence of a
bridge.

7.5 ILLUSTRATIVE FINDINGS
We are still analyzing the social network data from the Nang Rong surveys. So rather than attempt to summarize all the
key findings, we present three illustrations from ongoing research. The first shows how the georeferencing of social
network data within the GIS has shed new light on the interpretation of the data. The second relates experience from
an analysis of contraceptive choice that shows the importance of boundary definition. The third uses comparable
social network questions in fifty-one villages to describe variation in patterns of social organization across villages.

7.5.1 Visualization and error
In addition to the GIS results noted above, visualization through the GIS turned out to be of assistance in identifying
problems with the lists used to record ties between villages, and with coding based on those lists. Drawing on results
reported in Faust et al. (1999), we present two examples, one illustrating problems associated with an incomplete list
and the other, problems with duplicate names on the list. In hindsight, it is easy to see how to handle each of these
problems, and we have done so in the 2000 round of data collection. We were not aware of them at the time of the
1994/95 data collection, however. Further, we might never have suspected them if we had not incorporated the 1994
community data into the GIS and mapped ties between villages. To provide a clear understanding of the problems, we
first describe more specifically the organization and use of village lists in the 1994 community survey, the source of the
data for the two examples.
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Community data were collected in a group interview of the village headman and other village leaders. Questions were
asked about ties to other villages. Interviewers had a list of all the villages in Nang Rong against which they could
check and code responses. The list of villages was organized by subdistrict, the administrative units of which districts
are composed. There were two problems with this list. First, village names were not unique. There are nineteen
instances in which two villages have the same name, eight instances in which three villages share a name, and four
instances in which four, five, six, or seven villages have the same name (involving a total of 84 from the 310 villages).
Responses to the village network questions often were coded after the interview was complete. Duplicate names could
have posed a problem. Interviewers might not know which of a pair or triplet of villages was intended, or may have
been unaware or forgotten that a given name might refer to more than one village. Second, the list only included
villages, and therefore it omitted other administrative units such as towns where schools or temples could be located.

In our analyses we incorporated the village networks into the GIS using georeferenced village locations. Ties were then
displayed as directed arrows between linked villages, with a separate map for each relation. We suspected errors when
lines between villages seemed to violate an otherwise orderly pattern. For example, the temple and elementary school
networks are generally local, but there are some instances of villages more than ten kilometers apart apparently linked
through a shared temple or elementary school. Those ties could be based on kinship relations or prior residences of
villagers, but we also wondered about the possibility of data coding error involving duplicate village names. Two pairs
of villages more than ten kilometers apart apparently share a temple, and seven pairs of villages more than ten
kilometers apart apparently share an elementary school, according to the survey data. For temple sharing, for both
pairs, one of the villages involved in the pair has a name duplicated somewhere else in the data set. For elementary
schools, this is true for four of the seven pairs of distant villages. Thus, it seems quite likely that duplicate names lie
behind coding error. The presence of such suspect ties would not be apparent without taking spatial location into
account.

Another kind of data problem could be seen in the spatial patterning of isolates in one of the networks. In the
secondary school network, there is a concentration of isolates in the middle of the district. The absence of arrows to
and from villages in this region appears to show that these villages do not send children to secondary school. This led
us to consider more carefully how data on schools were collected. In the community questionnaire, villagers were
asked to name other villages to which children went for secondary school. The question format and recording of
responses inadvertently omitted the secondary school located in the district town, located roughly in the center of the
district.

7.5.2 Open versus closed networks
This illustration considers the question of whether village position within a network of labor hiring affected women's
contraceptive choices. Movements of temporary labor between villages provided potential bridges between otherwise
unconnected
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social groups, and as such, could increase exposure to new information, not only of those who traveled for work but
also of others in the home village. We were interested in whether village centrality in networks of labor hiring affected
choice of injection, a relatively new method in the Nang Rong context. Our key hypothesis was: The more central the
village, the more likely and the earlier that women who live there will hear about and adopt injection. To test this
hypothesis, we specified a simplified multilevel model of temporary method choice (pill, IUD, injection, none).
Entwisle and Godley (1999) report the findings. Here, we discuss the measurement of village centrality, specifically
whether the focus is on ties between villages within Nang Rong or also includes ties beyond the district boundaries,
and consequences for the results obtained (Entwisle and Godley 1999).

Information about labor exchange between villages was collected in the community survey:

“Go To”
Q. 69. Sometimes, do villagers in this village go to other villages to work as daily wage laborers?
Q. 70. To which villages do they most often go to work?
“Come From”
Q. 74. Sometimes, does this village require laborers from other villages?
Q. 75. From which villages do they mostly come?

Both sets of questions generate networks of labor exchange between villages. We refer to the first as the “go to”
network, and the second as the “come from” network.

Our first approach to the measurement of village position used the complete network of ties within the district. All 310
administratively defined villages in Nang Rong district were part of the village survey in 1994. We organized answers to
the labor hiring questions into two 310 × 310 sociomatrices, one for “go to” and the other for “come from.” We
analyzed these matrices calculating measures of centrality, centralization, and component size and membership. Both
networks consisted of a handful of components, which altogether included about 80 percent of the villages. The
components in the “go to” network were 236, 10, 2, and 2 in size; the components in the “come from” network were
229, 6, 2, and 2 in size. Only twenty-three of the 310 villages neither sent nor received workers. Labor hiring within
Nang Rong district thus linked most of the villages, directly or indirectly. Of interest for the analysis of temporary
method choice were measures of degree centrality based on these sociomatrices.

We hypothesized that village centrality within a network of labor hiring would have a positive effect on choice of
injection relative to other temporary methods or no method at all. In the multilevel analysis of contraceptive choice,
both centrality measures (“go to” and “come from”) had significant effects. Surprisingly, one of the measures had a
negative rather than a positive effect on injection use. We considered possible reasons why the results failed to confirm
our hypothesis: (a) village position in a network of temporary labor hiring was poorly measured; (b) labor hiring
networks were unstable, changing from 1 year to the next; (c) these networks form in
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response to economic factors not controlled in the analysis; (d) another set of ties between villages was more relevant
to contraceptive choice. We also considered the consequences of ignoring ties to villages outside of the district.

It turns out that villages send (“go to”) short-term workers to an average of 3.9 villages: 1.6 villages within Nang Rong
district; 1.3 outside the district but in the province; and 1.0 outside the province. All villages are connected to at least
one other village in this way—there are no isolates. This interconnectedness may be a feature of modern Nang Rong,
coinciding with a greater integration of the region into the national economy. The villages in our sample receive
short-term workers from an average of 2.0 other villages: 1.8 within and 0.2 outside the district. Although most hire in
workers for temporary help with seasonal agricultural activities, a substantial minority (37 percent) do not. In contrast
to the “go to” network, the “come from” network involves fewer and more local ties.

We reanalyzed the data, using counts of ties to other villages, and distinguishing between ties to villages within and
outside the district. It turns out that the connection to other villages by virtue of outward short-term labor movements
enhanced use of injection, and also of the pill. The number of “go to” ties has a positive and statistically significant
effect on both. In contrast, connections to other villages by virtue of the hiring of labor had no effect on temporary
method choice. We believe that the contrast between these results shows the importance of ties spanning a long
distance. To further confirm this, we disaggregated the “go to” ties, distinguishing between ties to other villages in
Nang Rong district, ties to villages outside the district but within Buriram Province, and ties outside the province. Ties
to other provinces are especially important for injection use. There are many reasons why use of injection in Nang
Rong quadrupled between 1984 and 1994. Nevertheless, our results suggest a role for the diffusion of information
(and perhaps the provision of services) along ties defined by the movement of short-term labor. Recently married
women are more likely to choose injection if they live in villages central in labor-hiring networks, especially those with
ties to villages in other provinces. A more general lesson is that it can be quite misleading to look at network effects
within a limited bounded community, a potential problem with the “sociocentric” approach (Laumann et al., Chapter
1, this volume) that studies network ties within a fixed population of actors. Such an approach would likely miss
“bridge” actors who link communities and can be critical in disease transmission.

7.5.3 Variation in household networks across villages
Replication across settings is an important feature of many of the studies in this volume. The study of Rothenberg
et al. (Chapter 5, this volume) contrasts networks in Flagstaff and Atlanta using a methodology developed in the
Colorado Springs study (Potterat et al., Chapter 4, this volume). Though focused in Chicago, the CHSLS study by
Laumann, Mahay, Paik, and Youm compares patterns of sexual relations between neighborhoods (Laumann and
Youm 1999), and the AddHealth study includes multiple high schools. Our final illustration also draws on replicated
networks. Having the same network measurement strategy across fifty-one villages allows us to consider whether
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patterns of social organization are similar or different across villages. An often implicit assumption of network case
studies is that a single group or community is representative of other communities or groups. In other words, that
results can be generalized to similar settings. However, without replication, this is a critical assumption, which is
untested.

In this section, we describe some of the variability among villages in patterns of network ties among households, using
two villages and two relations for illustration. We selected these two villages to contrast the patterns and level of ties
across households. We also look at two relations, one economic and one kinship. The first relation is help with the rice
harvest, and the way this social network was generated was discussed above in Section 7.4.2. The second relation
consists of sibling ties between households. For household members aged 18–35 years old, locations of their siblings
were recorded. The question asked was:

Q. 4.5. Does this person have other siblings besides the ones [living in the household] that are still living? If they do,
record their current location: In this village, in another village in Nang Rong, in another district in Buriram, or in
another province.

Figure 7.3 shows the help with the rice harvest networks for two villages. Clearly there are notable differences between
these two villages. In village A, households are much more actively involved in helping with the rice harvest than they
are in village B. On average, households in village A mentioned receiving help from 2.06 households, as compared with
an average of 0.51 mentioned in village B. In Fig. 7.3, the “star” pattern in village A shows that there are a small
number of households that are receiving a great deal of help. One household in this village mentioned receiving help
from forty-nine other households, and eight mentioned receiving help from more than ten households. In village B the
maximum number of households mentioned is five. This difference among households in the amount of help received
shows differential centralization of the two villages, as reflected in the variance of the number of households from
which help was received. The variances in the number of households from which help was received are 51.18 in village
A and 1.10 in village B. Clearly village A is not only more active but also more centralized. This centralization suggests
a great deal of variation within the village in the extent to which households are involved in rice cultivation or variation
in the amount of land cultivated. We might speculate that this is related to economic or occupational variation in the
village.

The pattern of network subgroups also differs between the two villages on this relation. In village B there are eight
components ranging in size from two to twenty-five households and involving 57 percent of the households in the
village.19 In village A there is a single component containing 98 percent of the households. There is a clear difference
between these two villages in how “connected” households are through rice harvest help ties.

SOCIAL NETWORK DATA IN NANG RONG, THAILAND 193

19 A component is a connected subgraph. All actors within a component can be reached via paths of ties between other actors. We report “weak” components. The paths
between actors may include ties going in either direction—either to or from the other actors.



Figure 7.3. Help with the Rice Harvest in Two Villages

In comparing these agricultural or economic ties in these two villages, it is important to note that there is considerable
variation across Nang Rong district in types of agricultural activity. Some villages are heavily involved in rice
cultivation, whereas others cultivate upland crops (cassava, corn, and sugar cane). We might expect that the level of rice
harvest help in the villages is related to differences in agricultural activity. We can investigate this using information
from the GIS. For each village, a 1.5-km buffer around the village was defined, and the percent of land in rice
culti-vation, forest, and upland agriculture was calculated (Evans 1998). In village A, 83 percent of the land is in rice
cultivation, 8 percent in forest, and the remaining 9 percent in upland agriculture. In contrast, village B has only 52
percent in rice cultivation, 25 percent in forest, and 22 percent in upland agriculture. This pattern is consistent with the
different levels of rice harvest help.
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Figure 7.4. Sibling Ties in Two Villages

Figure 7.4 shows graphs of the sibling networks. These networks also differ from each other in the two villages, though
not as dramatically as help with the rice harvest. The most notable difference between the two villages is a very low
level of sibling ties in village B. In this village, 62 percent of households do not have sibling ties to other households in
the village; they are “isolates.” In village A, 30 percent of households are isolates on the sibling relation. The average
number of ties per household also differs between the villages. Households nominated 0.53 other households, on
average, in village B and nominated 1.07 in village A. The subgroup patterns also differ. In village B there are eight
components, ranging in size from two to five households. In village A there are ten components, ranging in size from
two to 57.

Households in village A are more densely tied to one another on both help with the rice harvest and on sibling
relationships than is the case in village B. Nevertheless,

SOCIAL NETWORK DATA IN NANG RONG, THAILAND 195



it is interesting to note that in neither village does rice harvest help go along with sibling ties. In village B there are no
instances in which a household nominated another as providing rice harvest help and also as the location of a sibling.
In village A there are only eight such instances (0.06 percent of all possible pairs of households). In neither village is it
the case that kinship relations, through sibling ties, are the basis for provision of help with the rice harvest. We expect
that the links are intergenerational— a hypothesis that we plan to investigate with more recent data.

In sum, only with social networks measured comparably across settings can we investigate the extent of variability in
network patterns. In the example described here there are large differences, especially in networks of economic
cooperation. In our ongoing work, we are investigating this variability across all fifty-one villages, and to study how
variation in network patterns is related to other characteristics of the villages, such as agricultural activity and village
history.

7.6 SOCIAL NETWORK DATA IN THE 2000/2001 SURVEYS
By way of conclusion we discuss the social network components of the 2000 round of data collection, which
incorporated changes in life styles in Nang Rong, changes in technology that can be used in data gathering, and
changes in administrative infrastructure in Nang Rong. We capture more aspects of interaction opportunities in Nang
Rong villages and we take advantage of developments since the 1994 round of data collection. In so doing, we opted to
retain as many of the social network components as possible from the 1994 round in order to look at change over
time. In some cases this is likely to mean that some of the relations will be sparser than in 1994 because of ongoing
changes in the villages. For example, anecdotal evidence suggests that as the economy continues to move from
subsistence to market the role of local rice mills as a gathering place has changed. Increasingly, villagers are selling their
rice harvest to merchants who then take the rice out of the village to be milled at larger, more efficient mills. Villagers
then buy the rice they consume at stores. We have decided to keep the rice mill questions to see if the anecdotal
evidence is correct, to be able to document how social change affects the nature of social interaction, and to see who
the leaders and laggards are.

Three new social network generators are based on propinquity and advances in our ability to measure it. Since our last
round of data collection, it has become easier to measure geographic location and include this information in a
Geographic Information System. We use official records to obtain the locations and names of owners for all land in
Nang Rong that has been recorded in one of the two agencies charged with overseeing land claims and ownership. The
locations were digitized into a GIS, along with ID numbers unique to each plot. The list of names of owners, along
with the same unique plot specific ID numbers will be merged, by name,20
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with data collected in the household interviews. This procedure provides adjacencies of land owned by villagers. Once
we have this, a wide variety of social network measures can be constructed. For example, for any given pair of
households that owns land, we can measure the number of parcels that lie between them (or the distance or travel time
between them), as well as whether their parcels are adjacent. We can also see how these adjacencies intersect other
relations, such as kinship or help with the rice harvest.

While owners of adjacent properties are likely to interact with one another, users of adjacent properties are even more
likely to interact as they go through the normal routines of planting, weeding, and harvesting crops. This is particularly
likely in Nang Rong where plots tend to be small, there is relatively little mechanization of agricultural tasks, and the
planting of most plots is tied to the timing of the annual monsoon.

We are using the social networks that exist in Nang Rong to measure plot use adjacencies. At the community level, we
ask knowledgeable informants where households in the village are farming. The emphasis is on use and not ownership.
Using maps that have aerial photographs as background, these knowledgeable individuals draw the outlines of plots
used by villagers, and put in each plot a running ID number. While they are drawing these plot lines, we also maintain a
list with the same running numbers and the names of the household heads that use the plots. If there is an adjacent
plot that is used by someone from some other village, their name and village number is recorded. Then during the
household interview, respondents are asked about the agricultural plots that they use, including the names and village
numbers of their neighbors for the four cardinal directions. Households know their farming neighbors and there are
knowledgeable individuals within a village who can draw the plot lines while providing us with the names of those who
use those plots.21 By matching, we are able to link households to the plots
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they use, and do so both within our GIS and in our regular SAS data management file. (This procedure is discussed in
considerable detail in Rindfuss et al. 2003) Again, we can construct a variety of social network measures from this data,
including whether pairs of households use adjacent plots, the distances between the plots they use, and the number of
other plots intermediate between their plots.

The third propinquity measure involves obtaining the location of all dwelling units within our study villages. The social
network argument is that households that are physically closer to one another will be more likely to interact. Since the
1994 round of data collection, the GPS became fully operational. This is a system of twenty-four satellites that orbit
the earth. With a handheld GPS device, as long as one can read at least three of these satellites, one can obtain a
reading from the GPS device that indicates the present location, and which, in turn, can be corrected for the error that
is in the GPS and then incorporated into an existing GIS. Once the data are in the GIS, a wide variety of social network
measures can be calculated.

We also obtain the name of the school attended by all household members. Both primary and secondary schools have
names that are unique within the district. The idea is to be able to determine who within the village were classmates, on
the assumption that classmates will be more likely to interact with one another. In addition, since many primary and
secondary schools have catchments that span more than one village, the social networks formed in school will likely
link across villages. After they leave school these ties get reinforced when they see each other at fairs, markets, and so
forth. Over time, the catchments for secondary schools have become smaller as more secondary schools are built, and
hence the geographic areas networked will decrease.

Finally, while not strictly a social network variable, we collect information about the dwelling unit where households
live with an eye toward the architecture, whether it is likely to facilitate or hinder social interactions with non-household
members. A traditional dwelling unit in this part of Thailand was made of wood resting on pilings that raised the
structure approximately one story above ground level. See panel A of Fig. 7.5. The ground level was typically open,
sometimes with a secure area to keep animals at night. Cooking was done outside, underneath the house. Given the
tropical climate, a substantial amount of living and socializing took place in the shade underneath the house. Examples
of activities that would have typically occurred under the house include food preparation, silk weaving, and basket
making. Houses are clustered close together within villages, and with many daily activities occurring outdoors,
underneath the house, conversations with neighbors can happen easily.

As Nang Rong becomes more affluent, housing styles are changing. One of the first steps is to enclose part of the area
underneath the house, and this becomes the kitchen (panel B of Fig. 7.5). Then at some stage the entire area
underneath the house is enclosed, typically using cinder block (panel C of Fig. 7.5). At this point, more of everyday life
is taking place within the confines of the dwelling unit. Unless there is a porch or some other outdoor gathering place,
the type of casual conversations that used to take place become less likely. Further, some dwelling units now
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Figure 7.5. Examples of Nang Rong Housing Styles

have an air conditioner, likely making the household turn more inward. We measured these variables. Given that the
richer families are the ones that first fill in the area under the house, this may lead to divisions between the rich and
those who are not so rich.
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8 Social and Sexual Networks: The National
Longitudinal Study of Adolescent Health

PETER S.BEARMAN, JAMES MOODY, KATHERINE STOVEL, AND LISA THALJI

8.1 INTRODUCTION
The predominant threats to adolescents' health and well-being stem from the choices that adolescents make and the
behaviors they engage in. For example, becoming pregnant, acquiring a sexually transmitted disease (STD), suffering a
violent accident, considering suicide, beginning to smoke, and developing a weight problem are all at least in part
attributable to behaviors and choices that adolescents make in conjunction with others around them (Bauman and
Fisher 1986; Smith and Crawford 1986; Hayes 1987; Adcock et al. 1991; Bearman 1991; Jeanneret 1992; Thompson
1995; Resnick et al. 1997). Therefore, to systematically study the determinants of the health of adolescents, research
must focus on a complex constellation of factors that influence adolescent behavior. The most fundamental of these
are the social contexts and relationships in which adolescents are embedded. With this in mind, the National
Longitudinal Study of Adolescent Health (hereafter, Add Health) was explicitly designed to provide



detailed measurement from a large nationally representative sample on the most central social contexts and
relationships that influence the health status of adolescents. The specific contexts focused in Add Health are: families,
dyadic friendships, peer groups, romantic and sexual partners, schools, neighborhoods, and communities (Resnick
et al. 1997).

As is described in greater detail below, the highly clustered community-based design of Add Health is unusual, but one
of its primary benefits is that it provides information from multiple sources from which we can generate images of the
social and relational world of adolescents. In addition to collecting extensive self-report and network data from over
90,000 adolescents in eighty communities, Add Health collected data on family relations from parents and siblings; on
the composition of peer groups from adolescents' friends; on romantic relationships from romantic partners; on
geographic proximity from global positioning system (GPS) data; and on schools from other students and school
administrators. As a result, Add Health provides measurement of multiple levels of context from multiple perspectives,
making it possible to interweave spatial and social networks and to construct models of health risk based on real
patterns of association within the adolescent world.

We begin this chapter by outlining the major design features of the Add Health study, the sample structure, and the
fieldwork experience. We then describe how social and sexual networks are measured in Add Health, and discuss some
studies that illustrate the type of analyses that are possible with these data. We conclude with a brief overview of the
network design elements proposed for the next wave of Add Health data collection.

8.2 DESIGN OVERVIEW OF ADD HEALTH
Concern with the collection of linked social and sexual network data is reflected in the unusual design of the Add
Health study.22 Rather than sample adolescents randomly from the population at large, Add Health rests on a multistage,
clustered sampling design. At the first stage, we drew a nationally representative sample of high schools (n = 80), and
enrolled all students attending each sampled school; from these students we selected a representative sample of
adolescents for further in-depth study. Between 1994 and 1996, Add Health collected three waves of data: the initial
school-based survey, the in-depth in-home interview of a subset of students identified in the school-based study (Wave
I; n = 20,745) and a follow-up in-home interview approximately 1 year later (Wave II; n = 14,738).23 Parents of
adolescents who participated in the in-home phases of the study were also asked to complete a questionnaire, and
school administrators completed a brief questionnaire in the first and third years of the study. Ultimately producing a
nationally representative study of American adolescents in grades 7–12, this design allowed us to collect—for the first
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time ever—complete social network data describing the structure of adolescent relationships in many different
American communities.

8.2.1 Sample details and design features
The primary sampling frame for Add Health was derived from the Quality Education Database, which lists all high
schools in the United States. Schools were stratified by region, urbanicity, school type (public, private, parochial), ethnic
mix, and size; the Add Health sample of schools consists of eighty high schools (defined as schools with an eleventh
grade and more than thirty students) selected from this list with probability proportional to size. For each sampled high
school, Add Health identified and recruited one of its feeder schools (typically a middle school) with probability
proportional to its student contribution to the high school. Almost 70 percent of the contacted schools agreed to
participate in the study, however for schools that refused, Add Health replaced them with another school (or
school-pair) selected from the same strata. The final sample of schools consists of school pairs from eighty different
communities, and includes private, religious, and public schools from communities located in urban, suburban, and
rural areas of the country.24 All students attending one of the sampled schools were asked to complete the in-school
questionnaire, which contained basic social and demographic information, as well as an extensive social network
module (described below).

Between September 1994 and April 1995, the paper and pencil, op-scan in-school questionnaire was administered to
all students in each sampled school. Each school administration occurred on a single day within one 45–60min class
period, and we made no effort to include students not in school on the day of the administration. Nevertheless, over
80 percent of the enrolled students completed the questionnaire. Though seven of our recruited schools ultimately did
not allow us to survey students in the school (but did provide us with a roster for subsequent sampling purposes) we
have in-school questionnaire data from 90,118 students attending 141 schools.

Sampling for the second stage of data collection (the Wave I in-home survey) proceeded from the population of
students identified in the in-school phase. From the union of students on school rosters and students not on a roster
who completed an in-school questionnaire, Add Health randomly selected 200 students from each community and
administered a 90-min computer assisted (CASI) in-home interview. Since students who did not complete the
in-school survey but were on a sampled school's roster were eligible to be selected for participation in the in-home
main sample, the Wave I sample includes students who had dropped out of school. Numerous supplementary special
samples were drawn and adolescents in these groups were interviewed as well. Add Health completed 20,745 Wave I
in-home interviews, with an 80 percent response rate. Parental interviews are available for slightly more than 85
percent of all adolescents in the in-home sample.
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In two large and twelve small schools, we attempted in-home and parent interviews for all students enrolled in a high
school or middle school. The two large high schools were selected purposefully: one is a predominantly White school
located in a small town (n ≈ 1000 students); the other is characterized by substantial ethnic heterogeneity and is located
in a major metropolitan area (n ≈ 1700 students). The twelve smaller schools are located in rural and urban areas; both
public and private schools are represented (n ≈ 150 students per school). Because we surveyed all students in these
schools, they generate a large number of romantic and friendship pairs in which both members of the pair completed
the in-depth in-home interviews. Therefore, for these schools we have much more complete images of the social
networks and romantic partnerships in which adolescents are embedded.

Approximately 1 year after theWave I interview, we conducted follow-up interviews with most of the adolescents who
participated in the first wave of the in-home survey. Follow-up interviews were not attempted with Wave I seniors at
Wave II. Over 88 percent of all eligible Wave I respondents participated in Wave II, resulting in 14,738 interviews.

8.2.2 Design issues and the collection of network data
In addition to serving as the sampling frame for the in-home survey, the in-school questionnaire is the primary source
for complete friendship network data. From a roster of all students at their school, every student was asked to
nominate his or her five best male and female friends, and to report on whether they had specific types of contact with
each nominated friend. Figure 8.1 reproduces a page of the in-school questionnaire that was used to collect social
network data. Because all students in the school are surveyed, we have data on the complete school-based friendship
network of adolescents. In addition to the network data, all students were asked to provide basic social and
demographic information, including reporting on their parents' educational and occupational background, their
family's household structure, the sports and extracurricular activities that they participated in during the school year,
risk-behaviors they engaged in, their visions for the future, their self-esteem, and their general health status.

Data collected during the in-home phase of Add Health provide more detailed measurement on a much broader range
of health-related behaviors and experiences, including drug and alcohol use, sexual behavior, and criminal activities.
Other items assess overall health status, health utilization, decision-making, family dynamics, aspirations, and attitudes.
Portions of the in-school social network module were repeated at Wave I, though since not all students complete this
phase it is not possible to generate complete models of network position (except in the saturated settings).25
Nevertheless, this data provides rich ego-based network information. Most importantly for those interested in the
spread of infections, in addition to collecting
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Figure 8.1. Friendship Nomination Page from Add Health In-school Survey

friendship nominations, the Wave I instrument collects detailed data on romantic and sexual partnerships during the
past 18 months: each adolescent in the in-home sample was asked to nominate up to three recent romantic and three
non-romantic sexual partners from the school-based rosters. Even if the nominated partner was not
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in the in-home sample, we are able to link the nomination to the partners' in-school data, thereby augmenting the data
provided by the in-home subject with partners' self-report data.

8.2.3 Data security
Because of the clustered design, it is a potentially trivial problem to deductively identify individual data collected for
Add Health. To reduce the likelihood of any sort of breach of confidentiality, we developed an elaborate and rigorous
security system to protect the identities of participating schools and students. The basic principle of the security system
is the separation of identities and responses, which we accomplished through a complex identification scheme whereby
each respondent was assigned up to five separate identifiers. We subcontracted with York University in Canada to act
as the Security Manager and the depository for all identifying information.26

8.3 FIELDWORK EXPERIENCE
Fieldwork for the in-school survey and Waves I and II was conducted by the National Opinion Research Center
(NORC). Due to both the massive scale and the clustered design, the fieldwork required to complete Add Health was
truly unprecedented: the initial goal was to survey almost 100,000 adolescents in 160 schools in eighty communities
nation-wide in a year's time. The reality was an aggressive timeline for recruitment of schools and survey
administration, constant efforts to prevent negative publicity and community backlash, struggles to conform to the
requirements of the security system, and nagging worries that the survey would be canceled midstream.

8.3.1 In-school component
Once the sample of schools was drawn, NORC began to recruit schools. This meant sending advance packets of
information (advance letters and brochures describing the study) to each sampled school, and then contacting school
principals and districts by telephone. However, each school came with its own unique personality and set of
procedures. In many instances we encountered reluctance or resistance: for some districts we were required to submit
a detailed research proposal, while in others our efforts got caught in bureaucratic swamps. Negotiations were
painstakingly lengthy (in some cases as long as 3 months) and at several points senior project staff at NORC or study
investigators from the Carolina Population Center got involved in the recruitment efforts.

To counter schools' reluctance to participate, NORC sent specialized letters, followed up with telephone calls, and
occasionally arranged for in-person visits by field
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staff and senior project staff from NORC and, in some instances, visits by senior study investigators. As a timesavings
strategy, we began parallel recruitment efforts in certain strata, though in several cases school visits by the study
investigators effectively converted initial refusals into agreements to participate. Our most effective negotiations
focused on the benefits the school would enjoy as a result of their participation, as well as on ways to reduce perceived
burden to the school. For example, we promised to provide data to the school that would allow them to comparatively
assess their students' health, we offered to collect the data over several days, and we offered administrative help with
pre-data collection tasks. In addition to negotiating the reduction of burden, we also had to concede to some other
special requests, including designing and administering a separate questionnaire for one school and presenting the
findings to the entire student body. In other cases, we agreed to limit the number of times we would contact
households for the in-home survey. As a last resort, we settled for only a school enrollment roster from which we
could draw our in-home sample. We found that the commitment to provide data to schools was a strong incentive to
schools, significantly more important than the token financial incentive we were able to provide.

Despite our best efforts, approximately 20 percent of our initially sampled schools refused to participate. Refusals
occurred at every step along the way: they occurred prior to agreeing to participate, at the beginning of the school year,
immediately before the survey session, and on a couple of occasions on the day of the administration itself. Often the
refusals were a result of idiosyncratic factors that could not be anticipated, including an affair between a principal and
teacher, an angry parent heavily connected to an active PTA organization, and an upcoming school board election. The
top three reasons for school refusals were (a) potential backlash from communities and fear of parent organizations'
negative mobilization given the linkage between the in-school and the more sensitive in-home survey; (b) time away
from class instruction; and (c) burden on school personnel.

While recruitment efforts continued, we began administering the in-school survey in the fall of 1994. When they
agreed to participate in the study, each school had agreed to provide us with a roster of the names of all enrolled
students. Though we explicitly requested electronic rosters, and even provided each school with a template, we
received roster data in over 100 different formats (and mainly in hardcopy!). As a result, preadministration roster
processing was a major undertaking. We keyed and processed the roster data (containing over 100,000 names in total),
assigned a special identifier to each student as part of the security system, sorted by girls and boys, and by grade, and
produced a Student Directory for each school. We printed tens of thousands of directories, which were used by the
students to nominate household member and friends during the survey.

Once a school had agreed to participate in the study, we began the consent process. To comply with federal legislation,
we sent special requests for permission to parents of public school children to have their child's name appear in the
Student Directory. This special consent to release directory information came on top of our parental
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permission requirement for the in-school survey.27 All told, we sent 160,000 times two permission forms out into the
universe: we sent one set to schools for the adolescents to carry home, and mailed another set directly to the parents.
To placate parents' fears, we established a toll free number and encouraged parents to call with questions or concerns.
Parents used this number so much that NORC had to hire a full-time person to answer the toll free line 5 days a week,
routing the problem parents to senior staff attention.

Because the schools were asked to host and proctor the survey sessions, it was important that we implemented
standardized procedures across all of the sampled schools. We developed In-School Administration Manuals for field
staff to train the teachers and proctors on the distribution and secured return of materials. In some instances, despite
our requests, schools declined our offer to train their staff. For those schools all we could do was stress the importance
of each teacher reading the manual and contacting either the school coordinator or NORC with questions.

The logistical coordination for the preparation and shipment of survey materials to schools was another massive
undertaking. We ordered tens of thousands of pencils, preprinted envelopes, questionnaires, boxes, and labels. We
prepared specialized “teacher boxes” with all of the survey materials required for each classroom. We mailed the boxes
3 days prior to the Survey Day session using overnight shippers so that boxes could be easily tracked. Even so, schools
signed for boxes and subsequently lost them within their own schools. A few school janitors misplaced boxes, others
inadvertently threw them out, and yet others were lost by the shippers.

On the days of the administration, we requested that schools issue PA announcements to remind teachers and students
of the survey. Field staff and their clerical assistants arrived an hour before the sessions to facilitate the administration
and help with any last minute details. At the end of the administration, and in keeping with the security system,
students were asked to tear off the first page of the questionnaire (which contained their identifying information) and
place it into a special envelope called “names.” Next, they placed the questionnaire in another envelope called
“answers,” and finally, they placed the Student Directory into a third envelope. Teachers placed the permission forms
in a fourth envelope.

All materials were returned to a central location where field staff and their clerical assistants carefully checked each and
every envelope to ensure the proper contents of each. They then shipped the materials to three separate locations with
the first page identifying information shipped to York University, questionnaires to the optical scanning subcontractor,
and Student Directories to NORC for shredding.
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While most survey sessions were executed without a hitch, we did have our share of excitement. Parents in several
communities organized picketing and rallies against the study, and a few principals got cold feet and attempted to
cancel the session. But aside from these isolated setbacks, it was a heroic effort on the part of schools and teachers to
pull it all off. The excitement in the schools on Survey Days was truly incredible. The students knew something
important was happening to them, and to their schools.

8.3.2 In-home component, Wave I
In spite of the large number of respondents in the in-school phase of Add Health, Wave I of the in-home component
was the largest field effort NORC had ever undertaken (As originally drawn, the in-home sample consisted of
approximately 27,000 adolescents). To mount this portion of the study, NORC hired a huge field force, including 5
field task leaders, 35 field managers, and 511 field interviewers. Because of Add Health's community-based design, we
sought to recruit and hire the field interviewers locally.28 Since approximately 70 percent of our field force had no
experience as professional interviewers, we developed a 1-day general training on basic interviewing skills and then a
separate 5-day project specific training session, which we held at five separate locations around the country.

We also spent a significant amount of time planning and brainstorming on how to counter and be prepared for (a)
community backlash; (b) diffusion among students; (c) organized diffusion among parents to block the survey in their
communities; and (d) refusals by parents or students to participate in the in-home survey.

The in-home interview had its own set of major logistical coordination issues. We prepared bulk supply boxes for each
of the 511 interviewers that included the permission forms, assignment logs, show cards, GPS devices, batteries, and
other materials required for the interview. We carefully loaded the questionnaire program and enrollment rosters on
550 laptops and conducted extensive testing before shipment to the interviewers.

As had been the case in the in-school phase, the security system again affected all of the technical and operational
procedures, including (a) what we could and could not print on field materials; (b) our laptop systems and programs
(where we incorporated three levels of password protection and double encrypted all software and data); and (c) the
complicated data transmission protocols that decoupled the identifying information from the actual questionnaire data
and transmitted the separate types of files to York University and NORC, respectively.

Data collection began in May 1995 and continued through December 1995, with the majority of the cases completed
by September of 1995. Advance letters were mailed to each parent alerting them that an interviewer would visit their
home and seeking the parent's consent. Interviewers then knocked on doors to secure consent
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in person. Both the advance letter and the consent forms again contained a toll free number that parents could call if
they had questions or concerns.29 This time around most parents who called simply wanted to confirm the legitimacy
of the survey, though some parents called to refuse.

Across all communities, refusals to the in-home survey were not as much of a problem as we had anticipated; after all
of our conversion attempts we had an 80 percent participation rate. Parents and adolescents refused for many of the
same reasons that they refuse many health-related surveys: they said they were too busy, they were not interested, they
had concerns over privacy, and they felt the subject matter was too sensitive. As far as we could determine, the
network components of the study did not factor into the refusal rate.

The adolescent in-home interview was conducted using a computer assisted personal interview (CAPI), and for all
sensitive health-status and health-risk behavior questions, (including nomination of romantic and sexual partners)
audio-CASI (ACASI) technology.30 For the CAPI portions of the interview (about two-thirds of the interview), an
interviewer asked the adolescent questions and entered the response into a computer; in the ACASI portion,
adolescents listened to recordings of questions through earphones and directly keyed their responses into a laptop
computer. Before the ACASI portion began, the interviewer turned the laptop around so that the adolescent could
view the screen, and trained the adolescent on how to record answers for the self-administered portion.31

Most interviews were conducted in the adolescents' homes, but interviews were also administered in backyards, on
porches, and even in a McDonalds. The average interview lasted about 90 min. For parents who wanted to see the
questionnaire, we included an option in the laptop for them to walk through a blank questionnaire. For parents who
wanted to listen to the interview, we gently explained the importance of privacy and standardization. In some instances,
parents insisted; when this occurred we did not conduct an interview in that household.

All in all, we found that adolescents really enjoyed completing the interview. In communities where we sampled only
200 adolescents, interviewers were frequently approached by adolescents not selected for the survey and asked if they
could participate and why they were not chosen. One feature the adolescents were particularly enthusiastic about was
the computer administration. In fact, some adolescents were so adept at using the computer that they continued past
the ACASI section and self-administered the last sections, which should have been interviewer-administered.32
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We also encountered our share of resistance, though most of this was directed toward the schools. In one community,
we decided to suspend all further recruitment and interview efforts when a group of parents aggressively mobilized
against the study, and in a few other communities we had to temporarily suspend interviewing.

8.3.3 In-home component, Wave II
In the spring of 1996, we recontacted approximately 17,000 households.33 LikeWave I, theWave II questionnaire was a
90-min CAPI/ACASI interview that included the school enrollment rosters. Because of the smaller sample, we
reduced our field staff for Wave II: the field force this time around consisted of 4 task leaders, 24 field managers, and
335 field interviewers. The training program was retooled to take into account what we learned fromWave I as well as
the new features included for Wave II.

The reception we received forWave II was remarkably different from what we encountered atWave I. Now adolescents
knew what to expect, and often wanted to participate; this was reflected in our follow-up response rates, which were
approximately 90 percent. Parents also seemed more relaxed, and we encountered less negative diffusion and fewer
attempts to block the survey from the communities. Wherever possible, we sent the same interviewer who completed
the interview inWave I to theWave II household. When this was not possible, some adolescents would say, “Hey, you're
not the same lady who was here last year!” At the end, we discovered that we were able to weather the political
landmines and logistical challenges posed by the survey design to successfully complete Add Health.

8.3.4 Measurement of network data in Add Health
Recall that a primary aim of the Add Health study was to carefully measure the major social contexts affecting the
health and well-being of adolescents. Like many other recent health-related studies (Laumann et al. 1994) Add Health
collected extensive ego-centered network data. However, because of its unique clustered design (coupled with the fact
that adolescents' social worlds tend to be focused on their schools), Add Health also was able to collect complete social
network data for eighty American communities. Because the Add Health study collected friendship nominations from
all students who attended each participating school, both individual (ego-) and school-level networks could be
constructed. This unique design enables us to comprehensively measure the structure of the extended friendship
network each respondent is embedded in, as well as to describe the overall social structure of the respondent's
particular school.

In addition to the extensive friendship data collected in the in-school survey, Add Health collected two additional waves
of friendship nominations, again soliciting opposite sex and same sex friendship nominations from the School
Directory. Further, all in-home respondents identified (from the School Directory) up to three
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others with whom they had had romantic relationships in the past 18 months, and up to three others with whom they
had had non-romantic sexual relationships. Because some of these romantic and sexual partners are also in the study
(often by chance, and in the saturated settings by design), these data make it possible to construct romantic relationship
and sexual partnership networks. Consequently, the risk and spread of STDs can be studied from an actual network
transmission model based on empirical data; and researchers can compare sexual networks with friendship networks.

In order to protect the confidentiality of Add Health respondents, raw social network nomination data are not publicly
available. To provide researchers with social network data arising from Add Health, much of our early effort on Add
Health was directed towards developing the network data for the public use and contract data sets.

The vast majority (85 percent) of all friendship nominations and roughly 50 percent of the romantic partnership and
non-romantic sexual relationships were other students in the sampled schools. Consequently, we have extensive
sociometric data on friendships for the adolescents in 144 schools, and two additional waves of friendship data for the
two large saturated field settings. Further, in our saturated field settings we obtained relatively complete images of
romantic partnership and sexual network structures as they unfolded over time. Focusing on the in-school friendship
nominations alone, we processed over 540,000 friendship nominations between 82,629 respondents in 121 schools,
which provide the central focal point for social relations throughout the junior and senior high years. Despite the
general sense that the adolescent friendship environment is critical for shaping adolescent health and health-risk
behaviors, few people have had the opportunity to see what these large-scale networks look like at multiple levels of
observation or to estimate their effects across different social contexts. Add Health provides such opportunities;
progress along these fronts is described in more detail below.

In the course of our preliminary work with the nomination data, we constructed hundreds of variables at multiple
levels of observation, from characteristics of each individual's ego-network, the structural composition of these
networks and the behaviors of all friends in the sent, received, and sent and received networks, to group level (peer
group), and school level networks. For each individual we have constructed numerous variables that define individual
position in the school social network, including centrality, reach, maximum reach, prestige, and influence domain
among others (Wasserman and Faust 1994).

For each school we have constructed detailed measures of the global network structure from density at maximum
reach to centralization. In addition, for each school we have calculated in-group preference for friendships based on
gender, race, and ethnicity. For the first time, multiple levels of social network data are available on the same
population, thus making possible the analysis of multilevel network models across a diverse set of outcome variables
(for related treatments, see Frank 1996; van Duijn et al. 1999). These publicly available constructed network variables
are more fully described in The Add Health Network Variables Codebook (Bearman et al. 1997). The composition of each
individual's peer context (at multiple levels of observation) is a key component of the network data set developed for
Add Health.
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8.4 SUMMARY OF SELECTED NETWORK FINDINGS
The wealth of network data in Add Health makes numerous distinct studies possible. Here we briefly summarize some
of the analyses our group has completed. We focus on analyses using a range of social network data—from sexual
networks to friendship networks—and highlight the diversity of dependent variables one can consider—from sexual
behavior to suicidality and friendship choice.

8.4.1 The structure of adolescent sexual and romantic networks
Systematic differences in the sexual network structures that govern patterns of direct and indirect contact can have
striking implications for disease transmission (Jacquez et al. 1988; Gupta and Anderson 1989; Anderson 1990; Morris
1993; Klovdahl 1995; Kretzschmar and Morris 1996; Morris 1997). Yet aside from a few studies (many of which are
reported on in this volume) arising from ego-centered or snowball samples, the actual structure of sexual networks
remains largely unknown. Our research identifies the structure of a complete sexual and romantic network amongst
interacting adolescent residing in a mid-sized mid-western town (Bearman et al. 2003). Drawing from one of the
saturated settings, we are able to describe the complete structure of all romantic and sexual relationships within an
18-month period in a single school, involving roughly 800 students.

Though the sexual network in this school is highly connected, the connectivity depends on long chains of ties, and is
therefore extremely fragile. Critical to our observed network is the pronounced absence of cycles. In contrast to
theoretical expectation, the observed structure of the sexual network does not appear to have a core. The absence of
cycles guarantees that we are unable to observe a densely interconnected core functioning as a disease reservoir.
Rather, we observe a spanning tree, characterized by the specific absence of cycles of length four (Harary 1969). A
cycle of length four would be produced if, from a girl's perspective, she were to have sex with her former partner's
current partner's former partner. We show that we can almost exactly replicate the structural features of the observed
network, with respect to size reach, centralization, density, and number of cycles, through simulation given a
prohibition against the formation of cycles of length four.

8.4.2 Peer inuence on sexual debut and pregnancy risk
Most analyses of peer influence on sexual behavior concentrate solely on best friends (Billy et al. 1984; Billy and Udry
1985; Brown and Theobald 1995). Results from these studies generally show little influence. In contrast to studies of
best friends, Bearman and Brückner's (Bearman and Brückner 1999) work considers network influences on sexual
behavior by focusing on the structure of social relationships in which adolescents are embedded. Specifically, Bearman
and Brückner consider influences that arise from social networks observed at a level more distal than best friend: the
ego-network, the peer group, the leading crowd, and the school as a whole. They show that social
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relations have a significant influence on both sexual debut and pregnancy risk when distal network structures are
considered. These influences tend to be positive, in that having a more developed social network tends to delay
intercourse or reduce pregnancy risk, controlling for the risk status of individuals (Bearman and Brückner 1999). Most
critical are influences that arise from the larger ego-networks in which individuals are embedded. The influence of
more distal social relationships is stronger for girls than it is for boys; likewise, girls are more likely to be positively
influenced than boys. This finding suggests that relationality operates differentially by gender for adolescents.

8.4.3 Social networks and adolescent suicidality
Bearman and Moody (Bearman and Moody 2004) consider the effect of social networks on suicidality. The main
outcome measures are (a) has the adolescent seriously considered suicide in the last 12 months and (b) if yes, has he or
she attempted suicide. They show that among adolescent males, 10.2 percent thought about suicide and 2.2 percent
attempted suicide. Among females, 16 percent thought about suicide and 5 percent attempted suicide in the last year.
For all adolescents, they find a strong relationship between suicidal thoughts and depression (+), experience with
suicide among friends or family (+), heavy drinking (+), parental distance (+), and having a gun in the household (+).
Additionally, for females we find a strong relationship between suicidality and having no friends (+), having friends
who are not friends with each other (+), self-esteem (−) nonconsensual sexual relations (+), same-sex romantic
attraction (+), age (−), attachment to school (−), getting into fights (+), and body-mass index (+). For males, we find
playing a team sport reduces the odds of suicidal thoughts.

Females are more likely than males to attempt suicide (odds ratio 1.59). Conditional on having suicidal thoughts, there
are few sex differences in the pattern of risk factors associated with attempting suicide. These analyses suggest that
above and beyond the effects of depression, the social environment affects suicidality for both males and females
through knowledge and exposure to suicide among friends and family. For females, suicidal thoughts are substantially
increased by social isolation and dissonant local friendship patterns, nonconsensual sexual relations, and romantic
attraction to other females. These social and relational factors have little impact on boys' risk of suicidal thoughts or
attempts, echoing the findings we observe for sexual debut that suggest that relationality plays a more critical role for
girls than it does for boys.

8.4.4 The structure of adolescent friendship networks
Moody (2002) used Add Health social network data to describe friendship patterns among adolescents and to test
balance theory models of friendship formation and change (Moody 2002). He finds that with in-school friendship,
networks tend to form clustered hierarchies embedded within a loosely connected web of students
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who are involved in multiple friendship groups. The friendship groups identified in these networks tend to be
homogeneous with respect to many attributes and behaviors. In addition to actor similarity (Cohen 1977; Kandel 1978)
and organizational opportunity factors (Feld 1981), social balance is one of the strongest predictors of friendship
choice.34 Extending traditional balance models to account for differences in transitivity from each student's point-of-
view, Moody shows that a student's friendship relations are more likely to form if they increase transitivity and decrease
intransitivity. Since the same pattern of relations can be transitive from one person's point of view and intransitive
from another's, such actions need not lead to the static crystallized structures often hypothesized within the balance
literature (Davis 1970; Davis and Leinhardt 1972). Instead, each actor's attempt to create local balance leads to new
imbalances for others, which spurs further relational change.

Indeed, the school networks are not static and the observed friendship groups change as people with bridging
friendships bring disconnected groups together or dissolve previous groups. In theAdd Health data, the level of change
between time points was quite high. Overall, about half of all time 2 (in-home Wave I) friendships are new friendship
relations, with reciprocated relations at time 1 (in-school) having a much higher retention rate (between 75 and 80
percent). However, while change in particular friendships is common, large-scale status change is uncommon. Thus,
popular students at time 1 tend to be popular at time 2 (mean correlation of about 0.6), with few students moving far
in the popularity rankings. The greatest movement occurs among middle-ranked students, with less than 20 percent of
those in the third quintile, for example, remaining in the third quintile a year later compared to over 50 percent at either
tail of the distribution. Friendship relations that crossed race lines, were asymmetric, or contributed to intransitivity
were all less likely to be maintained than those that fell within race, grade, or increased ego's local balance.

8.5 FUTURE DATA COLLECTION FOR ADD HEALTH: SURVEY
2000
Additional funding has been secured that will support an additional wave of Add Health data collection. The follow-up
survey, Survey 2000, is planned to go into the field in January 2001.35 At the time of our next contact, the Add Health
sample respondents will be between 18 and 26. In addition to interviewing the full Wave I sample, as part of Survey
2000 we will also interview a supplemental sample of 2000 romantic and sexual partners. Like the other waves of in-
home data collection, Survey 2000 will use the CASI format. Since we expect that many of these respondents will have

SOCIAL AND SEXUAL NETWORKS 215

34 Social balance theory (Davis 1970; Davis and Leinhardt 1972) is a theory of action stating that actors seek to avoid dissonance in their social relations. For instance, if Ann
and Betty are friends, and Ann dislikes Carole, balance theory predicts that Betty will also dislike Carole. Balanced triads are transitive; unbalanced triads are intransitive.
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experienced major changes in their lives during the past 4 years,36 the questionnaire will make extensive use of an event
history/life calendar approach to data collection. The structure of the questionnaire is designed to enhance the
autobiographical memory process, and rests on identifying important events in the life course as supports for accurate
dating of specific events of interest. As in previous waves of Add Health, Survey 2000 contains several design elements
that will facilitate the collection of network data; these design elements are discussed further below.

8.5.1 Network data in Survey 2000
Although most respondents will no longer be affiliated with local schools or other common focal institutions, we are
committed to measuring network characteristics at multiple levels in Survey 2000. The study has been designed in order
to provide accurate measures of the current local networks in which individuals are embedded, the transition dynamics
governing friendship retention and loss during the transition to adulthood, baselines from which calculation of global
network structures can be made, and complete images of tangible sexual networks amongst interacting young adults
across diverse sociological contexts.

Specifically, the newly collected data will (a) enumerate current ego-networks for all respondents using multiple name
generators; (b) describe the characteristics of respondents friends with respect to sexual behavior and risk status; (c)
identify the current relationship between each respondent and a subset of their Waves I and II friends and sexual
partners; (d) assess the relationships the respondents have to a random sample of individuals from their old school in
order to estimate global characteristics of young adult networks from local networks; and (e) identify and interview
both casual romantic partners and long duration partners.

8.5.2 Ego-network data in Survey 2000
Unlike the earlier waves of network data, which rested on identifying alters from a previously defined roster, in Survey
2000 we will utilize more familiar strategies for collecting ego-centered data (similar to those used in the General Social
Survey (GSS), Burt 1984, 1987). Initially, respondents will be asked to identify a set of alters with whom they share
some relation r (in the GSS network module, r is “talked about important matters”). Respondents will then describe
these alters with respect to standard social demographic characteristics. Finally, respondents will report on relations
among their alters, thereby enabling us to calculate local ego-network density. This strategy will be used with several
different relationships r, which will provide for richer and more interpretable ego-networks than does the single name
generator “talked about important matters.”
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8.5.3 Longitudinal network data in Survey 2000
Though social network elements are increasingly included in the design of demographic data collection projects, there
is still little longitudinal network data available from important substantive contexts (for reviews, see Weesie and Flap
1990; Doreian and Stockman 1996; Suitor et al. 1997). Building from the highly clustered design of Add Health, Survey
2000 offers unique opportunities to study the evolution and devolution of social networks (and their impact on social
behavior) over time. The novel design exploits the friendship and romantic partnership data collected inWaves I and II
of Add Health in order to measure changes in the composition of ego-networks as well as to derive estimates of the
durability of global network structures. In Survey 2000, each respondent will be asked to consider their current
relationship to specific individuals (identified by name in the CASI program) who meet the following criteria: (a) are in
the Survey 2000 sample; and (b) were nominated by the respondent as a friend in Waves I and II; or (c) nominated the
respondent as a friend in Waves I or II but whose nomination was not reciprocated; or (d) were not in either the
respondents' sent or received ego-network but were drawn from a random sample of individuals from the
respondents' PSU.

For each of the selected individuals, we ask the respondent if they still know him or her, what type of relationship they
are in, frequency of contact if any, date of relationship dissolution (if dissolved), and reason for dissolution. Using an
event history calendar directly incorporated into the CASI interview, we will date relationship dissolution along with
other salient events since last interview. Because in this section we solicit information only about individuals who will
also be interviewed in Survey 2000 (and from whom we will collect self-reported social demographic, behavior, and
friendship network data), respondents need not describe the characteristics of these alters. The strength of this design
is that for each individual, we collect data on both retained and dissolved friendship relations, while the random sample
network provides the analytic leverage to estimate global features of the friendship network. We expect that we will
have data on thousands of time ordered reciprocal pairs of individuals in which each partner describes the nature of his
or her relationship with the other partner.

8.5.4 Partner samples
Beyond the ego- and longitudinal-network data collection elements, Survey 2000 will recruit a supplemental sample of
2000 partners ofAdd Health respondents. One thousand of these partners will be randomly selected from the romantic
partnerships of young adults in the core sample, while an additional one thousand partners will be recruited from the
two large saturated field settings (the ethnically heterogeneous major SMSA (Standard Metropolitan Statistical Area)
and the all-White Midwestern working-class community).37 Partners will be recruited into the study using two
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different protocols. The first protocol will select and then directly recruit marriage or marriage-like partners. The
second protocol rests on indirect recruitment of casual partners, and is much more complex than the first protocol.
Since it is nonstandard, we describe the second protocol in detail below.

The goal of the second protocol is to ensure that we will be able to match data from ego and partner without retaining
individual identifiers from respondents or potential partners. To do this, we will begin with a name generator to
identify individuals with whom the respondent has done things with in the past week.38 This will yield, for each
respondent, a set of names of “potential partners.” Once the potential partners from all respondents have been
identified, their names will be used to generate a sampling frame for the supplemental sample. We will draw a 50
percent sample of partners from this list; thus, for any individual respondent, we may attempt to recruit zero, one, or
two of the individuals they have identified as a potential partner.

We will ask both the original respondent and the supplemental sample of partners to identify themselves with respect
to behaviors and characteristics that are relatively rare in the population yet are likely to be known even in the early
stages of a casual relationship.39 We will also ask both the original respondent and the sample of partners to describe
their partner with respect to the same array of characteristics.40 From these reports we will generate pairs of vectors
describing the potential partnership from two vantage points. Since egos' partners data can be compared with partners'
self-report, and vice-versa, we hope that from these multiple reports we will be able to determine pairs of individuals
who have a casual romantic relationship. In a pretest of this strategy, partners agreed on their partner's attributes 90
percent of the time, while the random match among unpartnered pairs of individuals was 65.2 percent. These results
suggest that this design will effectively identify partnerships of low emotional intensity and short duration without
violating human subject norms.

8.6 CONCLUSION
From the outset, the Add Health study was designed as a network study. Social networks provide a direct link between
individuals and the social structure they are embedded in; for adolescents, networks of peers and friends are one of the
most important social contexts, particularly with respect to health outcomes. Since most American adolescents' social
worlds revolve around their school, the study draws its respondents from a carefully selected sample of schools. Since
many students (and in some cases, all students) from sampled schools participated, Add Health was able to collect
directed sociometric data from relatively large populations of students. Further, the use of a school-specific roster
allows us to assess the characteristics of
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38 This name generator will be a modification of the name generator we will use to collect ego-network data.
39 For example, body tattoos, cigarette brand, number and type of pets in the household, and birth month.
40 We will also ask respondents to assign a “certainty score” for each item.



other members of a respondent's local, social and sexual network, without relying on respondents' reports of their
partners' characteristics. Perhaps most importantly, the roster-based nomination strategy, in conjunction with the
complete population coverage, allows researchers to identify the existence of structural bridges, holes, and cliques in
the social and sexual networks of American adolescents. The implications of these structural characteristics of
networks for both individual behavior and disease transmission have been theoretically foreshadowed for the past
several decades; for the first time, we are able to evaluate them empirically.
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Glossary

This glossary is not meant to be exhaustive list of network terminology. The best source for this is Wasserman and
Faust (1994). The terms listed here are drawn from the chapters of this volume.

• Actor—A node in a network, typically a person, but can be a larger unit such as an organization or a state. The
unit for which relational data are measured.

• Adjacent—Two nodes are adjacent if they are connected by some relational measure or, in a graphical
representation of a network, by a line. Two relations are adjacent if they share a node.

• Adjacency matrix—A matrix in which the rows and columns represent nodes in the network and the cell
values represent the relational links between them. Typically the cell values are {0, 1}, for presence or absence
of a relation, but valued entries are also possible to represent intensity, duration, positive/negative affect, and
other nonbinary aspects of relations.

• Alter—A partner who is nominated by a sampled respondent in response to a name generator.
• Assortative mixing—A pattern of relations among nodes in which ties among similar nodes are more likely

than ties among non-similar nodes. The term comes from “assortative mating” in the population genetics
literature.

• Balance Theory—An approach to network analysis that focuses on the systematic patterns of positive and
negative affect among triads. For example, my friend's enemy is my enemy.

• Betweenness—A measure of centrality based on the number of times a node lies on the shortest path between
each connected dyad in the network.

• Bonacich power—A measure of the prestige of a node in a network based on the prestige of the other actors
to which the node is connected.

• Bridge—A node (or group of nodes) that connects two otherwise disconnected subgroups of the overall
network. Bisexuals, for example, bridge between homosexual men and heterosexual women.

• Centrality—The extent to which the node is in the middle of a network, and centralization is a measure of the
extent to which an entire network is concentrated on a common core. Many different measures have been
proposed, including degree, betweenness, and information centrality.

• Clique—A subset of a network in which the actors are more densely tied to one another than to other
members of the network. Definitions range from the maximally dense (all possible ties are active) to less dense
“k-cliques,” where at least k ties exist between every actor in the clique and other actors in the clique.

• Closeness—A measure of the typical path length between each node and every other node in the network. The
inverse of the distance of each actor to every other actor in the network.



• Cluster sampling—A sampling strategy in which respondents are sampled from clusters, or larger groupings of
the population.

• Complete network data—A network data set that contains information on all of the persons in a defined
group, and all of the links among them (also called sociometric data).

• Component—A subset of nodes in a network among which there is a direct or indirect path between all pairs
of actors and no paths between an actor in the subset and an actor not in the subset.

• Component size—the number of nodes in a component.
• Concurrency—Relations that overlap in time. Typically used in the context of sexual relations to refer to

partnerships that are not serially monogamous.
• Contact matrix—An adjacency matrix where the rows and columns are collapsed into subgroups of actors

who share an attribute. The cell entries represent the number of relations between the row group and the
column group. Also called a “mixing matrix.”

• Core—This term has a number of different field-specific definitions (from social network analysis and
epidemiology). In mathematical epidemiology, the technical definition is a subgroup in a population in which
the reproductive rate of the infection (R0) is above 1, so that the epidemic can persist in that subgroup, even if
the R0 for the entire population is below 1. In network analysis, it refers to the central dense component in a
network that also has a “periphery.” The common aspect to both definitions is the centralized, somewhat
separate, and relatively more densely connected part of a network.

• Cycle—A walk that begins and ends at the same node and involves at least three distinct nodes (see walk).
• Degree—The number of alters adjacent to a node or, equivalently, the number of relational ties of a node. A

distinction can be made between indegree and outdegree if the relation is directed.
• Digraph—A graph with directed ties.
• Directed ties—Relations that are sent from one node and received by another node and may be

unreciprocated. Friendship is an example of a directed tie, “sibling” is an example of an undirected tie.
• Disassortative mixing—Relations among nodes classified as being dissimilar on some attribute (see assortative

mixing).
• Distance—The length of the shortest path between two nodes (see closeness).
• Dyad—A pair of nodes in a network, sometimes used to refer only to pairs that have a relation.
• Egocentric network data—A network data set created by sampling a set of focal actors (or egos), asking them

to nominate their partners (alters), and asking them to report on the ties between their alters. See also local
network data.

• Endogenous variable—A variable whose value is determined by the status of the other variables within the
same system.

• k-plex—A clique of size n allowing nodes to be members of the clique so long as they are adjacent to at least n-
k members of the clique (see clique).
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• Kappa—A measure of concurrency that is based on the mean degree of the line graph.
• Kish Table—A table used to randomly select one person from a household when more than one member is

eligible for participation (based on a method developed by Leslie Kish).
• Incidence—The rate at which new cases of a disease occur in a population, measured as the number of new

cases divided by the number in the population at risk over a specified time period.
• Isolate—A node (person) with no partners.
• KRACKPLOT—A computer program for network visualization.
• Link sampling—(see “snowball sample“).
• Local network data—Network data derived from a survey of respondents and information they provide on

their partners, in which the partners are neither traced nor enrolled in the study. See also egocentric network data.
• Name generator—The questions in a network survey that are used to elicit the names of a respondent's

partners.
• Nomination—A partner reported by a sampled respondent.
• Partial network data—A social network data set consisting of respondents and ties from a chain-link (or

snowball) sampling strategy. This definition comprises a wide range of different designs, distinguished by the
number of “generations” or “waves” of alters enrolled, and the number of alters sampled at each generation.

• Path—A sequence of adjacent nodes in which each intervening node is visited only once (see “walk“).
• “Patient Zero”—The first HIV+ case in the United States, and the start of the chain of HIV transmission.
• Pearson's correlation coefficient—A measure of the degree of linear relationship between two variables.
• Periphery—Nodes on the margin of a network or network component.
• Prestige—A measure of status, often represented by the number of ties an actor receives in a directed network.
• Prevalence—The proportion of the population with an attribute (in epidemiology, typically an infection) at a

certain time, measured as the number of cases divided by the population at risk.
• Propinquity—Closeness in relationship or character.
• Reachability—A binary measure of whether there is a path between two nodes.
• Relative risk—The probability of an event in a target group divided by the probability of the event in a control

group.
• Seed—The initial sampled respondents in a snowball (chain-referral) sampling design.
• Sociogram—The graphical representation of a social network.
• Sociometric data—A social network data set consisting of a bounded group of persons and the measured

relations among them (see complete network data).
• Sociomatrix—(see adjacency matrix).

GLOSSARY 223



• Snowball sample—An adaptive sampling strategy that uses the nominations of current respondents to identify
and enroll subsequent respondents. The process continues until a designated stopping point. Also called a link-
tracing or chain-referral design.

• Subgroup—A subset of individuals in a population who share an attribute.
• “Type III” transmission—A pattern of HIV transmission whereby the disease is initially spread mostly through

international travel and infected blood supplies.
• Walk—A sequence of adjacent nodes.
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