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Foreword

Although engineering activities involving rock have been underway for millennia, we
can mark the beginning of the modern era from the year 1962 when the International
Society for Rock Mechanics (ISRM) was formally established in Salzburg, Austria.
Since that time, both rock engineering itself and the associated rock mechanics research
have increased in activity by leaps and bounds, so much so that it is difficult for an
engineer or researcher to be aware of all the emerging developments, especially since
the information is widely spread in reports, magazines, journals, books and the inter-
net. It is appropriate, if not essential, therefore that periodically an easily accessible
structured survey should be made of the currently available knowledge. Thus, we are
most grateful to Professor Xia-Ting Feng and his team, and to the Taylor & Francis
Group, for preparing this extensive 2017 “Rock Mechanics and Engineering” com-
pendium outlining the state of the art—and which is a publication fitting well within the
Taylor & Francis portfolio of ground engineering related titles.

There has previously only been one similar such survey, “Comprehensive Rock
Engineering”, which was also published as a five-volume set but by Pergamon Press
in 1993. Given the exponential increase in rock engineering related activities and
research since that year, we must also congratulate Professor Feng and the publisher
on the production of this current five-volume survey. Volumes 1 and 2 are concerned
with principles plus laboratory and field testing, i.e., understanding the subject and
obtaining the key rock property information. Volume 3 covers analysis, modelling and
design, i.e., the procedures by which one can predict the rock behaviour in engineering
practice. Then, Volume 4 describes engineering procedures and Volume 5 presents a
variety of case examples, both these volumes illustrating ‘how things are done’. Hence,
the volumes with their constituent chapters run through essentially the complete
spectrum of rock mechanics and rock engineering knowledge and associated activities.

In looking through the contents of this compendium, I am particularly pleased that
Professor Feng has placed emphasis on the strength of rock, modelling rock failure,
field testing and Underground Research Laboratories (URLs), numerical modelling
methods—which have revolutionised the approach to rock engineering design—and
the progression of excavation, support and monitoring, together with supporting case
histories. These subjects, enhanced by the other contributions, are the essence of our
subject of rock mechanics and rock engineering. To read through the chapters is not
only to understand the subject but also to comprehend the state of current knowledge.

I have worked with Professor Feng on a variety of rock mechanics and rock engineer-
ing projects and am delighted to say that his efforts in initiating, developing and seeing



x Foreword

through the preparation of this encyclopaedic contribution once again demonstrate his
flair for providing significant assistance to the rock mechanics and engineering subject
and community. Each of the authors of the contributory chapters is also thanked: they
are the virtuosos who have taken time out to write up their expertise within the
structured framework of the “Rock Mechanics and Engineering” volumes. There is
no doubt that this compendium not only will be of great assistance to all those working
in the subject area, whether in research or practice, but it also marks just how far the
subject has developed in the 50+ years since 1962 and especially in the 20+ years since
the last such survey.

Jobhn A. Hudson, Emeritus Professor, Imperial College London, UK
President of the International Society for Rock Mechanics (ISRM) 2007-2011



Introduction

The five-volume book “Comprehensive Rock Engineering” (Editor-in-Chief, Professor
John A. Hudson) which was published in 1993 had an important influence on the
development of rock mechanics and rock engineering. Indeed the significant and
extensive achievements in rock mechanics and engineering during the last 20 years
now justify a second compilation. Thus, we are happy to publish ‘ROCK
MECHANICS AND ENGINEERING’, a highly prestigious, multi-volume work,
with the editorial advice of Professor John A. Hudson. This new compilation offers
an extremely wide-ranging and comprehensive overview of the state-of-the-art in rock
mechanics and rock engineering. Intended for an audience of geological, civil, mining
and structural engineers, it is composed of reviewed, dedicated contributions by key
authors worldwide. The aim has been to make this a leading publication in the field,
one which will deserve a place in the library of every engineer involved with rock
mechanics and engineering.

We have sought the best contributions from experts in the field to make these five
volumes a success, and I really appreciate their hard work and contributions to this
project. Also I am extremely grateful to staff at CRC Press / Balkema, Taylor and
Francis Group, in particular Mr. Alistair Bright, for his excellent work and kind help. I
would like to thank Prof. John A. Hudson for his great help in initiating this publica-
tion. I would also thank Dr. Yan Guo for her tireless work on this project.

Editor

Xia-Ting Feng

President of the International Society for Rock Mechanics (ISRM) 2011-2015
July 4, 2016
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Chapter |

Introductory longer review for rock
mechanics testing methods

R. Ulusay' & H. Gercek®

'Department of Geological Engineering, Hacettepe University, Ankara, Turkey
2Department of Mining Engineering, Bulent Ecevit University, Zonguldak, Turkey

Abstract: Rock mechanics involves characterizing the strength of rock material and the
geometry and mechanical properties of the natural discontinuities of the rock mass.
Rock engineering is concerned with specific engineering circumstances, for example,
how much load will the rock support and whether reinforcement is necessary. Since the
establishment of the International Society for Rock Mechanics (ISRM) in the 1960s,
there have been important scientific developments and technological advances both in
rock mechanics and rock engineering. Particularly, modeling of rock behavior, design
methodologies for rock structures and rock testing methods are the main issues in these
developments and advances. The models developed depend considerably on the input
parameters such as boundary conditions and material, discontinuity and rock mass
properties. For this reason, establishing how to obtain these input parameters for a
particular site, rock mass and project is important. In this chapter, first, a brief
historical account of material testing is given with a special emphasis on the evolution
of testing of rocks. Next, rock mechanics testing methods including those for rock
material, discontinuities and rock masses are critically reviewed in terms of laboratory
and in-situ tests. Then, standardization of rock testing methods is mentioned within the
context of the Suggested Methods (SMs) by the ISRM. Finally, current developments
and future trends in rock testing methods are briefly discussed.

| INTRODUCTION

Rocks have been used as a construction material since the dawn of civilization and
different structures have been built in or on rock. The term “rock mechanics” refers to
the basic science of mechanics applied to rocks. While the term “rock engineering”
refers to any engineering activity involving rocks, in other words, or the use of rock
mechanics in rock engineering within the context of civil, mining and petroleum
engineering such as dams, rock slopes, tunnels, caverns, hydroelectric schemes,
mines, building foundations etc. (Hudson & Harrison, 2000). Table 1 shows main
areas of application of rock engineering.

The application of mechanics on a large scale to a pre-stressed, naturally occurring
material is the main factor distinguishing rock mechanics from other engineering dis-
ciplines. Although, as early as 1773, Coulomb included results of tests on rocks collected
from France in his paper (Coulomb, 1776; Heyman, 1972), the subject of rock mechanics
started in the 1950s from a rock physics base and gradually became a discipline in its own



Table | Main areas of applications of rock engineering.

Eng’g Underground Surface
Mining ¢ Design and support of long-term (galleries, Open-pit planning and design
shafts, etc.) and short-term (gate roads, ® Stability of rock slopes
etc.) service openings ® Bench design
® Design and support of production ® Road design
excavations (e.g. longwalls, stopes,
room-and-pillar panels, etc.)
® Design of pillars for room-and-pillar works,
long-wall panels, shafts, etc.
¢ Surface effects (i.e. subsidence) due to
underground excavations
e Rock or coal bursts, acoustic emission
Fragmentation (i.e. breaking, crushing, grinding) of rocks for mineral processing
Drilling, blasting, fracturing, cutting, digging, ripping, etc.
Civil Design and support of tunnels for Stability of rock slopes

Transportation (road, railway, subway,
navigational)

Conveyance (water, drainage, sewer)
Utility (water, electricity, cable, gas)
Power plants (access, intake, pressure,
tailrace, etc.)

Design and support of caverns for

Petroleum & °
Natural Gas

Energy and science

— Hydroelectric power plants

— Nuclear power plants

— Research facilities (e.g. CERN, neutrino
detector)

Storage

— Oil, water, natural gas, compressed air
— Waste (chemical, nuclear)

— Others (grain, food, etc.)

Public

— Dwellings, train or subway stations,
parking garages

— Shopping, cultural, and sports centers

— Offices, factories

Defense

— Public (shelters, storage)

— Military (arms, ammunition, vehicles, planes)

— Nuclear (ICBM silos, defense command
centers)

Mechanical properties and behavior of cap
and reservoir rocks

¢ Drilling wells
® Design and stability of wellbores
¢ Hydro fracturing

(natural or man-made) for
® highways or railways

® canals

* etc.

Rock foundations for
® buildings,

e dams,

® bridges,

* etc.
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right during the 1960s. Rock mechanics was born as a new discipline in 1962 in Salzburg,
Austria, mainly by the efforts of Professor Leopold Miiller and he officially endorsed it at
the first congress of the International Society for Rock Mechanics (ISRM) in 1966.

Since the formation of the ISRM, there have been many developments and techno-
logical advances in both rock mechanics and rock engineering. Nevertheless, the
subject remains essentially concerned with rock modeling behavior, whether as a
research subject or to support the design of structures to be built on or in rock masses.
The models developed depend critically on the input parameters, such as boundary
conditions (e.g., in-situ stresses), intact rock (rock material) and rock mass properties.
Laboratory and in-situ (field) tests provide important inputs for rock modeling and
rock engineering design approaches. Therefore, for proper consideration given to most
economical and safe performance of rock engineering project, adequate information on
the properties of surface and subsurface rocks must be available. Correct evaluation of
the properties of rock material and rock mass frequently requires laboratory and in-situ
tests, supplemented with a high degree of experience and judgment.

Mechanical testing of materials has been carried out since about 1500 and testing
machines have been in existence since the early 18th century (Timoshenko, 1953; Gray,
1988). In the 1920s, Josef Stini was probably the first to emphasize the importance of
structural discontinuities as related to the engineering behavior of rock masses. Other
notable scientists and engineers from a variety of disciplines, such as Von Karman
(1911), King (1912), Griggs (1936), Ide (1936), and Terzaghi (1946) worked on the
failure of rock materials (Hoek, 2007). In 1921 and 1931, Griffith proposed his theory
of brittle material failure (Griffith, 1921) and Bucky started using a centrifuge to study
the failure of mine models under simulated gravity loading, respectively. However,
after the formal development of rock mechanics as an engineering discipline in the early
1960s, better understanding of the importance of rock mechanics in engineering
practice, increasing demands from rock engineering studies and rapid advances in
technology resulted in development of a number of laboratory and in-situ rock testing
methods.

In this chapter, first, a brief historical account of material testing is given with a
special emphasis on the evolution of testing of rocks. Next, rock mechanics testing
methods are reviewed in terms of laboratory and in-situ tests. Then, standardization of
rock testing methods is mentioned within the context of the Suggested Methods (SMs)
by the ISRM. Finally, current developments and future trends in rock testing methods
are briefly discussed.

2 HISTORICAL BACKGROUND

Interest in materials had begun and mechanical testing procedures possibly have been
developed thousands of years ago during one of the eras when large-scale wood and
stone structures were being built. Mankind has been utilizing rocks in different forms
since early times. The earlier uses involved the natural caves and cliffs for accommoda-
tion and protecting people against their enemies. They also utilized rocks as excavation,
cutting, fighting tools and creating fires through friction of rock. Although some of
them were initially accidental findings, they later improved their knowledge and knew
what type of rocks could be used. The positive science, which constitutes the basics of
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Figure | Examples of man-made historical cliff settlements and underground structures caved in rocks:
() a cliff settlement and (b) an underground city in Cappadocia (Turkey), and (c) a rock-hewn
settlement in Bezelik (East Turkmenistan) (Aydan, 2012).

rock mechanics and rock engineering of the modern time, is said to have been started
following the Renaissance period. However, it is quite arguable who were the pioneers of
mechanical laws governing solids and fluids and their testing and monitoring techniques
in view of huge engineered structures related to rock built in the lands of Turan, China,
India, Middle East, Egypt, Central America, Peru as well as Roman and old Greek lands
and some of which were built more than thousands years ago with a high precision of
modern days (Figure 1). These achievements could not be simply intuitive and an
experience only, and there is no doubt that there were some mechanics and mathematics
behind in their achievements, which need further through investigations to understand
our achievements in rock mechanics and rock engineering. All these earlier civilizations
had precise unit systems for measuring physical quantities, angles and time, which were
the most fundamental elements of testing and monitoring in the past.

Da Vinci (ca. 1500) tested the tensile strength of wire, and his note “Testing the
Strength of Iron Wires of Various Lengths” was the first record of mechanical testing
(Figure 2a). He also studied the strength of columns and the influence of the width and
length on the strength of a beam. During the 16th and 17th centuries, some experiments
on mechanical properties of materials were carried out with simple testing apparatus.
Galileo (1638) presented the first serious mathematical treatment of the elastic strength
of a material in a structure subjected to bending (Loveday et al., 2004). He also
considered the strength of stone columns and this is illustrated in the well-known
drawing that appeared in his Discorsi e Dimostrazioni Matematiche published in
Leiden (Figure 3b), as discussed by Todhunter & Pearson (1886). Young (1773-1829)
is associated with the measurement of the modulus of elasticity of materials. One of the
earliest machines used for the systematic measurement of tensile strength was developed
by a Dutch physicist Van Musschenbroek (1729) at the University of Leiden.

The first rock mechanics experimental studies were performed by Gauthey, who built a
testing machine using the lever system and measured the compressive strength of cubic
specimens (Figure 3c¢), in about 1770 for the design of the pillars for the Sainte Genevieve
Church in Paris. Gauthey noted that the compressive strength of longer specimens was
lower than the cube strength (Hudson et al., 1972). The systematic assessment of the
strength of materials at high temperatures was an important contribution by Fairbairn
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Figure 2 (a) Da Vinci’s testing setup for the tensile strength testing of iron wires (a: wire, b: basket, c:
hopper with sand) (after Lund & Byrne, 2001), (b) Galileo’s illustration of tensile test (after
Timoshenko, 1953), (c) Gauthey’s testing machine (after Timoshenko, 1953), (d) a testing
machine of the 1880s (after Abbott, 1884).

(1856). David Kirkaldy also made an important contribution to the determination of the
strength of materials by designing and building a large horizontal hydraulic testing
machine in order to undertake testing to uniform standards (Smith, 1982) and it was
used in the first commercial testing laboratory of Kirkaldy in London. A typical testing
machine of the 1880s is shown in Figure 3d.

During the early part of the 20™ century, interesting work on the failure of rock
materials was conducted by Von Karman (1911) and King (1912) in Europe and
Griggs (1936) and Handin (1953) in the US, playing pioneering roles in the devel-
opment of high pressure loading testing machines. In experimental rock mechanics,
important developments were performed between 1945 and 1960, based on labora-
tory large-scaled experimental works by Mogi (1959), the studies on friction of
discontinuities by Jaeger (1959, 1960) and large-scale triaxial tests performed by
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Figure 3 (a) Comparison of load-displacement curves obtained from stiff an soft machines (arranged
from Hudson, 1989), (b) Complete load-displacement curves for rock samples under uniaxial
compression obtained by Wawersik (1968) using a stiff testing machine to identify the so-
called ‘kick-back’ or Class Il post-peak response of very brittle rock.

Blanks & McHenry (1945), and Golder & Akroyd (1954). In addition, the studies by
Rocha et al. (1955) and John (1962) motivated a more common use of large scale
field shear testing of rock discontinuities in many parts of the world. In the absence of
modern fracture mechanics theory and scaling laws, Professor Fernando L.L.B.
Carneiro from Brazil, tried to establish a correlation between compressive strength
and flexural tensile strength. In 1943, a challenging engineering problem inspired
Carneiro to develop a new test method that is known as the Brazilian test (Fairbairn &
Ulm, 2002).

Another important advance in rock testing was the development of stiff and servo-
controlled testing machines. In 1966, it was recognized that the stiffness of the testing
machine (relative to the slope of the post-peak load-displacement curve) determined
whether failure of the specimen is stable or unstable. A soft machine causes sudden
failure by the violent release of stored strain energy, i.e. by the testing system itself
(Figure 3a). In their state of the art review, Hudson ef al. (1972) indicated that the
advantage of developing stiff testing machines was first suggested by Spaeth (1935).
In 1969, complete load-displacement curves for rock samples under uniaxial com-
pression was obtained by Wolfgang Wawersik using the stiff testing machine which
was first developed by Cook at the Chamber of Mines (South Africa) and then
modified by Wawersik to increase its stiffness. By adding simple ‘post-peak control
jacks’ between the lower and basal crossheads to oppose the rapid release of cross-
head energy during the post-peak unloading regime, Wawersik was able to obtain the
response illustrated in Figure 3b and to identify the so-called Class II post-peak
response of very brittle rock (Wawersik, 1968). Then, laboratory tests on machine
stiffness and rock failure and the development of such machines were continued by
several investigators (e.g., Cook, 1965; Bieniawski, 1966; Waversik & Fairhurst,
1970; Hudson et al., 1971; Martin, 1997).

After the establishment of the ISRM Commission on Testing Methods in 1966, a
number of laboratory and field testing methods to be used in rock engineering were
developed and/or improved with the efforts of the Commission, its Working Groups
and cooperation among other ISRM Commissions (ISRM, 1981, 2007, 2014), based
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on the previous experiences and new developments in technology. These methods are
briefly given in Section 3. In this period, the use of computerized methods of test control
and automatic test data collection and analysis also became popular and some experi-
mental contributions were made on the determination of shear strength (e.g., Barla
et al., 2007) and deformability characteristics.

For small scale excavations in rock, the data obtained for the intact rock from
laboratory testing might be sufficient to carry out an adequate design. However, rock
is usually intersected by many geological planes of weakness and, if a significant
number of these is involved in the excavation, intact rock data alone will not be
sufficient. The properties and number of these weaknesses will modify the behavior of
the rock mass to such an extent that the behavior of the intact rock may become
almost irrelevant. This situation suggested that laboratory tests can quantify the
behavior of intact rock and the extension of this approach to quantify rock mass
behavior is to carry out large-scale in-situ (field) tests. Therefore, in addition to rock
mechanics laboratory methods, particularly after the establishment of the ISRM,
in-situ (field) tests were considered to also have vital importance in rock engineering
applications and they gained an increasing popularity both in research and practice.
This was a result of inevitable appreciation of the differences between the mechanical
behaviors of intact rock and rock mass, as well as the realization of scale effect.

From the second half of the 20 century to the present, important contributions were
made to the development and improvement of the in-situ testing methods. One of the
categories considered in #n-situ tests includes the tests used for determining in-situ
deformability of rock masses, such as plate loading, flat jack and dilatometer tests
which are discussed in Section 3.2.

The other category of in-situ methods commonly applied in rock engineering practice
is geophysical techniques. The main emphasis of geophysical surveys in the formative
years was for petroleum and mineral exploration. From the 1950s until the present time,
the geophysical methods have enjoyed an increasing role in geotechnical projects, and
now are used in an almost routine manner to provide information on site parameters,
such as in-situ dynamic properties, depth to and condition of rock that in some instances
are not obtainable by other methods, degree of saturation, chemistry, and thermal
properties of rocks, etc. Since 1981, a number of geophysical methods were accepted
as ISRM SMs (ISRM, 1981, 2007) and now are being commonly used in practice. For the
last two decades, seismic imaging has had an increasing popularity particularly as it
relates to rock-burst investigations (Young, 1993).

The behavior of rocks is significantly influenced by the in-situ stress field and other
factors such as water, which are also usually subject to significant local and regional
variability. The need for understanding of in-situ stresses in rocks has been recognized by
engineers and geologists for a long time, and many methods to measure these stresses
have been proposed since the early 1930s. One of the earliest measurements of in-situ
stresses using surface relief methods was reported by Lieurance (1933, 1939) from the US
Bureau of Reclamation in Denver. Pierre Habib was involved in the development and
application of the flat jack method as early as 1950 (Habib, 1950; Mayer et al., 1951;
Habib & Marchand, 1952), and this method was also used to measure the in-situ moduli
of rock masses (Habib, 1950), as were dynamic methods (Brown & Robertshaw, 1953;
Evison, 1953). After the 1960s a wide range of methods of rock stress measurement had
been developed. These methods, such as hydraulic fracturing, the CCBO (Compact
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Figure 4 Rock mass and its two elements (intact rock and discontinuities).

Conical-ended Borehole Overcoring) technique, other overcoring methods, the flat jack
method and other issues considered in-situ stress measurements were also accepted as
ISRM SMs and published by the ISRM (ISRM, 2007, 2014; Sugawara & Obara, 1999;
Hudson et al., 2003; Sjoberg et al., 2003; Haimson & Cornet, 2003; Christiansson &
Hudson, 2003; Stephansson & Zang, 2012).

3 ROCKTESTING METHODS

The rock mass is composed of intact blocks of rock separated by discontinuities such
as bedding planes, joints, schistosity planes, faults and sheared zones (Figure 4).
These rock blocks may vary from fresh and unaltered rock to highly decomposed
and disintegrated rock. Under applied stresses, the rock mass behavior is generally
governed by the interaction of the intact rock blocks with the discontinuities. By
considering the rock mass itself and its two elements, rock testing methods can mainly
be categorized into three groups, such as tests on intact rock, discontinuities, and rock
masses. Intact rock properties and those of smooth and slickensided discontinuities
can be determined with the aid of laboratory tests. But, since the strength of rock
masses depends on the nature of both intact rock material and discontinuities, and
due to the difficulties in sampling from rock masses and scale effect, determination of
geomechanical properties of rock masses is one of the main problems in rock engi-
neering. In other words, it is often difficult to explain the behavior of a rock structure
designed on the basis of intact rock properties determined in the laboratory. This
requires field measurements for rock masses.

In addition, knowledge of in-situ stresses has a vital importance in most rock
engineering studies. Although initial estimates can be made based on simple guidelines,
field measurements of in-situ stresses are the only true guide for critical structures.
Therefore, in terms of testing environment, rock mechanics tests can also be categor-
ized as “laboratory tests” and “in-situ (field) tests”. These methods are known as direct
methods. However, there are also indirect methods, such as empirical correlations and
estimations from some rock mass classifications, combination of rock material and
discontinuity properties using analytical and numerical methods and back-analyzing
using field observations.

In the following sub-sections, mainly based on the available ISRM SMs, direct tests
and the typical applications of the intact rock, discontinuities and rock mass properties
in rock engineering are briefly reviewed.
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3.1 Laboratory tests

Rock mechanics laboratory tests are performed to determine a physical and/or mechan-
ical property of intact rock or discontinuity. The property determined by the test is
generally used for

(a) classification and characterization of intact rock and
(b)  rock engineering design by analytical, numerical and empirical (e.g. rock mass
classification systems) methods.

3.1.1 Laboratory tests on intact rock
The laboratory test methods for intact rock are mainly divided into two categories:

(a) Classification and characterization tests:
(a.1)  Unit weight, porosity, water content, absorption (physical properties) tests
(a.2) Hardness tests (Schmidt rebound hardness, Shore hardness, indentation
hardness index)
(a.3) Strength index tests (point load strength index, block punch strength
index, needle penetration index)

(a.4) Resistance to abrasion (Cerchar abrasivity index, Los Angeles abrasion)
(a.5) Uniaxial compressive strength (UCS) and deformability tests

(a.6)  Other index tests (slake durability index, swelling index)

(a.7)  Sound velocity tests

(a.8) Permeability

(b) Fundamental tests to determine intact rock properties to be used in rock engi-
neering design:
(b.1)  UCS and deformability (Young’s modulus and Poisson’s ratio) tests
(b.2)  Triaxial compressive strength test (shear strength of rock material)
(b.3) Tensile strength tests (direct and Brazilian tests)
(b.4)  Creep tests (time dependent properties)

Typical applications of the intact rock properties are given in Table 2, where only
those properties determined by the ISRM SMs are considered.

Index properties most closely relate to the behavior of intact rock, but are of lesser
importance and require caution when used in the prediction of rock mass behavior.
Index properties of intact rock are generally used; (i) to further aid in geo-engineering
classification and as indicators of rock mass behavior, (ii) to provide a measure of the
“quality” of the rock, and (iii) to indirectly estimate fundamental rock properties by
empirical relationships.

Although index tests are cheap and can be performed quickly, they do not determine
an intrinsic rock property and are not considered in rock engineering design.
Determination of the engineering properties of rocks is an important part of rock
engineering studies and is conducted with the aid of fundamental laboratory tests listed
above. Rock engineer should consider whether emphasis is to be placed on index tests,
fundamental tests or combination of the two. Some standards (such as of ASTM) and
suggested methods (such as of ISRM) provide guidance related to the specific proce-
dures for performing these laboratory tests.



Table 2 Typical applications of intact rock properties based on the current ISRM SMs.

Property Symbol  Typical Applications
Physical Density p General, I, 2,6 |. Classification of intact rock
Porosity n General, |, 2 2. Empirical estimation of other
Water Content w General, 2 material properties
Permeability Kk Flow of fluids 3. Empiricz.nl estimation of rock mass
through rock properties ) o
Mechanical Strength Static  Uniaxial Compressive [ 1,2,3,4,5,6,9 4. Parameter for failure criteria
Strength (UCS) 5. Input for rock mass classification
Tensile Direct (o 1,2,4,6 systems . .
Strength Brazilian - 6. Input for static stress analysis '
B 7. Input for dynamic stress analysis
Dyn. UCS and Brazilian Tensile Strengths by Split- (6)ayn 2,7 8. In-situ stress estimation &
Hopkinson Pressure Bar (0:8)dyn measurement
Triaxial Compressive Strength o =f(p) Determination of 9. Mechanical excavation studies
Direct Shear Strength 1=f(o) COheSi(Tr}& angle:f 10. Weathering properties
internal friction,
Complete Stress-Strain Curve in Uniaxial o =f(e,) Studies on intact p: confining pressure
Compression 6 =f(gq) rock behavior G_: normal stress
Deformability Stat. Young’s Modulus E 1,6 :: ;P::r stress
Poisson’s Ratio v 1,6,8 & strain
Dyn. Propagation Velocities of Elastic (P- & S-) Vp Determination of £, axial strain
Waves Vs Edyn & Vayn, 3,7 £g4: diametric strain
Creep Creep Characteristics in Uniaxial, Triaxial ~ &=f(t) Time-dependent
Comp. & Brazilian Tests stress analysis
Fracture Mode | Chevron Bend Specimen Kep Rock fracture
Toughness Short Rod Specimen Ksr mechanics studies
Cracked Chevron Notched Brazilian Disk Kic
Specimen
Notched Semi-Circular Bend Specimen Kisce &
(Static & Dynamic) Kic (t)
Mode Il Punch-Through Shear with Confining Kiic

Pressure




Index

Strength

Hardness

Others

Point Load Strength Index
Block Punch Strength Index
Needle Penetration Index
Schmidt Rebound Hardness
Shore Hardness
Indentation Hardness Index
Slake Durability Index
Swelling Index

Los Angeles Abrasion

Cerchar Abrasivity Index

CAl

1,2, 10
Determination of
swelling pressure

& strain, 2, 10
Determination of
aggregate
resistance to
abrasion

1,9
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As one of the physical properties of intact rock, water content is an indirect indica-
tion of porosity of intact rock or clay content of sedimentary rock. Unit weight, which
is a measure of mass per unit of volume, is an indirect indication of weathering and
soundness, and it depends on the mineralogical composition, porosity and the material
filling the voids. Porosity is an indirect indicator of weathering and soundness and
governs permeability, and it varies with grain size distribution, grain shape, depth and
pressure.

As an index test to indirectly estimate the UCS of intact rock and to be used as input
in rock mass classification (Bieniawski, 1989), the point load strength index test
(ISRM, 1981, 2007) has been widely used in practice due to its testing ease, simplicity
of specimen preparation and field applications. It gives the standard point load strength
index, I 50y, calculated from the point load at failure and the size of the specimen, with
size correction to an equivalent core diameter of 50 mm. It is customary to convert the [
s(s0) to an equivalent UCS by multiplying by a factor of k. A wide variety of k values
have, therefore, been recommended by various investigators following theoretical
considerations and experimental studies. Point load tests by Reed et al. (1980) have
shown that the factor k varies with both rock type and weathering grade. It was also
reported by Norbury (1986) that wide scatter of values of k ranging from 13 to 50 had
appeared in the literature although there was an accumulation of values between about
16 and 24. Therefore, in rock engineering community, it is now agreed that Igso)
should be used carefully as an index in its own right. The failure mode for point load
test is primarily by tensile fracturing. As the point load failure is due to Mode I
fracturing, it is therefore anticipated some correlations between Mode I Fracture
Toughness (Ki¢) and Igs0).

When rock cores are only divided into small discs, due to the presence of thin
weakness planes, the core length may be too short to allow preparation of the speci-
mens long enough even for the point load strength index test. In addition, the degrada-
tion of the surrounding rock due to various causes may increase and sampling for
laboratory testing becomes difficult. By considering these and some limitations asso-
ciated with the estimation of UCS from I (5o mentioned above, two alternative strength
index tests, block punch strength index (BPI) test (Ulusay ef al., 2001) and needle
penetration (NP) test (Ulusay et al., 2014) were developed and also accepted as ISRM
SMs (ISRM, 2007, 2014). The BPI test can be performed using a thin rock disk with a
portable apparatus fitted to the columns of the point load test frame, and so may be
conducted in the laboratory and field (Figure 5a). It is mainly used to predict the UCS
and tensile strength of rock material with a lower estimation error and strength
classification. The NP test determines the needle penetration index (NPI) with the aid
of a portable light-weight non-destructive device (Figure 5b) and is used for the
estimation of UCS and some other properties of soft and weak rocks both in the field
and laboratory (Table 2).

Hardness is the characteristic of a solid material expressing its resistance to perma-
nent deformation. Hardness of an intact rock mainly depends on mineral composition
and density. Typical measures are the Schmidt rebound hardness (SRH) number, Shore
hardness and indentation hardness index. SRH is a measure of the hardness of the
intact rock by count the rebound degree and can be determined using a portable
equipment both in the field and laboratory (ISRM, 1981, 2007). At the same time,
the SRH can be used to estimate the UCS of the intact rock and as an input of the failure
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(b)

Figure 5 (a) BPI test device fitted into a point load testing frame (PB: punching block; BS: base support;
R: ram) (Ulusay et al., 2001), (b) the needle penetration test in laboratory and field (Ulusay
etal, 2014).

criterion developed by Barton (1976) for the estimation of the shear strength of rough
and undulated discontinuity surfaces. Aydin (2009) proposed a revised SM, which
supersedes the portion of earlier ISRM document, for determining the SRH of rock
surfaces both in laboratory conditions and iz situ with an emphasis on the use of this
hardness value as an index of the UCS and E of intact rock. However, the method has
some limitations: (i) highly fractured and closely jointed rocks are difficult to test,
(i1) the method is not applicable to extremely weak rocks, and (iii) non-homogenous
rocks are difficult to test. Shore hardness (SH) test is a convenient and non-destructive
method in measuring the hardness of intact rock and used in rock mechanics since it can
be used a predictor of other mechanical properties of rocks, especially the UCS. It was
also accepted as an SM by the ISRM in 2006 (Altindag & Guney, 2006; ISRM, 2007).
Indentation hardness index (IHI) test is another method for characterization of hard-
ness of rock material (ISRM, 1981, 2007). IHI is used to assess some strength proper-
ties (UCS and tensile strength) with which it can be correlated, and may also be used in
the prediction of drillability and cuttability of rocks.

The velocity measurements provide correlation to physical properties of rocks
(mainly with porosity, strength and static modulus) in terms of compaction degree of
the material and/or are used in determining dynamic elastic constants and as an index in
their own right indicating anisotropy and/or inhomogeneity. Wave velocities are also
commonly used to assess the degree of rock mass fracturing at large scale.
Measurements of wave velocity are often done by using P (compression)-wave and,
sometimes, S (shear)-wave. A well compacted rock has generally high velocity as the
grains are all in good contact and waves are traveling through the solid. Wave velocity
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in rock cores is easily determined by measuring the travel time of vibrational waves
introduced by piezoelectric crystals. Wave velocity can be determined in laboratory
using one of the three non-destructive methods including the high and low frequency
ultrasonic pulse techniques and the resonant method as suggested by ISRM (1981,
2007). However, most recently, the first two methods were upgraded to unify the two
ultrasonic methods by a generalized scheme applicable to any specimen shape/size at
any frequency within the ultrasonic range (> 20 kHz) and to suggest possible modifica-
tions in test procedures and specimen preparation to account for the special micro-
fractures encountered in common rock types (Aydin, 2014; ISRM, 2014).

Changes in rock properties due to processes of chemical and mechanical breakdown
can be very important in engineering applications. The ability of a material to resist
abrasion, wear and breakdown with time is known as durability. Durability is parti-
cularly important for soft/weak rocks, such as shales, marls, mudstones, claystones and
tuffs. The durability of such rocks, as a measurement of their deterioration over time,
strongly depends on the interaction between the rock and water. This interaction is
referred to as slaking and it often results in dissolution of particles, creation of fractures
and flaking of surface layers (Santi, 1996). This non-durable behavior of rocks may be
responsible for slope stability problems due to rapid slope degradation by loss of
strength of the surface material, embankment failures and long-term loss of intact
strength affecting the stability of underground openings. For example, a tunnel exca-
vated in shale, which is one of the materials which degrades, may initially be stable, but
it may collapse a few days later. Because of the physical interdependence between
durability and slaking, durability of rocks is mainly measured by an index test called
Slake Durability Test. This test is intended to assess the resistance offered by a rock
sample to weakening and disintegration when subjected to two standard cycles of
wetting and drying. The loss of sample weight is a measure of the susceptibility of the
rock to the combined action of slaking and mechanical erosion and the test provides the
calculation of the slake durability index (I4,), as described by both ISRM (1981, 2007)
and ASTM (2008c¢). The experimental studies on clay-bearing weak and soft rocks
conducted by Gokceoglu et al. (2000) suggest that a series of repeated wetting and
drying processes contribute to an increase in the amount of disintegrated clay minerals
from the sample, and therefore, it seems a better way to apply more than two cycles in
the slake durability test in order to obtain I values that better represent the slaking
behavior of such rocks. Similar conclusions were also drawn by some other researchers
(Taylor, 1988; Moon & Beattie, 1995; Ulusay et al., 1995; Bell et al., 1997) who
studied soft and clay-bearing rocks.

Abrasivity measures the abrasiveness of rock materials against other materials, e.g.
steel. Rock abrasivity plays an important role in characterizing a rock material for
excavation purpose. Abrasivity is highly influenced by the amount of quartz mineral in
the rock material. The higher quartz content gives higher abrasivity. Abrasivity is
measured by several tests, however, the Cerchar abrasivity test and Los Angeles abra-
sion test are the most commonly used methods. The Cerchar test was proposed by the
Laboratoire du Centre d’Etudes et Recherches des Charbonnages (Cerchar) in France
(Valantin, 1973) and is intended as an index test for classifying the abrasivity of an
intact rock. The test measures the wear on the tip of a steel stylus having a Rockwell
Hardness of HRC 55 and determines an index called Cerchar Abrasivity Index (CAI)
for the rock’s abrasivity. The Los Angeles test developed for highway aggregates
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subjects a graded sample to attrition due to wear between rock pieces and also to
impact forces produced by an abrasive charge of steel spheres. The procedures for both
tests are available in ISRM (2007, 2014; Alber et al., 2014) and ASTM (2010, 2014a).

Permeability is a measure of the ability of a material to transmit fluids. It is a critical
property in defining the flow capacity of a rock sample. Most rocks, including igneous,
metamorphic and chemical sedimentary rocks, generally have very low permeability.
The permeability of intact rock is governed by porosity. Porous rocks such as sand-
stones usually have high permeability while granites have low permeability. Generally,
the permeability of intact rock, which is known as primary permeability and is the rate
of fluid flow through pore spaces, is very low, mostly less than 1077=10~¢ cm/s. Since
there are many fractures and karstic cavities in rock mass, the permeability of rock mass
or secondary permeability, which is the rate of flow through secondary pores, cavities
and fractures, is far higher than that of intact rock. Rocks such as granite and massive
limestone with low primary permeability may be very permeable if they have been
intersected by a network of discontinuities. Therefore, permeability of intact rock and
rock mass is separately considered, and in most rock engineering applications, the
secondary permeability dominates the design and construction. Determination of
secondary permeability for rock mass is discussed in Section 3.2. The permeability of
rock material is generally used for the purposes of classification, characterization, and
in the studies related to the flow of fluids through rock. There are some laboratory
methods proposed for determination of the permeability of the intact rock. A standard
method for determining the coefficient of specific permeability for the flow of air
through intact rock was recommended by ASTM (2013a).

Rock strengths are very different depending on the stress field applied to the rock. All
rocks are very much stronger in compression than in tension. In terms of compression,
the two common laboratory tests to determine the compressive strength of rock are
UCS test and triaxial confined compression test. The other type of rock strength is the
tensile strength. In addition to its use in strength classification (e.g., Deere & Miller,
1966) and rock mass classification (e.g., RMR system of Bieniawski, 1989), character-
ization of the intact rock, indirect estimation of the tensile strength of the rock material
and as an input for the rock mass strength criterion (Hoek ef al., 2002), the UCS is one
of the most important mechanical properties of intact rock. It is used in design, analysis
and modeling and also most useful as a means for comparing rocks and classifying their
likely behavior (Table 2). The method for determination of the UCS has been standar-
dized by ASTM (2014b) and suggested by ISRM (1981, 2007). The method is simple,
but it is time consuming, expensive and requires test specimens of particular sizes in
order to fulfill testing standards, which is particularly difficult for weak and soft rocks.
Therefore, indirect tests such as point load strength index, block punch strength index,
Schmidt hammer and needle penetration tests are often performed to indirectly esti-
mate the UCS by using empirical relationships between these index properties and UCS.

Shear strength is used to describe the strength of intact rock, to resist deformation
due to shear stress. Rock resists against shear stress by two internal mechanisms:
cohesion and internal friction. Cohesion is a measure of internal bonding of the rock
material and internal friction is caused by contact between particles. Shear strength of
rock material can be determined by direct shear test and triaxial compression test. In
practice, the latter method is widely used and accepted. With a series of triaxial tests
conducted at different confining pressures, peak axial stresses (1) are obtained at
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Figure 6 Complete stress-strain curve for an intact rock specimen showing the pre-peak Young’s
modulus, UCS and post-peak Young’s modulus (Fairhurst & Hudson, 1999; ISRM, 2007).

various lateral stresses (6, = 63). By plotting Mohr circles, the shear strength envelope is
defined, which gives the cohesion and angle of internal friction. Compilation of some of
these relationships can be found in Zhang (2005).

When an intact rock is subjected to compression, whether tested in uniaxial com-
pression or in a confined state, “complete stress-strain curve” is very useful in order to
understand the total process of specimen deformation, cracking and eventual disinte-
gration and to provide insight into potential in-situ rock mass behavior (Fairhurst &
Hudson, 1999; ISRM, 2007). This term refers to the displacement of the specimen ends
from initial loading, through the linear elastic pre-peak region, through the onset of
significant cracking, through the UCS, into the post-peak failure locus, and through to
the residual strength (Figure 6). This method is intended for the characterization of
intact rock (Table 2).

Tensile strength of intact rock is the maximum tensile stress to which the intact rock
can withstand. Intact rock generally has a low tensile strength due to the existence of
microcracks in the rock. The microcracks may also be the cause of rock failing suddenly
in tension with a small strain. There are a variety of tests to determine the tensile
strength of rock, such as direct pull test, Brazilian test and beam flexure test, etc.
(Figure 7). For direct tension test, sometimes the rock specimen is to be prepared in
dog-bone shape with a thin middle. The specimen is then loaded in tension by pulling
from the two ends. Direct tension test on intact rock is not common, due to the
difficulty in specimen preparation and proper axial loading. Therefore, the most



Name Specimen Geometry and Loading Strength and Notes
o.=4F /(n DY)
Direct ISRM (1981, 2007):
Tensile L /D =2.5-3.0; Dppip = 54 mm
Test ASTM D 2936-08 (ASTM, 2008a):
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Figure 7 Some tests for determining tensile strength of intact rock (Gercek & Ozarslan, 2011).
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common tensile strength determination in practice is by the Brazilian test. As shown by
the Griffith criterion (Griffith, 1921), theoretical tensile strength of a brittle material is
1/8 of its UCS. Typically, tensile strength of intact rocks is about 1/20 to 1/10 of the
UCS. It is important to be aware of the fact that compressive strength is significantly
greater than tensile strength for rocks. Since the failure mode for point load test is
primarily by tensile fracturing, the correlation between tensile strength and Ig(so) is
more consistent; however, it can vary with a significant margin. In addition to the static
strength tests, most recently, new ISRM SMs for determining dynamic UCS and
indirect tensile strength by the Brazilian test were also developed (Zhou et al., 2012;
ISRM, 2014). These two methods are mainly intended for dynamic strength classifica-
tion and characterization of intact rock. The tensile strength is used in strength
classification of intact rock, design (analysis of rock structures subjected to tensile
stresses, such as wide roof spans) and numerical analyses, such as flexural toppling
analyses, continuum and discontinuous models.

The two main deformability properties of intact rock are Young’s modulus and
Poisson’s ratio. Young’s modulus is the modulus of elasticity measuring of the stiffness
of an intact rock. It is defined as the ratio, for small strains, of the rate of change of stress
with strain. The usual method to determine the Young’s modulus of intact rock is to
conduct UCS test on pieces of rock core and it can be experimentally determined from
the slope of a stress-strain curve obtained during compression or tensile tests conducted
on a rock sample (ISRM, 1981, 2007; ASTM, 2014b). Similar to strength, Young’s
modulus of intact rocks varies widely with rock type. For extremely hard and strong
rocks, Young’s modulus can be as high as 100 GPa. Since specimen preparation for this
test is time consuming and expensive and especially extremely difficult or not possible
for weak and soft rocks, indirect tests particularly wave velocity tests are used to
estimate the Young’s modulus by using empirical relationships. Young’s modulus
determined from the wave velocity measurements is the dynamic elastic property of
the intact rock and is usually larger than the static modulus determined from the UCS
test. This property is commonly used for classification of intact rock (Table 3) (e.g.,
Deere & Miller, 1966) and indirect estimation of rock mass deformation modulus, and
in design (such as estimation of deformations in various rock engineering structures,
settlement for foundations in homogeneous, isotropic rock conditions) and in numer-
ical analyses.

Poisson’s ratio measures the negative ratio of lateral strain to axial strain of a
specimen under uniaxial stress at linear-elastic region. For most rocks, Poisson’s ratio
is between 0.15 and 0.4. Generally, Poisson’s ratio of intact rock can be determined in
the laboratory either indirectly by dynamic methods (wave velocity tests) or directly
(UCS test) (ISRM, 1981, 2007; ASTM, 2014b). Poisson’s ratio is no less significant
than some of the intact rock properties for which classifications have been proposed.
However, by considering that a Poisson’s ratio classification could be useful for a
qualitative assessment of laboratory test results and since the theoretical upper limit
is 0.5 and there seems to be an observed lower limit of zero, Gercek (2007) suggested
two practical classification alternatives for this mechanical property (Table 3). The
classifications recommended for Poisson’s ratio of rocks are simple and easy to remem-
ber, and they can be utilized for qualitative grouping of quantitative test data. Since
both deformability properties and mechanical properties, that play a role in the
deformation of elastic materials, they are utilized in rock engineering problems



Table 3 Some of the classifications based on the intact rock material properties determined by the ISRM SMs.

Property Symbol Class References
(unit)
Extremely Very Low Low Moderate or High Very High Extremely
Low Medium High

Density p (Mg/m’) <18 1.8-22 22-255 2.55-275 >2.75 IAEG (1979)

Porosity n (%) <l -5 5-15 15-30 >30 IAEG (1979)

Uniaxial Comp. 6.(MPa) 025-1.0 1-5 5-25 25-50 50-100 100 — > 250 ISRM (1981, 2007)

Strength 250

Tensile Strength c.(MPa) <0.l 0.1-05 05-25 25-5.0 5-10 10-25 >125 Backstrom et al.,
(2009)

Young’s Modulus E (GPa) <5 5-15 15-30 30-60 > 60 IAEG (1979)

Poisson’s Ratio v (o) 0-0.1 0.1-02 02-0.3 03-04 04-0.5 Gercek (2007)

I —(1/6) (1/6)—(1/3) (173) = (112)

Sonic Velocity v, (km/s) <25 25-35 35-40 40-50 >5.0 IAEG (1979)

Point Load Index ls(s0) (MPa) < -2 2-4 4-10 > 10 Bieniawski (1989)

Block Punch BPI (MPa) <l -5 5-10 (Moderate) 20-50 >50 Sulukcu & Ulusay

Strength Index 10 — 20 (Medium) (2001)

CERCHAR CAl 0.1-04 05-09 1.0-19 20-29 3.0-39 40-49 >5 ISRM (2014)

Abrasivity Index

Slake Durability laz (%) <30 30-60 60-85 85 — 95 (Med. High) >98 Gamble (1971)

Index 95 — 98 (High)

Modulus Ratio E/o. () <50 50-100 100-200 200 - 500 > 500 Ramamurthy & Arora
(1991)

Strength Ratio o./ 0. (-) <5 5-10 10-20 20 -40 > 40 Gercek & Ozarslan

011)
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associated with the elastic deformation of rocks, e.g. they are required computational
inputs for the numerical stress analyses and also as the inputs of intact rock classifica-
tions (Table 2), and the value of Poisson’s ratio of intact rock is required for evaluation
and interpretation of overcoring in-situ stress measurement methods.

Fracture is a failure mechanism of brittle materials that has great importance to the
performance of structures. Large scale rapid failures in rocks cause significant hazards
and damage to rock engineering structures. Ability to recognize pre-failure rock mass
behavior may result in predicting or averting the potential for geotechnical and geolo-
gical failure (Szwedzicki, 2003). Rock fracture mechanics is an approach to resolve this
task. Particularly in the last three decades, more attention has been paid to the
application of fracture mechanics principles to the field of geo-engineering, such as
hydraulic fracturing, rock cutting, drilling and blasting, slope stability, etc. The resis-
tance of rock to the initiation and propagation of fractures is described in terms of
fracture toughness. The fracture toughness is the limit of local stress increase due to an
existing fracture before its critical extension takes place. In other words, fracture
toughness of intact rocks measures the effectiveness of rock fracturing. It is typically
measured by a toughness test. There are three fracture modes: Mode I (the crack tip is
subjected to displacements perpendicular to the crack plane), Mode II (the crack faces
move relatively to each other in the crack plane) and Mode III (shear displacement is
acting parallel to the front in the crack plane) as shown in Figure 8a, and correspond-
ingly, there are three fracture toughness: Kic, Ky, and Kyype.

There are three fracture modes: Mode I (the crack tip is subjected to displacements
perpendicular to the crack plane), Mode II (the crack faces move relatively to each other
in the crack plane) and Mode III (shear displacement is acting parallel to the front in the
crack plane) as shown in Figure 8a, and correspondingly, there are three fracture
toughness: Kic, Kpc, and Kic. For determination of Mode 1 fracture toughness,
there exist three ISRM SMs, such as tests using Chevron Bend (CB), Short Rod (SR)
and Cracked Chevron Notched Brazilian Disk (CCNBD) specimens (ISRM, 2007).
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Figure 8 (a) Modes of fracture toughness (Backers, 2004), (b) SCB specimen geometry and schematic
loading arrangement (R: radius of the specimen, B: thickness, a: notch length, s: distance
between the two supporting cylindrical rollers, P: monotonically increasing compressive load
applied at the central loading roller of the three-point bend loading; Kuruppu et al., 2014) (c)
the notched semi-circular bend (NSCB) specimen in the split Hopkinson pressure bar (SHPB)
system (R: radius of the specimen, t: thickness of the sample, a: notch length, S: distance
between the two supporting pins, Pl and P2 are the dynamic forces on both ends of the
sample; Zhou et al., 2013).
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However, most recently, two new methods to determine the static and dynamic Mode I
fracture toughness were also developed. The static test method (Kuruppu et al., 2014;
ISRM, 2014), which uses semi-circular bend (SCB) specimens (Figure 8b), is intended
to determine the Mode I static fracture toughness (Kiscg) under slow and steady
loading where dynamic effects are negligible. In this method, the advantages of using
the SCB specimens are: (a) material requirement per specimen is small, (b) machining is
relatively simple, and (c) only the maximum compressive load is required to determine
the fracture toughness. The new dynamic method (Zhou et al., 2012; ISRM, 2014) is
intended to determine the dynamic Mode I fracture toughness, Ki(t)of a rock material
using the notched semicircular bend specimen by placing it in the split Hopkinson bar
system (Figure 8c). This test intends for the classification and characterization of the
intact rock with respect to its resistance to the crack propagation, and Ky(t) serves as an
index for rock fragmentation processes involving drilling, crushing and tunnel boring.
Most recently, an ISRM Suggested Method called “Punch-through shear with confin-
ing pressure” was also developed for the direct determination of Mode II fracture
toughness (Kyc) of rock material (Backers & Stephansson, 2012; ISRM, 2014). The
experimental setup of this method allows the determination of Kyc at different levels of
confining pressure. Although some experimental methods have been proposed (e.g.,
Yacoub-Tokatly et al., 1989), at present, no ISRM SM for the determination of Mode
III fracture toughness exists.

Ground often responds to excavation operations (particularly in tunnels) with a
considerable delay due to time-dependent behavior of rocks. Time-dependency is a
general term encompassing concept like creep, rate dependent behavior, delayed
fracturing and long-term strength (Malan et al., 1997). Creep in rock mechanics is
an irreversible deformation under constant or sustaining stress without fracturing
and is observed mainly in soft rocks and less in all other kinds of rocks within long
enough time intervals (Cristescu & Hunsche, 1996) (Figure 9a). The time-dependent
creep deformation process consists of three stages: primary, secondary, and tertiary
creep phases (Figure 9b). The initial (time- independent or elastic) deformation can
roughly be predicted by its stress-strain modulus. A material, capable of creep, will
continue to deform slowly with time indefinitely. It is possible if applied stresses are

(a) (b)
Stress relaxation
(constant strain)
. ! ! .
Iy Creep (constant stress) é 4 |Primary ! Secondary | Tertiary .
- | | Failure
£ |(de/dt | (de/dt constant) | (de/dt
x \‘ © |decreasing), !increasing)
4 A

|

| |

| |

2] | |

[%] | |
[ |

1] . ! H 1

Unloading along the ! i unloading !

unloading stiffness of i ! y !

adjacent element Eetastc ¥ ! . !

* | |

Strain . Time (t)

Figure 9 (a) Definitions of creep, stress relaxation and time dependent unloading along the stiffness of
the adjacent element (Hagros et al., 2008), (b) theoretical strain-time behavior of rock under
sustained load.
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low or until rupture causes failure if the stressing is high enough. The primary region
is the early stage of loading when the strain rate decreases rapidly over time. Then, it
reaches a steady state which is called the secondary creep stage followed by a rapid
increase in strain rate (tertiary stage) and fracture, if the applied stresses are high. The
tertiary stage is always connected with the phenomenon of time-dependent failure
(Jeremic, 1994).

The creep characteristics are often used to determine the time-dependent strength
and/or time dependent modulus of rocks and in the assessment of long-term stability
of rock engineering structures (Aydan et al., 2014). Since the early part of 1900s,
studies on mechanical creep behavior of rocks have been conducted (Phillips, 1932;
Griggs, 1939). Since the rocks show significant creep under stress and temperature
conditions, which are easily applied in the laboratory, extensive laboratory experi-
ments focused on the softer rocks such as coal, rock salt and shale. However, hard
rocks, such as granite, were also investigated with the aid of servo-controlled hydrau-
lic systems, conventional compression test machines and mechanical loading equip-
ment. Detailed summary of creep studies can be found in the literature (e.g., Lama &
Vutukuri, 1978; Dusseault & Fordham, 1993). Although a standard test method was
developed by ASTM (2008d), until 2014, no ISRM SM for laboratory creep tests was
available. In 2014, ISRM SMs for determining the creep characteristics of intact rock
(Aydan et al., 2014; ISRM, 2014) were developed. These separate three methods
concern the creep characteristics of intact rock under the indirect tensile stress regime
of the Brazilian test, and the uniaxial and triaxial compression tests in the light of
available creep testing techniques used in the field of rock mechanics under laboratory
conditions.

Some rocks, such as clay-bearing rocks (e.g., mudstone and claystone) and anhy-
drite-bearing rocks, are swelling rocks, and their volumes increase if water is allowed to
infiltrate. Swelling deformations reduce with the logarithm of stress, and the swelling
deformations can be completely surpassed by sufficiently high pressure, resulting in
damages to the structures. Rock swelling is measured in confined and unconfined
conditions. A number of recommended test methods to determinate swelling behavior
have been developed. However, majority of these methods were developed particularly
for soils and available in ASTM Standards.

The ISRM SMs developed for swelling rocks include only the determination of the
axial swelling stress, axial and radial free swelling strain, and axial stress as a function
of axial swelling strain (Madsen, 1999; ISRM, 2007). The third method is practicable
only on purely argillaceous rocks. In these tests, two conditions, i.e. unconfined and
confined swelling, are considered. Unconfined swelling is measured by the percentage
increase of length in three perpendicular directions, when a rock specimen is placed in
water. The confined swelling index measures swelling in one direction, while deforma-
tions in other two directions are constrained.

3.1.2 Laboratory tests on discontinuities

Rocks are heterogeneous and quite often discontinuous. These discontinuities may be
in the form of bedding planes, joints, faults or other recurrent planar or undulating
fractures. The appropriate modeling of mechanical behavior of discontinuities and
the quantitative determination of their geomechanical characteristics have an
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important role on evaluation of stability and deformation behavior of structures in
the discontinuous rock mass. Discontinuities usually have negligible tensile strength
and their shear strength, in generally, is smaller than that of the surrounding rock
material. Various parameters such as discontinuity roughness, scale (size of disconti-
nuity), stiffness of the surrounding rock mass, shear rate, condition of the disconti-
nuity (e.g. presence of infill material, its type, thickness and drainage condition),
which should be measured and/or described in the field (ISRM, 1981, 2007), influence
the shear behavior of rock discontinuity. The main discontinuity properties consid-
ered in rock engineering practice are shear strength (cohesion and friction angle) and
stiffness (normal and shear).

The portable field shear box apparatus is used for rapid determination of disconti-
nuity strength properties at various normal stresses, along planes of discontinuity or
weakness both in the field and laboratory. However, it is rather insensitive and difficult
to use at the relatively low normal stresses associated with relatively shallow rock
engineering excavations and structures such as slopes and dams. In addition, higher
normal loads produced by this apparatus would unquestionably have resulted in more
severe damage to the sheared weakness planes, particularly in weak and clay-bearing
rocks, and control of the normal and shear displacements is also extremely difficult
(Ulusay & Yoleri, 1993). Therefore, the shear behavior and shear strength properties of
planar discontinuities are commonly determined in the laboratory by using a conven-
tional direct shear apparatus.

For the determination of the shear behavior of planar discontinuities using shear
box device, the normal load is kept constant (CNL) during the shearing process. This
mode of shearing is suitable if the surrounding rock freely allows the discontinuity to
shear without restricting the dilation (Figure 10 a). This boundary condition is
applicable to rock engineering problems such as the sliding block near the ground
surface, as seen in Figure 10a, where the shear plane is subjected to a constant normal
load generated by the weight of the blocks in a slope. But in case of rough disconti-
nuities, shearing results in dilation as one asperity overrides another, and if the
surrounding rock mass is unable to deform sufficiently, then an increase in the normal
stress occurs during shearing. In such cases, shearing of rough discontinuities no
longer takes place under CNL, but rather under variable normal load where stiffness
of the surrounding rock mass plays an important role in the shear behavior. This
particular mode of shearing is called as shearing under constant normal stiffness
(CNS) boundary condition (Figure 10b). The case, where shear is subjected to con-
stant stiffness due to the constraints of lateral displacement in a tunnel, is given in
Figure 10b as an example for CNS condition. Typical plots from a shear test for CNL
and CNS conditions are also shown in Figures 10c and 10d, respectively. Although
there exists an ISRM SM (ISRM, 1981, 2007) and a standard method (ASTM,
2008e), the ISRM SM for laboratory determination of the shear strength of disconti-
nuities was upgraded with consideration on the technological advances since its
initial publication. This upgraded version intends to cover the requirements and
laboratory procedures for performing direct shear test by considering CNL and
CNS conditions to determine peak and residual cohesion and friction angle
(Muralha et al., 2014; ISRM, 2014).

Normal and shear stiffness of discontinuities relate discontinuity stress to relative
displacement between opposite points on the two surfaces of discontinuities. Joint
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Figure 10 (a) Controlled normal load (CNL) and (b) controlled normal stiffness (CNS) shearing modes
and tests (rearranged from Brady & Brown, 1993), and shear stress-shear displacement plots
for shear test under (c) CNL and (d) CNS conditions (Muralha et al., 2014).

shear stiffness (k) is defined as the ratio of shear stress corresponding shear dis-
placement prior to reaching the peak shear strength. Similarly, the joint normal
stiffness (k,) is the normal stress per unit closure of the joint before reaching the
peak strength. In short, the stiffness parameters of a joint describe the stress-
deformation characteristics of the discontinuity. Normal and shear joint stiffness
values are used in numerical stress analyses that allow modeling of joint behavior
(e.g., discontinuum models such as UDEC). Since the shear and normal displace-
ment measurements are available as a result of tests involving shear strength of



Introductory longer review for rock mechanics testing methods 27
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1. Tests performed on a cylindrical 2. Tests performed on square
sample longitidunally cut based slabs
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Figure Il Tilt test: (a) at field (self-weight gravity shear test; Barton & Bandis, 1980) and (b) in
laboratory (Barton, 2013), and (c) different setups for the tilt tests (rearranged from
Alejano et al., 2012).

joints (Muralha et al., 2014; ISRM, 2014), the normal and shear stiffness values of
the samples may also be derived from the tests.

Although the triaxial compression test is primarily used to measure the shear
strength and in some cases the elastic properties of intact rock, by orienting planes of
weakness the strength of discontinuities can also be measured. The oriented plane
variation is particularly useful for obtaining strength information on thinly filled
discontinuities containing soft material. The primary disadvantage of the triaxial test
is that stresses normal to the failure plane cannot be directly controlled.

One of the parameters used by the Barton’s empirical criterion (Barton, 1976) in
the estimation of shear strength of discontinuities with rough surfaces is the basic
friction angle (¢p,). This parameter is usually derived from different types of tilt tests.
The test can be either conducted simply by hand in the field as illustrated in Figure 11a
or a machine-operated tilt test equipment in laboratory (Figure 11b). At present
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there is no any ISRM SM or a standard method recommended by any institution for
the tilt test.

However, there exist some methods described for the tilt test in the literature. The
method proposed by Stimpson (1981) uses rock cores to perform tilt tests with a
cylinder-shaped sample placed over other two equal-dimension cylinder-shaped sam-
ples. The other proposals (Horn & Deere, 1962; Cruden & Hu, 1988; Bruce et al.,
1989) do not provide full indications for normalizing tilt testing. Recently, Alejano
et al. (2012), who reported that the current methods produce varying ¢;, values,
investigated these differences on results by conducting an experimental study with
four types of rocks submitted to different types of inclination tests illustrated in
Figure 11c. Based on the test results, these researchers concluded that the mechanisms
of sliding along cylinder generatrixes (Stimpson’s method, Figure 11c.3) and planar
surfaces (Figure 11¢.1-2-4) are quite different, and that tests based on sliding along
generatrixes are not appropriate for determining reliable ¢}, values. Tests on small
specimens are also not recommended by Alejano et al. (2012) for geometry reasons
and since ensuring reliable stress condition is difficult. Alejano et al. (2012) also
recommend that a fourth supplementary repetition of the test on a specimen should
be performed when the maximum deviation between one of the results and the median
is larger than + 3°. This study suggests that further efforts are needed to develop a
suggested method or a standard for the tilt test.

3.2 In-situ tests

The properties of a rock mass are significantly different from the properties of the
same rock material. The strength and mechanical behavior of the rock mass are
commonly dominated more by the nature of its mass properties than by its material
properties. A rock mass comprised of even the strongest intact rock material is greatly
weakened by the occurrence of closely spaced discontinuities. Material properties,
however, tend to control the strength of the rock mass if discontinuities are widely
spaced or if the intact rock material is inherently weak or altered. Discontinuities
within a rock mass, therefore, reduce its strength, stability and the energy required to
excavate or erode it. In addition to the strength and deformability characteristics of
rock masses, in-situ stresses and permeability are the other two classes of property
which are vitally important on their own right and as they influence strength and
deformability. Laboratory tests can quantify the behavior of intact rock. But, first of
all, for laboratory tests, sampling from large volumes of rock mass representing its
two components, intact rock and discontinuities, is not possible. In addition, there are
three principal influences which determine the relevancy of laboratory testing
methods:

(1)  Although great care could be taken during sampling some degree of structural
disturbance and stress change occur and a further disturbance during the trans-
portation of the sample to laboratory may also be possible.

(ii)  Scale effect: The performance of rock engineering structures is governed by the
whole characteristics of the rock mass. However, in attempting to model the
rock mass behavior in laboratory tests, the size of samples used will be limited
for practical reasons.
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(iii)  The original in-situ stress conditions cannot be reimposed prior to laboratory
testing.

The extension of laboratory approach to quantify rock mass behavior is to carry out
large-scale in-situ or field tests. The determination of rock mass properties can be
approached in two ways (Hudson & Harrison, 2000):

(i) using some empirical relations via the properties of the intact rock and the
properties of the discontinuities, which together make up the rock mass proper-
ties; or

(ii)  via the properties of the rock mass as measured or estimated directly with the aid
of in-situ tests.

In this section, only in-situ tests, which involve subjecting a large volume of rock to
load and monitoring the deformation, are briefly reviewed. In-situ tests can be categor-
ized based on the following main purposes: (i) characterization of rock mass, (ii) estima-
tion of in-situ stresses, (iii) determination of the rock mass and discontinuity properties
(deformability tests and in-situ shear strength of discontinuity), which are used in rock
engineering design assessments.

3.2.1 In-situ tests for rock mass characterization

In this category, geophysical methods and rock mass permeability determinations are
the common methods. Geotechnical geophysics is the application of geophysics to
geotechnical engineering problems; such investigations normally extend to a total
depth of less than a hundred meters but can be extended to several hundred meters in
some instances. A geophysical survey is often the most cost-effective and rapid means of
obtaining subsurface information, especially over large study areas. Geotechnical
geophysics can be used to select borehole locations and can provide reliable informa-
tion about the nature and variability of the subsurface between existing boreholes.
Other advantages of geotechnical geophysics are related to site accessibility, portabil-
ity, non-invasiveness, and operator safety (Anderson & Croxton, 2008). Geophysical
methods can be used for establishing soil and rock stratification, but also for determin-
ing engineering properties of rock masses by direct or indirect methods. During the past
decades, geophysical methods have become highly scientific tools, especially as a result
of the powerful electronic measuring and data acquisition systems, sophisticated data
interpretation and presentation methods.

Geophysical surveys in rock engineering are performed on the ground surface, within
and between boreholes. These methods are mainly seismic testing (reflection and
refraction), electrical resistivity, electromagnetic, gravity, radiometric method, ground
penetrating radar (GPR) and seismic tomography. These methods, with the exception
of seismic tomography, are primarily surface-based techniques. The methods for
geophysical logging of boreholes were published by ISRM (ISRM, 1981, 2007). Then
new suggested methods including all the above mentioned methods were developed
and compiled in the ISRM Suggested Methods book (ISRM, 2007). The properties
determined with the aid of different geophysical methods in geotechnical applications
can be found in the literature (e.g., Massarch, 2000; Anderson & Croxton, 2008) and
the geophysical testing procedures are described in the ISRM SMs (ISRM, 1981, 2007).
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Figure 12 Lugeon test configuration (after Camilo Quifiones-Rozo, 2010).

Hydrogeological characteristics of rock masses, in other words, understanding water
or gas flow through a rock mass and its influence on overall permeability of rock mass,
are very important in various fields of rock engineering, such as slopes, dam founda-
tions, underground excavations, oil recovery, geothermal reservoirs and underground
nuclear waste disposal. Unlike soils, where seepage takes place through a series of small
closely spaced, interconnected pore spaces, and seepage through rock masses occurs
mostly along discrete discontinuities. Therefore, in rock masses the permeability
depends on the aperture, spacing and infilling characteristics of its discontinuities
(Goodman, 1989) and accurate estimates of the permeability of a rock mass can only
be determined with the aim of in- situ tests. While the falling head and constant head
test methods are used for soil materials, the “Lugeon test” or based on the name of
testing equipment, “Packer test”, or pressurized water test is the most commonly used
in-situ test to estimate permeability of rock masses. The Lugeon test, which was
developed in France by Maurice Lugeon (Lugeon, 1933), is a constant head type test
that takes place in an isolated portion of a borehole. Water at constant pressure is
injected into the rock mass through a slotted pipe bounded by pneumatic packers. A
pneumatic packer is an inflatable rubber sleeve that expands radially to seal the annulus
space between the drill rods and the boring walls (Figure 12). There is no any standard
method for this test. The current Lugeon interpretation practice is mainly derived from
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the work performed by Houlsby (1976). Most recently, an ISRM SM for the Lugeon
test is under preparation.

3.2.2 In-situ stress measurements

Stresses in rock can be divided into two groups, such as in-situ or virgin stresses and
induced stresses. The virgin or in-situ stresses are the natural stresses that exist in the
ground prior to any disturbance, while induced stresses are associated with man-made
disturbance (excavation, drilling, pumping, loading etc.) or are induced by changes in
natural conditions (drying, swelling, consolidation etc.) (Amadei & Stephansson,
1997). Their magnitudes and orientation are determined by the weight of the overlying
strata and the geological history of the rock mass. The principal stress directions are
often vertical and horizontal. They are likely to be similar in orientation and relative
magnitude to those that caused the most recent deformations.

Since in-situ stresses determine the boundary conditions for stress analyses and affect
stresses and deformations that develop when an opening is created, knowledge of
in-situ stresses in rock engineering applications (civil and mining engineering applica-
tions, such as stability of underground excavations, drilling and blasting, design of
pillars and support systems, prediction of rock burst, dams and stability of slopes; in
energy development, such as borehole stability, fracturing and fracture propagation,
fluid flow and geothermal problems, reservoir production management, energy extrac-
tion and storage, etc.). Some of the simplest clues to stress orientation can be estimated
from knowledge of a region’s structural geology and its recent geologic history (e.g.,
Johnson, 1970; Ramberg, 1981; Price & Cosgrove, 1990). Although initial estimates
can be made based on simple guidelines, field measurements of in-situ stresses are the
only true guide for critical structures.

When compared to other rock mass properties, it is difficult to quantitatively
measure in-situ rock stress. The stress estimation methods can mainly be divided into
two groups as the direct (field measurements) methods and other methods (indicator
methods and indirect methods). These methods with their brief descriptions and
features are given in Table 4.

In addition to the in-situ stress estimation methods given in Table 4, there also exist
three useful guides (as ISRM SMs) to be used in stress measurements. These SMs involve:

(i)  the recommended strategy of approach for estimating the state of stress in a rock
mass within the context of rock mechanics modeling and rock engineering
design (Hudson et al., 2003; ISRM, 2007),

(i) quality control (technical auditing issues) of rock stress estimation
(Christiansson & Hudson, 2003; ISRM, 2007), and

(ili)  how a model for the in-situ stress at a given site is established (Stephansson &
Zang, 2012; ISRM, 2014).

3.2.3 In-situ shear strength, deformability, and creep tests

Laboratory testing of rock masses still plays a disproportionately large role in the
determination of strength and deformability of rock masses. Hoek (2007) suggests
that only 10 to 20 percent of a balanced rock mechanics investigation should be



Table 4 Methods of in-situ stress measurements (compiled mainly from Amadei & Stephansson, 1997;
ISRM, 2007; and the references cited in the table).

Method

Description

Feature

Stress Relief Methods:

(2) Surface relief method (Obert
& Duvall, 1967)

(b) Overcoring methods using

e USBM-type drillhole
deformation
gage (ISRM, 2007)

* CSIR or CSIRO-type cell
(ISRM, 2007)

® Compact conical-ended
borehole overcoring
(CCBO) technique
(Sugawara & Obara, 1999;
ISRM, 2007)

® Borre (SSBP) probe (Sjoberg
et al., 2003; ISRM, 2007)

Hydraulic Methods:

Hydraulic fracturing methods:

¢ Hydraulic fracturing (HF)
method (ISRM, 2007)

® Hydraulic testing of pre-existing
fracture (HTPF method)
(Haimson & Cornet, 2003;
ISRM, 2007)

¢ Sleeve fracturing (Stephansson,
1983)

A rock sample is isolated from
the stress field in the surrounding
mass and its response is
monitored.

On the rock surfaces
instrumented by gages or pins,
the response of rock to stress
relief by drilling or cutting is
obtained by recording the gages/
pins before and after the relief
process.

A borehole is drilled to a desired
depth and then a probe is
installed in the hole. The stress
tensor in rock is determined by
measuring the displacements or
strains occurring in the walls of
the drill hole when the stresses
are relieved by overcoring.

A borehole is drilled from the
surface or a roadway; hydraulic
pressure is applied along a
section of the borehole isolated
by packers, and it is increased
until existing fractures are
opened or new fractures are
created. In-situ stress is
estimated from hydraulic
fracturing data.

The most popular method, which
was first recommended by
Fairhurst (1964). The orientation
of the resulting fracture is
obtained using televiewers or
impression packers.

The only in-situ stress
determination method at great
depth. It consists of reopening an
existing fracture of known
orientation previously been
isolated in between two packers.
Similar to HF method, except
that it has the major advantage

Performance of gages/pins can
be affected by humidity and
dust, strains are measured on
weathered or damaged rock
faces.

3-D stress state can be
estimated. No assumption
needs to be made regarding the
in situ stress field. Most
commonly used stress relief
methods. They are expensive
and time consuming.

Only horizontal stresses usually
estimated. It can be applied up
to several kilometers deep.

Works well in homogeneous
rocks, but does not work well in
heterogeneous (stratified)
rocks.

Compared with HF method, the
breakdown pressure is not well




Table 4 (Cont.)

Method

Description

Feature

Stress Compensating
(Jacking) Method:
Flat jack method (ISRM, 2007)

Strain Recovery Methods:

(a) Anelastic strain recovery
(ANS) method (Teufel, 1982)

(b) Differential strain curve
analysis (DSCA) method
(Strickland & Ren, 1980)

Borehole Breakout Method:

Other Methods:
(a) Indicator Methods:
® Fault-slip data analysis

that no fluid penetrates the rock
upon fracturing. No standard or
SM for this method exists yet.

It determines the rock stress
parallel to and near the exposed
surface in an excavation. Stress is
relieved measuring displacement
or strain. Stress is applied until
the displacement or strain
recovers to the values before the
stress relief. When using flat jack,
the cancellation pressure is used
as a direct estimate of the stress
normal to the jack.

Based on monitoring the
response of core samples
following drilling. No standard or
SM exists for these methods yet.
It consists of instrumenting an
oriented core sample following
its removal from a borehole and
monitoring its strain response as
it continues to recover from the
in situ state of stress.

It consists of applying a
hydrostatic pressure to a cubic
sample cut from an oriented drill
core following its removal

It is used as an indicator method
of stress estimation. The rock
around a circular opening may
not be able to sustain the
compressive stress
concentration induced drilling
process and breakage of the rock
results in zones of enlargement
called breakout. The main idea in
this method is that the breakout
occurs in the direction parallel to
the minimum in-situ stress
component.

Measurement of striations on
faults can be used to
determination of the orientation

defined, thus complicating the
interpretation of the field test
results. In addition, the induced
fractures do not propagate far
from the borehole wall.

Elastic constants are not
required to estimate rocks
stress. However, since each flat
jack test yields one component
of the in-situ stress field,
minimum six tests, at different
orientations, have to be carried
out at six different locations to
obtain the complete in-situ
stress field.

These methods are well suited
for stress measurements in
deep to very deep wells for
which many of the other
methods do not work and for
which only small core samples
are available.

The method can be used in
boreholes several kilometers
deep and all rock types.
However, the theory of the
method has limited value if the
rock is anisotropic or time
dependent or borehole wall
yields. No standard or SM exists
for this method yet.

Advanced knowledge of the
rock deformability properties is
not required. In case of the
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Table 4 (Cont.)

Method Description

Feature

as well as the magnitude of in-situ
stress field. Simple methods along
a single discontinuity under axi-
symmetric loading (Jaeger, 1960;
Bray, 1967) and more complex
methods under 2- and 3-D stress
fields (Jaeger & Cook, 1976;
Amadei & Savage, 1989; Morris
et al, 1996) were proposed. The
most recent method, proposed
by Aydan (2000), is capable of
inferring the stress state from a
single fault.

By analyzing the earthquake fault-
plane solution, a best fit regional
stress tensor can be determined
by means of inversion technique.
Estimates relative magnitudes of
the three in-situ principal stress
components and their
orientation.

Geometry of stress-induced core
fracturing due to high horizontal
stresses indicates stress
components.

¢ Earthquake focal mechanism

e Core disking (e.g., Dyke, 1989;
Natau et al., 1989; Haimson &
Lee, 1995)

(b) Indirect Methods:

® Acoustic method (Rivkin et al., 1956)

e Seismic and microseismic methods (Swolfs & Handin, 1976; Talebi
& Young, 1989; Martin et al., 1990)

® Blasthole-damage method (Aydan, 2013)

Sonic and ultrasonic methods (Aggson, 1978; Pitt & Klosterman,

1984; Sun & Peng, 1989)

Radioisotope method (Riznichanko, 1967)

Atomic magnetic resonance method (Cook, 1972)

Electromagnetic methods (Petukhov et al., 1961)

Holographic methods (Smither et al., 1988; Smither & Ahrens,

1991; Schmitt & Li, 1993)

Kaiser effect method (e.g. Kanagawa et al., 1976; Holcomb & Martin,
1985; Momayez & Hassani, 1992; Seto et al., 1992, 1997)

estimation of the current is-situ
stress field, there must be
sufficient evidence that the
striations used are related to
that stress field.

Provides data about in-situ
stresses at greater depths
(5-20 km) and is most effective
for large earthquakes.

The morphology of the disks
can be used as an indicator of
the direction and approximate
ratio of the horizontal stresses.

Indirect methods measure
stresses by looking at changes in
some physical, mechanical or
other rock properties as a
result of a change in stress.

Except for the Kaiser effect
method which is based on AE
measurements, these methods
have not gained much
popularity in practice and there
exists no standard or SM for
them.

allocated toward laboratory testing. Laboratory tests can usually only be carried out on
intact rocks of small sample sizes due to the limited size and loading capacity of the
testing equipment. Therefore, the laboratory test specimens will be much smaller than
the scale of interest for a typical engineering project. The results will then be represen-
tative of the extreme end of the strength and deformability values for a jointed rock
mass and provide very little consideration of the influence of the discontinuity network

on the strength and deformability of the rock mass.
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In-situ direct shear test for discontinuities:

Because of scale effects, there is no simple method of predicting the in-situ shear
strength of a rock discontinuity from the results of laboratory tests on small
specimens, and therefore, in-situ tests on large specimens are the most reliable
means.

The advantages with the in-situ shear test, in addition to minimize possible scale
effects, are that the joint can be tested in undisturbed conditions. By doing so, the
effect on the peak friction angle from infilling materials such as silt and loose pieces
of weathered rock are considered. For this purpose, in-situ direct shear test is
conducted in the field. Since it is an expensive test, it is generally used for
critically located discontinuities filled with a very weak material, such as soil-like
material or gouge. A relatively large surface area is tested to address unknown scale
effects and the method covers the measurement of peak and residual shear strength
of in-situ rock discontinuities as a function of normal stress to the sheared plane
(Figure 13). A further important advantage of direct shear tests is that generally
they also permit large shearing displacements. The testing procedure is given in
ISRM (1981, 2007) and ASTM (2012).

In-situ large triaxial tests for rock masses:

In many countries, the number of construction works for large scale structures has
increased recently, and in addition to stability-based designs, displacement-based
designs also became important. Therefore, measuring stress-strain relationship of
rock masses is very essential. With the aid of recent developments in laboratory
testing methods, evaluation of the stress-strain relationships and shear strength of
rocks much more accurately than it was before. Yet, due to previously mentioned
issues such as scale effect and sampling quality, the sampling and testing of
undisturbed samples that are sufficiently large to represent rock mass properties
is extremely difficult. Therefore, the direct measurement of rock mass
properties is the most accurate and reliable method. For studying the
deformation properties of rock masses, large-scale field tests such as plate
load test, flat jack test, etc. are very common in rock engineering applications.

Figure |3 Typical arrangement of equipment for in situ direct shear test and a view from the test at the

bottom of a shaft (GIF, 2004a).
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Figure 14 (a) In-situ test on a large triaxial specimen (I: abutment in the ridge of the test gallery, 2: reaction

beam, 3: spherical seat, 4: three pressure cylinders, 5: load distribution plate, 6: pressure pad, 7:
horizontal displacement gauge, 8: vertical displacement gauge; GIF, 2004b), (b) loading and
lifting stages of the test procedure of in-situ triaxial test for rock masses suggested by Tani et al.
(2003) and a specimen retrieved after in-situ triaxial test (Okada et al., 2006).

But, stress-strain relationships cannot be measured directly, and they are mostly
suffering from loosening and disturbance effects. Apart from deformation
characteristics, the strength characteristics of rock masses have been investigated
separately in general, by in-situ rock shear tests.

Since Leopold Miiller and his team (Miller, 1961) conducted in-situ triaxial
tests during construction of the Kurobe Dam (Japan), these tests have belonged to
the standard repertoire of in-situ tests. Either the test specimen is removed from the
rock and then subjected to a genuine triaxial test with hydraulic cylinders or, as a
variation, the specimen is loaded triaxially with hydraulic presses and the mean
and smallest main orthogonal stress is applied by pressure pad (GIF, 2004b)
(Figure 14a). After the development of a sampling and testing technique for
60 cm diameter specimens of jointed hard rock, it was possible to bring rock
mass into the laboratory and to test it under well-defined conditions (Natau
et al., 1983). Thus, a method to obtain large scale samples from the field and to
determine the shear strength of jointed rock using a large scale apparatus in
laboratory under radial symmetric triaxial states of stress was developed and
approved by the ISRM as a SM (Natau et al., 1989; ISRM, 2007).

In this method, because of its high cost, a multi-stage technique using a single
sample is recommended. This approach can be very useful for the case of non-
homogeneous rocks or when the number of specimens is limited. However, the
shear strength properties are prone to be underestimated by this method (Kim
& Ko, 1979), and this technique results in sample disturbance under different
loadings during testing. It is also noted that this method is a laboratory test, and
large scale sampling is an expensive and time-consuming procedure. In order to
solve the above mentioned problems, in recent years, some attempts have been
made to directly measuring average stress-strain relationships and to investigate
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strength and deformation characteristics of rock masses using in-situ triaxial
testing methods. For example, a down-hole large triaxial testing equipment was
developed by Tani et al. (2003) in Japan. In 2006, a new trial series of tests using
this method was carried out at the site of rhyolitic-tuffacious rock and
rudaceous rock (Okada et al., 2006). The results were found acceptable and it
was generally agreeable with previous studies results in the same site. The test is
conducted on a hollow cylindrical specimen prepared at the bottom of a drill-
hole (Figure 14b). Average axial as well as lateral strains can be measured in a
center hole and an outer slit by a novel technique of instrumentation for cavity
deformation (Figure 14b). Another effort was made by Zhang ez al. (2011), who
developed a triaxial test system to test rock mass samples with a size of 50 x 50 x
100 c¢m, and the system provides new means for the estimation of deformation,
strength and breaking properties of deep and complicated rock masses. However,
no standard or a SM for the in-situ triaxial test is available yet and such studies are
rather limited. Therefore, further experiments are needed.

In-situ measurements of deformation modulus:

There are two main geotechnical considerations in the design of any rock
engineering structure: (i) the maximum load that can be supported by the rock
mass without catastrophic failure, and (ii) the relative movement of the rock mass
under the application (or removal) of loads. In terms of strength, the maximum
load, that a rock mass can support, is called failure strength. The movement or
deformation of a rock mass under a given stress can be estimated from the
deformation modulus. Estimating both the failure strength and deformation
modulus is important for designers. The static deformation modulus is among
the parameters that best represent the mechanical behavior of a rock and of a
rock mass, in particular, when it comes to underground excavations. This is why
most numerical (e.g. finite element, boundary element) analyses for studies of the
stress and displacement distribution around underground excavations are based
on this parameter (Palmstrom & Singh, 2001). For its determination, there are
two alternative ways:

(i) via the indirect estimates based on the properties of the intact rock and
discontinuities which together make up the rock mass properties (empirical
equations), and

(i)  via the properties of the rock mass as measured or estimated directly in the

field.

A number of empirical equations have been developed that correlate various rock
properties or rock mass classification systems, such as RMR (Bieniawski, 1989)
and Q (Barton et al., 1974) systems, to in-situ modulus. A compilation of some
empirical relationships is listed in Palmstrém & Singh (2001) and most recently
majority of them have been compiled by Aydan et al. (2013). The indirect proce-
dures to estimate the deformation modulus are simple and cost-effective, when
compared with the in-situ tests. The rock mass classification schemes have been
originally developed to determine support systems for tunnels, based on prac-
tical experience, a database of geological properties and performance of the
support systems used in previous underground engineering projects. But, since
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Table 5 In-situ deformability tests covered by the ISRM SMs and ASTM.

Test Method Description

Plate Loading Test!" ? Superficial Loading Two areas (each = | m in diam.) opposite to each other in

small tunnel or adit are simultaneously loaded by flat
jacks, and rock mass deformations are measured in
boreholes behind each loaded area.

Down a Borehole Load is applied to the flattened end of a large borehole
(min. diameter 0.5 m), and displacements of the bottom of
the hole from a reference level are measured.

Radial Jacking Test® Certain length of circular tunnel is loaded radially using a

test chamber with circular cross section. The loading is
provided either internally pressurizing the chamber or by
hydraulic jacks located circumferentially around it. The
radial displacements occurring in the rock mass
surrounding the chamber area are measured by the
extensometers located in the radial boreholes.

Large Flat Jack Test™ The rock mass is loaded using large flat jacks located in

slots created by cutting rock with large disk saw or by line
drilling a series of boreholes. The displacements of slot
walls are measured at several points by deformeters built

in the jacks.
Borehole Expansion  Flexible An expanding probe (dilatometer) is used to apply
Tests® Dilatometer pressure on the walls of a borehole, and either the

volume change or radial displacement caused by the
expansion is measured.

Stiff Dilatometer ~ Expansion pressure is applied against opposite walls of a
borehole by the stiff loading platens of a dilatometer (i.e.
Borehole or Goodman Jack) and the change in borehole
diameter is measured.

Notes: (1) ASTM D4394-08 (ASTM, 2008), (2) ASTM D4395-08 (ASTM, 2008g), (3) ASTM D4506-13
(ASTM, 2013b), (4) ASTM D4729-08 (ASTM, 2008h), (5) ASTM D4971-08 (ASTM, 2008i)

the application of classification methods is mostly limited to the preliminary
stages of engineering projects, detailed in-situ testing methods should not be
fully replaced by them. There are different in-situ test methods available to
estimate deformation modulus of rock masses. However, only the followings
have ISRM suggested methods (ISRM, 2007): plate load tests, radial jacking
test, flat jack test, and the dilatometer tests (Table 5). Other test methods, that
are not standardized, are described in the literature.

In-situ creep test:

Dusseault & Fordham (1993) indicate that in cases where creep is along a large
planar feature, such as a pillar roof line in stratified deposits, it is impossible to
obtain representative laboratory data, thus extrapolation from laboratory tests is
not feasible, and in-situ creep test becomes the only source of design information.
In-situ creep testing gives bulk parameters and they may also be used to verify
and refine numerical model predictions. Despite some disadvantages (such as
rarely homogenous stress and strain states, stresses seldom known accurately,
concentration of creep in a single material or interface, and obtaining the test data
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Figure 15 In-situ creep measurements: (a) flat jacks loading a pillar (redrawn from Dusseault & Fordham,
1993), (b) in-situ creep testing of a room by rigid plate bearing (ASTM, 2008;), (c) isolation of a
tunnel section in salt rock for internal pressure creep testing (redrawn from Dusseault &
Fordham, 1993).

reflecting behavior of damaged or non-representative material; Dusseault &
Fordham, 1993), in-situ creep test is useful particularly for a large mine or civil
engineering structure susceptible to creep, perhaps extended for several years into
the construction phase. In-situ creep behavior of rock mass can be performed on
a joint plane or a pillar by introducing flat jacks (Figure 15a) or loading an entire
structural component such as a room or a section of a tunnel (Figure 15b,c), and
testing of isolated elements such as a series of clay-filled, steeply inclined faults, is
a vital method for in-situ creep assessment (Dusseault & Fordham, 1993). Due to
its expensive and time-consuming nature, application of in-sifu creep test is
rather limited.

However, there exists a standard method for in-situ creep measurements
recommended by ASTM (2008;), i.e., ASTM D4553-08: Standard Test Method
for Determining In Situ Creep Characteristics of Rock.



40 Ulusay & Gercek

3.2.4 Most recently developed in-situ test methods

Most recently, some new in-situ test methods, which were also approved by the ISRM
as SMs (ISRM, 2014), were developed for rock fracture observations, for measuring
rock mass displacements, and for estimating elastic stiffness, strength and hydraulic
properties of the fractures. One of these methods (Li et al., 2013a) is intended to
directly observe fractures in a rock mass using a digital optical borehole camera
through pre-drilled boreholes, with characteristics of the fractures being surveyed in
both air and clear fluid-filled borehole. In this method, by comparing the fractures
observed at different times, the fracture initiation, propagation and closure occurring
in the rock mass can be evaluated. In addition, with the aid of an adoption to detect
possible stress induced damages in the borehole, the method can also be helpful to
estimate in-situ stress orientation. The second method (Li et al., 2013b) aims to
measure rock mass displacement occurring as the result of surface and underground
excavations, movement of artificial slopes, and foundation loads using a sliding micro-
meter with a precision up to +0.002 mm/m. The method can also be applied to measure
settlement in earth or rock fill dams and dam abutments. The third method, called
“Step-rate injection method for fracture in-situ properties (SIMFIP)”, is suggested to
estimate normal and shear stiffness, strength (cohesion and friction angle) and hydrau-
lic properties (hydraulic aperture and storage) of the fractures using a step-rate injec-
tion of a given water volume to produce micro-scale elastic and inelastic deformations
of a localized fractured rock mass volume (Guglielmi ez al., 2014).

4 STANDARDIZATION OF TEST METHODS

“Test method” is a definitive procedure for the identification, measurement and
evaluation of one or more qualities, characteristics or properties of a material.
Numerous tests methods have been developed for direct or indirect determination
of a certain physical or mechanical property of rock materials; however, only a few of
them have become widely-used or recognized by the people who need or use the
certain property in their field of application. For example, some of the test methods
employed to determine the tensile strength of intact rock are depicted in Figure 7. As it
is well known, only one method (i.e. the Brazilian or splitting tensile strength test) has
become the most widely-used one in rock engineering. Although the direct tensile test
is the other one of the two recommended test methods to determine the tensile
strength, it has not been as popular as the Brazilian test due to the difficulties
involved. Yet, the easiness or practicality of a test method may bring important
pitfalls. As a matter of fact, erroneous measurements or interpretations are inevitable
if one ignores the theoretical facts and assumptions involved in a particular testing
method. Again, considering the Brazilian test as an example, some of the precautions
are as follows:

(i)  The rock specimen must be homogeneous.

(i)  The compressive strength of the rock must be larger than the three times of its
uniaxial strength (generally this requirement is satisfied).

(i)  The Young’s moduli of the rock in compression and in tension should be equal.
If the rock is bimodular, a correction must be made (Chen & Stimpson, 1993).
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(iii)  The failure of the specimen should start with a crack at the center of the specimen
and the failure load should be taken as the value at crack initiation level
(Diederichs, 1999).

(iv)  The rock specimen should not demonstrate transversal anisotropy; otherwise, a
correction is required for the tensile stress occurring at the center of the disk
(Claesson & Bohloli, 2002).

Furthermore, as the people involved in rock mechanics testing well know, repeated
execution of the same test method on the same rock material, whether by the same
operator in the same laboratory using the same equipment or by different operators in
different laboratories using equipment of similar design, will not always yield compar-
able results (Lau, 2009). In this respect, one should consider the “repeatability” and
“reproducibility” of a particular testing method, which generally are not readily avail-
able. The repeatability of a rock mechanics experiment is the precision determined
when the same methods and equipment, used by the same operator, under identical
conditions are used to make multiple measurements on identical rock specimens; on the
other hand, reproducibility refers to the precision determined when the same methods,
but different equipment and operators are used to make measurements on identical
rock specimens (Glassel, 2014). In short, the aforementioned and other considerations
have necessitated the use of standard or suggested test methods.

“Standard” is a document that has been developed and established within the
consensus principles of a society and that meets the approval requirements of that
society’s principles and regulations. Standards become legally binding only when a
government body references them in regulations or when they are cited in a contract.
There is also the practical aspect that it may be wished to specify something about the
rock conditions in contracts, then it is useful to use standardized methods within
contractual procedures. Hudson & Harrison (2000) indicate that although the strategy
of rock characterization is a function of the engineering objectives, the tactical
approach to individual tests can be standardized and describe the advantages of the
standardization of rock testing methods as follow:

(i)  the standardization guidance is helpful to anyone conducting the test;
(i)  the results obtained by different organizations on rocks at different sites can be
compared in the knowledge that ‘like is being compared with like’; and
(iii)  there is a source of recommended procedures for use in contracts, if required.

There are national bodies which produce standards for their own countries. In
particular, American Society for Testing and Materials (ASTM) in the United States
has produced an extensive series of methods for rock testing via Committee D18.12.
Many other countries also have their own wide range of standards, such as British
Standards (BS) in the UK and Deutsche Industrie Normen (DIN) in Germany, and the
methods suggested by Japanese Geotechnical Society (JGS), etc.

After the formation of the ISRM in 1962 in Salzburg, some Commissions on different
aspects of rock mechanics and rock engineering were established by the ISRM. One of
these Commissions was the “Commission on Standardization of Laboratory and Field
Tests” which was established in 1966 at the time of the 1st ISRM Congress. In 1979, its
name was changed to “Commission on Testing Methods” at the 4th ISRM Congress
held in Switzerland. The objectives of the ISRM Commission on Testing Methods are:
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(i) to generate and publish SMs for testing or measuring properties of rocks and
rock masses, as well as for monitoring the performance of rock engineering
structures,

(i)  to raise or upgrade the existing SMs based on recent developments and publish
them in book form,

(i)  to solicit and invite researchers to develop new methods, procedures or equip-
ment for tests, measurements and the monitoring required for rock mechanics
and laboratory or field studies, and

(iv)  to encourage collaboration of those who practice in rock mechanics testing.

The Commission also cooperates with other ISRM Commissions for the development of
new SMs as most recently successfully done with the ISRM Commission on Rock
Dynamics and Commission on Petroleum Geomechanics.

The ISRM Commission on Testing Methods has been producing SMs for rock cover-
ing a wide range of subjects since 1978, and these are widely used by engineers, scientists,
government agencies, and companies. The term ‘Suggested Method’ has been carefully
chosen: these are not standards per se; they are explanations of recommended procedures
to follow in the various aspects of rock characterization, testing and monitoring. An
“ISRM SM” is a document that has been developed and established within the consensus
principles of the ISRM and that meets the approval requirements of the ISRM procedures
and regulations. If someone has not been involved with a particular subject before and if
this subject is part of a SM, they will find the guidance to be most helpful. For example,
rock stress estimation is not an easy task and anyone involved in measuring rock stresses
should not take on the task lightly. The five SMs concerning rock stress estimation cover
the understanding of rock stress, overcoring, hydraulic fracturing, quality assurance and
establishing a model for the in-situ stress at a given site. In other words, the two main
stress measurement methods of overcoring and hydraulic fracturing are bracketed, firstly
by ensuring that the reader is aware of the rock stress pitfalls, and secondly by ensuring
that the necessary quality checks have been highlighted. The SMs can be used as
standards on a particular project if required for contractual reasons, but they are
intended more as guidance. The purpose of the ISRM SMs is, therefore, to offer guidance
for rock characterization procedures, laboratory and field testing and monitoring in rock
engineering. These methods provide a definitive procedure for the identification, mea-
surement and evaluation of one or more qualities, characteristics or properties of rocks or
rock systems that produce a test result.

The SMs are developed voluntarily by the Working Groups established by the ISRM
Commission on Testing Methods. An ISRM SM is subject to revision at any time by the
responsible technical committee. From 1974 to the present the ISRM has generated 62
SMs. They are classified into four groups, namely: Site Characterization, Laboratory
Testing, Field Testing and Monitoring. Although some index tests, such as the Point
Load Test, Schmidt Hammer Test and Needle Penetration Test can be performed either
in the laboratory or in the field using portable laboratory equipment, all index and
mechanical tests, along with the petrographic description of rocks, are considered in
the “Laboratory Testing” group. Note that the 1975 version of the SM for shear
strength of rock joints, and 1978 versions of the SMs concerning triaxial compressive
strength testing, the measurement of Shore hardness, Schmidt hammer test and sound
velocity test were revised in 2014, 1983, 2006, 2009 and 2014, respectively. In the
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“Field Testing” group, the tests are divided into five sub-groups: Deformability Tests,
In-situ Stress Measurements, Geophysical Testing, Other Tests, and Bolting and
Anchoring Tests. The ISRM SMs for laboratory and field tests are listed in Table 6 in
chronological order. In addition, the ISRM SMs books: the Yellow Book (ISRM,
1981), the Blue Book (ISRM, 2007), and the Orange Book (ISRM, 2014), which
include fuller descriptions of the tests on intact rock and rock mass, are also mentioned
in this table.

Table 6 List of the ISRM SMs for laboratory and in-situ (field) tests published between 1974 and 2014 (in
chronological order).

SM for Determining Shear Strength®® — 1974

SM for Rockbolt Testing™® — 1974

SM for Determining Water Content — Porosity — Density — Absorption and Related Properties and
Swelling and Slake-Durability Index Properties®® — 1977

SM for Determining Sound Velocity>® — 1978

SM for Determining Tensile Strength of Rock Materials™® — 1978

SM for Determining Hardness and Abrasiveness of Rocks™® — 1978

SM for Determining the Strength of Rock Materials in Triaxial Compression®® — 1978

SM for Petrographic Description of Rocks™” — 1978

SM for Determining In-situ Deformability of Rock™® — 1979

SM for Determining the Uniaxial Compressive Strength and Deformability of Rock Materials®® — 1979
SM for Geophysical Logging of Boreholes™® — 1981

SM for Determining the Strength of Rock Materials in Triaxial Compression: Revised Version® — 1983
SM for Determining Point Load Strength® — 1985

SM for Rock Anchorage Testing® — 1985

SM for Deformability Determination Using a Large Flat Jack Technique® — 1986

SM for Deformability Determination Using a Flexible Dilatometer® — 1987

SM for Rock Stress Determination® — 1987

SM for Determining the Fracture Toughness of Rock® — 1988

SM for Seismic Testing Within and Between Boreholes® — 1988

SM for Laboratory Testing of Argillaceous Swelling Rocks® — 1989

SM for Large Scale Sampling and Triaxial Testing of Jointed Rock® — 1989

SM for Determining Mode | Fracture Toughness Using Cracked Chevron Notched Brazilian Disk® —
1995

SM for Deformability Determination Using a Stiff Dilatometer® — 1996

SM for Determining the Indentation Hardness Index of Rock Materials® — 1998

SM for Complete Stress-Strain Curve for Intact Rock in Uniaxial Compression® — 1999

SM for in Situ Stress Measurement Using the Compact Conical-Ended Borehole Overcoring
Technique® — 1999

SM for Laboratory Testing of Swelling Rocks® — 1999

SM for Determining Block Punch Strength Index® — 2001

SM for Rock Stress Estimation — Part |: Strategy for Rock Stress Estimation® — 2003

SM for Rock Stress Estimation — Part 2: Overcoring Methods® — 2003

SM for Rock Stress Estimation — Part 3: Hydraulic Fracturing (HF) and/or hydraulic testing of pre-
existing fractures (HTPF)® — 2003

SM for Rock Stress Estimation — Part 4: Quality Control of Rock Stress Estimation® — 2003

SM for Land Geophysics in Rock Engineering” — 2004

SM for Determining the Shore Hardness Value for Rock® — 2006 (updated version)

SM for Determination of the Schmidt Hammer Rebound Hardness: Revised version < — 2009
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Table 6 (Cont.)

SMs for Determining the Dynamic Strength Parameters and Mode | Fracture Toughness of Rock
Materials® — 2012

SM for the Determination of Mode Il Fracture Toughness— 2012

SM for Rock Stress Estimation — Part 5: Establishing a Model for the In-situ Stress at a Given Site®—2012
SM for Measuring Rock Mass Displacement Using a Sliding Micrometer® — 2013

SM for Rock Fractures Observations Using a Borehole Digital Optical Televiewer® — 2013

SM for Determining the Mode-| Static Fracture Toughness Using Semi-Circular Bend Specimen®—2014
SM for Reporting Rock Laboratory Test Data in Electronic Format® —2014

SM for Determining Sound Velocity by Ultrasonic Pulse: Upgraded Version®—2014

SM for Determining the Creep Characteristics of Rock Materials® — 2014

SM for Laboratory Determination of the Shear Strength of Rock Joints: Revised Version® — 2014

SM for Determining the Abrasivity of Rock by the Cerchar Abrasivity Test® — 2014

SM for Step-Rate Injection Method for Fracture In-situ Properties (SIMFIP): Using a 3-Components
Borehole Deformation® — 2014

SM for the Needle Penetration Test® — 2014

Notes: * Published in the Yellow Book (ISRM, 1981); ® Published in the Blue Book (ISRM, 2007),
€ Published in the Orange Book (ISRM, 2014)

Rock mechanics test data are very important in the design, construction and research
of rock engineering. Successful strategy of using rock mechanics test data largely
depends on the efficient data integration, sharing and management among different
departments or organizations. In the past decades, significant development has been
achieved in the engineering test databases and information systems. As a consequence,
people can operate the data more efficiently in many engineering and research projects
by these tools (Li et al., 2012). Since the laboratory testing methods have different
contents, their reports are individually somewhat different. In addition, the output
format of the test data obtained from different testing devices also varies.

Some researchers (Toll & Cubitt, 2003; Toll, 2007, 2008) indicate that, since usually
the reporting of testing results only retained by the tester or in publications, it is difficult
to use and compare them for the same rock types from different sites or different rock
types. This situation created a widely shared concern among rock engineers. In order to
eliminate this concern, some attempts have been made to develop and approach leading
to a digital standardized format for the same rock type and different rock types
worldwide (AGS, 1999, 2005; Swift et al., 2004; Exadaktylos et al., 2007; Zheng
etal.,2010; Liet al., 2012). One of these efforts were transformed into an ISRM SM by
Zheng et al. (2014; ISRM 2014) for reporting the results of the ISRM SMs for rock
laboratory tests in electronic format. With this standard electronic format, users in
different locations can upload the information and can store their own data on the web
file and they can be shared worldwide.

5 CURRENT DEVELOPMENTS AND FUTURE NEEDS IN ROCK
TESTING METHODS

Considering the current and new areas of application for rock engineering, the level of
sophistication reached in electronic measurement and control systems, the advances in
data acquisition and processing methods, and the developments in the testing of other
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materials, etc., rock testing methods covered by the ISRM SMs are far from complete.
Experimental rock mechanics has a very wide scope ranging from laboratory to field,
and there exist some issues requiring further researches and a need for further devel-
opments in experimental methods which may lead to new ISRM SMs. As a matter of
fact, there are already new working groups occupied in developing new ISRM SMs.
These methods, which are under preparation and/or in review, are as follows:

(i)  Thermal properties of rock (rock material)
(i)  Lugeon test to determine the permeability of rock mass
(i) Im-situ microseismicity monitoring of the fracturing process in rock masses
iv) Laboratory Acoustic Emission (AE) monitoring
)

(iv
(v)  Uniaxial-strain compressibility testing for reservoir geomechanics

Near future trends and needs on experimental rock mechanics are briefly given in the
following paragraphs.

Behavior of rocks under high temperature is more complex and hydro-mechanical
properties are particularly important for the projects involving repositories for spent
nuclear fuel, radioactive nuclear waste disposal, natural gas storage, gas production
from deep coal seams, carbon dioxide sequestration in deep underground, and geother-
mal energy extraction. Particularly, the nuclear waste disposal is one of hot topics in
countries utilizing nuclear energy and/or having nuclear weaponry. In this issue, the
design time frame ranges from 10,000 to 1,000,000 years. The constitutive law para-
meters among coupling of diffusion (C), heat flow (T) and seepage (p) are generally
unknown and further experimental studies are required to obtain the actual values of
Dufour & Sorret coefficients for a meaningful assessment of fully coupled thermo-
hydro-diffusion phenomena (Aydan, 2008).

As a branch of rock mechanics, rock dynamics deals with the responses of rock under
dynamic stress fields, where an increased rate of loading (or impulsive loading) induces
a change in the mechanical behavior of the rock materials and rock masses. Due to the
additional 4th dimension of time, dynamics has been a more challenging topic to
understand and to apply. Rock dynamics remains, at least in the discipline of rock
mechanics, a relatively virgin territory where research and knowledge are limited.
When compared to other aspects of rock mechanics, except a dynamic laboratory
test method suggested by the ISRM (Zhou et al., 2012; ISRM, 2014), guidance and
standards/SMs for rock dynamics testing are generally lacking. Much of the research
works done on rock dynamics is for military. Therefore, there are many issues in rock
dynamics testing requiring further investigations, as summarized by Zhao (2011) in a
most recently published book, such as shear strength of rock joints under dynamic
loads in order to understand the rate effects on shear strength and dilation, and
assessment of mechanical and physical causes of the rate effects on the rock strength
and failure pattern, etc.

Since stress is a tensorial quantity requiring six independent components, estimation
of rock stress is one of the most important and problematic issues in rock engineering
due to the considerable variation in the rock stress at all scales (caused inter alia by
various types of fracturing). As emphasized by Hudson (2008, 2011) and Bieniawski
(2008), although there are some rock stress measurement techniques recommended,
the development of a method of rapidly and reliably estimating the six components of
the rock stress tensor at a given location is an important need. Since the boreholes
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drilled for in-situ stress measurements starts to fail as depth increases, some in-situ
stress influence methods using the experiments in laboratory have also been developed.
As mentioned in Section 3.2.2, AE technique (Kaiser Effect Method) is one of these
potential methods providing simpler measurements. Although the results obtained by
several researchers (e.g., Kanagawa et al., 1976; Holcomb & Martin, 1985; Momayez
& Hassani, 1992; Seto et al., 1992, 1997; Daido et al., 2003) showed a fairly good
correlation between stresses determined with the Kaiser Effect and with some in-situ
methods, Holcomb (1993) indicated that using the AE emitted during uniaxial com-
pression laboratory tests to infer in-situ stresses could not be justified. Further studies to
compare stresses inferred from this method using AE measurement applied suitably on
oriented samples under uniaxial loading and those of well-known in-situ stress deter-
mination methods together with an SM are still a need.

Determination of the strength and deformability for “difficult rocks” is another
important issue in terms of experimental rock mechanics. This term mainly includes
soft rocks and block-in matrix rocks. Rocks whose UCS falls approximately in the
range 0.5-25 MPa as suggested by ISRM is considered as soft rocks. He (2014) also
uses another term “engineering soft rock”, which refers to the rocks that can produce
significant plastic deformation under engineering forces. These rocks are usually sedi-
ments in the process of consolidation and solidification or can also be weathered rocks.
Soft rocks are critical geomaterials since they present several types of problems. They
may present undesirable behaviors, such as low strength, disaggregation, crumbling,
high plasticity, slaking, fast weathering and many other characteristics. They have
intermediate strength between soils and hard rocks; therefore, in some cases, they are
too soft to be tested in rock mechanics equipment and too hard for soil mechanics
equipment, and their mechanical properties are highly sensitive to variations in their
water content (Kanji, 2014). Sampling from soft rocks, their site characterization and
classification under the usual systems such as RMR and Q, which are generally applic-
able to discontinuous media made of hard rocks, are other difficulties. In his paper on
the critical issues in testing of soft rocks, Kanji (2014) indicates that they may lead to
false results: (i) when square prisms are used as an alternative to cylindrical samples,
which are difficult to obtain from soft rocks, they yield an ultimate strength 30% higher
than that for cylindrical ones, and (ii) soft rock samples significantly deform before
failure, even in case of point load strength index and Brazilian tests as an alternative to
the UCS test. He (2014), based on the latest progresses in China on soft rock mechanics,
reported that the large deformation mechanism of engineering soft rocks using sophis-
ticated equipment is to be understood through numerous experiments. However, soft
rocks are still difficult to characterize, sample, test, and predict. Therefore, there seems
to be a consensus that the soft rocks are still not fully understood in engineering
practice and there is a need for further investigations to develop new laboratory and
in-situ testing methods in conjunction with the adaptation of some existing methods for
soft rocks.

Block-in matrix rocks (Bimrocks), which are the mixture of rocks composed of
geotechnically significant blocks within bonded matrix of finer texture such as mel-
anges, faulted/fractured rocks and other complex geological mixtures (Figure 16a)
(e.g., Medley, 1994), are considered to be another group of “difficult rocks”. Due to
their complex heterogeneity and mechanical variability, the correct geomechanical
characterization and determination of their strength and deformability are quite
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challenging issues, and in such cases, it is necessary to reduce expensive and incon-
venient surprises in rock engineering applications. Determination of strength of bim-
rocks is one of the difficult issues in rock engineering. Mechanical properties of the
matrix, the volumetric block proportion, shape and size distribution of blocks, and
their orientation relative to failure surfaces are the main factors affecting the overall
mechanical properties of bimrocks. Figure 16b shows different physical model bim-
rocks prepared by Lindquist (1994).

The arrows in Figure 16b indicate the axial loading and the angle indicated (0°, 30°,
60° and 90°) is the angle between the axial direction and the orientation in which the
blocks are aligned. Each specimen had volumetric block proportions of about 30%
(low), 50% (medium), or 75% (high). These samples were tested in a Hoek triaxial cell
by Lindquist (1994), and it was found that as volumetric block proportion increased,
frictional strength increased and cohesion decreased. Neglecting the contributions of
blocks to overall bimrock strength, choosing instead to design on the basis of the
strength of the weak matrix may be too conservative for many bimrocks in terms of
slope design (Medley, 2008). Based on the study on a physical model melange by
Lindquist (1994), when the block proportions are between about 25% and 70%, the
increase in the overall mechanical properties of bimrocks are mainly related to the
volumetric block proportion (VBP) in the rock mass (Figure 16¢). Some efforts have
been performed to assess the strength of bimrocks or faulted/fractured zones based on
physical models and empirical approaches (e.g., Lindquist, 1994; Medley, 1997; Aydan
et al., 1997; Sonmez et al., 2009; Pilgerstorfer, 2014), in-situ tests (e.g., Li et al., 2004;
Xuetal.,2007; Colietal.,2011), and equivalent material techniques (e.g., Aydan et al.,
1995). Although in case of small blocks floating in a soft matrix, there is a chance to
correlate VBP and bimrock friction angle (Coli et al., 2011) by in-situ large shear box
tests; however, when the size of huge blocks exceed the dimension of the large shear
box, in-situ testing for bimrocks becomes insufficient. Since there is still no consensus
on the available methods to determine strength and deformability properties of bim-
rocks, further studies and combination of their results with existing experiences to
develop more efficient methods are needed.

The preparation of smaller samples from weak and soft rocks even for some index
tests is extremely difficult. In addition, sampling from historical sites, monuments and
buildings for determination of geomechanical properties of rocks is generally discour-
aged. Therefore, in order to overcome these difficulties, the use of non-destructive
techniques has been receiving great attention in recent years. The needle penetration
test mentioned in Section 3.1.1 is one of the non-destructive testing methods. Although
the use of X-ray imaging in experimental geomechanics dates back to the 1960s and has
been mostly considered in soil mechanics (Viggiani & Hall, 2012), X-ray computed
tomography (CT) scanning technique has becoming widely used in rock engineering
and a quite promising non-destructive method. With the aid of this technique, it is
possible to visualize and to investigate various conditions and processes in porous and
fractured rocks without any disturbance to samples and quantitative evaluations are
possible (Figure 17a) (e.g., Otani, 2004; Ito et al., 2004; Sato & Aydan, 2014). Several
scientific studies have been carried out in recent years on the infrared radiation in the
process of rock deformation leading to fracturing and failure (e.g. Aydan et al., 2003;
Liu et al., 2006; Prendes-Gero et al., 2013; Luong & Emami, 2014). The thermal
response of geo-materials would be observed as mechanical energy which is
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Figure 17 Examples of some promising non-destructive test methods: (a) X-Ray CT scan images and
CT value distribution with height at different time intervals for a tuff sample (Sato & Aydan,
2014), (b) infrared thermography images of samples in Brazilian experiments (Aydan, 2014),
(c) rock strength device used in scratch test (www.cefor.umn.edu; Richard et al., 2012).

transformed into heat during deformation and fracturing. Infrared thermography
technique allows imaging and measuring temperature from radiation in the infrared
spectral band. The procedure makes it possible to precisely determine the potential for
localized detachments in rock masses based on objective criteria, taking the thermal
variations obtained using thermography techniques as data to eliminate their inherent
risk (Prendes-Gero et al., 2013). Figure 17b shows an example of the infrared thermo-
graphy images of samples in Brazilian compression experiments associated with frac-
turing. As noted from the infrared thermograph images, high temperature bands
appear along some zones before rupture and these high temperature bands eventually
constitute the major fracture zones. The application and use of this technique to detect
and evaluate quantitatively the extent of damage in brittle geomaterials owing to the
non-linear coupled thermo-mechanical effects is quite promising.

A new non-destructive test method, called “the scratch test”, is based on the effort
initiated at the University of Minnesota in the mid-90s (Detournay et al., 1997) to build
a scientific apparatus to study the cutting action of a single cutter in order to assess the
dependence of the cutting force on the rock mechanical properties and on the UCS. The
UCS of rocks can be estimated from the scratch test performed under controlled
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conditions, namely with a sharp cutter and at depth of cut small enough to guarantee
that cutting takes place in the ductile regime (Figure 17¢). This method offers several
advantages over conventional tests. These are: (i) the results are not affected by the
sample dimension, and thus only a small volume of intact rock is required to assess its
strength, (ii) the sample preparation is limited as it only requires performing a pre-cut
on the sample surface to obtain a flat reference surface that ensures a constant depth of
cut along the groove, (iii) the test offers a high degree of repeatability, and (iv) the semi-
destructive nature of the test is an interesting asset, as it allows additional group of tests
to be conducted on the same sample (porosity, permeability, sound velocity, uniaxial
compression, triaxial test, etc.) (Richard er al., 2012). The scratch test seems an
attractive alternative to conventional UCS test and to indirect methods such as the
point load test and the Schmidt hammer test.

In conventional triaxial tests, the cylindrical rock specimen is subject to axisym-
metric state of stresses in which two of the principal stresses are equal to each other. For
example, in the conventional triaxial compression (CTC) tests, the axial stress is larger
than the confining stresses (i.e., the intermediate and minimum principal stresses are
equal or 61 > 6, = 03). The failure characteristics as well as the strength parameters
obtained in such tests are used in failure criteria that ignore the effect of intermediate
principal stress on the failure of rocks. Similarly, the conventional triaxial extension
(CTE) tests, in which the confining stresses are larger than the axial stress (i.e., the
intermediate and maximum principal stresses are equal or 61 = 6, > 63), suffer from the
same shortcoming. Yet, in the true triaxial test (TTT), all principal stresses acting on the
sample are unequal (61 # 6, # 63). The results of the TTTs on rocks, which started in the
late 1960s and early 1970s by Mogi (1969, 1971, 1972), showed that the intermediate
principal stress indeed affects the strength and failure of rock material. As a matter of
fact, there exists a failure criterion which is based on true triaxial testing of rocks
(Chang & Haimson, 2012; ISRM, 2014). Presentations of typical test results obtained
from such tests are shown in Figure 18. Further information on the TTT of rocks can be

A Toct = Octahedral shear stress
g | Om,2=(01+03)/2
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Figure 18 Typical presentation of results from the true triaxial tests (o}, 63, and o3 are the maximum,
intermediate, and minimum principal stresses, respectively) (arranged from Chang &
Haimson, 2012; ISRM, 2014).



Introductory longer review for rock mechanics testing methods 51

12
5
S\\.
_— %
9 o %b @/6 %
Y Drilling, o A

S & & ©C %

& &S Blasting CERCAY
Ty . %%
FE %(9 or Cutting -/\/%. S

% & O Performance Q ® 2

@) (2 23 ,p [
S¥ £ 2%
O Q9 QQ' 2 >

Q@ EXCAVATABILITY ®
> )

N - o
Q,,,Q Wear of Drilling 2
& or Cutting Tools )

1

Working Process

Excavation System & Logistics
Operation & Maintenance of the Tunnelling Rig

Figure 19 Conceptual overview of the three main parameters influencing excavatability (arranged from
Thuro & Plinninger, 2003).

found in Mogi (2006), Kwasniewski et al. (2012), etc. An important limitation of the
criterion is that it requires the use of a true triaxial testing apparatus; also, there is no
any accepted standard or SM for the TTT.

Cutting and drilling performances as well as the wear of tools and equipment are
decisive for the progress of excavation and drilling works. Excavatability is a term used in
underground construction to describe the influence of a number of parameters on the
drilling, blasting or cutting rate (excavation performance) and the tool wear of a drilling
rig, road header or tunnel boring machine (TBM) (Thuro & Plinninger, 2003). As can be
seen from Figure 19, which illustrates the interactions of the main factors involved in
excavatability, mechanical properties of rock and rock mass play an important role in
excavation performance. There are a number of laboratory test methods to determine the
properties of rocks in terms of excavatability for the proper selection, performance
prediction of mechanical miners, tool wear, etc., and they are given in the literature in
necessary detail (e.g., Bruland, 1998; Bilgin ez al., 2014). However, some of the methods
have still no standard or suggested method or under improvement. By considering the
increasing interest in TBMs and deep borings, some improvements on determination of
excavatability and drillability parameters and the preparation of associated ISRM SMs
are also some of the near future expectations which may assist considerably in the effort
of predicting excavatability and in the assessment of drilling performance.

A number of geophysical methods are available to be used in rock engineering.
However, newer sophisticated instrumentation with increased measurement sensitivities
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will permit geophysical techniques to play an increasingly important role in rock engi-
neering. There is a need to obtain more rock property information, particularly on the
geometry and mechanical properties of rock fractures. More emphasis will be given on
geophysical methods in site investigation through rapidly developing seismic techniques,
especially tomography and associated 3D visualization methods.

As emphasized by the ISRM Commission on Geophysics (Matsuoka, 2011), because
carbon capture and storage (CCS) is becoming one of the key technologies for the
reduction of CO, emission in the atmosphere, rock mechanics is expected to contribute
to the procedures. Geophysics is also expected to play a central role for monitoring and
verifying CO, movement in the ground. Although geophysics has been applied already
to several CCS fields, there still remain many challenges to be solved in the future.

As aresult of extracting oil from deeper and more difficult geological settings, the use
of rock mechanics in petroleum engineering has become increasingly important since
the 1970s (e.g., Roegiers, 1999). In terms of rock testing, the factors are mainly the
measurement of in-situ stresses, particularly shale and sandstone characterization, and
petroleum engineering related laboratory tests such as the thermo-hydro-mechanical
behavior of shales (ARMA, 2012). Boring and testing issues including coring guidelines
and best practices, minimizing core damage, identifying core damage, sample prepara-
tion and handling, “best-practice” testing protocols, index testing, non-standard tests
(e.g. creep, high temperature, high pressure, reactive fluids and fractured rock) and the
use of analogue materials will be the important developments expected in this area in
the near future.

When the stresses at the excavation boundary reach the rock mass strength, a brittle
failure occurs that is often called “spalling”. The spalling phenomenon takes place as a
high compressive stress induces crack growth behind excavated surface, and buckling
of thin rock slabs occurs (Figure 20a, b) (Siren et al., 2011). Rock spalling is an
important aspect in rock engineering, particularly in underground studies and in the
preservation of man-made historical underground openings. As emphasized by the
ISRM Commission on Rock Spalling (Diederichs, 2008), the focus is mainly on spalling
in hard and low porosity rocks. In terms of experimental rock mechanics, the near
future primary tasks are providing guidelines for laboratory procedures to detect
damage thresholds and suggesting field observations using the televiewer, core disking
(Figure 20c), etc., which can be used during investigations to assess the spalling
potential. The exact mechanism of spalling in foliated rocks also needs clarification.

Figure 20 (a) and (b) examples of spalling in underground openings (Kaiser, 2010), (c) core disking.
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The ISRM SM for compressive testing of intact rock samples does not discuss the
measurement of crack damage thresholds in a compressive test. The ISRM Commission
on Rock Spalling developed a guideline (Ghazvinian et al., 2012) for estimation of
onset of crack damage thresholds for brittle rock in laboratory, and it is expected that
the updated and comprehensive version of this guideline would be a candidate ISRM
SM in near future.

Long-term maintenance and preservation of man-made historical and modern rock
structures as well as waste disposal sites become important issues in geo-engineering.
Although they are well-known issues, quantitative evaluation methods are still lack-
ing. Important issues are how to evaluate the weathering and degradation rates and
effect of variations in water content on rocks with minerals or particles susceptible to
water, and to incorporate these in the stability assessments (e.g., Aydan, 2003; Ulusay
& Aydan, 2011). Available methods such as slake durability, drying and wetting,
freezing and thawing, and swelling tests can be used for the purpose. However,
disintegration of rocks during wetting-drying and freezing-thawing laboratory
tests, in which weather conditions are simulated, occurs faster than the natural
processes in situ, and they are also insufficient to provide experimental data for
constitutive and mechanical modeling. Therefore, the development of new experi-
mental techniques and/or modification of the existing methods to solve this problem
is urgently needed.

In summary, although a considerable progress has been achieved during the 50 years
of the ISRM Commission on Testing Methods, the future promises many important
and exciting developments in rock mechanics testing.
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Abstract: This paper intends to make a global and historical review of the development
and application of rock true triaxial testing (TTT) systems. The TTT systems can
generally be classified into three types, i.e., rigid loading type (Type-I), flexible loading
type (Type-II) and mixed loading type (Type-III).Each type has their respective advan-
tages and disadvantages in terms of loading capacity, the end friction effect, blank
corner effect, experimental accuracy as well as the functional extendibility. Type-III has
higher level of overall performance. Type-I appeared first and dominated in number at
the early time. After 1980s, the number of Type-III true triaxial machine has steadily
increased. Now, Type-I and Type-III machines are approximately the same in number.
They are both widely been used in rock mechanics. The paper also focuses on the results
obtained from Type-III regarding the influence of intermediate principal stress on
strength, deformation characteristics, permeability change features, etc. In the end,
comments and recommendations are made for the further development of TTT
techniques.

I INTRODUCTION

The three principal stresses in the earth’s crust, generally speaking, are not equal to one
another (o > 62 > 03). Their differences are more obvious in the shallow part of the
earth’s crust (Brown et al., 1978; McGarr et al., 1978; Jing et al., 2007) and may further
enlarge and change dynamically in the surrounding rocks of caverns or underground
chamber. It is these differences and dynamic changes that determine whether the earth’s
crust and engineering surrounding rocks will be damaged and their damage and failure
modes. Conventional triaxial testing systems (61 > 6, = 63 0r 61 = 6, > 63) can be used to
partly apply and control the above-mentioned stress states, thus they may play a great
role in understanding the mechanical behaviors of surrounding rocks. However, they
can only independently control confining pressure and axial pressure and limit the
loading stress path in two fixed planes (63 and o) in the stress space, which is not
enough to support us to completely understand the mechanical properties of rocks
beyond these two planes (o, is between o3 and 6,). Since the 1960s, more and more
researchers have paid great attention to the experimental methods used to apply the
general stress state, and developed various devices based on different principles and
structures.
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Previous experiments have shown that the intermediate principal stress has impor-
tant effects on the mechanical and seepage characteristics of rocks, and plays a unique
role in understanding deep engineering destruction and fluid migration process.

The intermediate principal stress effect is crucial for understanding and analyzing
rock burst disasters in deep mining. Deep rocks generally are subject to high stress and
high deviation stress environments, excavation and unloading will result in the redis-
tribution of stresses on cavern walls, causing the rock body to transfer from its initial
3-D stress state to the 2-D stress state. For the wall rock of hard and brittle nature, then
the elastic strain energy stored in the rock body is suddenly released, causing rock burst.
Considering that the role of the intermediate principal stress could well explain the
“Onion-skin-type fracture” failure phenomena (Cai, 2008) as well as rock outburst
phenomena (Gong et al., 2012) observed in the field, as shown in Figure 1, most true
triaxial testing machines developed in recent years are used to study rock bursts (He,
2007 # 283; Zhang, 2012 # 333; Du, 2013 # 328).

CO; capture and storage (CCS) is one of the effective measures to reduce CO,
emission. CCS is to sequester physically and chemically captured CO, into under-
ground at the supercritical fluid state. The long-term stability of sequester strata is the
key for safe storage of CO,. Li et al. (2003) pointed out that making sure that CO,
staying within the predefined zone in a certain period of time is the key to ensure safe
CO, sequestration. However, this depends on the sealability or tightness of the caprock
subject to reservoir pressure build-up due to CO; injection. This is closely related to the
mechanical processes of strata, such as the permeability change or fracturing of intact
caprock and activation of existing fractures. Considering the economy and safety
factors, the depth of CO, storage is generally in the range of 1000~3500 m (Li et al.,
2006; Li et al., 2003) and the difference between the intermediate principal stress and
the minimum principal stress will be great.

In addition to the above-mentioned two kinds of engineering projects, similar
engineering problems also exist in high level radioactive nuclear waste depository,
underground power house, and the like.

The above engineering and scientific needs have driven true triaxial testing techni-
ques to advance steadily and diversely.

(@) (b)

Figure I (a) Granite slab of layered fractures that occurred at the Mine-by tunnel (depth 420 m) at URL
(Cai, 2008). (b) Rock burst in drainage tunnel (depth 454 m) in Jinping Il Hydropower Station
Project (Gong et al., 2012).
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2 DISCOVERY OF THE INTERMEDIATE PRINCIPAL STRESS
EFFECT

The intermediate principal stress has an important effect on the strength of rocks. Based
on the commonly applied Mohr-Coulomb criterion in rock mechanics, the strength of a
material has nothing to do with the intermediate principal stress. However, it is not
always true. Karman (1911) conducted the conventional triaxial compression (CTC)
test on Carrara marble (6, > 6, = 63), that is, the cylindrical sample was first com-
pressed by hydrostatic pressure, and then subjected to the constant confining pressure
condition under axial pressure until it failed. During the test, the direction of the
maximum principal stress 6; was consistent with the axis of the sample, and the
intermediate principal stress was equal to the minimum principal stress and to the
confining pressure. Thus, he obtained the lower curve shown in Figure 2 (a). Boker
(1915) performed a conventional triaxial extension (CTE) test on Carrara marble (6 <
6, = 63). Different from Kdrman’s test, the axial pressure kept invariant, increasing the
confining pressure until the sample was failed, and thus he obtained the upper curve
shown in Figure 2(a). The differences between these two curves revealed the impact of
the intermediate principal stress on the strength of rocks: that is, the strength of CTE
test was higher than that of the CTC test. Thereafter, Murrell (1965), Mogi (1967), and
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Figure 2 Intermediate principal stress effect found in triaxial compression tests and triaxial tensile tests.
(a) Carrara marble: Tests carried out by Karman (1911) and Boker (1915); (b) Westerly
Granite: by Mogi (1967); (c) Dunham Dolomite: by Mogi (1967); (d) Solnhofenlime stone: by
Handin (1967).
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Handin et al. (1967) just to name a few, confirmed the conclusion, and further found
that the impacting degree of the intermediate principal stress on the strength of
different rocks were different, as shown in Figure 2.

The rock strength obtained in CTC tests is always lower than that in CTE tests.
Therefore, the Mohr-Coulomb criterion based on CTC tests in rock engineering may
underestimate the strength of rocks under the common stress state, leading to con-
servative engineering design and increased project costs. Furthermore, since the stresses
used in CTC and CTE tests are all axisymmetric, they are not suitable to study the
mechanical properties of rocks in general stress state (61 > 62 > 63). To extend the study
to the common stress state, that is, increasing the intermediate principle stress 6, from
61 > 03 = 63 t0 61 = G, > O3, it is necessary to explore and develop various true triaxial
test (TTT) systems.

3 TTT DEVICES

Before further discussion, let us give a not very strict definition of a TTT device. The so-
called TTT device refers specifically to those devices that can be used to directly apply
the compressive stress or tensile stress on the surface of a sample to realize a uniform
and general stress state in the sample.

3.1 Primary investigation

Before the advent of a TTT machine, to study the mechanical properties of rock in the
common stress state, researchers mainly took the following measures to realize the
common stress state: 1) applying the combination of confining pressure, axial pressure,
and torsion on solid cylinders (Handin et al., 1967; HANDIN et al., 1960), 2) applying
the combination of internal and external pressure, confining pressure, and torsion on
hollow cylinders (da Gama, 2012; Hoskins, 1969; Jaeger et al., 1966; Mazanti et al.,
1966; Robertson, 19535), and 3) applying punching shear with confining pressure and
Brazilian splitting with confining pressure on disks (Jaeger & Hoskins, 1966;
Robertson, 1955). Table 1 shows the primary studying methods for realization of
general stress state.

It is, to some extent, feasible through a combination of loads upon the cylindrical and
hollow cylindrical specimens to achieve the general stress state, but there are some
drawbacks. With a hollow cylinder as an example, it is known from the derivation of
elasticity that any stress state in the sample can be achieved through the combination of
control loads, either axial pressure, external confining pressure, and internal confining
pressure or axial pressure, external confining pressure, and torque. Thus, the contribu-
tions of these tests to researches on the strength of rocks in the general stress state are
great. However, these tests had some problems. 1) Applying the formula of stress
distribution derived based on the linear elastic theory in rocks is still controversial,
especially as the rock is closer to failure, the dispute is fiercer. 2) The distribution of
stresses in the sample is not uniform with a greater stress gradient, and the thicker the
cylinder walls, the greater the stress gradient is. To solve these problems, Handin et al.
(1967) conducted experiments on hollow cylinders of thin walls (thickness of 0.7 mm).
Mogi (2007) pointed out that the data obtained by Handin et al. on thin cylinders were
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Table | Primary research methods for the realization of general stress state.

Specimen  Axial Torsion External Internal ~ Punching Brazilian Researcher
style compression confining  confining loading
pressure  pressure
Hollow I | Hobbs 1962, Jaeger &
cylindrical Hoskins 1966, Mazanti &
sample Sowers 1966, Hoskins
1969

| | Mazanti & Sowers 1966,
Hoskins 1969, Dinis da
Gama & Menezes 1974

2 2 Robertson 1955
| Handin et al., 1967
| | | Handin et al., 1967
| | | | Handin et al., 1967
Solid | Handin et al., 1967

cylindrical | [ Handin et al., 1967
sample
| | Handin et al., 1967
| | | Handin et al., 1960, 1967
Disk 2 2 Robertson 1955
2 2 | Jaeger & Hoskins 1966

Note: |. Mainly from Kwasniewski (2012); 2) In Table, “I” denotes the load can be independently
controlled, “2” denotes the corresponding load kept consistent in the test.

very discrete because the rock sample had a lot of cracks produced during the prepara-
tion of these cylinders.

Still, these tests had some other disadvantages, such as the stress-strain curve and the
experimental curve after rock failure could not be measured. All of these shortcomings
limit their wide application in studies on rock mechanics and require researchers to find
new ways.

3.2 Research and development of TTT devices

To study the mechanical properties of rocks in general stress state, since the 1960s,
many researchers have designed a wide variety of TTT machines to reconstruct the
mechanical response of rocks to the stress environment produced by TTT devices.
Table 2 lists some TTT testing machines in literature.

3.3 Classification

According to different loading media, the loading ways are classified into rigid and
flexible loading ways, both of which have their advantages and disadvantages. Rigid
loading directly applies the pressure produced by the jack through a platen on sample
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Table 2 Some TTT testing machines since the 1860s (incomplete statistics).

No. Times Designer Loading way
I 1961 Weigler & Becker (1961) Type-l
2 1964 Bertacchi (1964) Type-I
3 1967 Niwa et al. (1967) Type-I
4 1968 Hojem & Cook (1968) Type-ll
5 1970 Mills & Zimmerman (1970) Type-l
6 1971 Mogi (Mogi, 1971b) Type-lll
7 1972 Launay & Gachon (1972) Type-l
8 1973 Atkinson & Ko (1973) Type-ll
9 1976 Zhang (1976) Type-l
10 1977 Andenaes et al. (1977) Type-l
I 1981 Spetzler et al. (1981) Type-lll
12 1983 Takahashi & Koide (1983) Type-lll
13 1985 Michelis (1985b) Type-ll
14 1986 Furuzumi & Sugimoto (1986) Type-l
I5 1986 Li et al. (1986) Type-l
16 1986 Li et al. (1986) Type-lll
17 1989 Esaki et al. (1989) Type-I
I8 1990 Xu et al. (1990) Type-lll
19 1995 King et al. (1995) Type-|
20 1995 Skoczylas & Henry (1995) Type-I
21 1995 Smart (1995) Type-ll
22 1997 Sibai et al. (1997) Type-|
23 1997 Ohnaka (1997) Type-lll
24 1997 Wawersik et al. (1997) Type-lll
25 2000 Haimson & Chang (2000) Type-lll
26 2004 Alexeev et al. (2004) Type-l
27 2004 Tiwari & Rao (2004) Type-l
28 2006 Cheon et al. (2006) Type-lll
29 2007 Marone et al. (2007) Type-lll
30 2007 He et al. (2007) Type-|
31 2009 Walsri (2009) Type-|
32 2011 Bésuelle & Hall (2011) Type-lll
33 2011 Lietal (Lietal,2012) Type-lll
34 2012 Zhang et al. (Zhang et al., 2012a; Zhang et al., 2012b) Type-lll
35 2013 Du (Duy, 2013) Type-l

Note: The machine type will be introduced in the next subsection.

surface, which is kept to be flat in the loading process. The flexible loading directly
applies fluid pressure provided generally by the hydraulic pump or pressure intensifier
or directly loading through the flat jack on the wrapped sample surface. Thus, the
loading medium flexibly contacts with the sample surface in the loading process and the
surface can freely change its shape under the pressure. Although rigid loading has
higher loading capacity, its rigid contact will result in a greater friction on the sample
surface and the surface under the constraint of the rigid plane cannot freely deform. All
these disadvantages are generally referred to as the end effect and result in an uneven
stress distribution on the sample surface. In contrast, flexible loading has no end effect
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and the stress distribution on the sample surface is more uniform, but it has a smaller
loading capacity.

Since a TTT machine can load independently in three directions, the loading ways in
each direction can be either rigid loading or flexible loading. Thus, it can load in ways
of four combinations: rigid loading in all three directions (3R), rigid loading in two
directions plus flexible loading in the third direction (2R1F), rigid loading in one
direction plus flexible loading in other two directions (1R2F), and flexible loading in
all three directions (3F). Considering that 1R2F and 3F have no significant difference in
the end effects, they are usually combined into one type (Kwasniewski, 2012; Li et al.,
2012; Mogi, 2007; Takahashi et al., 2001). Therefore, TTT machines are often
classified as rigid loading type (Type-I), flexible loading type (Type-II), and mixed
loading type (Type-III).

3.3.1 Type-I: Rigid loading type

This type of testers is developed based on concrete biaxial testers developed in the
1960s (Weigler & Becker, 1961; Weigler et al., 1963). According to its loading balance
ways, it is further divided into two types: three jacks as shown in Figure 3 (a), and three
pairs of jacks, as shown in Figure 3(b). Figure 4 shows their representatives (Furuzumi
& Sugimoto, 1986; King et al., 1995).

The tester developed by Furuzumi & Sugimoto uses three hydraulic pistons to
separately load on the sample through rigid blocks. Correspondingly, it uses the loads
produced by three fixed supports to balance the forces from the three pistons. Because
the supports are fixed, the sample suffers from unidirectional compression toward the
supports in the three stress axes, leading to an increase in end friction and sample
eccentric compression, and eventually resulting in uneven stress distribution on the
sample surface. As shown in Figure 4, the tester developed by King et al. uses three
pairs of jacks to load. The jacks in the 6, and o3 directions are fixed on the reaction
ring, the pressures provided by each pair of pistons are the same. If the difference
between the frictions of two jacks in the same direction is less than the friction
between the sample and the other two pairs of pistons, theoretically it is possible to
ensure the sample to avoid eccentric compression during its deformation. However,
three additional hydraulic pistons also increase the complexity and cost of the
device.

i"z bz

Il
® |3
@ g

Figure 3 Rigid platen type of TTT devices. (a) Three jacks; (b) Three pairs of jacks.
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Figure 4 Schematic of TTT devices. (a) Furuzumi & Sugimoto Type (1986); (b) King et al. Type (1995).

Due to its rigid loading, this type of testers has a larger loading capacity. Thus they
are widely applied in rock mechanics tests and have prominent advantages for samples
of larger size. Of course, these testers also have some inherent issues. First, to avoid
collision between the end platens, usually the platen size is slightly smaller than sample
size. This will result in blank corner and subsequent stress concentration at the edges of
the sample, impacting the test accuracy. Second, it is difficult to measure the perme-
ability, especially in the case of a high pore pressure. In addition, to solve the sealing
issue, the experimental procedure is too complex and the boundary flow between the
platen and the sample surface remains unsolved. Finally, the acoustic emission (AE)
sensor is difficult to install on the surface of the sample to locating AE events. These
drawbacks to some extent limit the promotion of this type of testers.

3.3.2 Type-ll: Flexible loading type

To solve the above mentioned problems, researchers developed TTT systems with
flexible loading in more than two directions. This type of TTT could ensure even stress
distribution on the sample surface and free sample deformation by transferring loading
through flexible medium. Most flexible loading TTT use flat jack to load stress on the
sample surface. The flexible loading TTT was first developed by Koyfma ez al. (1964),
followed by Hojem & Cook (1968), Atkinson & Ko (1973), Desai et al. (1982),
Michelis (1985a), and Smart (1995). The materials of flat jack are rubber (Koyfma
et al., 1964), wrought copper sheet (Hojem & Cook, 1968), or polyvinyl chloride
(Michelis, 1985a). Among these devices, the tester developed by Smart (1995) is more
novel. As shown in Figure 5, the device uses a steel piston to load 61, while uses the
hydraulic pressure from peripheral 24 PVC pipes to load 6, and 63, reconstructing the
true triaxial stress state in the cylinder sample. Thus, its applications on cylindrical
samples can be used to compare with those of conventional triaxial tests. Michelis
(1985a) developed a tester with PVC hydraulic pack and rigid prism. Hojem & Cook
(1968) developed a tester with a flat jack as the loading medium. Both of them have
their own advantages.

This test machine via its flexible medium loading solves the problems such as the
blank corner effect and the uneven stress distribution on the sample surface, thus itis an
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Figure 5 Plane view of a true triaxial loading system developed by Smart (1995). In the figure, |,2 and 3
stand for three independently servo-controlled hydraulic circuits.

ideal TTT devices. And if a rigid platen is installed in one direction, the water permeable
plate could be installed in this direction to measure seepage. However, because the flat
jack made of copper plate and PVC, etc., has limited loading capacity typically from a
few MPa to 100 MPa, this type of devices is ideal for soil mass and soft rock tests, but
not suitable for the hard rock tests in the high stress state.

3.3.3 Type-Illl: Mixed loading type

This type of TTT devices uses rigid loading in its two directions and flexible loading (oil
or flat jack) in the third direction. Its representative device is the Karman triaxial tester
modified by Mogi (1971a). As shown in Figure 6, it consists of one pressure chamber
and two servo loading frames in vertical and horizontal directions. The pressure
chamber is connected with the pressure intensifier. Each servo frame is installed with
a jack. o3 is loaded by hydraulic pressure provided by the pressure intensifier, and o
and o, are loaded by corresponding jacks. The force needed to move the two servo
frames corresponding to the jacks is smaller than the friction force between the tightly

I o, o,(=p.) Copper
- Axial 4 Vb +
frame Teflon

.
Pressure vessel Rock N
\ 0, 3 )
Lateal Lateral tt ;] 14 Rubber jacket
frame T [ = jack i y
¢ ____ Copper
Axial to pump
Jjack Rubber B
E H Rock —
L—‘i [~ to pump

1 P e e

(a) (b)

Figure 6 Schematic of TTT devices modified by Mogi (1970). (a) Front view; (b) Assembly of specimen
and platens.
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clamped sample and steel platen, thus ensuring the frame to move while the specimen
center remains still in the testing process. Meanwhile, because the device uses only one
jack in each direction, the equipment cost is reduced.

To compare the effect of using rigid loading and flexible loading in o, direction,
Mogi (2007, 2012) compared the situations A and B in Figure 6(b) and found no
significant difference. Thus, he believed that the use of rigid loading in 2% principle
stress directions does not bring substantial impact.

Compared with rigid loading TTT machine, mixed loading TTT has the following
advantages: 1) It directly uses oil hydraulic loading on the direction with maximum
impact on the sample strength, the o3 direction, thus ensuring even stress distribution
on the sample surface; 2) It uses the movable frames in the 6, and 6, directions to make
sure that the specimen center is still in the testing process; 3) It can accurately determine
o3 through directly measuring the displacements between two surfaces in the three
directions; 4) It is cost-effective; 5) It can be used to measure the permeability of the
rock specimen. For example, the fractures obtained by using Mogi-type TTT machine
are always in the o3 direction, making it more easy to form one dimensional flow, thus
the measured permeability is more meaningful (Li, 2001).

Of course, mixed loading TTT devices also have some shortcomings, such as the
blank corner effect and the end friction. But compared with Type-I devices, these issues
have been greatly improved.

It is because Type-III has more advantages that they have obtained more rapid devel-
opment. Table 2 lists various types of these devices. Among them, the most representative
ones were developed by Takahashi & Koide (Takahashi et al., 1983), Haimson & Chang
(Haimson & Chang, 2000), and Li & Shi (Li et al., 2012). The device designed by
Haimson & Chang can provide a high stress on the sample of 19 mm x 19 mm x 38 mm,
reaching 1600 MPa, 1600 MPa and 400 MPa in 61, 6, and o3, respectively. The device
developed by Li & Shi uses two horizontal servo loading frames to make sure that the
sample is not eccentric in the loading process and a liftable positioning device to ensure
the initial position of the specimen center to coincide with the load center.

Figure 7 summarizes the advantages and disadvantages of various types of TTT
devices concluded by Li ef al. (2012).

3.3.4 Development path

Figure 8 shows the comparison of increments in the numbers of three TTT devices in
various decades. It can be seen from the figure that the total number of TTT devices has
been increased steadily (the decrease in the 2010s is due to statistics only from 2010 to
2015). Type-I devices were the mainstream of TTT devices in the 1960s-1970s and had
awide application after the 1980s, indicating that this type of testers has a large loading
capacity and is really preferred for specimens of larger size. Type-II devices have been
fewer in number, and no new tester appears since the 2000s. This possibly is due to
their lower loading capacity, which limits the scope of their application. Type-III
devices appear latest. But since the 1980s, its number has been increasing steadily.
Figure 9 shows the active period of each Type-III devices. From the figure it can be seen
that the number of operational test machines shows a rising trend overall within the
same period, and 8 test machines are reported in the last five years, revealing that this
type of testers has obtained a broad recognition and application.
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Figure 8 Comparison of increments in the numbers of three TTT devices. Statistical time from 1960 to
2015 with 10 years as a statistical unit. And in the 2010s: from 2010 to 2015.

Figure 10 shows the statistical results of relevant literature on Type-III TTT
machines, which are similar to those of Li et al. (2012). Therefore, we discuss the
developmental path by using the statistic results of Type-III device as a representative.
As shown in Figure 10, research basing on Type-III devices gradually increased from
scratch, reaching a peak in the 1980s, declining in the 1990s and then increased rapidly
after 2000. It is worth noting the results from Figure 9 and Figure 10 are consistent. In
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addition, it is noted that quite a few papers analyzed the experimental results of other
researchers, indicating the urgent need for TTT machines.

Figure 11 shows the progress of TTT technology and makes it possible to study the
mechanical response of rocks in the TTT stress state from multiple aspects.

1) From pre-peak mechanical behaviors to post-peak mechanical behaviors: From
the 1960s to the early 1980s, one of the important issues on TTT machines is the
impact of the intermediate principal stress on rock strength (due to the lithologic
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Figure |1 Charges in studying content and means of Type-lll TTT machines.

complexity, researches on this issue continue in the whole TTT research history)
and the mechanisms of deformation and failure of rocks before the peak. Therefore,
the design of testing machines does not fully consider the rigidity of testing machine.
The measured test curves are mainly pre-peak curves. Until 1982, Xu (1982)
obtained the full process curve of soft and weak sandstone of high porosity through
Mogi test machine, but he didn’t analyze the post-failure rock zone. Xu et al. (1991,
1992) systematically studied the impact of TTT device rigidity on rock deformation
and failure process. Haimson & Chang (Chang, 2001; Haimson & Chang, 2000)
independently showed in experimental curves that their devices were able to control
the whole process of hard rock deformation and failure, but they also didn’t analyze
the characteristics of the post-failure rock zone.

Although the post-failure rock zone with TTT machines haven’t basically been

systematically studied, the complete TTT stress-strain process curves obtained by
some researchers provide us with the possibility to further study the mechanical
behavior of post-peak rock.
Acquiring diversified information of whole testing process: Through primary test
machines, one only could observe rock deformation during loading through
displacement sensors, strain gauges, etc., and deduce the mechanism of sample
deformation and failure from the stress-strain curves and the morphology of
failure sample. Thus, the information is simpler and not be verified. In the
1980s, after Li et al. (1986) introduced acoustic emission (AE) testing devices
into TTT tester, a few researchers applied AE testing devices to study the proper-
ties of development and propagation of cracks in the rock in the TTT stress state
and obtained the location of microcracks in the rock samples compressed by TTT
machines (Xu et al., 1991; Xu et al., 1992). The most representative research on
this was by Ingraham (2012, 2013b), he used AE positioning technology and
revealed the law of strain localization of deformation of rocks in the TTT state.

However, the application of AE in the TTT machines is still in its infancy and
need to be further studied.

From pure solid mechanical behaviors to fluid-solid coupling mechanical beha-
viors: Based on the necessities of energy development, waste storage, and the like,
since the 1990s, researchers began to study permeability change of rocks under the
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TTT state (Takahashi et al., 1993; Zhang et al., 1999). Later, some researchers
systematically studied permeability change of sandstone subject to complex stres-
ses (Li, 2001; Li et al., 2001; Takahashi et al., 2005; Takahashi et al., 2013).
Recently, Zeng (2015) investigated the variation in permeability of mudstone in
its deformation process. All these studies obtained many useful conclusions.

In short, for the study of the mechanical response of rock to general stresses,
since the 1960s, a variety of TTT machines have been developed. They are mainly
divided into three loading types, rigid loading, flexible loading, and mixed loading
types. All these devices have their own advantages and disadvantages. Among the
three, rigid loading and mixed loading have become mainstream TTT machines.
Development of mixed loading TTT machines experiences a whole process from
using them to obtain pre-peak mechanical behaviors to post-peak mechanical
behaviors, to using them to acquire information diversification, and to using them
to conduct pure mechanics to conduct fluid-solid coupling researches.

4 REVIEW OF TESTING RESULTS

In the process of TTT devices, researchers have obtained numerous experimental results
and gradually revealed the mechanical properties of rock in the general stress state.

Deformation of rocks subject to TTT stresses or in the TTT stress state mainly affects
the following mechanical properties: strength, deformation characteristics, failure
mode, fracture angle, permeability, and acoustic emission characteristics. All of these
are briefly concluded as follows and described in details in related papers.

For ease of discussion later, the following basic concepts defined by Mogi (1971a,
1972a, 1972b), as shown in Figure 12, are used:

1)
2)

Strength: differential stress in failure.

Yield stress: differential stress at the first occurrence of permanent deformation.
For most rocks without obvious turning point, it can be defined as the differential
stress corresponding to some small permanent strain, such as 0.2% of the
differential stress.

Stress drop: amplitude in stress incline in failure.
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Figure 12 Schematic of basic concept definitions following Mogi (1971).
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4) Ductility: the ability of the test material to resist plastic deformation without
failure. According to the definition by Heard (1960), when the ductility is less
than 3%, the rock is brittle; when the ductility is in the range of 3-5%, the rock is
in the brittle-ductile transition stage; and when the ductility is greater than 5%,
the rock is ductile.

5) Elastic modulus: generally considered to be the slope of the initial straight
segment on the loaded stress — strain curve, and to be precise, the slope of the
unloading segment.

6)  Strain hardening coefficient: the slope of the stress — strain curve after yield.

7)  Fracture angle: the angle between the normal of the failure surface and the
maximum principal stress, which is complementary to that defined by Mogi.

8) Dilatancy: Dilatancy reflects the volumetric deformation, mostly volume expan-
sion of samples due to compression-induced deviation from the straight segment
and is usually expressed as the volumetric strain Av /v = g1+&;+¢3.

(9)  Microfracture events and the number of microfracture events: the number of
elastic impacts accompanied with microfractures.

4.1 Impact on strength

In general stress state, when o3 keeps constant, the strength of rock shows a trend of
first increase followed by decline with o, increasing. Mogi (1971a, 1971b, 1972a,
1972b, 1981, 2007, 2012) systematically conducted several TTT experiments to study
the impacts of the intermediate principal stress on the strength of various rocks
including dolomite, limestone, marble, trachyte, andesite, granite, schist, etc. and
found that the intermediate principal stress 6, could significantly affect their strength
which shows a trend of increase followed by decrease with 6, increasing, but this
impact is obviously less than that of 63. With dolomite as an example, as shown in
Figure 13, Mogi (1971a) plotted the contour lines of the rock strength vs both 6, and o3

1000 *+

[N
| 25MPa

® 45MPa

G,(MPa)

X 65MPa
X 85MPa
4 105MPa
* 125MPa

+ 145MPa

0 100 200 300 400 500 600 700 800
6,(MPa)

Figure 13 Stress at fracture as the function of 6, in Dunham dolomite. (Data from Mogi (2007)).
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and estimated that the intermediate principal stress effect was about 0.2 times of that of
the minimum principal stress. His conclusion was verified later by many other research-
ers (Chang, 2004; Chang et al., 2000; Haimson, 2006; Haimson, 2011; Haimson &
Chang, 2000; Haimson et al., 2010a; Koide et al., 1991; Lee et al., 2011; Takahashi
etal.,1989; Lietal., 1991; Liet al., 1994; Xu, 1982; Xu et al., 1984; Xu et al., 1985;
Xu et al., 1986). Xu & Geng (1985) further found that the denser and harder the rock
is, the greater the confining pressure and the intermediate principal stress effect on rock
strength. In addition, rocks with a large confining pressure effect also have greater
intermediate principal stress effect.

The minimum principal stress effect of rocks is less than that of the confining pressure
effect. In the comparison between the intermediate principal stress effect and the
minimum principal stress effect, the latter is often obtained through conventional
triaxial compression tests, at this time, 6, = 3. What was obtained in this way is in
fact the confining pressure effect, in which contains the intermediate principal stress
effect, rather than solely the minimum principal stress effect. Kwasniewski et al. (2006,
2013) first experimentally studied the minimum principal stress effect by exerting the
same o, but different 63 on different Rozbark sandstone samples to measure the
strength of rocks and revealed that the minimum principal stress effect was significantly
less than the confining pressure effect, but slightly greater than the intermediate
principal stress effect, as shown in Figure 14.

The intermediate principal stress effect of rock strength is different for different
rocks. For some rocks, rock strength is insensitive to the intermediate principal stress.
Chang and Haimson (Chang et al., 2005; Haimson, 2006) found that hornfels and
metapelites are not sensitive to the intermediate principal stress, as shown in Figure
15. Compared with that volumetric expansion occurs in all rocks with the intermedi-
ate principal stress effect, they believed that lack of the intermediate principal stress
effect in these rocks is related to the fact that these rocks have no dilatancy before
fracture.
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Figure 14 Effect of confining pressure, the intermediate principal stress, and minimum principal stress
on the maximum principal stress at strength failure of the Rozbark sandstone (Kwasniewski,
2013; Kwasniewski & Takahashi, 2006).
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Figure 15 True triaxial strength () as a function of &, for different o3 levels (Chang & Haimson, 2005).
(2) hornfelsand (b) metapelite.

Mogi (1972a, 2007) pointed out that the yield stress increased with the intermediate
principal stress the increase of the intermediate principal stress, but didn’t depend on
the change in the minimum principal stress. Chang & Haimson (2007) carried out true
triaxial experiments with impermeable Pohang rhyolite at the jacketed and unjacketed
states, and found that the strength of unjacketed samples was close to the yield strength
of the jacketed samples, and the yield strength showed a trend of first increase which
inclines with o, increasing.

The stress path has a certain influence on the strength of rocks. Xu & Geng (Geng
etal.,1985; Xu & Geng, 1984, 1986) studied the intermediate principal stress effects of
granite and marble in several stress paths and found that the stress path of a high
differential stress had a certain impact on the strength of rocks, while other paths had
no obvious impacts. Ingraham ez al. (2013a, 2011) analyzed those experimental results
of different stress paths and found that the strength criterion of Castlegate sandstone is
correlative to the third invariant of the stress, especially in the high average stress case.
Xiang et al. (2008) simulated the failure process of rock body in the cutting and
unloading stress path using the true triaxial stress state, They found that the strength
of samples was more affected by unloading and believed that with the interval change
of the intermediate principal stress. Samples mainly suffered from brittle fracturing. In
addition, Mogi (1981) found that in some particular directions, the strength of aniso-
tropic rocks decreased with the increase of o;.

About the true triaxial strength criterion, it is generally believed that the
yield stress obeys Nadai’s formula (Nadai, 1950), 7,.; = f1(0,cs), While the failure
stress is consistent with the Mogi’s criterion (Mogi, 1971b), 7or = f2(0,,.2). In
many researches, the functions, f; and f5, are linear functions, power functions,
and so on.
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4.2 Impact on deformation features

The effects of the intermediate principal stress on deformation characteristics mainly
include the elastic modulus, strain hardening coefficient, ductility, dilatancy, failure
mode, and fracture angle.

Dependence of the elastic modulus on the stress state is related to rock types. Mogi
(1972b) analyzed conventional triaxial experimental data and found that the elastic
module of monzonite and diabase were independent on the confining pressure, but
those of granite and quartzite evidently increased with the confining pressure increas-
ing. By comparing the curves of the strength and elastic modulus of marble, granite,
quartzite, monzonite and diabase with the confining pressure increasing, Mogi also
found that at a low confining pressure, for the rocks whose elastic modulus was more
sensitive to the confining pressure, their strength was also more sensitive to the confin-
ing pressure and more deviant from the Coulomb strength criterion. Oku et al. (2007)
investigated the relationship of elastic modulus of siltstone to o,, and found that its
elastic modulus showed a trend of first rise then decline with the intermediate principal
stress increasing, which is related to the closure state of natural pores and cracks inside
rocks. The varying characteristics of the elastic modulus of a rock are similar to those of
its strength, which might imply some intrinsic relation between them.

It is commonly accepted that the strain hardening coefficient increases with the
increase of o,, but doesn’t rely on the minimum principal stress o3 (Mogi, 1972a).
However, Xu (1982) experimentally studied the soft sandstone with high porosity and
found that the strain hardening coefficient increased with the confining pressure
increasing, but might decrease with the intermediate principal stress increasing.

Mogi (1971a, 1971b, 1972a) found that the ductility of a rock increased with the
increase of 63 and decreased with the increase of 6,, and can be expressed as ¢,, = f3(0; -
ao,), moreover, in the form of a logarithmic function as loge,, = K;(o; — ao,)+ K,. The
result was further verified by Kwasniewski & Takahashi (2006).

In 1977, Mogi (1977) first found that in the elastic deformation, the strains, &, and
€3, in the directions, o, and o3, were roughly equal. However, in the non-elastic
deformation, if o, was much larger than o3, €3 is obviously larger than e,, shear
dilatancy began to appear. Dilatancy marks the initiation of plastic deformation and
was correspondent to the yield stress. Moreover, Mogi found that the higher the o, the
higher the corresponding €; or o at the onset of dilatancy, the higher the ratio, &3 /e,.
The anisotropic dilatancy could be reasonably explained by the fact that cracks always
opened in the direction perpendicular to the minimum principal stress. Haimson &
Chang (2000) also obtained similar conclusion, and believed that for a fixed 63, an
increase in o, could enlarge the range of quasi-linear elasticity. Kwasniewski and
Takahashi studied the experiments of Slask sandstone and Rozbark sandstone
(Kwasniewski & Takahashi, 2006; Kwasniewski et al., 2003) and found that both
the intermediate principal stress and confining pressure played an inhibitory effect on
dilatancy. In other words, a larger £, or 6; was needed in order to start dilatancy as
increasing intermediate principle stress. When o, was lower, rock failure occurred only
after a larger dilatancy, while when o, was higher, rock failure occurred without much
dilatancy, which resulted in a sudden occurrence of rock failure, also was a demonstra-
tion of ductility decline. Chang & Haimson (2005) revealed that the strength of
crystalline rocks had a stronger dependence on o,, which was relevant to the initial
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micro-cracks inside the rock, and an increase in o, delayed the course of dilatancy
damage to hornfels and metapelites. The fact that dilatancy did not occur in hornfels
and metapelites also revealed that their strength was not associated with the inter-
mediate principal stress. Chang’s true triaxial tests with impermeable rhyolite in both
the jacketed and unjacketed states (Chang & Haimson, 2007) showed that in the
unjacketed state, the strength of Pohang rhyolite was equal to or slightly higher than
the stress at the initiation of dilatancy, which provided an evidence for the initiation of
dilatancy at the rock yield.

The fracture angle is affected by the stress state. According to the Mohr-Coulomb
criterion, it is generally considered that the fracture angle of rocks is 45° + ¢/2, and in
fact, even in the conventional three-axis machines, the fracture angle inclines to some
degree with the confining pressure increasing (Haimson & Chang, 2000). In true
triaxial machines, the fracture angle increases with the intermediate principal stress
increasing (Haimson, 2007; Haimson, 2011; Haimson & Chang, 2000; Haimson et al.,
2005; Haimson et al., 2012; Haimson & Rudnicki, 2010a; Haimson ef al., 2010b;
Ingraham et al., 2013a; Ingraham et al., 2013b; Issen ez al., 2011; Ma et al., 2013; Ma
et al., 2014; Mogi, 1972a; Xu & Geng, 1984), see Figure 16. Some researchers
recommended to use the Rudnicki and Rice formula (Rudnicki, 1975) to treat with
the relationship between the failure angle and triaxial stresses. The formula is a little
complex, and can be found in relevant literature (Haimson, 2007; Haimson, 2011;
Haimson & Rudnicki, 2010a; Haimson & Rudnicki, 2010b; Ingraham et al., 2013a;
Ma et al., 2014; Oku et al., 2007).

The failure pattern of rocks is divided into splitting failure, tension-shear failure,
shear failure, compression-shear failure, compression failure, among which both ten-
sile-shear failure and compression-shear failure are transitional types from splitting to
shear failure and from shear to compression failure, respectively. In a uniaxial case,
rock often suffers from splitting failure. At a low confining pressure, it shows compres-
sion-shear failure, while at a high confining pressure, it shows compression failure. At
this time, the splitting failure surface is roughly parallel to the maximum principal
stress direction, and the shear failure surface obliquely crosses the maximum principal

(a) (b)
80 85

v 0:=0,2MPa
801 6,= 60 MPa

75
6° 70 o,= 100 MPa

65

55 1 1 1 1 1 55 1 1 1
0 20 40 60 80 100 120 0 50 100 150 200

o, =0, (MPa) 0,- 0; (MPa)

L L
250 300 350

Figure 16 Failure angle as a function of (a) the confining pressure and (b) the intermediate principal
stress. From Haimson & Chang (2000).
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stress. However, the compression failure shows no obvious failure surface. In sum-
mary, in a conventional triaxial machine, increase in confining pressure corresponds to
a decline in brittleness and an increase in ductility, and with the ductility increasing,
rock has a transitional trend from splitting failure to compression failure. The inter-
mediate principal stress o, serves to reduce the ductility of rock. Therefore, with the
increase of 6,, rock has a trend from compression failure to splitting failure, which has
been verified by many researchers (Ingraham et al., 2013b; Li et al., 1994; Xu et al.,
2000).

Xu et al. (1992) and Ingraham et al. (2013b) utilized AE monitoring methods to
locate microfractures in granite and porous sandstone in the loading process, respec-
tively, and obtained many beneficial conclusions. Xu showed that the acoustic emis-
sion from rock subject to true triaxial stresses undergoes three stages. At the first
stage, there are quite a few microfractures inside the rock sample. At the second stage,
microfractures distribute in the whole rock sample, but fewer than the first stage. At
the third one, microfractures further grow in quantity and to the rock form some non-
microfractures zones. At the time close to failure, they show a zonal distribution,
indicating that only when it is close to failure, the major rupture surface forms.
Ingraham performed a series of tests on stress Lode angle from -30° (corresponding
to triaxial tension test) through 0° (corresponding to pure shear) to 30° (correspond-
ing to triaxial compression test) under different average principal stresses. The results
showed that with the mean stress increasing, the shear zone is difficult to occur. In this
process, the angle of the shear zone continues to decrease until no significant shear
zone occurs. The zonal distribution of AE (i.e. strain localization) forms earlier than
the peak point.

4.3 Impact on permeability features

The impact of true triaxial loading on permeability is in nature the impact of rock
deformation on permeability under true triaxial stress states. As what mentioned
above, the confining pressure increases the ductility of rocks. Thus, under the action
of axial stress, it can cause rocks to transit from splitting failure to compression-shear
failure to compression failure, while the intermediate principal stress acts just opposite
to the confining pressure. It makes cracks within the rock sample arrange along the
61~ 6, plane and finally the failure surface parallel to the direction of 6,, causing plastic
deformation and dilatancy to mainly occur in the direction of o3.

Takahashi et al. (1993) first studied the impact of the intermediate principal stress on
rock permeability. Later, Li (2001) and Takahashi ez al. (2013) systematically studied
the relationships of the permeability of Shirahama sandstone to three principal stresses.
Overall, at the initial stage of the maximum principal stress loading, the permeability
decreases with load increasing, but the decreasing rate (dk/de; or dk/do;) continues to
decrease with strain or stress increasing until reaches its minimum, which corresponds
to the closure of original cracks within rock samples. The minimum permeability
corresponds to the starting of rock dilatancy, after which, the strains in three directions
start to be dominant. From dilatancy initiation to prior to rock failure, the permeability
increases slowly. In the process of o; further growth, several processes occur in the
rock. 1) At a lower confining pressure, brittle failure occurs and the permeability
increases sharply. 2) At a higher confining pressure, no brittle failure occurs in the
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rock in the process from compression to shear failure, and at this time, the permeability
restored later is smaller and slightly lower than the initial permeability. Zeng (2015)
also obtained the similar conclusion from her tests on mudstone, and further demon-
strated that with the intermediate principal stress increasing, the increase in perme-
ability becomes more obvious after the dilatancy point.

Li et al. (2001, 2002) studied the effect of the stress path on the permeability of
Shirahama sandstone and defined the impact coefficient of the effective stress gj, to the
permeability k;, namely, a;; = dlog k/do;,. Their experimental results showed that a;;
was independent on the stress path. In addition, King (2002) utilized his full rigid
loading tester to study the characteristics of elastic wave propagation and percolation
in the rock mass with multiple parallel fractures.

4.4 Other aspects

In addition to above-mentioned studies, researchers also investigated the characteris-
tics of elastic wave propagation (Takahashi, 2012; Takahashi, 1991; Luo et al., 1992;
Zhao et al., 1996), and the characteristics of AE signals including amplitude, fre-
quency, etc. (Mou et al., 1990; Xu et al., 1989) in the true triaxial loading process.
These studies briefly revealed the characteristics of rock deformation in the true triaxial
loading process.

He et al. (2010) conducted the unilateral dynamic loading TTT experiments to
simulate the process of limestone rock burst and used AE monitoring technique during
tests. Analysis of measured AE signal data indicated that there were two principal
frequency ranges in AE signal. AE signal displayed high frequency and low amplitude at
lower stress, while moved toward high amplitude with stress increasing, and showed
low frequency and high amplitude as close to rock burst. All of these data provide some
prediction basis for monitoring rock bursts.

Gong et al. (2012) and Du et al. (2015) reconstructed the slabbing failure phenom-
enon of rock along the maximum principal stress direction, in consistence with the
excavation site failure pattern. Du et al. according to their AE monitored results and
infrared radiation characteristics, further concluded that with the intermediate princi-
pal stress increasing, the failure mode transited from shear failure to slabbing failure.

Overall, with the intermediate principal stress he increasing 1) the strength of
ordinary hard rock shows a trend of increase followed by decrease, but the CTE
strength is always higher than the CTC one; 2) the ductility of hard rock decreases,
3) the brittleness, elastic modulus, strain hardening coefficient, and failure angle all
increase accordingly, while 4) the dilatancy of hard rock is suppressed. Some soft
rocks with high porosity and few hard rock are slightly different under the
influence of the intermediate principal stress. Studies on the permeability show
that the effect of the intermediate principal stress on the permeability of rock
samples is in agreement with that of the intermediate principal stress on deforma-
tion. Studies on rock burst are one of the research and application hot spots of
TTT machines in recent years. Experimental results showed that the intermediate
principal stress is the cause for rock slabbing failure along the maximum principal
stress direction, consistent with the failure phenomenon in actual engineering
excavations.
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5 PROSPECT FORTTT MACHINES

Since the invention of TTT machine in the 1960s, the characteristics of strength,
deformation and failure of rock in the general stress state have been well understood.
With the introduction of acoustic emission monitoring technology, scanning electron
microscopy, and other measurement means, the microscopic mechanisms of the defor-
mation and failure processes also have been further understood. At the same time, with
the help of both true triaxial force and flow field in the testers, the effect of three
directional stresses (strains) on the seepage is further studied.

However, the TTT machine now is still at the laboratory stage and has not been
accepted in the engineering field. This may be due to several reasons: 1) true triaxial test
boundary conditions, such as the blank corner effect, end friction effect, and loading
eccentricity are complex, resulting in poor repeatability and reliability of tests; 2) high
test machine costs make it difficult for promotion; and 3) insufficient rock mechanics
constitutive research in the true triaxial stress state results in application difficulty in
engineering. Thus, studies need to be conducted to further improve the true triaxial
testers and better understand the mechanism of rock failure with focuses on the
following aspects:

1) Developing new flexible loading materials. Flexible loading is prominent over
rigid loading in control of blank corner, end friction, and loading eccentricity.
However, its lower loading ability makes its promotion more difficult. With the
development of materials science and related technologies, flexible materials of
high strength will be developed.

2) Developing new loading ways. Using conventional true triaxial loading way is
difficult to avoid the corner effect and the end friction effect. Therefore, the non-
contact loading ways using a pair of deformable sheets to achieve flexible loading
in one direction such as the EMF-driven loading way will be more popular in the
future.

3) Strengthening international cooperation. Because rock true triaxial testers are
complex in structure and with high cost, previous explorations and attempts
for the development of new equipments are very valuable. Therefore, it is very
important to strengthen international exchange and cooperation, promote
knowledge sharing and technology transfer, and seeking more financial
support.

4) Establishing the database of rock true triaxial tests. In addition to rock TTT
technology, the database of TTT experimental results is also very important.

5)  Further strengthening the monitoring means of TTT machines. Although there are
few testers being introduced AE monitoring means, experimental data are still
relatively limited. Thus, more researches should be conducted. In addition, CT
scanning monitoring means should also be introduced into future TTT systems to
monitor the whole rock failure process and reveal its failure mechanism.

6) Realizing multi-field coupling. Current TTT systems have basically realized the
fluid-solid coupling; but further studies need to be performed for more field
coupling such as temperature, chemistry, etc.

We hope that TTT systems could be more wide applied in geotechnical engineering in
the near future.
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Chapter 3

Rockburst concept and mechanism

M.C. He, G.L. Zhu & W.L. Gong

State Key Laboratory for Geomechanics & Deep Underground Engineering, China University of
Mining & Technology (Beijing), Beijing, China

Abstract: This chapter presents a variety of rockbursts in five sections: (i) the rockburst
introduction, (ii) classification according to triggering mechanisms and modeling
approaches, (iii) the study of the above classifications, (iv) the criterion of rockburst,
and (v) a brief summary of this chapter. Innovative work has been done in developing
the ‘strainburst testing machine’ and ‘impact-induced rockburst testing machine’ that
create a new era in which varied rockburst phenomena can be produced in the
laboratory. New concepts are proposed regarding the stress paths for artificially
produced rockbursts, the strain-burst criteria, and impact-induced rockburst criteria
that take into account both the static and dynamic stress states analogous to that at
excavation boundaries. This research provides us with a basis for rockburst prediction
and control in the field.

| INTRODUCTION

With fast development of economies and industrial construction, world-wide exploita-
tion of the natural resources will inevitably proceed into deep ground. As countries
across the world recognize their underground resources as a growth point for the
national economy, geotechnical engineering goes into deep ground as well. The scale
and depth of underground engineering for the nuclear industry, national defense
industry, transportation industry, and hydraulic engineering are growing at particu-
larly high speed. The frequencies of various disasters have increased significantly as a
result of the increasing depths for underground projects. Among them the most serious
problem is rockburst hazards induced by high ground stresses (Qian, 2010).
Rockbursts, as a catastrophic phenomenon in underground engineering, are char-
acterized by a sudden, explosive expulsion or ejection of the cracked country rocks. In
underground coal mining, the rockburst phenomenon is also known as coal bursts or
coal bumps. Rockbursts or coal bumps cause destruction of the supporting equipment
in a mining stope; distortion and destruction of the stope and drifts; casualties among
the mine personnel; and even collapse of the ground surface accompanied by local
seismicity. Therefore, mechanisms, forecasting and prediction, as well as control of
rockbursts, have become key scientific problems to be tackled. The problems facing the
community of rock mechanics are technically complex and difficult. Numerous
research projects on rockburst mechanisms have been carried out across the world
and notable discoveries made (He, 2006; He et al.,2010,2012a,2012b, 2015; Tang &
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Kaiser, 1998; Kaiser et al., 1995; Haimson, 2006; Mogi, 2007; Jaeger et al., 2007
Brady & Brown, 2005; Singh et al., 2001; Zhou et al., 2008). Most of the findings seen
in the publications and international conferences have been on the basis of qualitative
explanations. As for the forecasting and prediction of rockbursts, although quite a few
successful experiences were achieved, no systematic theoretical results have been built
up. Some experts even assert that there is no possibility for rockburst forecasting.
However, the degree of difficulty and scale of rock engineering in its current state in
China is so large that it has been the focus of world attention. Scientists and researchers
in our country should undertake overall and in-depth studies of rockburst mechanisms,
and provide the development of rock engineering in deep ground with strong support in
practical techniques and scientific theory (Qian, 2010). This paper presents the
authors’ achievements in researching the rockburst mechanisms and their control
measures, involving development of laboratory rockburst testing machines; theoretical
and experimental investigations; and development of the constant resistance large

deformation (CRLD) bolt, as well as its practical use in roadway support under rock-
burst conditions (He, 2006; He et al., 2007, 2009, 2010, 2012).

2 ROCKBURST CATEGORIZATION

A rockburst is generally defined as a sudden rock failure characterized by the breaking
up and expulsion of rock from its surroundings, accompanied by a violent release of
energy (Blake, 1972). Although the definition of rockburst differs from one author to
another, the common ground of these definitions is the sudden release of energy in the
form of a violent expulsion of rock (McMahon, 1988). Brown (1984) suggests that a
rockburst should be considered as a particular manifestation of seismic activity that is
induced by mining activities. In fact, the sudden failure that characterizes a rockburst
can be, in itself, the source of the seismic event, or may have been triggered by a distant
seismic event, or from a load transfer due to the latter (Gill & Aubertin, 1993).

It is well understood that classification and categorization of the naturally occurring
phenomena in question is one of the major approaches, or the preliminary step, for
further investigation in scientific research practice. Since Morrison (1942) and Blake
(1972) first reported on an Indian gold mine, rockbursts have been categorized accord-
ing to the phenomena (Kaiser et al., 1995); the mechanisms (Simon, 1999); the energy
(Corbett, 1996); the scale and location (Ghose & Rae, 1988); the cause and effect
(Jiang et al., 2007; Qi et al., 2003), as well as the detonation source mechanism of
rockbursts; the relationship between the parameters of the detonation source; the first
motion signs of a seismic wave; the location where the rockburst occurred and the
magnitude of released energy; the stress paths that induced a rockburst; and the causes
for the formation of a rockburst event (Cook, 1965; Brady & Brown, 2005; Ryder,
1988; Henry et al., 1989; Kuhnt, 1989; Corbett, 1996).

The authors categories the rockburst according to triggering mechanisms and the
related laboratory physical modeling approaches. That is, a rockburst may happen in
the following two conditions: (i) in a highly stressed rock mass storing a large amount
of the strain energy during roadway excavations or a face stopping phase, and (ii) in less
stressed and deformed rock storing a lesser amount of the strain energy after the
excavations phase, but induced by the external disturbances in the far-field region
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Figure | Rockburst classification based the triggering mechanism and experimental methods (He et al.,
2012b).

such as blasting, caving, and adjacent tunneling, etc. Based on this awareness, rock-
burst phenomena under two different conditions can be categorized into two major
classes (depicted in Figure 1):

Class I: the strainbursts or excavation-induced rockbursts occurred during process of
the excavation
Class II: the impact-induced rockbursts occurred after the excavation.

Strainbursts (or stress-induced rockbursts) occur during the excavation phase and are
induced by the redistribution of excavation-induced stress. They include tunnel burst
(induced by tunnel excavation), stope burst (induced by stope excavation) and pillar
burst (induced by pillar excavation). The seismic site and source for strainbursts are the
same: at, or near, the excavation boundaries (for tunnel burst and stope burst) or at the
pillar face (for pillar burst). Impact-induced rockbursts take place at the excavation
boundaries and are initiated by far-field seismic waves, and could be further classified
into three types: rockbursts induced by blasting or excavation; rockbursts induced by
roof collapse; and rockbursts induced by fault slip. The dynamic nature of this kind of
event will be dealt with specifically in the Section 5 of this paper.

3 ROCKBURST STUDY

It was known to all that indoor rockburst experiments play an important role in
understanding its formation mechanisms, calibration of numerical models, evaluation
of mechanical parameters, and identification of the stress state where a dynamic event
may be initiated. The primary goal for researchers who were engaged in the physical
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modeling of rockburst phenomena is to reproduce the stress states in the laboratory in a
faithful manner, to simulate the conditions under which a dynamic event may occur.
Great efforts were made in developing tri-axial or true-tri-axial devices to achieve this
end, involving work done by Mogi (1967), Crawford & Wylie (1987), Chang &
Haimson (2000), Chen & Feng (2006), Haimson (2006), Lee & Haimson (2011), for
example. Although some degree of success was achieved with these studies, they did
not, however, reproduce conditions for testing rock specimen analogous to the i situ
event, i.e. from a stationary or equilibrium state, transferred to the critical state and
then attaining the final chaotic state where a large volume of the fractured rock is
ejected. This Section presents the research achievements to accomplish these goals
carried out in the State Key Laboratory for Geomechanics and Deep Underground
Engineering (LGDUE) at the China University of Mining & Technology Beijing
(CUMTRB) involving the development of the strainburst testing machine and the
impact-induced testing machine based on the above rockburst classifications (Class I
and Class II).

3.1 Studies on strainburst

3.1.1 Strainburst testing machine

The strainburst testing machine, developed by He (2006), is shown in Figure 2; its
main task is to simulate the stress-induced rockburst phenomena (Class I rockburst in
Figure 1, Patent No. ZL 2007 1 0099297.1). Figure 2a is the schematic of the main unit
of the testing machine, a modified true-tri-axial apparatus (MTTA). The MTTA can
provide dynamic loading/unloading independently in three principal directions (He
et al., 2010). Load in the minimum principal stress direction (horizontal) can be
unloaded abruptly on one face and displacement constraint condition is maintained
on the opposite face, simulating the stress condition for rock mass at the excavation
surface. Its major technical specifications are also shown in Figure 2(a).

1. Rock specimen (b)
2. Loading plate

3. Pressure cell

4. Loading rod

5. Detachable loading rod
6. AE transducers

Technical specifications:
1. Specimen size:

150 x 60 x 30 mm
2. Maximum loading capacity:
450 kN
Photo-taking system
Force and displacement .
measuring system rod
5. AE monitoring
High-speed camera

»o

o

Drop direction

Figure 2 Strainburst testing machine; (a) schematic of the testing machine, and (b) photograph taken in
the laboratory for an overview of the testing machine and the peripheral monitoring
instruments.
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Figure 2b is a photograph showing on overview of the strainburst testing machine. In
addition to the MTTA, the testing machine is equipped with a hydraulic control system
and monitoring instruments such as those for force monitoring, acoustic emission (AE)
monitoring, and high-speed digital camera recording. The AE monitoring system
manufactured by PAC (Physical Acoustics Corporation, USA) was used with two
polarity transducers mounted on the two sides of the specimen (the intermediate
principal direction, in Figure 2a). The resonance frequency is 150 kHz, the fairly flat
response ranges from 0-400 kHz; the pre-amplification is 40 dB, gain amplification is
10 times, and the total amplification is 1000 times; the data acquisition rate was set to 1
MHz. AE events were monitored over 0-512 kHz of the frequency specimen. The
recording speed of the high-speed camera was 1000 frames per second under full
resolution.

3.1.2 Stress paths for instantaneous and delayed rockbursts

A strainburst is self-initiated due to the stresses in the near-face region. That is, the self-
initiated rockbursts occur when the stresses near the boundary of an excavation exceed
the rock mass strength, and failures proceed in an unstable or violent manner (when the
stored strain energy in the rock mass is not dissipated during the fracturing process).
The design of the MTTA can perform loading/unloading independently in three prin-
cipal directions, which provide flexibilities for realized varied stress paths analogous to
those at, or near, the surface of underground excavations or mine stopings. Typically,
stress paths for the three types of the self-initiated rockbursts (Figure 1) can be
designed.

Figure 3a shows the stress path for instantaneous rockbursts. The stress path was
designed to resemble static loading and dynamic loading due to excavation at the
excavation boundaries. The load is first increased proportionally and slowly to attain
the hydrostatic stress state (6, = 0, = 03) marked by letter A, under the convention of
61 > 02 > 03 for the principal stresses. Secondly, o1 and o, were increased step by step
until approaching the virginal stress state marked by B. After that, this stress state was
maintained for a certain time to allow the equilibrium state to be attained inside the
rock specimen, and then g3 was suddenly removed from one surface of the specimen
(Figure 2a) while keeping o and o, at constant. Thus the sample is at the possible

(a) (b) 1 At

a g, 1

Critical state
A: Hydrostatic
stresses
B: Virginal stress sate

Critical state

A: Hydrostatic stresses

ay B: Virginal stress sate o
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Figure 3 Stress paths; (a) stress path for instantaneous rockburst, and (b) stress path for delayed
rockburst.
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occurrence state of rockburst (the first unloading marked by C). If the rock sample does
not fail after around 30 minutes of the first unloading (He et al., 2010), the loading
process is resumed. Typically, the stress paths in Figure 3 have three cycles of the
loading/unloading, assuming that rockburst occurs at the third cycle.

Figure 3b shows the stress for delayed rockbursts. The major difference between 3a
and 3b lies in the relationship between oy and o3 at unloading. In the stress path for
instantaneous rockbursts (Figure 3a), o, is kept constant when unloading a3, and
rockburst occurs after the unloading with a very small time lag (delayed rockburst
mechanism). In the stress path for delayed rockbursts (Figure 3b), oy increases at
unloading and rockburst occurs undergoing a period of time, A#, after unloading a3.
For the instantaneous rockbursts at the critical stress state undergoing the stress path,
a1, is equal to, or larger than, the unconfined compressive strength (UCS) of the rock
mass. When o3 approaches zero instantaneously, the excessive potential energy stored
in the highly stressed rock mass will be released and converted into kinematic energy,
carrying the rock fractures into the excavation space. For the delayed rockburst, no
failure occurs when o3 approaches zero instantaneously and oy at a low level (less than
the UCS). It is the excavation that causes the dramatic increase in ¢y at unloading and
rockburst will happen when oy is sufficiently high. For a reflection of the stress
concentration, o is increased to the level of 1.2-1.3 times the UCS.

3.1.3 Stress paths for pillar bursts

Figure 4 shows the stress path for pillar bursts. This stress path simulates the
stress redistribution existing in a coal pillar during the mining phase. The load is first
increased proportionally and slowly to attain the hydrostatic stress state (o1 = 0, = 03)
marked by letter A. Secondly, ; and o, were increased step by step until approaching
the virginal stress state marked by B. After that, this stress state was maintained for a
certain time to allow the equilibrium state to be attained inside the rock specimen. Then
the major principal stress was increased, simulating the stress concentration due to the
decreasing of the cross-sectional section perpendicular to the vertical direction. At the
same time, the minimum principal stress was decreased with a small stress increment,

-+

o4 A: Hydrostatic stresses
B: Virginal stress sate
C: 18t unloading

D: 2" unloading

E: 3 unloading

F: Rockburst
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Figure 4 Stress paths for pillar bursts.
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-Ao3, simulating the mining-induced unloading on the pillar’s lateral direction (marked
by C). It was assumed that the pillar-like specimen undergoes three cycles of the
loading/unloading (denoted by C, D, and E) and the pillar burst occurs at the third
cycle (marked by E, the critical state). The pillar burst also exhibits a delayed burst
mechanism with a time lag by 4¢.

Pillars were designed and remained when using the pillar mining method in under-
ground coal mines. Progressively reduction of the cross-sectional area during face
stoping can result in the concentration of stress in the vertical direction while setting
the lateral face free, leading to the rockburst event. Pillar design plays a significant role
in these events, i.e. increase in pillar size will effectively limit the transfer of abutment
stresses to the longwall face and decrease the rockburst potential (Barton et al., 1992).

Actually, the stress paths for pillar bursts are closely related to the mine design and
more complex than that for the former two types of rockbursts. The methodology for
the design of a stress path for the pillar burst will be dealt with in detail late in the
document, along with the pillar burst criterion.

3.1.4 Experimental results for strainburst

Up to now, more than 300 rockburst experiments have been conducted employing the
strainburst testing machine with rock samples of different rock types cored from
different countries, including Italy, Canada, Iran, Singapore, and China. As an exam-
ple, rockburst experiments on the granite from Laizhou (Shandong Province, eastern
China) are presented. The cored rock blocks were machined into cubical specimens
with a dimension of 150x60x30 mm. X-ray diffraction analysis of the granite was
carried out. The major minerals are quartz (27%), feldspar (68%), and clay minerals
(5%) with mica as most of the content. During the test, the stress path for the
instantaneous rockburst (Figure 3a) was followed.

Figure 5a shows the measured stress path for the Laizhou granite sample. The
virginal in situ stresses (o1, 02, 03) are 101, 60 and 30 MPa, respectively. The sample
underwent two cycles of the loading/unloading and rockburst occurred at the second
unloading with the critical state of stress at 129, 59, 0 MPa, respectively. That is, the
polyaxial strength for rockburst is gy = 129 MPa. Figure 5b shows the AE energy rate
and accumulated AE energy rate monitored during the experiment. The accumulative
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Figure 5 Pillar bursts; (a) the measured stress path, and (b) the accumulated AE energy paths.
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Figure 6 A selection of photographs showing the process of rockbursting in laboratory; the digits in the
lower part of the photographs indicate the time scale: hour:minute:second:millisecond.

AE rate increases during the test and increases suddenly at unloading. Similarly, the AE
energy rate has a high level at every unloading. Both the cumulation and distribution of
AE energy have higher levels at the critical stress state, manifested by the dynamic
nature of the event.

Figure 6 shows a selection of photographs of the unloading surface of the test rock
specimen recorded by the high-speed camera during the rockburst experiment. Figure
6a shows the surface at the intact state. Figures 6b—f show that there were rock grains
and fragments ejected from the upper area of the surface for the first time 11 micro-
seconds after the unloading. Figures 6g-m show a large rock fracture split from the
upper left area of the surface one second later. Figures 6n-x show the man-made
rockburst event during the test. From these photographs we can observe the ejection
and expulsion of rock fractures on the upper region of the exposed surface. The
photographs in Figure 6 demonstrate that the strainburst event at the excavation
boundaries can be reproduced very well in the laboratory using our innovative rock-
burst testing machine and designed stress path.
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1. Rock specimen
2. Loading plate
3. Pressure cell

4. Loading red

Stress wave

Technical specifications: |
1. Specimen size:
110 x110x110 mm
2. Maximum loading capacity:
0 kN

3. AE monitoring systems
4. Photo-taking system
5. Force and displacement measuring

Figure 7 The impact-induced rockburst testing machine; (a) schematic of the dynamic true-tri-axial
apparatus (DTTA), and (b) photograph of the testing machine and peripheral instruments.

3.2 Study on impact-induced burst

3.2.1 Impact-induced rockburst testing machine

Figure 7a shows the schematic of the main unit for the impact-induced rockburst
testing machine (Patent No. ZL 200610113003.1). The main unit is actually a dynamic
true-tri-axial apparatus (DTTA) which can accommodate a cubical specimen of
110x110x110 mm with a tunnel-like hole inside. Each of the loading devices for
DTTA consists of a loading plate, a pressure cell, and a loading rod, and all the loading
devices can produce the wave-formed dynamic loads independently in the three per-
pendicular directions. As reviewed above, a rockburst event at the excavation surface
can also be triggered by a remote seismic source such as blasting, a roof fall, and
adjacent caving, etc. The DTTA, developed by Professor He, was designed for creating
the dynamic stress states analogous to those in real situations. Figure 7b shows a
photograph of the overview of the impact-induced testing machine including the
main unit and the peripheral controlling and monitoring instruments, which are the
servo-controlled stress wave loading device (beyond the figure), the data monitoring
system, and the imaging system.

3.2.2 Stress paths for impact-induced bursts

The DTTA is capable of producing the dynamic stress wave in any, or all, of the
principal directions, providing flexibilities for the investigator to design different the
static-dynamic combinations of the principal stresses (o1, 05, 03). Figure 8 shows a
typical stress path for the impact-induced rockbursts in which o is designed as a
squared-formed stress wave and o, and o3 are stationary.

This stress path is designed to simulate caving or blasting-induced impact on the
country rock mass. With the programmed computer code, the servo-controlled
dynamic loading device of the DTTA can simulate stress waves generated by different
sources such as by site excavation, blasting, caving, earthquakes, mechanical
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Figure 8 Stress paths for impact-induced rockbursts.

tunneling, etc. At present, sixteen kinds of the stress wave forms can be implemented
in the testing machine. These are the ramp wave; sine wave; triangle wave; sawtooth
wave; square wave; white noise; Gaussian noise; cycle random noise; ramp and
circular wave; ramp and noise wave; circular and noise wave; ramp and circular
and noise wave; loading single pulse; uninstall single pulse; Laplace pulse; and
uninstall Laplace pulse.

3.2.3 Results

Employing the impact-induced rockburst testing machine, more than thirty experi-
ments on the tunnel-like model were accomplished including the sandstone model, the
limestone model, mudstone model, artificial-analogue model, and granite model. The
experimental results regarding the granite model are presented here as an illustrative
case. The tested granite tunnel-like model has a dimension of 110x110x110 mm with a
tunnel-like hole inside. The routine analysis and tests are also performed on the granite
(description is omitted) and a UCS of 68 MPa is used as a strength reference here for the
model. The measured stress states and the loading path are shown in Figure 9. At the
stationary loading stage, the stresses (o, 02, 03) were increased proportionally and
slowly to attain the hydrostatic stress state firstly, and then attain the virginal stress
state of the simulated prototype of 20.7, 4.3 and 2.5 MPa, respectively, as was done in
the strainburst experiment.

During the dynamic loading process (Figure 9), a¢ (vertical direction) was modu-
lated as a stress wave with an amplitude of 0.1 mm and frequency of 0.5 Hz, and a5, 53
are stationary. During the first two episodes of the applied stress waves, no rock
fracturing or ejection occurred. In the third episode of the stress wave (at an averaged
stress level of 26.6 MPa), ejection of rock grains took place. During the fourth episode
of the wave loading (at an average stress level of 29.2 MPa, the critical stress for oy),
rockburst occurred. Figure 10 shows photographs showing the rockburst process.
Figures 10a and 10b show rock splitting on the left side wall and floor. Figures 10c
and 10d shows the violent ejection of the rock fractures from the tunnel face during
the fourth wave loading and Figures 10e and 10f show the final state of the face after
the event.



35 1
| sws 00
30 4 E—)
25 A
©
o
= 20-
@
2 154
5]
10 -
5 4
= d — P _ Y
O'p T T T T T T T
0 5 10 15 20 25 30 35

Elapsed time, second

Figure 9 The measured stress paths in the impact-induced rockburst experiment.
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Figure 10 Photographs showing the process of impact-induced rockburst.
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4 ROCKBURST CRITERION

Research on empirical equations for the determination of stress-strength behavior of a
rock mass, including the discontinuity pattern, has been a very attractive topic in rock
engineering, and numerous empirical equations have been proposed in the literature.
Hoek and Brown introduced the most popular empirical approach to determine the
strength of rock materials and rock masses (Hoek & Brown, 1980). The proposed
approach by Hoek and Brown, known as the Hoek-Brown (H-B) empirical failure
criterion, has been in the center of rock mechanics practice since 1980 (Sonmez &
Gokceoglu, 2006). This section presents the empirical rockburst criteria based on
insight into the rockburst mechanisms obtained in the rockburst experiments intro-
duced above.

4.1 Study on impact-induced burst

The rockburst criteria for the three types of the strainbursts (see Figure 1), viz. the
instantaneous rockbursts, the delayed rockbusts and the pillar bursts, are presented in
this subsection with references to the H-B criterion.

4.1.1 Instantaneous rockburst criterion

Figure 11a shows the instantaneous rockburst criterion and the bursting path in the
01-03 space. Point A represents the virginal stress state (o1, 65, 63). 6. and 6/ are the UCS
and the long-term peak strength for the country rocks, respectively. Instantaneous
rockburst occurs under the condition where rapid release of the minimum principal
stress, 03, and the maximum principal stress, o1, is larger than the UCS, o.. These
theoretical analyses were verified by the rockburst experiments (He et al., 2007, 2010,
2012a, 2012b). Any point falling into the area between the H-B curve and the UCS
(marked by Zone 1) represents the stress state that may initiate a rockburst event.

(a) ®) ooy
(o
: o1-¢1 curve in triaxial unloading

A
Zone 1
AE
Unloading il
C
A (01,05,03)

=

ucs curve

AR A P R A

s e v e L e Zone ’4;

A A o e e o 3
e ey

[— The stored strain energy
under uniaxial compression

3

Figure Il (a) The instantaneous rockburst criterion, and (b) energy relation between the uni-axial
compression and true-tri-axial compression by suddenly unloading the confining pressure.
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The experimentally obtained knowledge on the strainbursts leads to the following
theoretical formulation of the energy relationship between the uni-axial compressive
tests and the true-tri-axial unloading tests (Figure 11b). The blue line is the complete
stress and strain curve of o—¢ typically found in the UCS tests. The right-angled
triangle drawn in a black line is an idealized curve of o1-¢; found in true-tri-axial
unloading tests. The shaded area below the g-¢ curve represents the energy consumed
during the uni-axial loading process in the pre-peak region. The area of the triangle
minus this area represents the energy stored in the country rocks (shaded area
between the o,-¢; curve and o-¢ curve) which is releasable during the dynamic
event. The releasable energy is achieved due to the high level of 5, under the confine-
ment at depth where the polyaxial strength o1c¢ is much higher than the UCS. The
amount of the releasable energy (or seismic energy) could be estimated by the
area encompassed by the triangle AOAC in Figure 11b, and be expressed mathema-
tically by:

AE = J o1der — ch e ~ area(AOAC) (1)
0 0

Where AE is the releasable energy; o1 the polyaxial strength obtained in the rockburst
tests; o the UCS; &, the peak strain at the peak stress in the UCS test; and ¢, the peak
strain at oy, in the rockburst test. Thus, the generalized rockburst criterion can be
written as:

AE >0 )

4.1.2 Delayed rockburst criterion

Figure 12a shows the delayed rockburst criterion and the bursting path in the o;-03
space. Point B represents the virginal stress state (04, 0, 63). Under this condition, the
rockburst may not occur at the unloading, o3; as a result 61 is lower than the UCS, o..
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Figure 12 (a) The delayed rockburst criterion, and (b) energy relation between the uni-axial compres-
sion and true-tri-axial compression by suddenly unloading the confining pressure.
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At or near the excavation surface, rockbursts may be initiated as o, increases (the
tangential stress concentration due to the excavation) to a level larger than UCS and
the rockburst criterion in Equation 2 is met. This kind of stress path is manifested by
the rock response, such that rockburst occurs usually in a period of time after the
free surface was created. The theoretical formulation of the energy relationship
between the uni-axial compressive tests and the true-tri-axial unloading tests is
given in Figure 12b, and the releasable energy and rockburst criterion are expressed
by Equations 1 and 2.

4.2 Impact-induced rockburst criteria

The impact-induced rockburst, as classified in Section 1, consists of three types of
rockbursts, viz. induced by blasting, by roof collapse, and by fault slip. Besides the
rock strength, wavelength was also considered in their criteria as the dynamic
nature.

4.2.1 Physical model for the impact-induced rockbursts

Figure 13 shows a tunnel of diameter D in the path of a plane seismic wave of wave
length. When a seismic wave propagates in an elastic continuum, a point or particle of
this continuum oscillates around its stationary or equilibrium position. A particle is
prevented from flying off by the atomic bond strength which increases as the particle
moves away from its equilibrium position. On the other hand, a particle on the free
boundary of an opening may fly off into the opening if the atomic bond is broken due to
excessive acceleration of this particle. Similarly, rock blocks on the free boundary of an
opening which are separated from the surrounding rock mass by joints and fractures
can be carried or ejected into the opening by seismic waves. This seismic wave is
assumed to be sinusoidal with positive (compressive) and negative (tensile) pulse. The
tunnel will undergo a dynamic stress state under the condition that the tunnel diameter
is much less than the wave length (McGarr et al., 1981; Roberts & Brummer, 1988),
that is:

DI ' <<1 (3)

y Plane wave y

Positive pulse

Direction of wave propagation g

o -
X Tunnel of
diameter, D
Negative
A pulse

Figure 13 Cylindrical tunnel in the path of a propagating plane seismic wave (Xiaoping Yi, 1993).
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Figure 14 (a) Failure criterion for rockburst induced by blasting or excavation, and (b) energy relation
between the uni-axial compression and true-tri-axial compression by suddenly unloading the
confining pressure.

4.2.2 Delayed rockburst criterion

Figure 14a shows the criterion for impact-induced rockbursts and the bursting path in
the 01-03 space. Point B represents the virginal stress state (a1, 02, 03) at which the
stress wave oscillates. Different from the static loading illustrated in Figures 11 and
14, the dynamic loading in Figure 15 is a rate-dependent processes and can also result
in an increase in the tangential stress at the excavation surface, i.e. the increase in the
major principal stress. The dynamic rockburst strength is hereby termed as o4 in
comparison with the static rockburst strength ¢4 in the above section. The released
energy AE can also be estimated using the method illustrated in Figure 14b and
Equation 1 by substituting o; with o14. The necessary and sufficient condition for
initiating the induced-types of rockbusts should follow the energy criterion expressed
by Equation 2 and the dynamical condition (DA™ << 1) expressed by Equation 3 all
together:

AE>0 and DI '<<1 (4)

As to the specific rockburst criterion for induced rockbursts, the differences lie in the
configuration of the dynamical stress waves. That is, no matter what the type of seismic
source - blasting, caving, roof collapse, and fault slip - it can be represented by
adjusting the magnitude, the wave length, and the wave type. Therefore, a specific
rockburst criterion could be formulated.

5 SUMMARY

A new concept was introduced into the classification of rockbursts according to their
initiation mechanisms and results of indoor experimental methods. This classification
of rockbursts into two general categories, viz. stress-induced rockbursts and impact-
induced rockbursts, contributes a great deal to the development of state-of-the-art
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rockburst testing machines, and the establishment of a framework for the systematic
rockburst studies undertaken by the author’s research team.

The innovative work in developing the ‘strainburst testing machine’ and ‘impact-
induced rockburst testing machine’ creates a new era at which in-depth and compre-
hensive investigations into the rockburst phenomena can be made in the laboratory.
The artificially produced rockburst phenomena of different types in the novel testing
machines can provide us with a convenient way of observing the rockburst process with
various advanced monitoring techniques, which was originally unlikely in field.

The stress paths proposed in this paper, corresponding to the rockbursts in the new
classification systems, are closely analogous to those at, or near, the surface of under-
ground excavations. The corresponding real rockburst phenomena can be reproduced
in the laboratory in the new testing machines using these stress paths and the related
testing procedures.

Rockburst criteria for the stress-induced and impact-induced rockbursts are
proposed based on experimental investigations both in the laboratory and in the
field. The rockburst criteria take into account both the static and dynamic stress
states, and are have general applications in rockburst prediction and rockburst
control design.
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Chapter 4

Laboratory acoustic emission
study review

X.L. Lei

Geological Survey of Japan, National Institute of Advanced Industrial Science and Technology (AIST),
Tsukuba, Ibaraki, Japan

Abstract: Since the discovery of the Kaiser effect in 1950 and the similarity in size
distribution of earthquakes and acoustic emissions (AE) in the 1960s, many laboratory
studies have been motivated by the need to provide tools for the estimation of in-situ
stress, the understanding of pre-failure damaging and fracturing mechanism in brittle
rocks, and the prediction of mining failures and natural earthquakes. This chapter aims
to draw an outline of progress that has been made in AE technology and laboratory AE
study and to highlight some significant and extensive achievements in rock mechanics
and engineering during the last 20-30 years, such as aspects related to the pre-failure
damage evolution, fault nucleation and growth in rocks and discuss factors governing
these processes.

I INTRODUCTION

Acoustic emission (AE) is an elastic wave of ultrasonic to sonic frequencies radiated
by rapid cracking and friction in solid materials and rocks. AE technology, in which
AE signal is monitored, has three major applications. As a tool of non-destructive
inspection, it has a long history and has been applied in numerous areas including
material sciences, medical sciences, and engineering fields. In rock mechanics, AE
studies in laboratory scales and microseismicity in mine scales were motivated by a
desire to estimate in-situ stress, to predict rock bursts, to monitor hydrofracturing,
to examine damage around tunnels and boreholes, to develop new mining techni-
ques, and so on. In earthquake seismology, AE is treated as an analogue of earth-
quake and has been intensively studied in laboratory (see recent review in (Lei &
Ma, 2014)).

This chapter aims to draw an outline of laboratory AE studies that address rock
mechanic problems with a focus on significant and extensive achievements in rock
mechanics and engineering during the last 20-30 years. First, a brief outline of progress
that has been made in AE technology and laboratory AE study is given. Then I describe
several commonly accepted laws, in which the scale-independent similarities are
involved. In sections 4 and 5, I summarize aspects relating to pre-failure damage
evolution, fault nucleation and growth in brittle rocks, and discuss factors governing
these processes. Finally, I discuss questions that remain poorly understood but might be
interest issues for future works.
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2 PROGRESS IN AE TECHNOLOGY

2.1 Advances in AE monitoring and data processing

During the last five decades, AE technology, including AE monitoring technology and
data processing methodology, has been developed greatly. The following is a brief
outline of some key points.

Fifty years ago, only the hitting time (time at which the signal amplitude reaches a
pre-defined threshold) of an AE could be recorded with a single sensor or a small
number of sensors. At the same time, the rock fracture test was performed under simple
loading conditions such as uniaxial compression/extension and bending test. Even so,
two discoveries have greatly promoted laboratory AE studies. The first one is the Kaiser
effect discovered in 1950 (Kaiser, 1950). The second one is finding of the similarity in
size distribution of earthquakes and acoustic emissions in the 1960s (Mogi, 1962;
Scholz, 1968c).

Source location has been an important issue from the very beginning of laboratory
AE study (Mogi, 1968; Scholz, 1968a). However, limited by AE monitoring technique,
only a small number of events could be located. Later, a six-channel system to detect the
arrival time, amplitude, and vibration direction of AE wave from PZT sensors mounted
on a sample was developed in USGS laboratory (Byerlee & Lockner, 1977). With this
system, the hypocenter of a large number of AEs could be determined (Byerlee &
Lockner, 1977; Lockner et al., 1991a; Lockner et al., 1992). Developments in transient
memory technique in the 1970s through to the 1980s led to the ability to make a digital
recording of the full waveform of an AE at multi channels (Nishizawa ez al., 1984;
Sondergeld & Estey, 1981; Yanagidani et al., 1985). Hypocenter location was then
improved greatly by the use of more precise arrival times pick-up using AR model to
represent AE signal and background noise and AIC (Akaike Information Criteria,
Akaike, 1973, see reprint (Akaike, 1998)) to find the optimal models (see 2.2 for details).
With detailed AE hypocenter data, the localization of AE hypocenters in “homogeneous”
rock samples, under various loading conditions particularly creeping, was reported by a
number of groups (Hirata et al., 1987; Lei et al., 1992; Lockner & Byerlee, 1980;
Nishizawa et al., 1982; Yanagidani et al., 1985). The term “homogeneous” indicates
fine grained rocks free of mesoscale heterogeneities. Localization means the changing
from random distribution to spatial clustering.

Since the 2000s, AE are usually monitored by more than 8 sensors (up to 32 sensors
in some laboratories) with digital waveform recording at up to a 200 MHz sampling
rate and up to a 16 bit A/D resolution. The dead time of a recording in event mode is
sufficiently short and continuous recording is also possible by use of very large amounts
of on-board memory. The waveform of most events can be captured with multiple
channels, even for AE burst, in which the AE rate may reach several thousand a second,
commonly occurred during the period of fracturing nucleation and dynamic failure.
Rock fracture experiments can be performed under triaxial compression conditions
with controlled fluid injection and pore pressure (Lei et al., 2011; Mayr et al., 2011;
Stanchits et al., 2011). AE hypocenters can be determined with a location error of a few
mms (Benson et al., 2007; Lei et al., 2000b, Lei et al., 2000c; Stanchits et al., 2006).
Multi-channel waveform data allowed the determination of focal mechanisms and
sources parameters of AE from the polarization of the first motions for individual
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events or a group of events e.g. (Lei et al., 2000b). Moment tensor inversion has been
used in laboratory and in-site fracturing tests, and stick-slip of fault (Aker et al., 2014;
Chang & Lee, 2004; Enoki & Kishi, 1988, Kwiatek et al., 2014, Manthei et al., 2001;
Ohtsu, 2008; Yuyama et al., 1995).

Recent systems were utilized with large amounts of memory, allowing continuous
waveform recording on multiple channels and more detailed analysis of faulting
nucleation, dynamic fracturing, and aftershock processes (Benson et al., 2007; Lei,
2012; Stanchits et al., 2006; Thompson, 2005; Thompson et al., 2006). Benefitting
from the fast speed of PCle bus, cheaper waveform recorders are developed, by which
AE waveforms can be digitized at a sample rate up to 20 MHz and streamed to hard
disk arrays directly for continuous recording (Yoshimitsu et al., 2014).

2.2 Pickup of P-wave first motion and determination of AE
hypocenter

The same method used for the automatic measurement of the arrival times of seismic
signals (Yokota et al., 1981) has been used in the pickup of P-wave first motion of AE
signals (Satoh et al., 1987). In the method, autoregressive (AR) model is used to
represent a time series x; (i = 1,..N):

M
x,':Za,'x,;/+M,' (i: 1,...,N) (1)
=1

where, M and g; (j=1, ..., M) are the order and coefficients of the AR model, respec-
tively, and #; is the residual error assuming to be white noise. Parameters associated
with each model are estimated using the maximum likelihood method. As a practical
application of the method, the Akaike’s Information Criterion (AIC), (Akaike, 1973,
see reprint (Akaike, 1998)) is introduced:

AIC = —2In(lpay ) + 2N, )

where, 1,5 is the maximum likelihood and N,, is the number of parameters.

There are several algorithms for the first arrival determination based on AR model
and AIC (Yokota et al., 1981). For AE signals, two algorithm termed MUPEO and
MEPET are found being practically useful (Satoh et al., 1987). In MUPEOQ, the so called
F-model (of an order of L¢), which is obtained for a small section at the head of the noise
section, is applied to the two sections separated at time-k of the whole record. The AIC
at a given point k& is given by:

AIC, = kIn(G ) + (N — k)In(c gs?) + NIn(27) + N + 2(Lg + 2) (3)

Where 5> and G rs” are the variances of prediction error for the first and second
sections, respectively. In MUPET, the so called S-model (of and order of L), which is
obtained for a small section at the tail of the signal section, is applied to the second
section. The AIC at a given point & is then given by:

AIC, = kIn(G?) + (N — k)In(Gs%) + NIn(27) + N + 2(Lg + Ls + 2) (4)
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Figure | Advanced P wave first motion determination utilizing autoregressive (AR) model and Akaike
information Cretia (AIC). Automatically determined arrival time and theoretic time indicated
as black arrow and red line, respectively.

The first arrival time is identified by the minimum AIC. A multi-step approach is
found especially effective. The procedure consists of two steps. At first, the MUPEO
method is applied to the entire record for a preliminary estimation of arrival time.
Next, both MUPEO and MUPET are applied to a shorter time window centered at the
arrival time estimation by the first step, and the earlier arrival time is used as the final
estimation.

AF hypocenters were determined automatically by using the first arrival time data of
P-waves and measured P velocities during the test. For most rocks anisotropic velocities
measured at different stages of deformation are required for better location precision.
The first arrivals of a signal to noise ratio lower than given threshold are ruled out. As a
practical approach, a loop between pickup of arrival times and source location is very
powerful. Once a primary hypocenter is determined, pick up of P arrival time for
channels of larger residual and channels been ruled out can be reprocessed within a
relatively short window centered at the theoretical arrival times. Then the hypocenter is
refined with the renewed arrival times. This procedure can be iterated for several times
until the best resolution is found.
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Figure 2 A comparison of photograph of a fractured rock sample and stereo plots of AE hypocenters,
which are determined with an error less than 2-3 mm. White and black circles indicate shear
(or shear-dominant) and tensile sources, respectively. The test sample is a mudstone contain-
ing 3 quartz veins. The mudstone demonstrates ductile fracturing behaviors, while the quartz
veins show brittle fracturing, thus AE hypocenters are mainly distributed along the intersec-
tions of the veins and the final shear fracture plane (Modified from Lei et al., 2000c).

2.3 Determination of source parameters and mechanism
solutions of AE event

The observed AE magnitude is somewhat relative due to many unknown factors such as
coupling effect and the sensitivity of AE sensor used. However, the relative magnitudes
can be roughly shifted to equivalent earthquake magnitudes based on calibration using
Laser Doppler velocitometer and corner frequency analysis (Lei ef al., 2003).
Magnitude of large events with saturated waveform record can be estimated from
their wave continuation time based on scaling law between magnitude and continua-
tion time similar with that used for small earthquakes (Lei et al., 2003). The magni-
tude of a stick-slip event as well as the main event which has split the whole sample
can be estimated following the procedure presented by McGarr & Fletcher (2003).
This method was used by Thompson et al. (2009) and Lei (2012) in determining
magnitude of stick-slip event and rock failure in laboratory. Seismic moment of a
fault embedded in an elastic medium is given by a function of shear modulus (G) of
the host medium, displacement (u#), and fault surface area (A)

Mo = GuA (5)

For the case of rock sample having limited dimension under a stiff loading frame, an
equivalent radius (r) for a circular asperity with elastic unloading stiffness k given by
(Eshelby, 1957; Thompson et al., 2009; Walsh, 1971) can be used for calculating the
fault surface area.



120 Lei

nG
"=16% ()

Where, k can be estimated from stress-drop and displacement. At last, a moment
magnitude (Mw) for an equivalent earthquake can be then calculated using the scaling
relation between Mo (in dyne-cm) and Mw (Hanks & Kanamori, 1979).

2

At the same time, it is important to note that McGarr method is basically a measure
of elastic energy release in ultimate failure, which is pretty much controlled by stiffness
of the loading apparatus used. It can become however large if soft apparatus is used (i.e.
residual slip after the breakdown continues and achieves a big displacement). So, the
obtained moment magnitude should be treated as an upper-bound. Smaller events are
stopped by local heterogeneity within the sample, but the ultimate failure, which has
split the whole sample, is unstoppable by this mechanism and continues until using up
the excess stress stored in apparatus (hence moment can be however big). To make a
fair comparison, the only way is to take the rupture dimension of the ultimate event as a
lower-bound estimate of its size and to estimate its magnitude using the scaling relation
between magnitude and fault rupture dimension:

My =a+blogA (8)

where a has a typical value of 4~4.5 and b is close to 1 for earthquakes (Dowrick &
Rhoades, 2004).

The spectrum of AE signal recorded by PZT sensor can be corrected somehow based
on calibration using laser doppler velocitometer, and thus the corner frequency and
source dimension can be roughly estimated (Lei et al., 2003). Recently, by use of wide
band AE sensors embedded within the end-pieces, stress drop, source dimension were
roughly estimated (Yoshimitsu et al., 2014).

The focal mechanisms of AE can be determined from the polarization of the first
motions recorded at multi sensors. In laboratory, five types of mechanism solution were
distinguished and were categorized them as Type-C, Type-T, Type-S, Type-TS, and
Type-TTS. Figure 3 is a schematic illustration showing the distribution of the first
motions and the likely corresponding crack modes. Type-C, resulted from sudden closure
of pores, has a pulling first motion at all directions. Type-C AEs are well observed in
andesite and porous sandstones. In porous rocks, compaction and cataclastic flow is
significant (Menéndez et al., 1996), which can lead to Type-C AE events (Fortin et al.,
2009). Type-T, which corresponds to tensile cracking, has a pushing first motion at all
directions. Type-S having quadrant distribution of P first motion is generated by a shear
cracking. Type-TS event is assumed to be a slip along the crack with a tensile cracking at
its end (it is also called wing crack (Ashby & Sammis, 1990)). Type-T, Type-S, and Type-
TS have been observed in various rocks (e.g. Lei et al., 2000b; Lei ez al., 1992; Stanchits
et al., 2006; Zang et al., 1998). Type-TTS event shows distribution of polarization
cannot be assigned to either Type-S or Type-TS cracks and can be modeled by a slip
along a crack with two tensile cracks of different orientations at its ends. In other words,
the combination of two Type-TS cracks (Lei ef al., 2000b). Under triaxial compression
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Figure 3 Five types of focal mechanism solution derived from P wave first motion direction.
a) Distribution of the first P motions on an equal-area projection of the lower hemisphere of
the focal sphere. b) Cracking modes corresponding to a). (modified from (Lei et al., 2000b)).

conditions, both shear and tensile fracture are major microscopic fracture mechanism,
and shear became more dominant as the confining pressure increased (Chang & Lee,
2004).

By using amplitude data, a full moment tensor (MT) can be estimated under the
assumption of point source and a simple sources function. In laboratory condition, the
recorded amplitudes should be carefully corrected for the sensor directivity (a cosine
sensitivity function is normally used for P-wave type sensors) (Aker et al., 2014). The
moment tensor is represented as a real and symmetric 3 x 3 matrix, which can be
decomposed into three components: 1) a double coupled (DC) shear source; 2) an
isotropic (ISO) source (explosion or implosion); and 3) a compensated linear vector
dipole (CLVD) source. This eigenvector-based approach was used in earthquake
seismology (e.g. Hudson et al., 1989). It is worth noting that the obtained isotropic
tensor is unique, but the decomposition of the remaining deviatoric tensor into DC and
CLVD terms is not. Consequently, there are several decomposition methods in the
literature (Chapman & Godbee, 2012).

2.4 Estimation of in-situ stress

Following the discovery of the Kaiser effect: the production of AE in stressed rocks was
somehow stress-history dependent (Kaiser, 1950), there are many laboratory studies
were done for examining the Kaiser effect. The Kaiser effect is resulted from irreversible
damages (micro-cracks) accumulated in the rock and is affected by many factors, such
as rock types, loading rate and duration, interval, stress relaxation and strain recovery,
stress level, temperature-history, water saturation, interactions between principal
stresses, scales, and so on. The uniaxial loading method (ULM) was commonly used
for determining in situ stress using the Kaiser effect and there are some successful cases.
However, it was shown that the ULM cannot determine the previous stress imposed on
a sample in the laboratory. It is thus suggested mechanism for the in situ Kaiser effect is
AE produced by reclosure of relaxation cracks that opened as a result of stored strain
when the in situ stress was removed by coring (Holcomb, 1993).

A detailed review has been presented in (Lavrov, 2003). In following, I will focus
some new developments in recent years. In the last ten years, the Western Australian
School of Mines (WASM) has researched, developed and successfully applied an in situ
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Figure 4 An example estimating in situ stress using AE data during cycled loading under triaxial
compression. Left plot shows results of a metamorphic rock sample retrieved via coring at
a depth of ~856 m at the Bendigo gold mine, Victoria Australia (Modified from Villaescusa
et al., 2009 with new data). Right plot shows results of a case, in which the AE activity is very
low and the AE data contains stable noise as a result of lowered triggering threshold.

stress measurement technique known as the WASMAE method using oriented core
from exploration, (Villaescusa et al., 2002; Villaescusa et al., 2003). The method is
based upon the monitoring of intact rock specimen micro-structure mobilization under
uniaxial loading (Seto et al., 1997; Villaescusa et al., 2002) or triaxial loading
(Villaescusa et al., 2009). It is possible to estimate the previous stress by using the AE
signature in the second and/or third reloadings, even when the Kaiser effect is not clear
in the first reloading due to noise associated with crack closure or compaction. Figure 4
shows 2 examples. In the right plot, the AE record system used a triggering threshold
lower than the background noise, because AE activity at low stress level is very low and
insufficient to observe the Kaiser effect if a greater trigger threshold was used.
Fortunately, the background noise is time-stable and thus it is possible to explore the
AE rate changes, which result in a good estimation of the in situ stress.

3 SCALE-INDEPENDENT AND FRACTAL PROPERTIES OF AE

AE shows scale-independent properties in many aspects through the full scale range,
which are involved in several power laws. The common accepted laws are the
Gutenberg and Richter (GR) relation in size distribution, modified Omori’s law in
aftershock decay, the accelerated moment release (AMR) preceding failure, and fractal
distribution of AE hypocenter.

3.1 Gutenberg and Richter relation in frequency-magnitude
distribution and seismic b-value

The first commonly accepted power law should be the Gutenberg and Richter (GR)
relation frequency-magnitude distribution (Gutenberg & Richter, 1944):
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log\g N =a—-bM 9)

where N is the number of events of magnitude M or greater, and g and b are constants.
The GR relation works well for AEs in rocks in laboratory scales (e.g. Lei, 2003;
Liakopoulou-Morris et al., 1994; Mogi, 1962; Scholz, 1968b) and mining scales (e.g.
Kwiatek et al., 2010; Yoshimitsu et al., 2014). The seismic moment Mo is linked with
moment magnitude Mw by equation (7), therefore, the GR relation is also a power law
of moment:

N(Mo) = AMP? (10)

The parameter b, commonly referred to as the “b-value”, has a global mean value
of 1.0. The GR relationship works for all magnitudes above a lower end cut-off
magnitude due to the detecting ability of seismic stations or the existing of a fault
break-down zone.

Beginning with Mogi’s work published in 1962 (Mogi, 1962), a lot of laboratory
works have been motivated by the expectation that precursory changes in b-value could
have resulted from stress change and thus could be used for earthquake prediction and
failure prediction in mines. Indeed, laboratory studies of AE events have consistently
shown a decrease in b-value with increasing stress during the deformation of intact
samples containing pre-existing microcracks (e.g. Lei, 2006; Lockner et al., 1991b;
Meredith et al., 1990).

In order to link the variations in b-value to established physical mechanisms, some
damage models were proposed which employ the constitutive laws of subcritical
crack growth of crack populations with a fractal size distribution (Lei, 2006;
Main et al., 1989; Main et al., 1993). As an example, three kinds of typical granite
of different grain size distributions, in all nine samples, were loaded to failure at
different stress rates. The b-value decreased with increasing stress and could be well
modeled with the damage laws by assuming a grain size-dependent initial mean crack
length (Lei, 2006).

Beside stress, b-value is strongly dependent on rock properties. The following lists
the most important factors (in order of their relative importance, most important

first).

1) The distribution of pre-existing crack lengths. This feature can be directly derived
from the aforementioned damage laws. According to the damage laws, b-value
ranges from 0.5 to 1.5 and are inversely correlated with the mean crack length. In
most cases, the initial distribution of crack lengths within a given rock is related to
the grain size distribution of the rock. Thus, fine-grained granite shows a b-value
larger than coarse-grained granite. Under stress, a growing mean crack length
leads to a decreasing b-value (see (Lei, 2006) for details).

2)  Macroscopic structures such as joints, veins, and foliations. In these cases, the
orientation and the healing strength of the structure planes are key factors. A
number of metamorphic basalt samples cored along different directions from a
deep mine has been used for fracture tests under triaxial compression. The results
show that samples of unfavorably oriented foliation and optimally oriented
foliation shows a primary b-value of ~1.5 and ~1.0, respectively.
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3) Homogeneity and grain size. Homogeneous and fine-grained sedimentary rocks
generally show large primary b-value. For example, Berea sandstone shows a
b-value of ~1.5 (Lei et al., 2011).

4) Foliation orientation. Results of some strongly foliated metamorphic rocks shows
that the b-vale (prior to the peak stress) depends on the orientation of the foliation
structure: it is close to unit for samples having favorably oriented foliations (has
the minimum shear strength) and 1.3~1.5 for samples having unfavorably
oriented foliations.

5) Inelastic strain rate. By keeping the inelastic strain rate constant, (Sano et al.,
1982) found that b-value is a function of inelastic strain rate rather than stress
level. The effects of inelastic strain rate could be enhanced by increasing pressure
and using a wet sample (Masuda et al., 1988).

Recent results from jointed or foliated rocks have demonstrated a typical pattern in
the change of b-value: a precursory drop (from 1.0~1.5 to ~0.5) in foreshocks and a
consequent recovery (to 1 to ~1.2) in aftershocks (Lei et al., 2013a).

Foreshocks underlie the fault nucleation phase that again strongly depends on rock
properties and loading conditions. Due to the fact that b-value depends on several
factors, a change of b-value could not be simply linked to stress change in both mining
and natural fields. The usefulness of b-value as an earthquake predictor remains an area
of continued debate. An integrated analysis of b-value with other AE statistics may lead
to better indicator of failure (see 4.7).

3.2 Omori’s law

It is well known that a large earthquake is generally followed by many aftershocks.
In fact, both AE (Hirata et al., 1987; Lei, 2003; Ojala, 2004) and earthquake of any
size can produce its own aftershocks depending on its magnitude. Event rate of
aftershocks (R,) follows the modified version of Omori’s law (presented in Utsu,
1961). It is an empirical power law of the time from the main event (¢-¢,,), for
aftershock rate:

R,=Ky(ca+t—t,) " (11)

where ¢,, K,, and p are constants. The constant ¢, is a characteristic time between
consecutive events. The p-value modifies the decay rate and typically falls in the range
from 0.6 to 2.5 with a global mean of ~1 for earthquake aftershock sequences (Utsu &
Ogata, 1995). In rock sample of laboratory scales and rock mass of mining scales, the
foreshock rate Ry, before a main event obeys a similar power law of the time-to-failure
rate (t,,,—1):

Ry =K(ci+tm—1)" (12)

AE bursts during creep tests (Hirata et al., 1987; Lockner & Byerlee, 1977) and AE
aftershock rates for slip events in sandstone show p-values in the range of 1 to 2
(Goebel et al., 2012). Both foreshocks and aftershocks associated with the fracture of
major asperities in a jointed rock can be roughly modeled with p and p’ of 1.0 (Lei,

2003).
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3.3 Critical point behavior and accelerated moment
release model

Similar with earthquakes, chaotic behavior in AE activity can be resulted from the
fractal or hierarchical complexities in cracks, joints, fractures and other heterogeneities
in rocks, together with the non-linear interaction between cracks. Therefore, the
concept of critical point behavior has been applied to AEs using time-to-failure analysis
(Moura et al., 2005; Moura et al., 2006; Wang et al., 2008); where the catastrophic
event is considered a critical phenomenon occurring at a second-order phase transition
in an analogy with percolation phenomena (Moura et al., 2005). In the vicinity of the
critical point, the variations in the energy release can be characterized by a power law of
time-to-failure interspersed with log-periodic oscillations (Laherrere & Sornette,
1998). Mathematically, such oscillations correspond to adding an imaginary part to
the exponent of the power law (Moura et al., 2005; Moura et al., 2006; Yukalov et al.,
2004):

STE()=A+B(t— 1) (13)

where E may be any kind of energy release rate, tis the failure time, A is cumulative
energy release at ¢ = ¢, B is negative, « and w are constant. The log-periodic oscillations
correspond to an accelerating frequency modulation as the critical time is approached.
By fitting experimental data of granites having various grain sizes, (Moura et al., 2006)
suggested that the imaginary part of the complex exponent w has good correlation with
grain size and loading rate. Larger grain size and faster loading rate result in a greater w,
which indicates a longer interaction range in space. By ignoring the oscillations in
equation (6) we get the power law of the accelerated moment release (AMR).

S E@)=A+B(—1)" (14)

As expected from equation 14, progressively increasing AE activity before the
catastrophic failure of brittle rocks is commonly observed (Lei, 2006; Main, 1991;
Main et al., 1993) and can be represented by the AMR model with an 2 of 0.2 to 0.3,
which is in agreement with the typical value for natural earthquakes (Lei & Satoh,
2007; Tyupkin & Di Giovambattista, 2005; Wang et al., 2008; Yin et al., 2004).

AMR can be also derived from damage laws of crack population with a fractal size
distribution. Under loading conditions of constant stress-rate w, the energy release rate
E evaluated by the measured AE magnitude can be derived from laboratory-derived
constitutive laws of the stress-induced subcritical growth of crack populations with a
fractal size distribution (Lei, 2006):

E(t)/E(t =0) = (1 —t/t;)

where [ is referred to as the stress corrosion index (the exponent of the power law
between the mean quasi-static rupture velocity of crack populations and the stress
intensity factor (Main et al., 1993)), I is the exponent of the power law between the
mean quasi-static rupture velocity of crack populations and AE rate, the failure time z;
is defined so that ¢ approaches infinity. Under constant stress (creep) condition (w=0),
equation (15) reduces to:

l+2—2['/2—l(1 +Wt)l (15)
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E@)/EQ) = (1—t/t)", m =1+2-20/2—1 (16)
The cumulative energy release is then obtained by integrating (16) with time:

1

m,m:l—m’) (17)

ZE:JEdt:A+B(tf—t)m (B=—
Equation (17) is the same as equation (14). The exponent in the power law of AMR is
thus linked with the exponents of another two power laws relating AE rate and mean
crack length. In such a consideration, both event rate and moment release increase as a
power of time-to-failure. The AMR is thus resulted from a cascade of small events

progressively releasing stress before a large event.
If a system approaches a critical point, the spatial correlation length (hereafter

abbreviated as SCL) is expected to grow according to a power law (Bruce & Wallace,
1989)

) oc(tp—1)" (18)

where k is positive. Assuming a scaling relation between moment release E and SCL,
growing SCLs (GSCLs) can be derived from the AMR model in (14). The SCL of a set of
N consecutive events can be estimated using single-link cluster analysis (Frohlich &
Davis, 1990). Initially, each individual hypocenter is linked with its nearest neighbor
hypocenter to form a set of clusters. Then, every cluster is linked with its nearest cluster.
This process is repeated until N events are connected with N-1 links. Throughout the
process, the distance between any two clusters is calculated based on their geometric
centers. The SCL is here defined as the median of the length distribution of the N-1 links
(Tyupkin & Di Giovambattista, 2005; Zoller et al., 2001). In order to reduce the
dependence of SCL on event number and sample dimension, the dimensionless value
is used:

Er(t) = (1) /I
IR :lQ/T’ll/3 (19)
where g is the characteristic linear dimension of the rock sample. A decrease in SCL

preceding precursory growth before large events (Lei & Satoh, 2007; Li et al., 2010;
Tyupkin & Di Giovambattista, 2005).

3.4 Fractal and hierarchical property of AE hypocenters

Similar to natural earthquake, AE shows fractal self-similarity in both time (e.g. Feng &
Seto, 1999) and space (e.g. Hirata et al., 1987; Lei et al., 1992). The generalized
correlation-integral (Kurths & Herzel, 1987), was usually applied for multi-fractal
analysis of the spatial clustering of AEs and earthquakes:

1[N /N(R<r) 7!
G =x lz (Rt

j=1

1/(g=1)
(q:_oo,“.’—l’o’l,.-.,oo) (20)
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where Nj(R < r) is the number of hypocenter pairs separated by a distance equal to or less
than 7, g is an integer, and N is the total number of AE events analyzed. If the hypocenter
distribution exhibits a power law for any g, C,(r) o 7P, the hypocenter population can
be considered to be multi-fractal, and D, defines the fractal dimension that can be
determined by the least-squares fit on a log-log plot. In the case of a homogeneous
fractal, D, does not vary with g. It can be easily proved that Dy, D; and D, coincide
with the information, capacity and correlation dimensions, respectively.

Localization of AE activity leads to a decrease of fractal dimension, thus it was
expected to be a possible indication of approaching failure. Gradual decreasing D was
observed in some cases but not in others cases (Hirata ez al., 1987; Lei et al., 1992; Lei &
Satoh, 2007). By looking up results obtained so far, especially recent ones utilizing high-
speed recording, we can draw some clearer conclusions now (see section 4 for details). In
general, there is no gradual localization as ever expected. The final fracturing nucleated in
a site with no clear correlation with the previous damage. The chance to observe
decreasing D depends on the number of foreshocks which is somewhat determined by
the critical size of the fault nucleation zone (over which the rock fails dynamically) as well
as the growing velocity of the fault. In cases of a small nucleation zone or fast growing
velocity, a smaller number of foreshocks are insufficient to cause a notable change in D.

3.5 Dragon-Kings in AEs

Similar with many geological systems of the Earth, AEs do not show perfect power
law behaviors. There are extreme events of a magnitude which do not follow the
Gutenberg-Richter power law governing the size distribution of other events. In labora-
tory, a test sample is loaded by a very rigid frame, thus the final fracture likely release
almost strains in the sample. Therefore, it is dangerous to conclude that the final fracture
is a dragon-king. Beside the final fracture, the fracture of major asperities in the shear
plane also demonstrate some extreme events as the examples shown in Fig. 5. These
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Figure 5 Magnitude-frequency distribution of fore- and after-shocks associated with fracture of a major
asperity on a fault going to failure. The el~3 mark the main events which are termed as
“dragon-kings,” extreme events departed from the power law (after Lei, 2012).
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events have a magnitude significantly greater than that expected by the GR power-law
relation between the magnitude-frequency distribution for either foreshocks or after-
shocks. There are at least two mechanisms that may lead to dragon-kings: 1) the power-
law event rate and moment release increasing and 2) hierarchical fracturing behavior
resulting from hierarchical inhomogeneities in the sample (Lei, 2012). In the first
mechanism, the final failure corresponds to the end-point of the progressive occurrence
of events, and thus the resulting dragon-king event can be interpreted as a superposition
of many small events. In the second mechanism, an event of extreme size is the result of
fracture growth stepping from a lower hierarchy into a higher hierarchy on a fault surface
having asperities characterized by hierarchical distribution (of size or strength) rather
than simple fractal distribution. In both mechanisms, the underlying physics is that
fracture in rocks is hard to stop beyond certain threshold.

4 AEININTACT ROCKS UNDER DIFFERENTIAL COMPRESSION

4.1 Lithology and confining pressure

At first, different rock type may demonstrate quite different pre-failure AE activity. In
general, polycrystal rocks such as granitic rocks, andesite, and metamorphic rocks
show very high AE productivity. AE activity is initiated at relatively lower stress and
then increased progressively until failure showing fairly well AMR behaviors. In
sedimentary rocks, quartz-rich and strongly cemented sandstones show high level
AF activity. While clay-rich shale and mudstone, and homogeneous dolomite demon-
strate low level pre-failure AEs but shale and dolomite may show strong AE energy
release during the quasi-static to dynamic fracturing stages (Lei et al., 2014). Coal
shows high level of AE activity under uniaxial compression (Ranjith et al., 2010),
triaxial compression (Yin et al., 2012), and during gas adsorbing/desorbing and
swelling/shrinking (e.g. Ma et al., 2012, Majewska et al., 2009). CO, gas can be
adsorbed onto the surface of the micro-, meso-and macropore and fracture systems
within the coal. It was found that CO, saturation has a significant effect on crack
initiation stress, which can be monitored by AEs (Ranjith et al., 2010). In any
lithology, high level AE activity resulted primarily from grain-size scale heterogene-
ities. Porous rocks such as sand stone generally shows high level of AE activity, but
the AE energy might be very weak as a result of attenuation. In rock salt, AE activity is
responsible for dilatancy strain under uniaxial and triaxial compression conditions
(Alkan et al., 2007; Xie et al., 2011).

In general, AE activity is relatively higher under lower confining pressures. Ductile
limestone may demonstrate some AE activity under low confining pressure or true-
triaxial unloading conditions (He et al., 2010).

4.2 Pre-existing microcrack density or damage index

In granitic rocks, the density of pre-existing microcracks is found to be the most
important factor governing pre-failure AE activity. A microcrack-free rock demon-
strates a fracture behavior similar to glass with very few AE events preceding the final
failure, while rock of higher micro-crack density shows earlier AE initiation and
progressively increasing AE activity approaching the failure (Lei et al., 2000a). The
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damage index can be used to quantitatively define the pre-existing microcrack density.
Damage index can be estimated use P wave velocity:

M V\?
DI=1-—+——1- (= 21
i1 (%) e1)

where, M and V represent the P wave modulus and velocity, respectively. The subscript
0 indicates measurement of damage free sample, which can be obtained by measuring
the P wave velocity at sufficiently high hydrostatic pressure, saying 100 MPa is
practically applicable for many rocks.

4.3 Role of mesoscale/macroscopic heterogeneities

For guaranteeing reproducibility of experimental results, samples as homogeneous as
possible are required. A homogeneous sample means the heterogeneities of grain size
scale are randomly distributed within the sample. However, results from carefully
selected samples containing macroscopic heterogeneities and artificial structures in
mesoscale or core scale are also meaningful for investigating their role (e.g. Pappas
etal., 1998; Satoh et al., 1996). Faulting nucleation processes are strongly governed by
heterogeneities. As an extreme case, it was found that brittle veins in ductile mudstones
have an important role on pre-failure damaging. Fault segments along the bedding
plane showed slip behavior with large compressive deformation before the peak stress,
while the vein asperities showed large precursor dilatancy prior to dynamic rupture
accompanied with bursts of AEs (Lei et al., 2000c). A long-term decreasing trend and
short-term fluctuation of the b-value in the phase immediately preceding dynamic
fracture are identified as characteristic features of the failure of heterogeneous faults
(Lei et al., 2004, Lei et al., 2000c¢).

4.4 Orientation of foliation and bedding structures

It is well known that brittle rocks under triaxial compression failure by shear fracture.
In foliated metamorphic rocks and in sedimentary rocks containing clear bedding
structures, the angle of the structures to the maximum principal stress is a key factor.
In a recent work, a series of samples of foliated metamorphic basalt and metasediment
from deep mines, cored along different directions with respect to the foliations, were
tested under triaxial compression to examine the role of foliation in rock fractures (Lei
etal.,2013a; Villaescusa et al., 2009). Fig. 6 shows schematic plots for a comparison of
AE hypocenters patterns of various foliation orientations. Samples of favorably
oriented foliations demonstrate a fracturing process that is somewhat similar to natural
earthquakes, showing: 1) a small number of foreshocks, 2) a large number of after-
shocks, and 3) a fault nucleation zone having a dimension of a small fraction of the fault
dimension. Samples with unfavorably oriented foliations demonstrate more compli-
cated fracturing processes and the final fracture is created through the linkage of
damage clusters along the shear zone. Every individual cluster are controlled or affected
by the foliations. Major clusters are aligned along the shear zone of the final fault plane.
The vertical AE clusters are clearly related with the vertical foliations. All aspects
concerning the fracture including the geometry of the final fracture planes, the failure
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Figure 6 Schematic plots show a comparison of mesoscale patterns of AE hypocenters of various
foliation orientations (modified from Lei et al., 2013, 2015).

strength, pattern of pre-nucleation AEs, and nucleation processes, are systematically
affected by the foliation angle.

4.5 Asperities on favorably oriented shear fracture plane

The aforementioned samples with favorably oriented planar structures are a better
simulation model of earthquakes. Such works are of considerable interest and impor-
tance, because they could provide rules useful for understanding rock fracturing in
mining sites and earthquake processes in the crust. Since favorably oriented faults have
the minimum reaction strength (in term of 6,-05), the critical crust stress is somewhat
controlled by such faults. AE activity during the fracture of a shear fault is controlled by
the fault geometry and asperities on the fault plane. Rough fault surface, irregular fault
geometries (bend, step overs) lead to more pre-failure AE events. A detailed study by Lei
and colleagues (Lei, 2003; Lei et al., 2003) on in a granitic porphyry reveals that a
quasi-static nucleation of the shear faulting corresponds to the fracture of coupled
asperities on the fault plane. Acoustic emissions caused by the fracture of individual
asperities exhibit similar characteristics to the sequence for natural earthquakes,
including foreshock, mainshock, and aftershock events. Foreshocks, initiated at the
edge of the asperity, occur with an event rate that increases according to a power law of
the temporal distance to the mainshock, and with a decreasing b-value (decrease from
~1.1to0 ~0.5). One or a few mainshocks then initiate at the edge of the asperity or in the
front of the foreshocks. The aftershock period is characterized by a remarkable increase
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and subsequent gradual decrease in b-value and a decreasing event rate obeying the
modified Omori law. The fracture of neighboring asperities is then initiated after the
mainshock of a particular asperity. The progressive fracturing of multiple coupled
asperities during the nucleation of shear faulting results in short-term precursory
fluctuations in both b-value and event rate, which may prove useful information in
the prediction of failure of the main fault plane of earthquakes.

In a very recent study, by using the X-ray computer tomography (CT) technique and
an AE monitoring approach, it was found that geometric asperities identified in CT
scan images were connected to regions of low b-values, increased event densities and
moment release over multiple stick-slip cycles (Goebel et al., 2012). This result is
consistent with the aforementioned fracture of unbroken asperities on a naturally

healed fault.

4.6 Role of water saturation, pore pressure and hydrofracturing

Water saturation in polycrystalline porous rocks is an important factor in both
short-term and long-term and time dependent mechanical behaviors. Studies have
shown that time-dependent weakening is much more important for a saturated rock
than for a dry one. Further, it has been shown that the weakening effect of water is
more significant in long-term experiments than in short-term ones (e.g. Lajtai et al.,
1987). Uniaxial creep tests of iron under partially saturated conditions show that
water saturation induces a strong increase in AE activity and dilatant inelastic
volumetric strain and a decrease in Young’s modulus and in the seismic b-value as
the rock approaches failure, indicating that water saturation accelerates static
fatigue through hydro-mechanical coupling and subcritical stress corrosion crack-
ing (Grgic & Amitrano, 2009).

In the laboratory, the governing role of pore pressure in pre-failure damage and final
failure in either low-porosity rocks, such as granites (Byerlee & Lockner, 1977; Kranz
et al., 1990; Masuda et al., 1990), or high-porosity rocks, such as porous sandstones
(Lei et al., 2011; Mayr et al., 2011; Schubnel et al., 2007; Stanchits et al., 2011), has
been investigated. Basically, AEs could be triggered by a pore pressure increase over a
critical pore pressure level in rocks under differential stress. In low-porosity rocks, a
positive feedback between AE activity and pore pressure diffusion is especially signifi-
cant because local permeability of the rock can be greatly improved by microcracks
which cause AEs (Masuda et al., 1990). It was found that water-pressure induced AEs
involve a greater rupture velocity or a more equidimensional fault geometry than stress-
induced ones (Masuda, 2013), suggesting that that pulse width analysis of P waveforms
can be used to distinguish fluid induced events from those induced by regional stress.

Mayr et al. (2011) presented some interesting results in porous sandstones of a
permeability of 1077 to 107'® m?. In their experiments, AEs could be triggered by a
pore pressure increase over a critical pore pressure level. The critical level was con-
trolled by the applied pore pressure of the previous cycle according to an apparent
Kaiser effect in terms of pore pressure. This memory effect of the rock vanished if
additional axial stress was applied to the sample before the next injection cycle. In
addition, they found that in a highly fractured rock the nucleation of the final failure
was more likely to be controlled by the propagation of the fracture than by the diffusion
of pore pressure.
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Figure 7 AE hypocenters in two Berea sandstone samples supplied to triaxial compression test under
different drainage conditions. Under undrained condition (no fluid flow into and flow out from
the sample), a large number of AEs, which formed several compaction bands, were observed
before the dynamic fracture. Under drained condition (pore pressure at the end faces of the
sample was kept constant), relatively small number of pre- and fore-shocks were observed
(modified from Lei et al., 201 I).

Dilatancy and dilatancy hardening are generally observed to occur prior to brittle
faulting. Pore pressure decreases resulting from dilatancy are the most important
mechanism of dilatancy hardening in a wet sample. Therefore, fluid flowing and iz situ
drainage conditions are dominant factors that govern rock fracture behaviors. According
to field evidence, an increase in fluid pressure may produce not only significant seismicity
(e.g. Leiet al.,2013b; Lei et al., 2008) but also stable or aseismic slips along pre-existing
faults (Cornet et al., 1998). In a Berea sandstone, which has a porosity of ~20% and a
permeability of ~107'* m?, the drainage conditions play a governing role in the deforma-
tion and fracturing processes (Fig. 7). The dilatancy-hardening effect can be greatly
suppressed by dilatancy-driven fluid flowing under good drainage conditions. Fast
diffusion of pore pressure leads to a significant reduction in rock strength and stabiliza-
tion of the dynamic rupture process. Furthermore, good drainage conditions have the
potential to enlarge the nucleation dimension and duration, thereby improving the
predictability of the final catastrophic failure (Lei et al., 2011).

In basalt, rapid post-failure decompression of the water-filled pore volume and
damage zone triggered low-frequency events, which exhibited a weak component of
shear (double-couple) slip, consistent with fluid-driven events occurring beneath active
volcanoes (Benson et al., 2008).

In these studies, the speed of pore pressure diffusion is a key factor. Since pore
pressure diffusion is inversely proportional to the viscosity of the fluid, fluids of lower
viscosity are thus expected to be more efficient to suppress the dilatancy-hardening
effect. Evidence was recently obtained through hydraulic fracturing laboratory
experiments with supercritical (SC-) and liquid (L-) CO,, which have viscosity
one order lower than water at low temperature (Ishida et al., 2012). Their results
show that AE hypocenters with the SC- and L-CO; injections tend to distribute in a
larger area than those with water injection, and furthermore, SC-CO, tended to
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generate cracks extending more three dimensionally (rather than along a flat plane)
than L-CO,.

4.7 Typical phases of AEs during rock deformation and fracture

It is noted by many authors that the fracturing of rocks in laboratory experiments
demonstrates some typical stages with different underlying physics corresponding to
the stress level or deformation history. For example, creep tests normally show three
deformation stages: primary, transient, and accelerated. Under uniaxial compression,
AE activity in rocks shows five typical phases: 1) microcrack and pore closure; 2) linear
elastic deformation; 3) microcrack growth; 4) fracture propagation and chipping; and
5) post-failure relaxation (Ohnaka & Mogi, 1982). Since the number of AEs is well
correlated with volumetric strains (e.g. Lei et al., 1992), AE activity directly reflects
rock deformation and thus show corresponding phases. Detailed analysis of AEs is
helpful for investigating the physics underlying each phase of deformation.

Through an integrated analysis of several AE statistics obtained from AE data collected
with the high-speed AE waveform recording system, a three-phase pre-failure-damage
model has been proposed in (Lei ez al., 2004) and further enforced with new data (Lei &
Satoh, 2007; Lei et al., 2006; Rao et al., 2011). The lithology of the test samples covers
granitic, sedimentary, and metamorphic rocks whilst the structure of the samples covers
fine- and coarse-grained, jointed, and foliated. Time-dependent statistics include the
energy release rate, b-value of the magnitude—frequency distribution, and fractal dimen-
sion and/or spatial correlation length (SCL) of AE hypocenters. The data from these
studies indicate that the pre-failure damage process is characterized by three major
phases of microcracking activity, termed the primary, secondary, and nucleation phases,
respectively. Figure 4 shows a typical example in which all phases with a large number of
AEs and the features of every phase are very clear (Lei et al., 2006). In some cases, AEs
during the dynamic fracturing process and following aftershock period could be recorded
(e.g. Lei et al., 2013a; Main et al., 1992; Thompson et al., 2006). A general summary of
the phases follows.

Primary phase: The primary phase reflects the initial opening or ruptures of pre-existing
microcracks, and it is characterized by an increase, with increasing stress, of both the
event rate and the b-value. The rate of AE depends on the density of pre-existing
cracks. The observed fact of initially low and subsequently increasing b-value sug-
gests that relatively longer cracks likely rupture at relatively lower stress.

Secondary phase: The secondary phase involves the sub-critical growth of a crack
population, revealed by an increase, with increasing stress, in the energy release
rate and a decrease in the b-value.

Nucleation phase: The nucleation phase corresponds to the quasi-static fault nuclea-
tion processes. During the nucleation phase, the b-value decreases rapidly down to
the global minimum value, in well monitored cases, it is around 0.5. See section 4.8
for further aspects on fault nucleation.

Dynamic phase: For most intact rocks it is impossible to distinguish individual AE
events during the dynamic fracturing period since AE rate shows progressively
increasing rate preceding the dynamic fracturing, resulting in noisy background
(Benson et al., 2007; Lei, 2012; Schubnel ez al., 2007; Thompson et al., 2006;
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Figure 8 An example of AE data obtained from a typical experiment on a coarse-grained Inada granite
sample under constant stress rate (27.5 MPa/min). (a) Differential stress, average axial/
circumferential/volumetric strains. (b) AE energy release rate and event rate calculated
consecutively every 10 s. (c) b-value and fractal dimension D,. (d) Stress, energy rate and b-
value against normalized time-to-failure in logarithm coordinate. P, S, and N denote the
primary, secondary and nucleation phases, respectively. (Modified from Lei, 2006).
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Thompson et al., 2009). In some cases, such as that in samples of optimally oriented
foliations, there is fewer foreshocks immediately before the dynamic fracturing, the
main shock could be recorded and located by chance (Lei, 2012).

Aftershock phase: In well-jacked samples and samples of optimally oriented weak
surfaces (foliated-, joint-, healed-fault, and so on), aftershocks could be recorded.
Similar to earthquakes, aftershocks are concentrated in the fault plane and show a
gradual recovering of b-value.

Stick-slip phase: In well-jacked samples, a few numbers of stick-slip events could be
monitored with AE data (Thompson et al., 2009).

For the secondary and the nucleation phases, b-value and release rate can be modeled as
functions of the time-to-failure (section 3.3) and thus can be treated as an indicator of
the critical point (Lei & Satoh, 2007). Both the failure of a major asperity on the fault
plane and the catastrophic failures of the rock samples are generally preceded by 1)
accelerated energy release, 2) a decrease in fractal dimension and SCL with a subse-
quent precursory increase indicating growth of fault nucleation, and 3) a decrease in
b-value from ~1.5 to ~0.5 for fine-grained rocks, and from ~1.1 to ~0.8 for coarse-
grained or weak rocks such as S-C cataclasite. However, each parameter also reveals
more complicated temporal evolution due to either the heterogeneity of the rock (see
section 4.3) or the micro-mechanics of shear fracturing (see section 4.8). AE statistics in
the secondary and nucleation phases confirm the potential importance of integrated
analysis of two or more parameters for successfully predicting the critical point. The
decreasing b-value and increasing energy release may prove meaningful for intermedi-
ate-term prediction, while the precursory increase in fractal dimension and SCL are
possible indications of approaching failure and can facilitate short-term prediction.

As reviewed in 4.1-4.6, lithology, density and size distribution of pre-existing cracks,
meso-scale, macro-scale heterogeneities, pore fluid, and drainage condition all have an
overall role in AEs. There are some cases in which some phases are not clear. In general,
homogeneous (both fine-grained and coarse-grained) rocks with pre-existing cracks
likely show all phases. Heterogeneous or weak rocks such S-C cataclasite normally
show a lack of the primary phase. Samples with few pre-existing cracks and samples
containing optimally oriented weak structures, likely show an unpredictable fracturing
behavior as well as a lack of primary and secondary phases, in addition the nucleation
phase has a small number of AEs.

4.8 Fracture nucleation and process zone

Earlier AE waveform recording systems could record a few tens of events per second,
insufficient for exploring the details of fault nucleation which corresponds to an AE
rate on the order up to several thousand events per second. Indeed, the final fracture
plane could be mapped with pre-failure AEs in inhomogeneous samples having weak
structures (Lockner & Byerlee, 1980; Lockner et al., 1992; Satoh et al., 1996). If the test
sample contains optimally oriented weak interfaces, and if the environmental rigidity is
sufficient high to sustain the quasi-static growth of fault nucleation, the fault could be
nucleated at quite a low stress level relative to the peak stress. On the other hand, in
homogeneous and brittle rocks, fault nucleation is likely created at a stress close to the
peak stress, while the environmental rigidity is lowered by damage throughout the
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sample volume the rock fails rapidly with a large stress drop (Lockner, 1993; Lockner
etal., 1992; Satoh et al., 1996). To overcome this difficulty, different approaches were
applied among research groups.

In the first approach, the AE event rate was used to control the axial loading. With
such a technique the rapid faulting nucleation process (in seconds) could be stabilized
(in hours) and thus make it possible to observe the complete nucleation and quasi-static
growth process of a fault through the analysis of AE hypocenters (Lockner et al.,
1991a; Lockner et al., 1992).

In the second approach, a non-standard “asymmetric” loading was used to force
shear faulting under uniaxial compression and earlier (and accordingly slowed down)
faulting nucleation (Zang et al., 1998; Zang et al., 2000).

In the third approach, a rapid AE monitoring system was developed in the late 1990s
(Lei et al., 2000b), which can record AE waveforms without major loss of events, even
for AE event rates on the order of several thousand events per second, typical for fault
nucleation in brittle rocks. Therefore, it is possible to study cracking activity during the
spontaneous and quasi-static growth of a fault in intact rocks. The main advantage of
this approach over the AE feedback technique is that the process of fault growth is in a
condition of constant stress rate or constant stress (creep) loading, which allows both
quasi-static and dynamic crack growth to occur. As we know the constitutive relation
of friction (e.g. Dieterich, 1992) and the mechanics of the interaction between cracks
are indeed time-dependent so the fault growth under artificially slowed down condi-
tions with time-varying strain rate may change the nature of fracturing. Recent systems
were utilized with large amounts of memory, allowing continuous waveform recording
on multiple channels and more detailed analysis of faulting nucleation, dynamic
fracturing, and aftershock processes (Benson et al., 2007; Lei, 2012; Stanchits et al.,
2006; Thompson, 2005; Thompson et al., 2006). Benefited with the fast speed of PCle
bus, cheaper waveform recorders are developed, by which AE waveforms can be
digitized at a sample rate up to 20 MHz and streamed to hard disk arrays directly for
continuous recording (Yoshimitsu et al., 2014).

By using the AE feedback approach, the nucleation and quasi-static growth of faults
in Westerly granite and sandstone were observed (Lockner et al., 1991a; Lockner et al.,
1992). These results are comprehensive. In granite samples, prior to the peak stress, AE
activity was distributed evenly throughout the samples. The fault plane nucleated
abruptly at a point on the sample surface, and then grew across the sample, accom-
panied by a gradual drop in axial stress. AE locations showed that the fault propagation
was guided by a fracture front, termed process zone. After the process zone, a damage
zone was created with AE activity of a low level. In sandstone samples, a diffuse damage
zone appeared prior to peak strength and gradually localized into an incipient fault
plane. It is interesting that after passing through peak stress, the shear fault plane grew
in a way similar to that in the granite samples. Migration of AE hypocenters shows that
the fault growth is not smooth but that there are periods of acceleration and decelera-
tion. Such a kind of fault nucleation process was also observed using X-ray CT to view
the damage created in rock samples which have been exposed to triaxial compression
under constant strain (in a circumferential direction) rate and released at different
stages of post peak stress (Kawakata et al., 1997). By using either displacement or
the rate of acoustic emissions to control the applied axial force, the propagation
velocity of the process zone is varied from 2 mm/s to 2 pm/s (Zang et al., 2000).
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Comprehensive results are 1) the width of the process zone is about 9 times the grain
diameter inferred from acoustic data but is only 2 times the grain size from optical crack
inspection; 2) the process zone of fast propagating fractures is wider than for slow ones;
3) the density of microcracks and AE emissions increases approaching the main
fracture; 4) shear displacement scales linearly with fracture length; and 5) the ratio of
the process zone width to the fault length in Aue granite ranges from 0.01 to 0.1
inferred from crack data and acoustic emissions, respectively. With a combination of
AE feedback and continuous waveform recording, accelerating propagation speed of
fault nucleation from ~1 mm/s to ~100 m/s could be fingered out through 3D AE
locations (Thompson et al., 2006).

The use of a high-speed waveform recording system is successfully in monitoring AE
hypocenters during spontaneous fault nucleation and even the unstable failure process
in intact brittle rocks under constant stress (rate) loading conditions. A number of
different kinds of samples including intact rocks (Lei et al., 2000a; Lei et al., 2000b),
jointed rocks with unbroken asperities (Lei et al., 2003), shale with thin quartz veins
(Lei et al., 2000c), and foliated rocks (Lei et al., 2013a), were investigated and more
detailed structures of faulting nucleation and process zone were obtained.

It has been observed that, “unlike tensile cracks, shear fractures do not grow by
simple propagation in their planes but show a complex breakdown process” (Scholz
et al., 1993). The process zone is defined as the damage zone at the tip of a propagating
fault. It is a very important aspect of fault mechanics and has been studied by labora-
tory works (Cox & Scholz, 1988a; Cox & Scholz, 1988b; Lei et al., 2000b; Zang et al.,
2000). The process zone geometry and size, relative to the fault contained within it, can
be used to evaluate fault growth models. The process zone may also play an important
role in the permeability structure of fault zones. Understanding process zones as a
whole, as well as understanding the size, structure, and orientation of elements within
process zones, will lead to a better understanding of the role faults play in fluid
migration within the Earth’s crust.

It was observed that a fault initiated at a site with slight preceding damage and then
propagated into un-faulted rock with a process zone of intense cracking (Reches &
Lockner, 1994). Reches & Lockner (1994) proposed a model based on the mutual
enhancement of cracking due to stress induction and illustrated the propagation of a
fault through the interaction of tensile cracks. However, based on knowledge of the
focal mechanism type, it was observed that tensile cracking was dominant only in the
front area of the fault, i.e., within the process zone (Lei ef al., 2000b). When the density
of the damage zone increased or when the fault growth was accelerated, shear mode or
other modes containing a shear component became the major/dominant modes of
cracking; this is in agreement with a suggestion by Cox & Scholz (1988a) based on
microstructural examination.

Fig. 9 shows a renewed fault model with major features illustrated. As shown in the
figure, shear fault growth is guided by the progressive occurrence of tensile cracks in the
process zone at the fault tip. By noting the optimal orientations of cracks in the process
zone, it is easy to understand that a shear fault is likely to bend. At the same time the
entire shear fault is driven to propagate along the optimal direction as defined by the
Mohr-Coulomb failure criterion. As a result of such micro-mechanics and macro-
mechanics, a shear fault is likely to show complicated processes such as temporal
fluctuations (acceleration and deceleration) and spatial step-overs, as derived from
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Figure 9 Schematic section of a quasi-statically growing shear fault (modified from Lei et al., 2000b). The
fault is growing toward the right. The fault consists of two portions: the process zone at the
fault tip and the damage zone behind it. The AE activity in the process zone is dominated by
tensile cracking, a b-value lower than the background, fewer larger events, and strong self-
excitation. The damage zone is characterized by shear cracking, low b-value, larger events, and
weak self-excitation.

AE monitoring (Lei et al., 2013a; Lei et al., 2000b) and microstructural observations
(Kawakata et al., 2000). The core of the shear fault is the cataclasite zone, which may
form gouge layers after repeated slips and thus may reduce the permeability along the
direction perpendicular to the fault. While at step-overs and fault ends, the remaining
damage zone of tensile cracks may greatly enhance the permeability.

5 AE IN PRE-CUT SAMPLES

Experimental studies on fault stick-slip behavior are motivated by the need to provide
fault frictional models which are required for faulting simulation or earthquake cycling
simulation. AE events have been observed during frictional sliding on saw-cut surfaces
and naturally fractured surfaces in laboratory rock samples. New insights could be
gained from detailed AE monitoring. Beside the lithology of the blocks, the roughness
of surface, geometries (bend, orientation) of the fault, gouge, and loading speed are
major factors have been investigated. A summary of the effects of these characteristics
follows.
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5.1 Surface roughness

The sliding surfaces were normally ground with abrasive of desired particle size. The
characteristic scale of asperities on the sliding surfaces corresponds to this particle size
(cf- Brown & Scholz, 1985). A drop in the b-value of foreshocks before a stick slip event
was observed in a large granite sample containing a saw cut (Weeks et al., 1978). The
AE sources were located on the pre-cut fault, and their focal mechanism solution was
consistent with that expected theoretically for macroscopic sliding. It is not surprising
that the roughness of the fault surface is a first order factor governing the fractional
behavior and AE activity. Frictional sliding experiments on coarse-grained Inada
granite blocks in double shear show that: (1) smooth-ground (600#, 10 um) surfaces
produce the maximum number of AE events and (2) b-values are related to the surface
topographic fractal dimensions, i.e., smooth surfaces exhibit lower b-values than
rough-ground (#60, 300 pm) surfaces (Sammonds & Ohnaka, 1998). Thus, the change
of b-value (decreasing from 1.5 to 1.0, and from ~1.2 to 0.5 for rough and smooth
surfaces, respectively) with accumulative amount of slip can be interpreted in terms of
evolving fractal crack damage during frictional sliding of the fault surface. It was also
suggested that that the grain-scale topography determines the AE source dimension,
while the fractal-domain asperities control the magnitude of the stress drop (Yabe,
2008). The source radii of large AE events may reach the order of 10 mm (as derived
from the widths of the first P-wave pulses). High frequency AE signals during the
passing rupture of a stick-slip event, observed by near fault AE monitoring, show
similar source dimensions (Kato et al., 1994). A single AE event cannot be due to the
rupture of a single asperity and is instead caused by coherent rupture of many asperities
which have a spot size of contact on the order 10-100 um (Yabe et al., 2003).

Detailed AE data from recent studies show that off-fault AE density decay with
distance from the slip surface following a power-law, which exponents are sensitive
to both fault roughness and normal stress variations. Larger normal stresses and
increased roughness lead to slower AE density decay with fault-normal distance. This
emphasizes that both roughness and stress have to be considered when trying to
understand microseismic event distributions in the proximity of fault zones (Goebel
et al., 2014; Goebel et al., 2013b). The friction experiments on macroscopically non-
homogeneous faults indicate that there exist two types of nucleation phase for stick-
slip instability of non-homogeneous faults, which coincide with the preslip model and
the cascade model, respectively (Ma et al., 2002). A very recent study of stick-slip test
of saw cut fault (hand lapped with 600 grit abrasive) shows that each stick slip begins
as an AE event that rapidly (~20us) grows about 2 orders of magnitude in linear
dimension and ruptures the entire of the simulated fault (150mm length) in aseismic
slip which weakens the fault and produces AEs that will eventually cascade-up to
initiate the larger dynamic rupture (McLaskey & Lockner, 2014). Sliding on natu-
rally fractured surfaces, which can be considered as a proxy for a very young fault
(or a very complex fault zone), showed, in addition to double-couple components,
significant volumetric contributions, especially during the inter-slip periods and
immediately after stick-slip events indicating substantial shear-enhanced compaction
within a relatively broad damage zone. The obtained results fault roughness controls
the kinematics of microseismicity during different periods of the seismic cycle
(Kwiatek et al., 2014).
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5.2 Strain rate- and slip-dependence, gouge

Strain rate- and slip-dependent AE activity was confirmed by a number of experiments
during the stable sliding of bare fault surfaces (e.g. Yabe et al., 2003). Acoustic emission
per unit slip was found to decrease with increasing strain rate.

The results of AE activity obtained during shear of granular layers show that, for a
given loading strain rate, the AE rate decreased with accumulating slip. Step increases
in strain rate led to immediate and sustained increases in AFE rate; however, AE per unit
slip decreased with increasing strain rate (Mair et al., 2007). The slip-dependent
behaviors are consistent with those of bare surface experiments (Yabe et al., 2003).
Single AE events generated in sheared granular materials require the coherent rupture
of many grain contacts.

5.3 Fault geometry

For a slightly bent (5 degree) fault (600#, ground 10 um), AEs are likely to cluster in the
bend; this is caused by cracks in the host rock due to stress concentration rather than
the rupture of asperities on the surface (Kato et al., 1999).

5.4 AEs during stick-slip of unfavorably oriented fault

Very recent results on stick-slip tests of unfavorable oriented faults indicates that
there are two competing mechanisms involved in fault stick-slips (Lei et al., 2015).
On one hand, the fault plane is smoothed by fault slip as a result of failure of
asperities on the fault plane. Thus we can see a decreasing tendency in AE activity
and friction coefficient with increasing number of stick-slip events. The friction
coefficient of pre-cut fault depends only on the history of stick-slip, independent
on fault angle. In all cases, the fault friction drops from ~0.75 to 0.6 after a few
numbers of stick-slip. On the other hand, the fault plane is roughened by new
damages and leads to fluctuations in AE activity and frictional behaviors. In D45
(the number indicates angle between the maximum principal stress axis and fault
plane) samples smoothing mechanism plays a dominant role. While, D50 samples
roughening mechanism and formation of sub-fault along optimal directions are
important (Fig. 10).

6 A GENERAL SUMMARY AND CHALLENGES

In summary, the pre-failure AE activity in intact rocks, primarily depend on several
factors including rock lithology, mesoscale/macroscopic heterogeneities, pre-existing
microcrack density, foliation and bedding structures. In rocks of a favorably oriented
fault, AE activity during the fracture of the fault is controlled by the fault geometry and
asperities on the fault plane. If the fault is as strong as the host rock then the fracture
makes no difference and the rock remains intact. Furthermore, a homogeneous fault or
rock mass appears to fracture in unpredictable ways without a consistent trend in
precursory statistics, while inhomogeneous faults fracture with clear precursors related
to the nature of the heterogeneity. Fig. 11 schematically shows major feature of AE
activity and the key factors governing it. Finally, it is worth noting that in a specified
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Figure 10 Results for sample with 50° pre-cut showing axial stress, confining pressure (Pc), and AE
counts recorded at 2 selected sensors and AE hypocenters on a vertical profile perpendi-
cular to the pre-cut fault.
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Figure || Schematic plot show a summary of microcrack activity preceding rupture of different rock
types and the key factors governing the pre-failure damaging processes.

sample, all factors are normally mixed with each other and can thus play different role
in different stages of deformation.

Since the similarity between the size distribution of earthquakes and AEs has been
documented (Mogi, 1962; Scholz, 1968b), a half century has passed. Considerable
numbers of studies have been carried out on AE activity before, during, and after the
fracture of rocks. Together with other experimental studies, particularly those
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concerning the frictional behavior of a fault, laboratory studies have shed light onto
rock failure and earthquake seismology. Rules obtained at the laboratory scale are
helpful for understanding rock fracture on significantly larger scales. However, we
cannot simply bridge laboratory scale to a scale several orders larger. At every step up
from a smaller scale to a larger scale, we encountered something different. The differ-
ence could be small for each step but, after many steps, we could see something quite
different. Studies on all scales are important. With such considerations in mind, we can
list some issues worth being addressed in future studies.

Thus far, it has been observed that a weak strength (relative to the host rock)
optimally oriented planar structure shows fracturing behavior underlined with several
parallels with natural earthquakes. For example, asperity regions in lab and field
studies are connected to spatial b-value anomalies, and such regions appear to play
an important role in controlling the nucleation spots of dynamic slip events (Goebel
etal.,2012; Lei et al., 2003; McLaskey & Lockner, 2014). It is suggested that naturally
fractured surface resembled natural fault structure more closely (Goebel et al., 2013a).

The process zone at the front of a propagating fault involves many important scaling
laws (cf. Scholz et al., 1993). It is a very interesting work to systematically examine
these laws using the newest AE monitoring technology and better analogue models. An
increase in process zone size with increasing fault length is also expected but is not yet
proved.

Through indentation test, AE data can be used to predict drillability of rock (Jung
et al., 1994). Impact test is used for the investigation of damaging in rocks during
dynamic loading. In such a case, since thousands of AEs occurred in a very short time,
generally in mini seconds, AE signals overlap with each other and are recorded as
continuous waveforms (Chmel & Shcherbakov, 2013; Chmel & Shcherbakov, 2014).
It is impossible to distinguish individual events, and thus how to explore useful
information from the waveforms is an important issue required further study.

AE measurement under very high temperature (up to more than 1000 °C) and
pressure, as analogy of volcano seismicity/tremor and deep focused earthquakes, was
applied in laboratory experiment reproducing magma migration in fractures. It was
found that opening fractures emit high-frequency acoustic events, while the flow of the
melt in the fractures accompanies low frequency and harmonic tremor (Burlini et al.,
2007). It is technical challenge to be able observe AE signals at multi-sensors under such
high temperature. By using a D-DIA cell, phase transformations of metastable olivine
were recently investigated in laboratory using an AE monitor. Several laboratory defor-
mation experiments on germanium olivine (Mg2GeO4) under differential stress at high
pressure (P = 2 to § GPa) and within a temperature over 1000 °C. Tense AEs were
observed during the dynamical propagation of fractures nucleated at the onset of the
olivine-to-spinel transition. Moment tensor inversion shows that most acoustic emissions
arise from pure shear sources, similar to deep-focus earthquakes (Schubnel ez al., 2013).

In nature, fault healing is an important process. It is difficulty to simulate such
process in laboratory using rock samples. Since glassy polymer poly (methyl metha-
crylate) (PMMA) has a low hardness and melting temperature (160 °C), the behavior of
PMMA-PMMA interfaces at room temperature and modest stress levels (100 kPa) may
be somewhat representative of the behavior of rocks at depth and thus commonly used
as a model material for fault rupture and friction (McLaskey & Glaser, 2011). With
such a model material, it was found that fault healing promotes high-frequency
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acoustic emissions in laboratory experiments (McLaskey ef al., 2012). To represent the
healing process in rocks is a challenge of wide interests.

The role of fluids in rock fracturing is an interesting issue not only in earthquake
seismology but also in industrial applications in which fluids are injected into the Earth.
Pore fluid is a very important factor that must be properly addressed in order to
understand the faulting behaviors of crustal rocks, particularly the nucleation process.
In fault mechanics, the scenario of stability, dilatancy hardening and poor drainage has
been argued since Rice in the 1980s (Rice, 1983). This fault zone dilatancy theory is the
result of the negative feedback between dilatancy-hardening and slip-weakening during
the mainshock fault movement. Lei et al. (2011) proposed a different scenario of
stability with no dilatancy hardening and good drainage for the failure of intact porous
rocks. Drained intact rock comes to be stable via a lowered strength that has been
realized before the fault starts moving. The competing mechanism between dilatancy
hardening and pore pressure diffusion is strongly dependent on local hydraulic condi-
tions and thus may result in different fracturing behaviors. Thus, systematic experi-
ments under various drainage conditions using various rocks of different hydraulic
properties are required. Quantitative investigation of rock fracture through such
experiments by means of AE techniques is an interesting issue for the future.

Hydrofracturing is a fundamental technology in applications including: enhanced
geothermal systems (EGS), fracking shale gas, tight gas and corebed gas, and CO,
geological storage. It is also an effective method to control blasting by increasing perme-
ability (e.g. Huang et al., 2011). In such applications, fracture networks and fault
reactivation (unnecessary but cannot be avoided) are directly driven by fluid pressure.
Laboratory AE study may provide a fundamental technical background promoting these
applications and thus has shown increasing attentions. At the same time, it is also very
important to address problems raised by fault reactivation, such as induced earthquake
and fluid seepage and leakage. Water-pressure induced AEs might involve different
source process such as rupture velocity as compared with stress-induced ones, thus
study on source process of AE event may be helpful for distinguishing fluid induced
events from those induced by regional stress in fields of water injection.
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Chapter 5

Damage of rock joints using acoustic
emissions

Z. Moradian

Department of Civil and Environmental Engineering and Earth Resources Lab (ERL), Massachusetts
Institute of Technology (MIT), Cambridge, MA, USA

Abstract: This chapter focuses on using acoustic emission (AE) technique for investi-
gating shear mechanisms of rock discontinuities from the initial movement up to the
residual state. Direct shear tests were done on rock joints and AE technique along with
image analysis and 3D topography of the surfaces, scanned by a laser profilometer,
were used to obtain insights into several stages in the shear failure process of rock
discontinuities. These stages are: I: pre-peak linear period, II: pre-peak non-linear
period, III: post-peak period and IV: residual shear strength period. The rate and
cumulative graphs of the AE parameters such as number of hits, and energy were
correlated to the shear stress-shear displacement of the tested rock joints. These
correlations revealed that AE has a high competency as a precursor prior to shear
failure of discontinuities and therefore it can be used as an indicator of instability in
slopes and structures suffering from sliding along discontinuities. These observations
can also open a door for a better understanding of the mechanisms of faulting and
finally for earthquake prediction. Locations of the AE event sources were determined
from propagation velocity of acoustic waves and the traveling time from the event
source to the AE sensor. These sources correspond to damage zones that are caused by
active asperities in shearing process, mostly asperities facing the shear direction. The
distribution of the source locations and their associated AE energy can provide an
estimation of contact areas between upper and lower surfaces of the rock joint. It also
helps to detect location, size, and failure intensity of the damaged zones during each
stage in the shearing process. Presence of the AE events with low energy before shear
stress peak revealed that slipping/shearing process may start from zones with less
frictional resistance and then it will be controlled by rough asperities with higher
frictional resistance.

I INTRODUCTION

Discontinuities have an important role in controlling behavior of rock mass under
normal and shear loading conditions. They reduce strength and increase deformability
in the rock mass. Thus, the safe management of projects on or in the rock requires a
precise evaluation of the rock mass stability in terms of the shear strength of the
discontinuities (Patton, 1966; Ladanyi & Archambault, 1970; Barton, 1973;
Kulatilake et al., 1995; Seidel & Haberfield, 2002; Moradian et al., 2013; Gravel
et al., 2015). Observations of experimental shear tests on rock discontinuities have
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shown valuable information in improving our knowledge about earthquakes, since the
mechanism of stick-slip of rock joints in the laboratory is similar to fault mechanisms
and earthquakes (Mogi, 1962, Brace & Byerlee, 1966; Scholz, 1998). Thus, under-
standing earthquake processes relies on studying shear fracturing in rocks (Scholz,
2002). Studying shear mechanism of rock joints also shed light on understanding
mechanisms of induced earthquakes by fluid injection in several industrial applications
including enhanced geothermal systems (EGS), hydraulic fracturing, geological storage
of CO2 and waste water disposal (Johnston et al., 1987; Thomason et al., 2009;
Maxwell et al., 2009; Warpinski et al., 2012; Zoback & Gorelick 2012; Ellsworth
2013).

Shear strength of rock joints depends on the applied normal stress, the roughness of
the joint surfaces, the contact area between joint surfaces (degree of matching), the
compression and tensile strength of the rock, the loading rate, the size of the joint (scale
effect) and the environmental conditions, e.g. weathering, presence of water and pore
pressure (Ladanyi & Archambault, 1970; Barton, 1977; Byerlee, 1978). Size, shape,
and distribution of contact areas are mainly related to the geometry of the asperities,
loading conditions, mechanical parameters of the rock, and shear displacement (Zhao,
1997; Gentier et al., 2000; Grasselli, 2006; Park et al., 2013; Moradian et al., 2010;
Fathi et al., 2016a).

Grasselli (2006), Gentier et al. (2000), Moradian et al. (2012b) and Fathi et al.
(2016a) stated that degradation mostly occur in steeper asperities. Therefore, instead
of considering the whole contact area between surfaces, an effective contact area
should be considered in the shearing process. They explained that effective contact
areas consist of asperities that are facing the shear direction (Figure 1). Thus the
identification of the potential damaged areas only requires the determination of the
areas which face the shear direction and which, among them, are steep enough to be
involved (Grasselli, 2006). Some other researchers believe that the shear strength
along a joint surface may not be uniform because of the existence of zones with low

SHEAR DIRECTION

Asperities with Negative Angle

Dilation

Asperities with Positive Angle

Shear Displacement

Figure | A schematic cartoon showing asperities with positive and negative angles toward the shear
direction. Asperities with negative angles open right after slip initiation leaving asperities with
positive angle to participate in shearing process. The real contact area is the sum of the in-
contact asperities, mostly those with positive angle towards the shear direction.
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and high frictional properties. As a result, slip may initiate from a region of low
frictional resistance and spread asymmetrically to regions with higher resistance resulting
in non-uniform normal and shear stress distributions along the discontinuity (Mutlu &
Bobet, 2006; Hedayat et al., 2014). Variation of frictional resistance along a joint, non-
uniform stress field, inelastic deformations near joint boundaries, and variation of elastic
modulus of the intact rock may cause non-uniform shear stress distributions (Comninou
& Dundurs, 1983; Burgmann et al., 1994; Gorbatikh et al., 2001; Mutlu & Bobet, 2006;
Malanchuk, 2011; Hedayat et al., 2014).

Topography (roughness) of the rock discontinuities can be divided into two categories:
first order asperities (waviness) and second order asperities (unwaviness). Second order
asperities are considered as small dents on the surface of the first order asperities or on the
flat areas over the joint surface. It is believed that in small shear displacements, second
order asperities govern the shearing process and for large shear displacements the first
other asperities take the role. It has also been shown that the effect of surface roughness
on shear strength of rock joints is more pronounced for relatively low values of normal
stress and it decreases with increasing normal stress (Byerlee, 1970; Huang et al., 2002;
Grasselli, 2006). It can be stated that at very high normal stresses, roughness of the joint
surface loses its effect and the friction between rock grains replaces it.

Scale effect is the most important factor affecting roughness. Recent paper published
by Tatone & Grasselli (2013) showed that with a constant measurement resolution, the
scale effect is positive (increase in roughness with increasing scale). As a conclusion of
their work, Tatone & Grasselli (2013) suggested that the common thought of
“decrease in roughness with increasing sample size” may be resulted from inconsistent
measurement resolution.

The shear strength of the rock discontinuities consists of two components: cohesion
and friction. Cohesion consists of cohesive bond between the upper and the lower joint
surfaces as well as the internal cohesive bond between rocks’ minerals in the intact
asperities. On the other hand friction of a rock discontinuity consists of basic friction
angle of the rock (¢p), (¢.) for unweathered surfaces, and friction of the rough
asperities (i). Open joints under low normal stress don’t have cohesion. They may
show some cohesion under high normal stress due to the breakage of intact asperities.
Barton (2013) has strongly mentioned, “Even rough open joints do not have any
cobesion, but instead have very bigh friction angles at low stress, due to strong dilation”.
As a result, he states that defining cohesion for open joints, even as an apparent cohesion
overestimates the shear strength of the rock discontinuities.

Contrarily to open joints, cohesion is a very important parameter affecting the shear
strength of the closed (bonded) joints, even under low normal stress. Saiang et al.
(2005) conducted laboratory tests on shotcrete-rock joints in direct shear test. They
showed that for low values of normal load, the shear strength is determined by the bond
strength for genuinely bonded shotcrete-rock interfaces. Moradian et al. (2011,2012a)
also showed that the cohesive bond between concrete and rock has the most important
effect on shear mechanism of concrete-rock interfaces.

Mobilization of the cohesion and friction in the shear process has been under
controversy. Along with Hajiabdolmajid et al. (2002), Barton (2013) believes that
cohesion is broken at small strain, while friction is mobilized at larger strain and it
remains to the end of the shear process. He proposes that the criterion ‘c then ontan @’
should replace ‘c plus ontan®’ for improved fit to reality. In other words Barton
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declares that the traditional thought of “cohesion and friction”, used in Mohr-
Coulomb and Hoek-Brown models must be replaced by “cohesion then friction”
(Barton, 2013).

Damage of rock joints can be divided into two mechanisms: 1) sliding which causes
overriding (dilation) of the asperities without breaking the intact asperities 2) shear
damage which partially or completely breaks the intact asperities. It is believed that
under low normal stress, sliding (dilation) process occurs more while under high
normal stresses dilation is entirely replaced by shear damage. Gentier et al. (2000)
and Moradian et al. (2010a) found that a little damage can occur before shear stress
peak and most of the asperity damages occur during post-peak softening and residual
period.

Barbosa (2009) categorized the shear mechanism of the pre-peak shear strength
into elastic and plastic stages. In the elastic stage there is neither degradation nor
dilation, thus, there is no decrement in the asperities angles. After the elastic stage, the
joint starts to slide over the asperities. At this stage, degradation and dilation are
initiated. Hutson and Dowding (1990) stated that under high normal stresses, asper-
ity degradation could occur during small shear displacements. Conversely, under low
normal stresses, asperity degradation can only arise if the shear displacement is large
enough. In other words, if the applied normal stress is low, the amount of gouge
materials is not significant. Nevertheless, at higher shear displacements where the
contact area is reduced due to dilation, the local shear and normal stresses increase
significantly and due to stress concentration asperity degradation happens and some
gouge materials may be produced. Although increasing normal load normally
increases the shear strength of the rock joints, Grasselli (2006) has shown that after
a certain point (sigma n/sigma ¢ = 0.2), the effect of normal load on shear strength will
be neutral.

Researchers found out that tensile failure, rather than compressive failure, plays a
major role in the failure of individual asperities (Fishman, 1990; Handanyan et al.,
1990; Kutter & Otto, 1990; Pereira & De Freitas, 1993; Huang et al., 2002; Grasselli,
2006).

Shear strength of rock joints is shown to decrease with increasing f/a ratio where f
is infilling thickness and a is mean roughness amplitude, and approaches a minimum
when f/a is between 1.25 and 1.5, depending on the amount of normal stress
(Papaliangas et al., 1993). Residual strength decreases less markedly with increasing
f/a ratio and tends towards a constant value when f/a > 1.0 (Papaliangas et al., 1993).
For rock joints with infilling thicker than the mean roughness amplitude, failure planes
may develop through the infilling rather than along the joint interface.

The effect of fluid flow and pore pressure on the shear strength of rock discontinuities
is another important factor that must be taken into account when dealing with shear
strength of rock discontinuities. Generally fluid flow in the rock discontinuities
decreases the shear strength in two ways: 1) the fluid facilities the sliding through the
discontinuities by decreasing the friction angle especially in the existence of clay fillings
and 2) by increasing the pore pressure, it decreases the effective normal stress and
consequently the shear resistance of the rock discontinuity.

Predictions of rock slope failures and earthquakes triggered by stick-slip events have
been an interesting but challenging field of research. Premonitory phenomena such as
changes in dilatancy, creep, electrical resistivity, gas emission, ratio of seismic
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velocities, and seismic wave attenuation have been used to monitor and even predict
slip or stick-slip events along joints and faults (Aggarwal et al., 1973; Byerlee, 1978;
Cicerone et al., 2009; Hedayat et al., 2014). The direct shear tests and stick-slip
experiments are considered to be a laboratory analog of rock slope instabilities and
earthquakes, which generate ultrasonic signals that are recorded as a microseismic
event (Shiotani 2006; Ishida et al., 2010; McLaskey et al., 2014).

Acoustic emission (AE) is a transient elastic wave that is generated by the rapid
release of energy within a material (Koerner et al., 1981; Lockner, 1993). Besides
conventional monitoring techniques such as stress and strain measurement instru-
ments, the AE monitoring has been experimented in several civil engineering structures.
However the scope of this chapter will be limited to a narrow field of study in which AE
is used to study the damage of rock discontinuities.

A few researchers have addressed the application of the AE for monitoring the shear
behavior of the joints including the author’s works (Moradian et al., 2008-2013). Li &
Nordlund (1990) characterized AE during shearing of rock joints using artificial and
natural joints. Their test results indicated that the AE rate peaks coincide with the stress
drops caused by fracturing of asperities during joint shear. Ishida et al. (2010) per-
formed in situ direct shear tests on a large block to provide some insights on analog
models of seismogenic faulting. In their study, AE sources were located with an
accuracy expected to fall within 50 mm. Hong & Jeon (2006) performed a series of
direct shear tests to investigate the influence of shear load on AE characteristics of rock—
concrete interface under constant normal load. They showed that the location of the AE
sources distributed over the entire shear zone before the shear stress reach converged
residual value. They believed that after the residual shear stress is attained, the sources
are localized. Finally they showed that the maximum rates of count and energy were
observed when the stress dropped after peak shear stress. Several studies have also been
done on rock core specimens containing smooth and ground saw-cut faults under high
confining pressures to study stick-slip nucleation process (e.g. Thompson et al., 2009;
Goebel et al., 2014; McLaskey & Lockner, 2014). In these studies AE signals have been
detected to explore how earthquakes begin.

Although the previous researches are useful to improve our understanding of rock
joint shear mechanism, they are not sufficient for investigating several stages in degra-
dation of asperities in the shear failure process of rock joints. In the present research,
laboratory direct shear tests in constant normal load condition (CNL) are conducted on
rock joints with different characteristics and AE and shear graphs are correlated. The
rate and the cumulative graphs of the AE hits and their energies are analyzed for
monitoring different stages in shear stress—shear displacement graphs of joints. The
capability of the AE as a precursor for predicting slip/shear initiation of rock disconti-
nuities and faults is evaluated too. Then the source locations of the AE signals are
correlated to the locations of the damaged zones observed by images in order to study
the progressive degradation of the asperities based on their geometry.

2 DIRECT SHEAR TESTS ON ROCK JOINTS

Rock joint samples were prepared by tension splitting of the 150 mm diameter rock
cores drilled on a medium-grained Barre granite block from Vermont, USA. Table 1
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Table | Physical and mechanical properties of the Barre granite.

Specific gravity ~ P-wave Velocity (m/s) ~ Young’s Modulus ~ Poisson  Uniaxial Compressive
(GPa) Ratio Strength (MPa)

2.63 4675 58.10 0.30 179

contains physical and mechanical properties of the Baree granite. The author and his
colleagues have extensively investigated fracture mechanics and AE properties of this
rock (Li et al., 2015; Goncalvez Da Silva et al., 2015; Moradian et al., 2016). A dark
blue color was sprayed on joint surfaces to localize the damaged zones caused by shear
loading. After putting the specimens in the shear test mold and surrounding them by
Sika 212 cement grout, the joint surfaces were scanned using the scanner profilometer.
The laser profilometer model Kreon was used in this study. The laser emits a red,
luminous plane, with a wavelength of 670 nm and a maximum output power of 4 mW.
The sensor has wavelength of 670 nm, number of points per second of 30 000, and
depth and width of field of 90 and 25 mm, respectively. Profiles parallel and perpendi-
cular to the direction of shear loading were drawn with a 0.5 mm interval over the
scanned surfaces (Fathi et al., 2016a,b).

Direct shear tests were performed on the joint specimens in constant normal
load condition using a direct shear apparatus mounted inside a rigid loading
frame of a rock and concrete testing machine fabricated by Materials Testing
Systems (MTS). The rate of horizontal displacement in all tests was 0.15 mm/min,
and the test was considered finished when the horizontal displacement reached 10
mm. Shear stress and shear and normal displacements from applied shear loads
were recorded during each test (Moradian et al., 2010a). Pictures of the joint
surfaces after the shear tests were taken (Figure 2), and the joint surfaces were
scanned after the test.

Figure 2 Photos of the joint specimen after testing. Left: fixed surface, right: mobile surface with
attached AE sensors. Arrows show the shear direction. Numbers show the position and
the order of the AE sensors.
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Figure 3 a) shear stress vs shear displacement, b) normal displacement vs shear displacement, c) a close-
up of shear stress vs shear displacement d) a close-up of normal displacement vs shear
displacement. The shear mechanism of the joint has been divided into four periods: I: pre-
peak linear period, Il: pre-peak non-linear period, lll: post-peak period and IV: residual shear
strength period.

The shear behavior of the rock joints can be divided into four periods (Figure 3):

1)  Pre-peak linear period: By applying normal and shear load on the joint specimen,
the upper and lower surfaces are settled and interlocked in this period. The
stiffness and contact area increase and dilation normally shows a negative trend
due to the contraction of the joint surfaces. There is neither degradation nor
positive dilation in this period.

2)  Pre-peak non-linear period (plastic period): Dilatancy is generated and increases
along this period because of the sliding or damaging of the secondary asperities. In
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this period, contact areas decreases and steep asperities facing the shear direction
mobilize in shearing process while asperities with negative angle to the shear
direction lose their contact producing hydraulic aperture. This period is ended
by peak shear stress where steepest primary asperities start shearing and dilatancy
shows its maximum slope.

3) Post-peak period: All secondary and primary asperities facing the shearing direc-
tion are either slipped or sheared in this period (depending on the amount of
normal load) and the shear stress—shear displacement curve shows a stress drop
and a progressive softening behavior. The magnitude of the stress drop (difference
between maximum shear stress and the residual shear strength) represents the
magnitude of the released energy or the magnitude of the generated seismic/
acoustic event. Depending on the amount of normal stress and shear displace-
ment, some gouge materials are produced from damage of asperities.

4) Residual period: Shear stress is stable in a residual stress and asperities degrada-
tion continues in a lower severity than post-peak period. Due to existence of the
gouge materials on the joint surface, shear stress decreases during the residual
period and the slope of the dilation graph start showing a decreasing trend. Due to
dilation, the contact area between the joint surfaces is small therefore, a high stress
concentration happens at those areas that may cause some asperity damage.

3 ACOUSTIC EMISSION MONITORING

The AE data acquisition system in this study was a pSAMOS from Physical Acoustic
Corporation (PAC) with 16 channels. PAC R15a sensors with operating frequency
range of 25-70 kHz and resonant frequency of 29 kHz were used. AE hardware was set
up with a threshold of 35 dB, preamplification of 40 dB, sampling rate of 3 MSPS,
sample length of 3K and a band-pass filtration of 20-400 KHz. PDT, HDT and HLT
were set as 300, 800 and 1000 psec respectively.

In addition to recording the number of hits and the signal waveforms, the AE system
records certain properties of the AE signals. Common parametric features of the
waveforms employed for evaluating AE characteristics are hits, amplitude, counts,
duration, energy and rise time. Frequency domain features such as peak frequency
and frequency centroid are also determined from the Fast Fourier Transform (FFT) of
the recorded waveforms, though these parameters are very sensitive to the resonance
frequency of the sensors. Figures 4 and 5 show the common AE features in the time and
frequency domains.

Figure 6 shows waveforms and spectrums of a microseismic event located at the
center of the specimen (star in the Figure 2) and detected by all four sensors. Table 2
lists the AE parameters of the waveforms displayed in Figure 6.

4 DETECTING DAMAGE STAGES IN SHEARING PROCESS OF
ROCK JOINTS

A combination of the rate and cumulative graphs of AE hits and energy along with
shear stress- shear displacement graphs have been used to correlate the shear behavior
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Rise time

Counts

Duration

Figure 4 Common parameters of an AE waveform in time domain. Amplitude is the highest peak
voltage of the signal, counts are the number of the times that the signal crosses the threshold,
duration is the time interval between the first and the last threshold crossing, rise time is the
time interval between first threshold crossing and the signal peak and energy is the area under
the envelope of the signal (colored area) (Moradian et al., 2016).

(1) Peak Frequency
(2) Frequency Centroid

Power Spectrum

Mn @ Frequency

Figure 5 Peak frequency is the point where the power spectrum is greatest and frequency centroid is
the center of mass of the power spectrum graph (Moradian et al., 2016).

of the joints with generated AE signals. It is believed that the number of AE events is
proportional to the number of damaged asperities and the amount of AE energy is
proportional to the magnitude of the asperity damage. Shear behavior of joints has
been divided into four periods based on their shear stress-shear displacement graphs
and their AE characteristics. These periods are: I: pre-peak linear period, II: pre-peak
non-linear period, IIl: post-peak period and IV: residual shear strength period. In this
section, the evolution of the asperity damages during these periods will be discussed for
rock joints. Figures 7-10 display shear stress, hits and energy vs. shear displacement for
the four mentioned periods of rock joints. The graphs have been drawn based on shear
displacement rather than on time to eliminate the effect of loading rate. As it can be seen
in Figures 7-10, there is a distinct maximum shear stress occurring at a shear
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Figure 6 Waveforms and spectrums of an event located at the center of the specimen (star in the Figure 2)

and detected by all four sensors.
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Table 2 AE parameters of the waveforms displayed in Figure 6.

Arrival Channels Rise Counts Energy  Duration Amplitude Threshold Frequency Peak

time (s)  (ordered time (10pvolt- (us) (dB) (dB) centroid  frequency
based on  (us) sec/ (KHz) (KHz)
arrival count)
time)
415.4792 4 109 39 8 694 57 35 98 96
415.4792 2 66 40 10 807 58 35 97 9l
415.4792 | 52 37 8 733 58 35 98 93
415.4792 3 6l 36 10 884 56 35 100 90
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Figure 7 Shear stress and hits rate vs shear displacement for the rock joint. Slip/shear initiation point
was observed at the beginning of the pre-peak non-linear period. AE hits rates show low AE
activity in residual period except for some instant slipping/shearing of the remained in-contact
asperities.

displacement of less than 1 mm. This maximum shear stress coincided well with the
maximum peak of AE hits and energy.

AE activities generate right after applying shear load and starting of the shear
displacement (Figures 7-10), therefore in pre-peak linear period (Period I), joints
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Figure 8 Shear stress and energy rate vs shear displacement for the rock joint. Slip/shear initiation point
was observed at the beginning of the pre-peak non-linear period. AE energy rates may locally
show high AE activity in residual period. Although instant slipping/shearing of the remained in-
contact asperities in residual period produce a few AE hits, their associated energy is high due
to high stress concentration.

show some AE activity for AE rate graphs and increasing with concavity in cumulative
graphs. It is believed that these initial activities in pre-peak linear period come from
sitting and locking of the upper and lower joint halves rather than asperity degradation.
In pre-peak non-linear period (Period II), joints show an increase in values of AE
parameters proportionally to the loading before maximum shear stress. These activities
are generated from breaking and sliding of the secondary asperities. The slip/shear
initiation of the rock joints was observed at the beginning of the pre-peak non-linear
period for both rate and cumulative graphs though it was better observed for the latter.
The failure process in slip/shear initiation point produces many small AE signals, as a
result of degradation of secondary asperities, however the rate of these AE signals may
not be very well distinguishable from the background noise, while the cumulative graph
(as the sum of all these small AE signals) distinctly show the boost in AE activity in slip/
shear initiation point. During post-peak period (Period III), all asperities (secondary
and primary) are either slipped or sheared off (depending on the amount of the normal
load) and joints show a sudden increase of AE parameters after shear stress peak, so
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Figure 9 Shear stress and cumulative hits vs shear displacement for the rock joint. The slip/shear
initiation point was observed at the beginning of the pre-peak non-linear period.

that the maximum value of the AE rates is observed in this period. At the end of post-
peak period joints show a gradual decrease in AE activity. They show their minimum
AE values in residual period (Period IV) indicating of small shearing process caused by
sliding of the remained in-contact asperities and gouge materials. While in residual
period, rock joints don’t show a lot of AE activity for hits rate (period IV, Figure 7),
they may show some activity for energy rate (period IV, Figure 8). Local breaking of the
first order asperities due to stress concentration on in-contact areas produces this
energy. After checking the joint surfaces at the end of the test, it was found that
the amount of the gouge material wasn’t remarkable. It is in good agreement with
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Figure 10 Shear stress and cumulative energy vs shear displacement for the rock joint. The slip/shear
initiation point was observed at the beginning of the pre-peak non-linear period.

Barton & De Quadros (1997) who believed that under high JCS/normal stress, the
amount of the gouge material is negligible.

Figures 7-10 for the tested rock joints in this study demonstrated a fracturing process
similar to natural earthquakes showing: 1) small number of hits before peak (a few
foreshocks), 2) a sudden release of AE energy (main shock), 3) large number of hits after
peak (a lot of aftershocks) and 4) finally decreasing hits rate obeying the Omori’s law
(Lei & Ma, 2014).

Table 3 summaries the behavior of the rate and cumulative graphs of AE hits and
energy in each shear mechanism period for rock joints.
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Table 3 Different behaviors in shearing process of rock joints monitored by AE.

Periods Behavior according to hits and energy rate Behavior according to cumulative
hits and energy

Pre-peak linear Increasing from background in low values, maybe Increasing with concavity
Period some instant peaks

Pre-peak non-  Increasing in a constant rate with some Linear increasing

linear period instant peaks

Post-peak Increasing dramatically and decreasing gradually ~ Sudden increasing with

Period convexity

Residual Period Attaining minimum values with some Increasing, with a very low rate

instant peaks

5 DETECTING LOCATION, SIZE, AND INTENSITY OF THE
ASPERITY DAMAGED ZONES

Locations of the AE event sources were determined from propagation velocity of
acoustic waves and the traveling time from the event source to the AE sensor. Using
AE localization, scanned surfaces and image of shear surfaces simultaneously provide
the possibility to investigate the degradation sequences of the asperities (Moradian
et al., 2012b). In order to identify AE activity at different periods of shear test, the Y
positions of the AE events is drawn versus their X positions. To verify the accuracy of
the source location technique pencil lead breaks (PLB) were conducted before test at the
center of the rock joint (known point) and the source positions were measured. The
error of the technique was found to be + 2 mm.

Figure 11 displays the 3D roughness as well as the horizontal and vertical roughness
profile of the mobile surface in which AE sensors have been attached for the rock joint.
For measuring roughness of the joint surfaces, 0.5 mm interval was chosen and the
average Z2 parameter was measured for the whole surface as 0.355, then JRC was
calculated as 18 from JRC = 32.2 + 32.47 log (Z2) (Tse & Cruden, 1979). Z2
represents the root mean square of the first height derivative in the 2D profile and
JRC is joint roughness coefficient.

In Figure 12, the 2D location of the AE events for four detected periods as well as the
photo of the surface are shown. Each figure represents the top view of the joint. For
each event in the 2D location graph, its associated energy has been shown in different
colors. As it was stated earlier, in order to compare the AE source locations with
asperity damaged zones, the joint surface was colored by spraying a dark blue paint
before performing direct shear test. This procedure allows pointing out the damaged
zones quite easily. If an asperity is crushed, the blue color is removed and the remaining
light color exhibits damaged zone. Since the AE sensors have been attached to the
mobile (upper) replica, the top view photo of the mobile replica is shown in Figure 12. It
can be seen that there is a good correlation and similarity between damaged zones and
zones with the cluster of the AE events.

From Figure 12, it can be seen that the locations of the AE sources are distributed
over the entire surface of the joint in pre-peak linear and pre-peak non-linear periods.
After the maximum shear stress, the sources became localized. These results could be
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are located at the top and bottom of the joint surface. Z2=0.335 and JRC= 18.
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explained by the concept of first and second order asperities. It seems that secondary
asperities, which are distributed in entire surface of joint, are sheared until peak shear
stress. In other words, before peak shear stress, AE sources are distributed as a result
of failure of the secondary asperities and they are localized after maximum shear
strength as a result of failure of the primary asperities. This demonstrates that
shearing process along a rock joint doesn’t occur simultaneously. In fact it occurs
first along the smooth surfaces and later along the rough surfaces that is in a good
agreement with other researches (Comninou & Dundurs, 1983; Gorbatikh et al.,
2001; Malanchuk, 2011).

Generally the asperity degradation in residual shear strength period decreases. In
some specimens, depending on the amount of the normal load, the associated energy of
the AE events is high due to the failure of the remained in-contact asperities. As a
conclusion, in the residual period, the number of AE events decreases but AE may show
some local activity in the remained in-contact asperities due to high stress
concentration.

It is believed that second order asperities determine the number of AE events while
the first order asperities control the magnitude of the AE events or the shear strength of
the joint (stress drop). In order to have a better insight about damage intensity of the
asperities, energy of each event (magnitude of damage) has been shown by different
colors. It can be seen that AE energy increases from low values in pre-peak linear period
to pre-peak non-linear period. AEs reached their maximum energy in post-peak period
and then they decreased in residual period.

Comparing Figure 11 with Figure 12, one can say that clustering point of AE events
as well as damaged zones are related to the rough zones of the joint surfaces. Figure 11
shows that asperities facing the shear direction are located in upper and lower sides of
the joint surface, while in the center of the specimen asperities are facing opposite to the
shear direction. This kind of asperity distribution has caused damaged zones to occur in
upper and lower sides of the joint surface, whereas in the center the lack of damaged
zones is clear. It is worth noting that slip nucleates at a certain point(s) rather than
occurring simultaneously along the entire fault (Martel & Pollard, 1989). Burgmann
et al. (1994) stated that although slip distribution is commonly assumed to be symme-
trical with respect to a central slip patch; however, it is often asymmetric due to non-
uniformities in both normal and shear stress.

The joint surfaces have been scanned by an interval of 0.5 mm * 0.5 mm. As
mentioned earlier in this section, the accuracy of the AE source location for known
sources (pencil lead breaks) was measured as +2 mm that is worse than the resolution of
the scanner (0.5 mm), therefore it would be difficult to correlate the locations of the AE
events to the roughness precisely. What AE source location technique can show are the
zones of damaged asperities but not necessarily the individual damaged asperities. In
other words, the rupture of several asperities can cause an AE event. This is in agree-
ment with Yabe ef al. (2003). They believed that a single AE event cannot be due to the
rupture of a single asperity and is instead caused by rupture of many asperities that have
a spot size of contact on the order 10-100 pm.

The best source locations result in a 2D geometry is achieved when an event is located
between at least three sensors. This concept, which is called “triangulation”, provides a
good coverage of the event by the sensors. If an event doesn’t fall in a triangle of the
sensors, it may not be localized properly. This has happened in Figure 12 where some of
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the AE sources have been detected outside of the sensor array. Increasing the number of
sensors and an improved sensor array will definitely increase the accuracy of the
localization.

6 SUMMARY

AE was monitored during constant normal load (CNL) direct shear testing of rock
joints. Shear behavior of joints was divided into four periods based on their shear stress-
shear displacement graphs and their AE characteristics: I: pre-peak linear period, II:
pre-peak non-linear period, III: post-peak period and IV: residual shear strength
period. A distinct maximum shear stress occurred at a shear displacement of less than
1 mm. This maximum shear stress coincided well with the maximum peak of AE hits
and energy.

The results showed that the rate and particularly cumulative graphs of the AE
parameters could be used as a precursor to the shear failure of the rock discontinuities
by showing a notable increasing at pre-peak non-linear period. These observations can
also open a door for a better understanding of the mechanisms of faulting and finally
for earthquake prediction. However it should be mentioned that while AE technique is
very applicable for brittle failures, it is less sensitive to ductile deformation that doesn’t
produce considerable AE. As a result, smooth rock discontinuities under low normal
stress or slow sliding (creep shearing) may not produce remarkable AE. This is what is
called aseismic faulting. It is believed that following the development of AE technology,
it will be possible to differentiate small events from background noise with sufficient
precision and detect the precursors in a better way.

A comparison between damaged zones, AE source locations, asperities roughness
profiles revealed that rock joint damage is resulted from breaking of the asperities that
are facing to the shear direction. However presence of the AE events with low energy in
pre-peak linear and pre-peak non-linear periods (periods I and II) revealed that slip-
ping/shearing process may start from zones with less frictional resistance and then it
will be controlled by rough asperities facing the shearing direction with higher fric-
tional resistance.

The experimental tests presented in this chapter were done under low normal stresses
by using only 4 sensors for detecting the AE signals. Further experimental tests under
higher normal stresses (up to 100 MPa) and using higher number of AE sensors (up to
16) have been planned to be done using a servo-controlled triaxial loading machine.

ACKNOWLEDGMENT

The author would like to thank Professor Gérard Ballivy and Professor Patrice Rivard
at Université de Sherbrooke for their support, advice, and suggestions throughout the
duration of this research. Dr. Clermont Gravel and Dr. Serge Kodjo have assisted the
author with many interesting discussions and comments. They are greatly acknowl-
edged. Gratitude is also expressed to those working at Laboratory of Rock Mechanics
and Applied Geology, Civil Engineering Department, Université de Sherbrooke espe-
cially, Georges Lalonde and Danick Charbonneau who have helped the author to carry
out laboratory tests.



172 Moradian

REFERENCES

Aggarwal, Y. P., Sykes, L. R., Armbruster, ]J., Sbar, M. L. (1973). Premonitory changes in seismic
velocities and prediction of earthquakes. Nature, 241, 101-104.

Barbosa, R. E. (2009). Constitutive model for small rock joint samples in the lab and large rock
joint surfaces in the field. In: Diederichs, M., Grasselli, G., (eds), Proceedings of the 3rd
CANUS Rock Mechanics Symposium, Toronto.

Barton, N. (1973). Review of a new shear strength criterion for rock joints. Q. J. Eng. Geol. 7,
287-332.

Barton, N., De Quadros E. F. (1997). Joint aperture and roughness in the prediction of
flow and groutability of rock masses. Int. J. Rock Mech. Min. Sci. 34(3-d), ISSN 0148-
9062.

Barton, N. (2013). Shear strength criteria for rock, rock joints, rockfill and rock masses:
Problems and some solutions. J. Rock. Mech. Geotech. Eng. 5(4), 249-261.

Brace, W. F., Byerlee, J. D. (1966). Stick-slip as a mechanism for earthquakes. Science. 153,
990-992.

Burgmann, R., Pollard, D. D., Martel, S. J. (1994). Slip distributions on faults: Effects of stress
gradients, inelastic deformation, heterogeneous host-rock stiffness, and fault interaction. J.
Struct. Geol. 16, 1675-1690.

Byerlee, J. D. (1970). The mechanics of stick-slip. Tectonophysics, 9(5), 475-486.

Byerlee, J. (1978). A review of rock mechanics studies in the United States pertinent to earth-
quake prediction. Pure Appl. Geophys. 116, 586-602.

Cicerone, R. D., Ebel, J. E., Britton, J. (2009). A systematic compilation of earthquake precur-
sors. Tectonophysics, 476, 371-396.

Comninou, M., Dundurs, J. (1983). Spreading of slip from a region of low friction. Acta Mech.
47, 65-71.

Ellsworth, W. L. (2013). Injection-induced earthquakes. Science, 341(6142), 142.

Fathi, A., Moradian, Z., Rivard, P., Ballivy, G., Boyd, A. (2016a). Geometric effect of aspe-
rities on shear mechanism of rock joints. Rock Mech. Rock Eng. d0i:10.1007/s00603-015-
0799-6.

Fathi, A., Moradian, Z., Rivard, P., Ballivy, G. (2016b). Shear mechanism of rock joints under
pre-peak cyclic loading condition. Int. J. Rock Mech. Min. Sci. 83(March), 197-210.

Fishman, Y. A. (1990). Failure mechanism and shear strength of joint wall asperities. In: Barton,
N., Stephansson, O. (eds.), Rock joints. Balkema, Rotterdam, pp. 627-631.

Gentier, S., Riss, J., Archambault, G., Flamand, R., Hopkins, D. (2000). Influence of fracture
geometry on shear behavior. Int. J. Rock. Mech. Min. Sci. & Geomech. Abstr. 37(1-2),
161-174.

Goebel, T. H. W., Candela, T., Sammis, C. G., Becker, T. W., Dresen, G., Schorlemmer, D.
(2014). Seismic event distributions and off-fault damage during frictional sliding of saw-cut
surfaces with pre-defined roughness. Geophys. J. Int. 196(1), 612-625, doi:10.1093/gji/
ggt401.

Gorbatikh, L. B., Nuller, D., Kachanov, M. (2001). Sliding on cracks with non-uniform fric-
tional characteristics. Int. J. Solids Struct. 38, 7501-7524.

Goncalves da Silva, B., Li, B., Moradian, Z., Germaine, J., Einstein, H. (2015). Development of a
test setup capable of producing hydraulic fracturing in the laboratory with image and acoustic
emission monitoring. 49th U.S. Rock Mechanics/Geomechanics Symposium, June 28-July 1,
San Francisco, California.

Grasselli, G. (2006). Shear strength of rock joints based on quantified surface Description. Rock
Mech. Rock Eng. 39(4), 295-314

Gravel, C., Moradian, Z., Fathi, A., Ballivy, G., Rivard, P. (2015). In situ shear testing of
simulated dam concrete-rock interfaces. ISRM May 10-15, Montreal, Canada.



Damage of rock joints using acoustic emissions 173

Hajiabdolmajid, V., Kaiser, P. K., Martin, C. D. (2002). Modeling brittle failure of rock. Int. J.
Rock Mech. Min. Sci. 39, 731-741.

Handanyan, J. M., Danek, E. R., Dandrea, R. A., Sage, ]. D. (1990). The role of tension in failure
of jointed rock. In: Barton, N., Stephansson, O. (eds.), Rock joints. Balkema, Rotterdam,
pp. 195-202.

Hedayat, A., Pyrak-Nolte, L. ., Bobet, A. (2014). Seismic precursors to the shear failure of rock
discontinuities. Geophys. Res. Lett. http://dx.doi.org/10.1002/2014GL060848.

Hong, C., Jeon, S. (2006). Influence of shear load on the characteristics of acoustic emission of
rock-concrete interface, Key Eng. Mater. 270-273, 1598-1603.

Huang, T. H., Chang, C. S., Chao, C. Y. (2002). Experimental and mathematical modeling for
fracture of rock joint with regular asperities. Eng. Fract. Mech. 69(17), 1977-1996.

Hutson, R. W., Dowding, C. H. (1990). Joint asperity degradation during cyclic shear. Int. J.
Rock Mech. Min. Sci. & Geomech. Abstr. 27(2), 109-119.

Ishida, T., Tadashi Kanagawa, Yuji Kanaori. (2010). Source distribution of acoustic emissions
during an in-situ direct shear test: Implications for an analog model of seismogenic faulting in
an inhomogeneous rock mass. Eng. Geol. 110(3-4), 66-76.

Johnston, M. J. S., Linde, A. T., Gladwin, M. T., Borcherdt, R. D. (1987). Fault failure with
moderate earthquakes. Tectonophysics, 144, 189-206.

Koerner, R. M., McCabe, W. M., Lord, A. E. (1981). Overview of acoustic emission monitoring
of rock structures. Rock Mech. 14, 27-35.

Kulatilake, P. H. S. W., Shou, G., Huang, T. H., Morgan, R. M. (1995). New peak shear strength
criteria for anisotropic rock joints. Int. J. Rock Mech. Min. Sci. & Geomech. Abstr. 32, 673-697.

Kutter, H. K., Otto, F. (1990). Influence of parallel and cross joints on shear behaviour of rock
discontinuities. In: Barton, N., Stephansson, O. (eds.), Rock joints. Balkema, Rotterdam,
pp- 243-250.

Ladanyi, B., Archambault, G. (1970). Simulation of shear behavior of a jointed rock mass. 11th
Symposium on Rock Mechanics, Berkeley, pp. 105-125.

Lei, X., Ma, S. (2014). Laboratory acoustic emission study for earthquake generation process.
Earthquake Sci. 27(6), 627-646. http://doi.org/10.1007/s11589-014-0103-y

Li, B., Moradian, Z., Goncalves da Silva, B., Germaine, J. (2015). Observations of acoustic
emissions in a hydraulically loaded granite specimen. 49th U.S. Rock Mechanics/
Geomechanics Symposium, June 28— July 1, San Francisco, California.

Li, C., Nordlund, E. (1990). Characteristics of acoustic emissions during shearing of rock joints.
In: Barton, N., Stephansson, O. (eds.), Proceedings of first international symposium on rock
joints. Rotterdam, Balkema, pp. 251-258.

Lockner D. (1993). The role of acoustic emission in the study of rock fracture. Int. J. Rock Mech.
Min. Sci. & Geomech. Abstr. 30(7), 883-899.

Malanchuk, N. I. (2011). Local slip of bodies caused by the inhomogeneous friction coefficient.
Mater. Sci. 46(4), 543-552.

Martel, S. J., Pollard, D. D. (1989). Mechanics of slip and fracture along small faults and simple
strike-slip fault zones in granitic rock. J. Geophys. Res. 94, 9417-9428.

Maxwell, S. C., Jones, M., Parker, R., Miong, S., Leany, S., Dorval, D., D’Amico, D., Logel, J.,
Anderson, E., Mammermaster, K. (2009). Fault activation during hydraulic fracturing, SEG
Annual Meeting, October 25-30, Houston, Texas, 1552-1556.

McLaskey, G. C., Lockner, D. A. (2014). Preslip and cascade processes initiating laboratory
stick-slip, J. Geophys. Res. 119, 6323-6336.

McLaskey, G. C., Kilgore, B. D., Lockner, D. A., Beeler, N. M. (2014). Laboratory generated
M6 earthquakes. Pure Appl. Geophys, 171, 2601-2615.

Mogi, K. (1962). Magnitude-frequency relation for elastic shocks accompanying fractures
of various materials and some related problems in earthquakes, Bull. Earthq. Res. Inst. 40,
831-853.


http://dx.doi.org/10.1002/2014GL060848
http://doi.org/10.1007/s11589-014-0103-y

174 Moradian

Moradian, Z. A., Ballivy, G., Gravel, C., Saleh, K. (2008). Analysis of the shear strength of the
active joints using results of the constant normal load shear test. 5th Asian Rock Mechanics
Conference, November 24-26, Tehran, Iran.

Moradian, Z. A, Ballivy, G., Rivard, P., Gravel, C., Rousseau, B. (2010a). Evaluating damage
during shear tests of rock joints using acoustic emission. Int. J. Rock Mech. Min. Sci. 47(4),
590-598.

Moradian, Z. A., Ballivy, G., Rivard, P., André, C. (2010b), Effect of normal load on shear
behavior and acoustic emissions of rock joints under direct shear loading. European Rock
Mechanics Symposium (Eurock 2010), 15-17 June 2010, Lausanne, Switzerland.

Moradian, Z., Ballivy, G., Rivard, P. (2011). Role of adhesive bond on shear mechanism of
bonded concrete-rock joints under direct shear test. 45th U.S. Rock Mechanics/
Geomechanics Symposium, June 26-29, San Francisco.

Moradian, Z. A, Ballivy, G., Rivard, P. (2012a). Application of acoustic emission for monitoring
shear behavior of bonded concrete-rock joints. Can. J. Civ. Eng. 39, 887-896.

Moradian, Z. A., Ballivy, G., Rivard, P. (2012b). Correlation acoustic emission source locations
with damage zones of rock joints under direct shear test. Canadian Geotechnical Journal,
49(6), 710-718.

Moradian, Z., Gravel, C., Fathi, A., Ballivy, G., Rivard, P., Quirion, M. (2013). Developing a
high capacity direct shear apparatus for large scale laboratory testing of rock joints. ISRM
International Symposium EUROCK 2013, September 21-26, Wroclaw, Poland.

Moradian, Z., Einstein, H. H., Ballivy, G. (2016). Detection of cracking levels in brittle rocks by
parametric analysis of the acoustic emission signals. Rock Mech. Rock Eng. 49(3), 785-800.

Mutlu, O., Bobet, A. (2006). Slip propagation along frictional discontinuities. Int. J. Rock Mech.
Min. Sci., 43, 860-876.

Papaliangas, T., Hencher, S. R., Lumsden, A. C., Manolopoulou, S. (1993). The effect of
frictional fill thickness on the shear strength of rock discontinuities. Int. J. Rock Mech.
Min. Sci. & Geomech. Abstr. 30, 81-91.

Park, J. W., Song, J.J. (2013). Numerical method for the determination of contact areas of a rock
joint under normal and shear loads. Int ] Rock Mech. Min. Sci. 58, 8-22.

Patton, F. D. (1966). Multiple modes of shear failure in rocks. In: Proceedings of First Congress
of International Society of Rock Mechanics, Portugal, Vol.1, pp. 509-513.

Pereira, J. P., De Freitas, M. H. (1993). Mechanism of shear failure in artificial fractures of
sandstone and their implication for models of hydromechanical coupling. Rock Mech. Rock
Eng. 10(1-2), 1-54.

Saiang, D., Malmgren, L., Nordlund, E. (2005). Laboratory tests on shotcrete-rock joints in
direct shear, tension and compression. Rock Mech. Rock Eng. 38(4), 275-297.

Scholz, C. H. (1998). Earthquakes and friction laws. Nature. 391, 37-42.

Scholz, C. H. (2002). The mechanics of earthquakes and faulting. Cambridge, Cambridge
University Press, 2nd edition.

Seidel, J. P., Haberfield, C. M. (2002). Laboratory testing of concrete-rock joints in constant
normal stiffness direct shear. Geotech. Test. J. 25(4), 391-404.

Shiotani, T. (2006). Evaluation of long-term stability for rock slope by means of acoustic
emission technique. NDT and E Int. 39(3), 217-228.

Thompson, B. D., Young, R. P., Lockner, D. A. (2009). Premonitory acoustic emissions and
stick-slip in natural and smooth-faulted Westerly granite. J. Geophys. Res. 114, B02205.
d0i:10.1029/2008]B005753.

Tse, R., Cruden, D. M. (1979). Estimating joint roughness coefficients. Int. J. Rock Mech. Min.
Sci. & Geomech. Abstr. 16(5), 303-307. doi:10. 1016/0148-9062(79)90241-9.

Warpinski, N. R., Mayerhofer, M. J., Agarwal, K., Du, J. (2012). Hydraulic fracture geomecha-
nics and microseismic source mechanisms. SPE158935 In: SPE Annual Technical Conference
& Exhibition, October, San Antonio, Texas., 8—10.



Damage of rock joints using acoustic emissions 175

Yabe, Y., Kato, N., Yamamoto, K., Hirosawa, T. (2003). Effect of sliding rate on the activity of
acoustic emission during stable sliding. Pure appl. Geophys. 160, 1163-1189.

Zhao, J. (1997). Joint surface matching and shear strength — Part A: Joint Matching Coefficient
(JMC). Int. J. Rock Mech. Min. Sci. 34(2), 173-178

Zoback, M. D. and Gorelick, S. M. (2012). Earthquake triggering and large — Scale geologic
storage of carbon dioxide. Proc. Natl. Acad. Sci. U.S.A. 109(26), 10164-10168.



Taylor & Francis
Taylor & Francis Group

http://taylorandfrancis.com


http://taylorandfrancsis.com

Joint Tests




Taylor & Francis
Taylor & Francis Group

http://taylorandfrancis.com


http://taylorandfrancsis.com

Chapter 6

Morphological parameters of both
surfaces of coupled joints

Cao Ping, Liu Jie & Fan Xiang
Central South University, Changsha, Hunan, P.R. China

| INTRODUCTION

Joints which are widely distributed in rock masses concern engineers when conducting
underground constructions, such as the underground oil depots and power stations. It
is well known that the roughness of discontinuities which are clean and unfilled will
have great impacts on both hydraulic and strength characteristics of discontinuous
rock masses (Tatone & Grasselli, 2010; Jang et al., 2006). Therefore, extensive inves-
tigations have been conducted on the mechanical properties of joints and the morphol-
ogy characteristics of joint surfaces.

Firstly, the accurate measurement of joint surfaces is prerequisite to investigate
morphological parameters and to set up corresponding models. To data, non-contact
and contact techniques are often used to gauge joint surfaces. The non-contact laser
morphology instruments are widely used due to the high accuracy.

Secondly, to investigate the morphologies of the joints obtained, the statistical and
fractal geometry theories are mostly applied. Initially, research interests were focused
on 2D parameters of the joint surfaces. However, the 2D parameter descriptions are
limited by the descriptions of the surface in 3 dimensions which are more realistic.
Therefore, 3D parameters were developed. Xia (1996) quantified the height character-
ization parameters of joint surface topography with the mathematical method and
identified the waviness and unevenness components for joint surface profiles. Zhao
(1997a,b) pointed out that the mechanical properties of a joint, which are related to the
coupling degree of two joint surfaces, were poor when the coupling degree was limited,
and the joint coupling parameter which varies from 0 to 1 was put forward to describe
the degree of coupling between the two halves. The JRC-JMC shear strength criterion
was also brought up, based on the Barton JRC-JCS model (Barton & Choubey, 1977).
To investigate the morphological evolution of joint surfaces under cyclic shear loads,
Homand et al. (2001) developed several parameters, including 6, K, and R, to
quantify morphological characterization of joint surfaces, and proposed morph-
mechanical model of direct shear tests. Grasselli and others (Grasselli, 2006;
Grasselli & Egger, 2003; Grasselli et al., 2002) proposed the 3D shear model based
on 3D parameters of joint surfaces. Other researches on morphological parameters of
rock joint surface have also been done in recent years (Lee et al., 2001; Jiang et al.,
2006; Cao et al., 2011; Chen et al., 2010; Belem ef al., 2000). Barton & Choubey
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(1977) proposed ten typical roughness profiles and the corresponding JRC values, and
then one shear criterion containing JRC was further proposed. However, the estima-
tion of JRC requires a great deal of experiences. Hence, lots of methods were proposed
to estimate JRC values (Tse & Cruden, 1979; Andrade & Saraiva, 2008; Beer et al.,
2002; Du et al., 2009; Yang et al., 2001). Tatone & Grasselli (2010) tried to establish
empirical relationship between the new 2D roughness parameters and JRC which
enabled shear strength estimation according to the Barton-Bandis shear strength criter-
ion. Fractal geometry set up by Mandelbrot (1983) is a useful method to investigate
irregularity in the nature. Irregular profiles of joint surfaces have self-similarity in
statistics. Carr & Warriner (1989) introduced fractal theory to study morphology of
joint surfaces firstly. The Fractal dimension and amplitude were used as parameters to
describe morphology characteristics of joint surfaces. At first, the fractal dimension of
profile was computed, later, that of joint surface was computed by different methods
(Odling, 1994; Kulatilake et al., 1995). Xie et al. (1997) computed fractal dimension of
profiles which was between 1 and 2, and that of joint surface was between 2 and 3.

Thirdly, coexistence of joints and water is frequently encountered in rock engineer-
ing. Colback & Wild (1965) found that the influence of water-rock interaction on rock
mass strength is prominent. According to the experiment of Rebinder et al. (1994), at
the prophase of the water—rock circle interaction, rock was under a more serious
damage effects both physically and chemically, in which the cohesive strength and
internal friction angle were influenced most. The physical and chemical damage effects
on rock were reduced as the actuation duration was prolonged and times were added
(Melo et al.,2008,2007). Indratna et al. (1999) indicated that the influence on cohesive
strength and internal friction angle was reduced as well and the changes became gentle.
So, it can be inferred that the properties of the discontinuities, as special rock masses,
will also be affected by the water-rock interaction, and rock strengths even engineering
stabilities might be influenced by the water-rock interaction in further. Therefore, there
is an urgent need to determine more accurately the relationship between rock and
water—rock interaction (Zhao et al., 2006; Sari & Karpuz, 2006; Jiang et al., 2004;
Pyrak-Nolte & Morris, 2000; Hoek & Diederichs, 2006). The surface properties with
water—-rock interaction have a major influence on the hydro-mechanical behavior of the
rock masses and rock joints. Many parameters (Zhang et al., 2002; Jae-Joon, 2006;
Zimmerman et al., 2004), for instance hydraulic conductivity, frictional resistance and
resistance to shearing along discontinuities, will change with the effect of water-rock
interaction. There are strong links between roughness and these parameters. Although
previous studies have provided important information regarding accurate character-
ization of rock surface roughness, most studies concentrate on characterizing surface
roughness of rock using small samples and no systematic study has been made to
investigate the effect of water—rock interaction using large 3D rock samples.

To investigate the morphology characteristics of coupled joints, typical parameters
used to characterize joint morphologies are introduced firstly. And a feasible method to
generate the coupled joints has been proposed too, analysis based on above parameters
has been conducted to investigate the characteristics of these coupled joints. And then,
further investigation on the influence of water content on the joint morphologies
obtained by conducting Brazil tensile tests has been conducted. Finally, the effects of
water-rock interaction on rock and morphologies of the coupled joints by shear tests
have been investigated.
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2 MORPHOLOGY PARAMETERS

Morphology parameters which characterize surface features are mainly composed of
two groups of parameters (Chen et al., 2010). The first group parameters are the
statistical parameters which quantify the Z-axis perpendicular to the scanning surface.
The other group is the textural parameters. While the third group of parameters are
density of peaks, bearing index and valley fluid retention index, et al.

2.1 Statistical parameters

1)

Maximum height of joint surface, S,, which denotes the height between the
highest peak and the mean plane can be written as:

Sp = max (Spl,sz, ...Spn)

The maximum depth of valleys, S,,,, which denotes the depth between the mean
plane and the deepest valley can be written as:

S = max (Sy1,Sm2, -+ -Sun)

The maximum height, S;,, which indicates the height between the highest peak and
the deepest valley can be written as:

Sp = Sp+ S

Arithmetical mean height of joint surface, S,, which can be used to characterize
the volatility and discreteness of the height distribution can be written as:

1
S = |[12e iy

A

Where Z(x,y) is a height function of joint surface, and A is the horizontal area
of the sample surface.
Root mean square (RMS) height of joint surface, S,, which is used to describe the
standard deviation of the height distribution and to characterize the discreteness
of the height distribution of joint surfaces can be written as:

$,= |5 || 2 dxay
A

Skewness of height distribution of joint surface, S, which is used to quantify the
symmetry of the height distribution of the joint surface can be written as:

11 ;
-5 ijzw) dxdy

A

Ssla

A negative S;;, indicates that the surface is composed of principally one plateau
and deep and fine valleys. While, a positive S, indicates a joint surface is
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composed of lots of peaks on a plane. Due to the big exponent in the equation, this
parameter is very sensitive to the sampling of the measurement.

7)  Kurtosis of the height distribution of joint surface, Sy,,, which is expressed without
any unit can be written as:

11
Stu = g1 | ]| 70 sy

A

This parameter is used to quantify the flatness and the concentration degree of a
surface. If this parameter is higher than 3, the height distribution is leptokurtosis and
concentrated. As this parameter equals to 3, the surface height is in a normal distribu-
tion. However, a S, which is less than 3 indicates that the scattered surface height
distribution is in a platy kurtosis form.

2.2 Textural parameters

Textural parameters are composed of spatial parameters and hybrid parameters.
Spatial parameters describe topographic characteristics based on spectral analysis.
They are used to quantify the lateral information present on the x- and y-axes of the
surface. While, hybrid parameters are a class of surface finish parameters which
quantify the information present on the x-, y- and z-axes of the surface, i.e.,
those criteria hats are both on the amplitude and the spacing, such as slopes,
curvature, etc.

2.2.1 Spatial parameters

1)  The autocorrelation length, S,

The autocorrelation which represents the similarity of surface compared to itself
when being translated. It helps to distinguish isotropic surfaces from anisotropic
surfaces. Horizontal distance of the autocorrelation function (f4ce) has the
fastest decay to a specified value s, with 0 < s < 1. The default value for s in
the analysis software is 0.2. This parameter expresses the content in wavelength
of the surface. A high value indicates that the surface has mainly high
wavelengths but low frequencies. The autocorrelation length, S, can be
written as:

Sal — min/xz + y2

Where R = {(x,y) : face(x,y) <s}.

2)  Texture aspect ratio, S;,
This is the ratio of the shortest decrease length at 0.2 from the autocorrelation on
the greatest length. This parameter ranges from 0 to 1. If the value is near 1, one
can say that the surface is isotropic, i.e. it has the same characteristics in all
directions. If the value is near 0, the surface is anisotropic, i.e. it has an oriented
and/or periodical structure.
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2.2.2 Hybrid parameters

1)

2.3

Developed interfacial area ratio, S,

This parameter is the ratio of the increment of the interfacial area of the
scale limited surface within the specific area to the specific area. It is used to
indicate the complexity of joint surface. The developed surface indicates
the complexity of the surface due to the comparison of the curvilinear surface
and the support surface. A completely flat surface will have an S,;, which nearly
equals to 0, while a complex surface will have an S, of some percents.

s o () ()

Root mean square gradient of joint surface, S4,.
This parameter is used to quantify the statistical property of morphology
evolution, it can be written as:

Sig = %Lj (azg;’ y)>2 + (az(g; Y )>2] dxdy

Other parameters

Density of peaks, S,4

This parameter is expressed in peaks/mm?. A point is considered as a peak if it is
higher than its eight neighbors. The §,,4 is only calculated through those significant
peaks that remain after discrimination by segmentations.

Arithmetic mean summit curvature, Sp..

This parameter enables us to know the mean form of the peaks according to the mean
value of the curvature of the surface at these points. While laser scanned every peak
point, the final statistics of the average of all peak-point curves were recorded. It reflects
the peak point of the specimen surface and the overall curvature of the situation.
Bearing index, Sy,;.

This parameter is the ratio of the RMS deviation over the surface height at 5%
bearing area. The higher the S;; index, the larger the number of wear shelves exist
on the surface.

Core fluid retention index, S

This parameter is the ratio of the void volume at the core zone (5% to 80%
bearing area) over the RMS deviation. A larger S.; index indicates a good degree of
fluid retention on the joint surface. It should be mentioned that the fracture
aperture inside rock is not considered in present chapter.

Valley fluid retention index, S,;.

This parameter is the ratio of the void volume at the valley zone (80% to 100%)
over the RMS deviation. A large S,; indicates a good fluid retention in the valley
zone on the rock surface.
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3 MORPHOLOGICAL INVESTIGATIONS ON COUPLED JOINTS BY
TENSILE TESTS

Owning to the influences exerted by human’s underground mining activities, such as
blast and drill, numerous artificial joints and cracks are generated, which result in a big
menace to underground workers. So, the research conducted on coupled joints in a
laboratory scale may help us to get a better understanding on the corresponding
characteristics. Joints which are unfilled, clean, well-coupled and unweathered are
difficult to be obtained from nature. Therefore, it is more difficult to process standard
rock specimens with joints for rock mechanic tests. So, Brazilian split tests and shearing
tests which have been adopted in present chapter are good methods to make artificial
joints.

3.1 Morphological investigations on coupled joints by tensile
tests

3.1.1 Test design and procedures

This series of morphological investigations are mainly composed of three procedures.
The first procedure is the generation of artificial coupled joints, the second procedure is
the scanning of morphologies, and the last is the morphological analysis on obtained
results.

1)  Generation of coupled joints

Electro-hydraulic servo-controlled wuniversal testing machine which is
composed of host machine, oil pump, control system, a computer and data-
processing system has been adopted in Brazilian splitting tests. The loading
can be force- or displacement controlled. The loading velocity adopted is
200N/s in this set of Brazilian tests. The machine stops loading when the
cylindrical specimen cracks, which could guarantee the specimen would not
be crushed.

As shown in Fig. 1 and Fig. 2 that 21 coupled joints (a total of 42 joint surfaces,
see Fig. 2) were made by means of Brazilian split tests. The specimens were
obtained from several kinds of hard rocks, such as limestone, sandstone, etc.
The artificial joints made by Brazilian split test have good coupled conditions,
which can be found from the following pictures and morphological parameters.

2)  Morphology scanning
As shown in Fig. 3 that the morphologies of the 42 surfaces are scanned by the
three-dimensional high-accuracy non-contact laser morphology instrument. The
dimension of the instrument is 800mmx600mmx970mm with the mass of 280kg.
The scanning range in z-direction is defined by the range of the gauge. The
maximum allowed weight of the sample is about 150N. As shown in Fig. 4 that
the highest measurement accuracy can reach 0.5um. The technique used for the
laser triangulation gauge deduces the height of a surface point by sensing the
position of a laser spot on the surface using a detector placed at a certain angle
away from the incoming laser beam. A focused laser beam projects a spot on a
rough surface. This spot is detected by a CCD (charge coupled device) sensor



Figure | Brazilian split tests.

Figure 2 Samples of coupled joint surfaces.
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Figure 3 Talysurf CLI 2000.

placed at a different angle. The image of the laser spot on the CCD is focused on a
position depending on the vertical position of the spot.

In the scanning process, specimens are placed on the slide, and then after the
origin setting and scanning area definition, the morphologies of the joints are
obtain by the scanning in the path shown in Fig. 5.

Morphological analysis

Finally, the morphology parameters are computed with the aid of TalyMap5.0
which is the powerful software for morphology analysis. Details can be found in
the Talysurf user’s manual and the formula and definition can refer to the
ISO25178 and EUR15178N.

3.1.2 Results and discussions

1)

Morphologies of joint surfaces
The typical morphologies of the joint surfaces obtained are shown in Fig. 6. The
joint surface looks like rolling hills and has some similarity with topography after
magnifying the height in z-direction by ten times. The valleys have significant
impact on both seepage path and seepage speed of underground water in rock
masses.

The undulation of joint surface can be judged from different colors of images.
The positions of the highest peak and the deepest valley are known from 3D
images. If a line located between Fig. 7(c) and Fig. 7(d), the two 3D images can be
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Figure 4 Working principle of Talysurf CLI 2000.

folded to a well-coupled joint along the line. Visualized, clear 3D images of joint
surface can be made and parameters that are needed can be computed by the
TalyMap$5.0, which is the powerful software for analyzing surface.

Results and discussion on statistical parameters

The obtained results of statistical parameters are listed in Table 1. It can be known
from Table 1 that both surfaces of the coupled joints have similar values of S,
which vary significantly with different joint surfaces and reflect the fluctuation of
the joint surfaces in certain degree. The shear strength generated from the
interlocking effects of the peaks that stagger each other. Tiny distinctions of S,
were induced by a spot of rock debris dropped under the high normal stress. It can
be seen from the data in Table 1 that the S, and S, values between two halves of a
joint are very close. The relatively small error is generated from the process of
making artificial joints. From the data, we can see that S, is strongly related to Sj,.
Similar values of S, explain the joint surfaces’ consistent discreteness of height
distribution. The surfaces of different joints have large difference with the S,
values, which can reflect that there are big differences in the aspect of height
distributions, and S, is obviously related to both S, and S,.
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Figure 5 Scanning path.

S, is a characteristic of the deviation of Z(x,y) that is the density function of
height distribution from the origin. It can be found by comparing and analyzing
that the Sy of the coupled joint surfaces that the S, value of one side is positive
and its height distribution is positive-skewed distribution, while the S, value of
the other side is negative and its height distribution is negative-skewed
distribution. However, their absolute values are approximate, which shows that
the distances of Z(x,y) from the origin are close. Two surfaces’ height
distributions of one sample among all samples are both negative skewness.

Sg. values of two halves are approximately equal, which means the
concentration ratio of the upper and lower surface’s height distribution is
similar. S, value of joint surface varies from one other. Statistically, for
example, high kurtosis distribution and low kurtosis distribution are common.
These are in accordance with statistical laws of height distribution of joint surface
morphology done by other scholars. Among all of the samples, there is one sample
has near normal distribution because its upper and lower surfaces’ S, values are
closed to 3.

Results and discussion on textural parameters

The corresponding textural parameters listed in Table 2 indicate that the S,; values
of the upper and lower surfaces are very close, with the biggest gap which is less
than 1mm, which means that both surfaces of coupled joints consist of waves have
equal wavelengths and frequencies. The lengths of the auto-correlation are related
to sectional dimension, and all S,; values are larger than 8mm. The larger the S,
values, the higher the relevance of points on the contour line will be. As shown in
Fig. 8 that the upper and lower surfaces of coupled joints are exactly alike after
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Figure 6 Images of joint surface: (a) Real joint surface; (b) 2D image of joint surface; (c) 3D image (height
is magnified 2.5 times); (d) 3D image (height is magnified 5 times); (e) 3D image (height is
magnified 7.5 times); (f) 3D image (height is magnified 10 times).

autocorrelation transformation, which indicates that they have the same
wavelengths and frequencies. It can be seen from Fig. 8 that joint surfaces are
anisotropic, because if they were isotropic, joint surfaces should have the same
color in all direction. Any S;, values of both surfaces of the coupled joints are less
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Figure 7 Morphologies of the coupled joints: (a) 2D morphologies of upper surface; (b) 2D morphol-

ogies of lower surface; (c) 3D morphologies of upper surface; (d) 3D morphologies of lower
surface.

than 1 and approximately equal, which indicates both surfaces of the coupled
joints are anisotropic again. All of the S;, values of joint surfaces are in the range
from 0.3 to 0.5 and the dimensions of joint surfaces are involved.

It can be found from the comparisons from the coupled joints that the S, values
of two halves are very similar, which indicates that both sides of the coupled joints
have the same complexity and near actual surface areas. After autocorrelation
transformation, all joint surfaces’ Sy, values are small and almost the same;
however, different joint surfaces have different Sy, values, because different
joint surfaces own different profiles.

Envelop profile and envelop area

A scan image of joint surface actually is formed by plenty of scan spots locating in
different heights. Each spot has corresponding coordinate value and z is the
vertical height above the reference plane. The reference plane is the least squares
plane minimizing the sum of squares of the basic distances Z(x, y) at the point



Table | Statistical parameters of joint surfaces.

Sample Surface Sp/mm So/mm Sq Sk Sku
I Upper 8.18 1.217 1.431 0.0986 2.050
Lower 8.40 1.292 1.529 -0.1517 2.103
2 Upper 4.93 0.668 0.813 0.6005 2.764
Lower 4.66 0.634 0.779 -0.6424 2.927
3 Upper 7.56 0.894 1.120 0.4587 3.030
Lower 851 0.908 1.126 -0.34019 2.937
4 Upper 11.73 2426 2.753 0.3687 1.887
Lower 11.85 2414 2.762 —-0.4164 1.989
5 Upper 9.99 1.604 1.844 0.2477 2011
Lower 9.85 1.489 1.715 —0.2655 2.063
6 Upper 11.93 2013 2.406 0.4187 2.280
Lower 12.27 1.888 2.405 -0.1432 2.540
7 Upper 5.33 0.709 0.960 0.2339 3.311
Lower 5.54 0.716 0.968 -0.2138 3.353
8 Upper 13.65 1.771 2.161 0.6707 2.55]
Lower 14.15 1.764 2.140 —-0.6733 2.570
9 Upper 12.36 1.504 1.835 0.2862 2.554
Lower 12.11 1.425 1.739 —-0.2252 2.461
10 Upper 14.14 2.335 2.851 0.4530 2.507
Lower 13.76 2.284 2.772 -0.3777 2.464
Table 2 Textural parameters obtained.
Sample Surface Spatial parameter Hybrid parameter
Sc,,/mm Str Sd, qu
I Upper 10.86 04117 0.1420 0.05331
Lower 10.73 0.4026 0.1543 0.05557
2 Upper 9.63 0.3778 0.1439 0.05368
Lower 9.76 0.3884 0.1323 0.05147
3 Upper 11.43 0.4203 0.1554 0.05577
Lower 10.96 0.4125 0.1643 0.05908
4 Upper 10.67 0.4062 0.1993 0.06157
Lower 10.51 0.4083 0.2008 0.06341
5 Upper 11.08 0.7199 0.1637 0.05724
Lower I.16 0.4174 0.1695 0.05826
6 Upper 9.52 0.4142 0.1248 0.04998
Lower 9.53 0.4172 10.1345 0.05090
7 Upper 8.37 0.4822 0.1003 0.05107
Lower 8.64 0.4821 0.1067 0.04922
8 Upper 10.41 0.4143 0.2095 0.06578
Lower 10.64 0.4042 0.1944 0.06239
9 Upper 10.93 0.4098 0.2207 0.06672
Lower 10.46 0.4107 0.2237 0.06694
10 Upper 11.36 0.4206 0.1513 0.05504
Lower 11.63 0.4269 0.1526 0.05527
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Figure 8 2D images of joint surface after being translated in Autocorrelation method: (a) Upper surface;

(b) Lower surface.

(x, ¥, 2), 2(x, y) is the distance between the point (x, v, z) of the surface and the
point (x, y, z) of the plane, respectively. These spots are linked sequentially along
the x-y direction and then it will form into profile along the x-y direction. Every
one square millimeter has about 400 scan spots and each one millimeter span has
about 20 profiles. If all the profiles in the x-direction are projected to the x-z plane,
the projection area with approximate 1000 profiles will be too crowded to be
clearly identified. Thus 20 profiles which are one in fifty of the total profiles of
joint surface are projected on the x-z plane (Fig. 9). The upper profile is the higher
envelop one that is linked by the highest projecting spots on the x-z plane, the
middle profile is the mean one of all profiles, and the below profile is the lower
envelop one that is linked by the lowest projecting spot on the x-z plane. The area,
which is surrounded by the higher envelop profile, the lower envelop profile and
the boundary lines, is called envelop area. The envelop area is divided into two
parts by the mean profile. The part on the mean profile that is easily worn away
during shear tests has obvious influence on the shear strength of joint. The two
halves of coupled joint have approximately equal envelop area and the same mean
profiles by contrast of the two envelop areas which is shown in Fig. 10.

Profile mean angle

Mean angle of profile and the weighted average mean angle of joint surface were
developed to quantify the roughness of joint surface by Homand ez al. (2001). The
equation of 6, in the k-direction of a decided profile of joint surface is

[6,], = arct 1 Nkl’ziﬂzz‘
pk—arcan Nk—]_; Ak

where k is the direction of the profile; i is the serial number of point in the k-
direction, Ny, is the total number of points, z; is the height of profile on the i-th
point, 4k is the span between two adjacent points, Ny—1 is the total number of Ak.
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Figure 10 Envelop areas of two surfaces of joint.
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Table 3 Weighted averages of mean profile angles (07,) of joint surface samples (°).

Sample I 3 4 5 7

Upper 10.285 4.123 5.3752 6.889 4710
Lower 10.007 40229 5.737 6.999 4.765
Sample 8 I 14 16 20
Upper 8.633 8.256 9.213 8.792 11.401
Lower 8.562 8.561 9.544 8.437 11.780

3.2

The equation used to compute the weighted average of the mean profile angles is
expressed as

N —1

M, k
Sty
kN —1
=1 ki
Mla‘
i
>
=1

it —Zi
Ak

[6,], = arctan

where j is the serial number of profile, j=1, 2, 3, ..., Mg, I} is the nominal length of
the j-th in the k-direction, My, is the total number of point in the k-direction.

Joint surface is composed of stochastic and irregular peaks. The height and
volume of peaks decide the roughness of joint surface. The shear strength is related
to undulation of joint surface. Through computing both surfaces of each coupled
joint, it is found that 6, of the upper surface is approximately equal to that of the
lower surface. That is to say, the one surface of well coupled joint has similar
roughness with the other, which is shown from the data in Table 3. The better the
joint matching is, the closer the value of 0, performs. The values of different
coupled joints have big difference while the difference seems to be the result of
different peak strengths and different curves of shear strength and displacement.
Cao et al. (2011) investigated the changing law of 6, during shear tests and found
that 6, is related to the shear strength, with verifying that 6, will decrease with the
increase of times of shear tests. Due to that the 6, of two halves of well coupled
joint are quite close, which can predict the 6, value of one surface of coupled joint
based on the other one, one can also identify whether the surface is rough, flat, or
smooth according to the 6, value.

Effects of water adsorption on the morphological parameters
of the coupled joints by tensile tests

To investigate the effect of water adsorption on tensile strength and morphological
characteristics of the coupled joints by Brazilian tests, in present section, the red
sandstone specimens were soaked in water for different time, the water absorptions
were obtained based on the weight variances before and after soaking in water.
Subsequently, the Brazilian disc tests of the red sandstone with different water
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Table 4 Water absorption ratio of red sandstone.

Soaking time/h 0 2 4 6 8 10
Quality before soaking in water/g 218 217 211 214 215 214
Quality after soaking in water/g 218 224 218 222 224 224
Water absorption/% 0 3.22 3.31 3.73 4.18 4.67
Number a b c d e f

absorptions were conducted, the maximum loads were recorded, and the tensile
strengths of the red sandstone with different water absorptions were estimated.
Furthermore, the joint surfaces of the Brazilian discs were scanned by Talysurf CLI
2000, with the aid of Talymap Gold software, some statistical parameters were
calculated, moreover, the morphological analysis of fracture surfaces was conducted.

3.2.1 Test design and procedures

1) Water absorption measurement
In the laboratory experiments, the red sandstone specimens of those the diameter
and thickness are both 50mm have been adopted. Before soaking in water, quality
of Brazilian discs was weighted by electronic balances, then the red sandstone
specimens were soaked in water for 0, 2, 4, 6, 8, 10 hours, respectively. And then
corresponding qualities of the Brazilian discs were recorded after soaking in
water. Thereafter, the water absorption of red sandstone can be obtained.

w, :w % 100%
d

where, m,, is the quality of the Brazilian disc after soaking in water, m, is the
quality of Brazilian disc before soaking in water, w, is the water absorption. The
specimens’ water absorptions were listed in Table 4.

2)  Brazilian tests and morphology scanning
The testing procedures of Brazilian tests and the scanning methods are similar to
those in section 3.1.1. The obtained joint surfaces are shown in Fig. 11.

3.2.2 Results and discussions

1) Influence of water absorption on the tensile strength of red sandstone
Based on the Brazilian disc tests, the tensile strengths of red sandstone with
different water absorption were obtained. The tensile strength obtained by
Brazilian disc tests can be expressed as follows:

_2p
Dt

where o is the tensile strength, p is the applied load, D is the diameter of Brazilian
disc, ¢ is the thickness of Brazilian disc.
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Figure |1 Failure of the Brazilian discs and their fracture surfaces (a is the failure specimen of red

sandstone with water absorption 0%, b 3.22%, c 3.31%, d 3.73%, e 4.18%, f 4.67%).
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Figure 12 The tensile strength of red sandstone with increasing water absorption.

According to above equation, the tensile strength changing trend with variation
of water absorption is shown in Fig. 12.

As illustrated in Fig. 12, the tensile strength of red sandstone exhibits a
downward trend with increasing water absorption. Red sandstone is mainly
composed of particles and pores, when the red sandstone was soaked in water,
water seepage into the pores gradually, some cements of sandstone dissolved into
water, hence the particles cementation of particles in sandstone was weaken,
which given rise to the weakness of tensile strength.

Morphological analysis on fracture surfaces of Brazilian discs with different water
absorptions
a) Statistical parameters of the fracture surfaces
The surfaces morphology were analyzed with Talymap Gold software, the
calculation method can be found in users’ manual of Talymap Gold
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software, and the definition for the parameters is based on 1SO25178.
Through the scanning of Talysurf CLI 2000 scanner, the 3D profiles of
fracture surfaces were displayed in Fig. 13.

Based on the aforementioned morphology parameters, corresponding
parameters for red sandstone joints were estimated, which are listed in
Table 5.

Through analysis of Table 5, it is indicated that the parameters S, S,,, and
S), of the fracture surfaces exhibited the same changing trend with increasing
water absorptions, it has a regular decreased tendency, water absorption
influenced the fracture surfaces roughness a lot, with water absorption
increasing, the fracture surface would be more flattened. The same
changing trend was mainly determined by their definition, the magnitude
of §, and §,, are mainly determined by the distance between the mean plane
and the highest peak or the deepest valley, however, the magnitude of S, is
the sum of S, and S,,,. The parameters S, Sq, and Sg, are the parameters to
describe the discreteness of height distribution, hence, the more rough of
fracture surfaces are, the larger of absolute value of these parameters are,
based on the data in Table §, the absolute value of these parameters decrease
with increasing water absorption. As regards to the parameter S,, it is used to
describing the roughness of fracture surfaces, it represents a downward trend
with increasing water absorption.

Fractal dimensions of the fracture surfaces

The fractal geometry has been invented by the French mathematician Benoit
Mandelbrot (1983; Giri et al., 2012; Xie et al., 2011) in order to describe the
phenomena of scale invariance. From pure theory, fractals have become
progressively important tools in a large number of scientific fields. The
fractal dimension concept enables to describe the complexity of a surface
under the form of a single number. Euclid’s geometry teaches that a plane has
a dimension 2 and that a volume has a dimension 3. However, the fractal
dimension allows the use of fractal geometric dimensions, for instance for
real surfaces of dimension between 2 and 3.

There are several ways to calculate the fractal dimension of a surface or a
profile. Each method has advantages and drawbacks. The Talymap Gold
software includes two calculation methods: including boxes method and
morphological envelopes method. In this paper, including boxes method
was used to calculate the fractal dimension of the fracture surfaces.

The including boxes method consists of enclosing each section of a profile
by a box of width ¢ and calculating the area A¢ of the boxes endorsing the
whole profile, this procedure is iterated with boxes of different widths to
build a graph In(Ae¢)/In(e), then the slope for line In(A¢)/In(¢) would be the
fractal dimension of the fracture surface. Fig. 14 gives the fractal dimension
of the fracture surfaces of red sandstone with water absorption 3.31%.

Moreover, based on the including boxes method, the fractal dimensions of
the fracture surfaces were calculated, the fractal dimensions of red sandstone
fracture surfaces are listed in Fig. 15.

As shown in Fig. 15, the fractal dimensions of the red sandstone fracture
surfaces are between 2 and 3. In the other words, these fracture surfaces are
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Figure 13 3D profiles for fracture surfaces of red sandstone with different water absorption.
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Table 5 7 groups of parameters for the red sandstone fracture surfaces.

Water absorption ratio/%

0 3.22 3.31 3.73 4.18 4.67
Sp/mm 1.710 1.490 1.610 3.890 1.390 0.903
Smimm 1.890 1.570 2.120 3.570 3.150 1.120
Shimm 3.600 3.060 3.730 7.460 4.540 2.030
Sq/mm 0.675 0.459 0.5654 1.680 0.434 0.405
Ssk -0.280 0.129 -0.002 0.547 -0.528 -0.271
Sku 2.740 2910 2.580 2.160 4.180 2.580
Saimm 0.531 0.369 0.461 1.430 0.347 0.336

Fractal analysis (Method: Including boxes)

1000

500

100

50

Number of including boxes

10

Scale of analysis

Figure 14 Fractal dimension calculation of the fracture surface of red sandstone with water absorption

3.31% and the fractal dimension is 2.33.

‘near’ to a plane (2D) than to a volume (3D). Specifically speaking, the water
absorption of red sandstone is 0%, 3.22%, 3.31%, 3.73%, 4.18%, 4.67 %,
the fractal dimensions of the corresponding fractal surfaces are 2.45, 2.44,
2.33,2.29,2.26 and 2.25, respectively. By using the fractal dimension, the
complexities of the fractal surfaces were reflected accurately. Furthermore,
with increasing water absorption ratio, the fractal dimension decreased
monotonically. It is concluded that, the fracture surfaces become simpler
with increasing water absorption.

Depths histogram and Abbott-Firestone curve of the fracture surfaces
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Figure 15 Fractal dimensions variation with increasing water absorption.

The depths histogram allows you to observe the density of the distribution
of the data points in the profile being studied. The vertical axis is graduated
in depths. The horizontal axis is graduated in % of the whole population.

The Abbott-Firestone curve presents the bearing ratio curve, i.e. for a
given depth, the percentage of material traversed in relation to the area
covered. This function is the cumulating function of the amplitude
distribution function. The horizontal axis represents the bearing ratio (in
%) and the vertical axis the depths (in the measurement unit).

With increasing water absorption, the depths distribution for fracture
surfaces of red sandstone become more uniform, and the corresponding
Abbott-Firestone curve increase slower, in the other words, the absolute
value of slope for Abbott-Firestone curve decrease. For example, Fig. 16
gives the depths histogram and Abbott-Firestone curve of fracture surfaces of
red sandstone with 0% and 3.73% water absorption.

As shown in Fig. 16, the depths distribution of fracture surface of red
sandstone with 3.73% water absorption was more uniform than that of 0%,
and its Abbott-Firestone curve changed more slowly than that of 0%.
Generally speaking, the fracture surfaces of red sandstone become flatter
with increasing water absorption.

Frequency spectrum study on the fracture surfaces

Spectral analysis enables you to determine the periodicity and orientation of
certain motifs that exist in the spectrum. This spectrum is obtained using the
Fourier Transform. The Fourier Transform is used in many fields of science
and engineering. The Fourier Transform is a mathematical operation
enabling you to visualize the frequencies (or wavelengths) of a signal. It is
used as a mathematical or physical tool to transform a problem difficult to
solve (in the time or spatial domain) into one that can be easily solved (in the
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Figure 16 Depths histograms and Abbott-Firestone curves for fracture surfaces of red sandstone with

0% and 3.73% water absorption.

frequency domain). The FFT (Fast Fourier Transform) is a Fourier
Transform algorithm optimized for a number of points equal to a power of 2.

For averaged power spectral density (PSD), the horizontal axis is
graduated in wavelengths. The values above the peaks show the dominant
wavelengths; the corresponding amplitude is displayed between brackets.
The vertical axis displays the amplitude to a power of 2. The averaged power
spectral density can be obtained by both the all directions method and the
horizontal method. For all directions method, the PSD curve corresponds to
the mean spectrum calculated from the individual spectrum curves for all
directions. However, only motifs that are visible on the x-axis (example:
vertical furrows) will be shown by the horizontal method. Horizontal
furrows are not visible, as the PSD curve is calculated on each line
(x-profile); the results are then added together. In this paper, the averaged
power spectral density of fracture surface was obtained by the horizontal
method.

In averaging and smoothing curve, the inverted axis creates a problem: the
wavelengths found in the spectrum are not regularly spaced out anymore.
For a profile of length L, the frequency f(1) corresponds to the wavelength
A(1)=L, the frequency f(2) to the wavelength A(2)=L/2 etc., the frequency
f(n) to the wavelength A(n)=L/n. You can notice immediately that there are
few high wavelengths to be found in the spectrum whereas there are lots of
low ones.

In order to display the PSD in the form of a smooth curve that is as detailed
in the high wavelengths as in the low ones, the spectrum is calculated several
times using the Fourier Transform on portions of the profile having different
lengths. The contributions of the various spectrums are added.

Sometimes it is necessary to increase the size of the representation of the
low frequencies (large wavelengths) which provide less information. If you
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Figure 17 Power spectral diagram of fracture surface of sandstone with different water absorption

ratio.

want to see high frequencies (small wavelengths), you will have to use a zoom
factor as these frequencies may be invisible when other zoom factors are
used. Fig. 17 gives power spectrum diagram of the fracture surfaces of red
sandstone with water absorption 0% and 3.31%.

As shown in Fig. 17, with increasing water absorption ratio, the maximum
dominant wavelength decreased, and thus the corresponding amplitude
increased. Specifically speaking, when water absorption ratio is 0%, its
maximum dominant wavelength of fracture surface is 15.1 mm, and its
corresponding amplitude is 2.52 um, while water absorption ratio is
3.31%, its maximum dominant wavelength is 14.9 mm, and amplitude is
2.69 um. The maximum dominant wavelength is a parameter to reflect the
magnitude of anisotropy for fracture surfaces, magnitude of anisotropy is
negatively correlated with the maximum dominant wavelength, hence, with
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water absorption increasing, the magnitude of anisotropy of fracture sur-
faces decreases, that’s to say, the fracture surfaces become more isotropy
with increasing water absorption.

4 INVESTIGATIONS ON THE EFFECTS OF WATER-ROCK
INTERACTION ON MORPHOLOGIES OF COUPLED JOINTS BY
SHEAR TESTS

Direct compressive shear tests can also be used to generate the coupled joint
surfaces successfully too. In present section, the results of the uniaxial compressive
shear tests of lherzolite, peridotite, dolomite marble, migmatite and amphibolites
specimens, found in China, with the contrast of water-rock interaction have been
investigated. To elucidate the basic morphology characteristics and distribution,
the micro-morphology of the fracture surfaces was measured by a 3D laser instru-
ment (Talysurf CLI 20 0 0) with high-resolution (0.5um). Twenty different para-
meters of height feature, texture feature, fractal geometry and frequency spectrum,
including some functional parameters utilized from automotive and metal indus-
tries for the first time, were proposed innovatively for overall interpretation and
analysis.

4.1 Test design and procedure

4.1.1 Rock samples and solution

Five kinds of rock samples with different petrographic, physical and mechanical
properties were collected from Jinchuan no. 2 mine area. Jinchuan mine area is the
largest production source of nickel and cobalt in China. Peridotite is a type of coarse-
grained igneous rock and consists mostly of olivine and pyroxene. Lherzolite is a type of
coarse-grained igneous rock consists mostly of olivine. Marble is a non-foliated meta-
morphic rock composed of calcite or dolomite. Amphibolite is a metamorphic rock
consisting mainly of amphibole, especially the species hornblende and actinolite.
Migmatite is a rock that is a mixture of metamorphic rock and igneous rock. The
complex environment with water has become one of the most important problem s to
be solved.

Before the experiment, rocks were cut and polished into cubes (sized 50 mmx50
mmx50 mm) with a cutting machine. The solution for the water—rock experiments was
obtained from the depth portion of Jinchuan no. 2 mine area, where pH value is 7.1.
The ion minerals in solution are Ni, Cu, Zn, Cr and SO4*". The mechanical parameters
of the rock samples are shown in Table 6. Before the uniaxial compressive shear tests,
half of the samples were dried under 30° for 30 days, and the others were immersed in
the same PVC containers filled with solution (pH % 7.1) for 30 days. In order to obtain
the actual engineering results, the sealing measurement was not carried out because of
the interaction between the rock and the natural medium. As the solution for the
experiments was obtained from the deep mine, it contains some minerals. Over
30 days of immersion, the residual solution of samples was fully absorbed with pieces
of test paper. The immersion method used here is different from the ISRM suggested
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Table 6 Parameters of rock specimens.

Set Lithology State Quantity Sample size (mm*mm>mm)
A Lherzolite Dry 3 50x%50x50
B Saturated 3 50%50x50
C Peridotite Dry 3 50x%50x50
D Saturated 3 50x50%50
E Dolomite Marble Dry 3 50x50x%50
F Saturated 3 50%x50%50
G Migmatite Dry 3 50x50x%50
H Saturated 3 50%50x50
| Amphibolite Dry 3 50x50x%50
J Saturated 3 50x50x50

Figure 18 The spherical seats used for shearing which can be rotated at different angles.

method (e.g. vacuum immersion). In this study, we defined the rock specimens with
open-type immersion as ‘saturated specimens’. The saturated specimens were tested to
contrast with dry specimens.

4.1.2 Uniaxial compressive shear tests and morphology scanning

A special shear testing device (SANS SHT4000 as shown in Fig. 18) for uniaxial
compressive shear test was used in this experiment. The rock sample was placed inside
the sample holders which were installed between two spherical seats. The spherical
seats can be rotated to obtain different angles of shearing (0). The device was installed
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e 1F . "

Figure 19 Different lithological specimens after uniaxial compressive shear tests: (a) lherzolite; (b)
peridotite; (c) dolomite marble; (d) migmatite; (e) amphibolite.

in a servo-controlled testing machine. The load applied to the shearing device with a
constant displacement rate of 0.005mm/s was measured by a load cell which was
attached to the upper cross-head of the testing machine. Uniaxial compressive shear
tests were conducted at three different angles of shearing: 30°, 45° and 60°. Such an
arrangement allowed the samples to be investigated under different normal forces with
water—rock interaction.
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The displacements along normal and tangential directions of the joint were measured
by the displacement transducers. A microcomputer was used for data acquisition,
reduction and processing. The normal force F,, and tangential force F; acting on the
joint plane are calculated from the relations:

F,, = Pcos 0
F; = Psin 6

where P is the vertical load and 0 is the shear orientation angle of the joint plane relative
to the horizontal direction. By changing the shear angle, different ratios of tangential to
normal force can be obtained. Different lithological specimens after uniaxial compres-
sive shear tests are shown in Fig. 19.

This study only focuses on the morphological analysis of dry and saturated failure
surfaces after shearing loading. For further consideration on shear strength, numerical
method can be carried. The numerical model should include stress field, geometry,
boundary and some other important elements.

When water pressure is present in a rock, the surfaces of the discontinuities are forced
apart. Under steady state conditions, there is sufficient time for the water pressures in
the rock to reach equilibrium. The advantage result of this experiment is that it makes
both economical and practical sense to carry out a number of small scale laboratory
shear tests, using equipment such as that illustrated in this paper, to determine the
micro-morphology of sheared rock s under water—rock interaction. The morphology
scanning process is similar to those in previous sections.

4.2 Results and analysis

4.2.1 Morphology characterization and analysis

Statistical parameters from asperities and joint roughness on the surfaces were
governed by both the mechanical and hydraulic behaviors. To obtain the 3D model
of each sample, each point data of surface is calculated with respect to the mean
surface. Fig. 20 indicates the micro-morphology clearly with 3D view. The first
properties to consider are S, S,,, and S;,. By comparing with them, we can conclude
that the water—rock interaction has played an important role. It can be seen from
Table 7 that the maximum peak height (S,) has a remarkable increase while the
maximum depth of valleys (S,,) reduces markedly. More specifically, the Abbott—
Firestone curve (Fig. 21) study can display the depth statistical distribution of the
points on the surface. The blue depth histogram allows us to observe the distribution
density of the data points on the rock surface being studied. The vertical axis is
graduated in depths; the horizontal axis is graduated in % of the whole population.
As shown in Fig. 21, the greatest proportion of depths of the sample (A-2) is 22.5%,
and the depths lie between 9.68 6 mm and 10.57 mm. By contrast, almost 14.4% of
the points of the sample (B-1) surface have a depth that lies between 5.823 mm and
6.47 mm. As for other categories, the Abbott — Firestone curve presents the bearing
ratio curve, i.e. for a given depth. The upper horizontal axis represents the bearing
ratio (in %) and the vertical axis the depths (in the measurement unit). According to
the first red line (A-2), 80% of the points of the surface have a depth that lies between
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Figure 20 Micro-morphology diagram of sheared rock samples with and without water— rock interac-
tion: (a) lherzolite; (b) peridotite; (c) dolomite marble; (d) migmatite; (e) amphibolite.



Table 7 Height feature parameters of surface morphology.

Lithology Average S, (um)  Average S, (um)  Average Sy, (um)  Average S, (um)  Average S, Average S Average Sy,

Dry Saturated Dry Saturated Dry Saturated Dry Saturated Dry Saturated Dry Saturated Dry Saturated
Lherzolite 3.521 4728 1049 5.632 1401 10.36 I.121 1.572 1.399 1.978 -0.822 0.015 3226 5.392
Peridotite 2989 3.752 9.840 5.778 12.83 9.530 1.124  1.365 1.414 1.773 -0.898 0.439 4.138 5.750
Dolomite marble 3.341 3.394 8.130 7.293 11.47 10.69 1.173  2.571 1.492 1.627 -0.330 0.189 4361 6.538
Migmatite 4732 4.746 9.666 7.164 1440 11.91 1.845 1.972 2284 2562 -0.548 0.324 2971 3.458
Amphibolite 2.893 2903 11.60 9.131 1444 12.03 0.995 1.054 1.335 1411 -1.102 1.028 7.173 8468
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Figure 21 Abbott—Firestone curve of the lherzolite sample: (a) sample (A-2) without water — rock
interaction and (b) sample (B-1) with water—rock interaction. (For interpretation of
the references to color in this figure, the reader is referred to the web version of this
article.)

0 and 12.50 mm approximately. However, 80% of the points of the surface (B-1)
have a depth that lies between about 0 and 6.62 mm. It should be note that this value
is the sum of the values of the histogram’s bars between 0 and 6.62 mm. The height
contour (S;,) reduces significantly in the range of 6.80 — 26.05%. The degree of
decrease of the lherzolite is most obvious, whereas the degree of decrease in the
dolomite marble is the smallest, indicating that the expansion effect of hydration is
greater than the effect of hydrolysis and dissolution. The arithmetical mean height
(S,) reflects the average absolute value of random height distribution of surfaces. S,
stands for the discreteness and waviness of surface. It is sensitive to the higher and
lower value of height particularly. Different S, grows up and, more obviously, S,
value of migmatite rises from 2.284 to 2.562. The discreteness of rock surface height
and the deviation of datum plane have increased with water-rock interaction.
Skewness of the height distribution (S,x) becomes the fundamental parameter in
surface analysis since it reflects the probability of height distribution directly.
Values of S, without water—rock interaction, are negative, demonstrating that the
maximum frequency of height appearing on the surface was negative. On the con-
trary, Sy, of each kind of saturated sample becomes positive illustrating that an
opposite trend of maximum frequency of height appearing on the surface. Under
water conditions, the distributed height becomes more symmetrical with decreasing
absolute values of y. Lherzolite is so special that the value of S, ranges from 0.822 to
0.0185, the change rate of which reaches 98.18% while the symmetry of amphibolite
has not so much changed. In terms of S, value, Si,, of amphibolite reaches 8.468 from
7.173 with high kurtosis. Summarizing data for five rock samples, amphibolite has
the most concentrated probability of height distribution. Furthermore, the increase of
S of a saturated sample relative to that of a dry sample provides a quantitative
measure of the water effect in relation to shear test.



Table 8 Texture feature parameters of surface morphology.

Lithology

Average Sdq Average Spq (/mm?)  Average Spe Average Sy, (%)  Average Sp; Average S Average S,;

Dry  Saturated Dry Saturated Dry Saturated Dry  Saturated Dry  Saturated Dry Saturated Dry Saturated
Lherzolite 4274 3.385 0.0084 0.0132 0.4319 02958 5889 49.23 2.354 1.973 1286 0.8619 0.6578 0.5052
Peridotite 4728 4.365 0.0050 0.0058 0.7961 0.1777  46.35 3546 2.790 2.167 0.9765 06189  0.7451 0.5352
Dolomite marble 4.852 3.109 0.0045 0.0078 0.7426 0.6253  62.31 57.89 2.075 1.703 1.164 1.052 0.5745 0.5332
Migmatite 5.225 4.238 0.0012 0.0085 0.5074 04015 57.28 36.71 2.817 1.985 1.126  1.102 0.5557 0.5469
Amphibolite 5260 3.112 0.0031 0.0036 0.9242 0.5881 69.32 54.27 2.110 1.907 0.8701 0.8098  0.6698 0.6422
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Figure 22 Peak count distribution histogram of the migmatite sample: (a) sample (G- 1) without water —
rock interaction and (b) sample (H-1) with water — rock interaction.

Table 8 indicates that the developed interfacial area ratio (Sj) has decreasing
tendency. It demonstrates that the degree of roughness and the case of ups and
downs are more complex when the samples are dry. The root-mean-square slope of
the surface (S4,) is connected with the shape and tilted state of surface contour. This
parameter is very sensitive to the large slope. S;, values of different rock s have
decreased generally. The feature parameters (S,4, S,) are a new family of parameters
that is integrated in standard. Feature parameters are derived from the segmentation
of a surface into motifs (hills and dales). Segmentation is carried out in accordance
with the watersheds algorithm. The density of peak s (S,,) increased regularly by
comparing with all samples. It can be seen from the peak count distribution histogram
(Fig. 22) that the horizontal axis is graduated in height from the lowest point to the
highest point. The vertical axis can indicate the density of a rock sample. Especially,
average S,, value of migmatite ranges from 0.0012 to 0.0085, the change rate of
which is 30 4.76%. The S, parameter which reflects the overall curvature of surface
also has an obvious decreasing trend. Irrespective of whether the original density of
peak s is high or low, the water—rock interaction makes the height of rock surfaces
more coordinated.

The parameters (S;;, S.;and S,;) are a class of surface finish parameters characterizing
the functional aspects of lubrication and grind. In this study, they were innovatively
utilized to digitize the surface micro-morphology of a rock surface from automotive
and metal industries for the first time. The obtained S;; parameters showed that there
were much less wearing shelves on the saturated rock surfaces. S;; values of migmatite,
however, reduced from 2.817 to 1.985. On the contrary, values of S ; and S,; indicated
that dry sheared rock surface will hold a better degree for fluid retention at the core
zone and valley zone, respectively. It should be noted that, due to the water lubrication,
the degree of wear for rock surface reduced significantly (Zimmerman ef al., 1991).
Hence, more and more liquid will stay on the rock surface by the impact of complex
peaks and valleys.
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Figure 23 Power spectral density diagram of the migmatite sample: (a) sample (G-1) without water—
rock interaction and (b) sample (H-1) with water — rock interaction.

4.2.2 Frequency spectrum analysis of micro-morphology

Each point in the spectrum corresponds to a frequency. The spectral representation is
bi-directional and symmetrical in relation to the center of the image. The original
surface has an equation of the type z= f(x, y). This surface may contain periodicities
in the directions of the X and Y axes or in any other directions. In order to be able to
display the PSD in the form of a smooth curve that is as detailed in the high wavelengths
as in the low ones, the spectrum is calculated several times by using the Fourier
Transform on portions of the profile with different lengths. The contributions of the
various spectra are added. The comparison of the PSD study is shown in Fig. 23. The
horizontal axis (A=1/f) is graduated in wavelengths. The values above the peak s show
the dominant wavelengths; the corresponding amplitude is displayed between brackets.
The vertical axis displays the amplitude to a power of 2. When the different spectra
obtained from iteration are added together, a comb effect is sometimes obtained.

The power spectral density gives a measure of the surface roughness at a certain scale.
It is clear from Table 9 that the water—rock interaction has played an important role.
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Table 9 Frequency spectrum parameters of samples.

Lithology Average S,, Average dominant wavelength Average corresponding amplitude
(mm) (um)
Dry  Saturated Dry Saturated Dry Saturated
Lherzolite 0.372 0.225 14.71 16.95 4617 3.863
Peridotite 0.359 0.310 13.08 15.26 4.487 4.204
Dolomite marble 0.389 0.257 15.82 16.47 5.247 4.806
Migmatite 0.427 0.264 13.97 16.53 4.695 4.309
Amphibolite 0.442 0.378 12.89 14.22 3714 3.592

More precisely, the average dominant wavelength increases. However, the average
corresponding amplitude presents a declining tendency. With the range of S,,, it is
easier to point out anisotropy than isotropy because, in a natural setting, it is less
obvious to find a real isotropic surface (Belem et al., 2000). Consequently, these values
of S;, will be used as basis for a classification of anisotropic morphologies of rock
surfaces. All values of S;, decrease with water—rock interaction. To be more specific, S,,
of migmatite drops from 0.427 to 0.26 4, with a range of 38.17%. Based on the
obtained results, we conclude that whether the water-rock interaction has happened
or not, the sheared rock surface is considered as more or less anisotropic. It should be
noticed that the sheared rock surface is much closer to the anisotropic state with water—
rock interaction.

5 CONCLUSIONS

Based on the Brazilian split tests and the direct compressive shearing tests conducted on
SANS SHT4000, the coupled joints are obtained. Combining morphology scanning on
Talysurf CLI 2000 with the typical morphology parameters, the morphological char-
acteristics of the coupled joints from tensile tests have been investigated. The effects of
water adsorption on morphological characteristics of the coupled joints by tensile tests
have also been investigated on red sandstones. And the influence of water-rock inter-
action on morphological characteristics of the coupled joints by shear tests has been
investigated in further. Following results have been obtained:

Morphological investigation on coupled joints by tensile tests shows that the upper
and lower surfaces of coupled joints have approximately equal values of S, S, and S,
but one surface’s S, value is different from that of the other surface, and one surface’s
Sex value of the coupled joints is positive while that of the other one is negative.
Different joint surfaces have different values of S, S, and S,, which indicates the
various height distribution of joint surfaces. Secondly, The Sal parameter values of
both surfaces of each coupled joints are quite close, and the S, and S, values have the
same situation to the S,; parameter, but the same parameters of different surfaces have
big differences, which illustrates its own characteristics of each joint. Coupled joint
surfaces have similar values of S,,, whereas, all surfaces’ values of S, are not signifi-
cant. Thirdly, it also can be found by comparison that the upper and lower envelop
areas are roughly equal and they have the same mean profile. The joints highest envelop
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profile of one surface is coupled to the lowest envelop profile of the other one within
one joint and the coupled conditions determine the mechanical and hydraulic proper-
ties of joins in certain degrees. The last but not the least, the two surfaces of each
coupled joints have similar values of §,. One-to-one corresponding analysis of 9, helps
to identify that the values of 6, vary with different joint surface roughness, which can
well reflect the roughness of joint surfaces.

The study on the effects of water adsorption on the morphological characteristics
of coupled joints by tensile tests indicates that maximum peak height, maximum pit
height and maximum height of the fracture surfaces exhibited the same changing
trend with increasing water absorption of red sandstone, the changing trend is
approximate decreasing, The height distribution parameters S, and S, of the fracture
surfaces show a downward trend with increasing water absorption. The fractal
dimensions of fracture surfaces were calculated, the fractal dimensions decreased
with increasing water absorption, i.e. the fracture surfaces become simpler with
increasing water absorption. Trough analysis of depths histogram and Abbott-
Firestone curve, the fracture surfaces become more uniform with increasing water
absorption. The frequency spectrum of fracture surfaces gives insight into the aniso-
tropy of the fracture surfaces, with increasing water absorption, the fracture surface
become more isotropic.

The analysis of the influence of water-rock interaction on morphological character-
istics of the coupled joints by shear tests presents that the height contour, height
discreteness and deviation of datum plane increase with water-rock interaction.
However, the height skewness, which becomes positive from negative under water
condition, indicates that the height distribution is more concentrated and symmetrical.
The degree of roughness and the case of ups and downs are more complex when the
samples are dry. The overall curvature decreases obviously as the water-rock interac-
tion makes the height of rock surfaces more coordinated. In addition, three functional
parameters were innovatively utilized from automotive and metal industries for the first
time. Dry sheared rock surface holds better degree for fluid retention at the core zone
and valley zone. It demonstrates that the wear of rock surface reduces because of the
water lubrication. Hence, the processes of hydration, hydrolysis and dissolution are
simultaneous, whereas the expansion effect of hydration is greater than the effect of
hydrolysis and dissolution. Secondly, the average dominant wavelength increases when
the average corresponding amplitude decreases. Regardless of whether the water —rock
interaction has happened or not, the sheared rock surface is considered as more or less
anisotropic through the analysis of S, parameters. On the other hand, the sheared rock
surface is much closer to the anisotropic state with water effect.
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Chapter 7

Rock joints shearing testing system

Yujing Jiang

Department of Civil Engineering, School of Engineering, Nagasaki University, Nagasaki, Japan

Abstract: This chapter explains rock joints shearing testing system including the devel-
opment of serve-controlled test apparatus, shear behavior of single rock joint under
CNL and CNS conditions, laboratory direct shear tests and coupled shear-flow-tracer
tests on rock joints with various surface characteristics.

| INTRODUCTION

The rock mass as a host ground of an underground excavation is generally not a
continuum due to the presence of discontinuities, such as bedding, joints, faults and
fractures, and the performance of the underground rock structure is principally ruled
by the mechanical behaviors of the discontinuities in the vicinity of the excavation.
Water flow, which could alter the mechanical and hydro-geological properties of rock
mass, can be another important factor affecting the stability and safety of an under-
ground excavation. The hydro-mechanical properties of a rock mass are to a large
extent determined by the properties of rock discontinuities, as the discontinuities are
usually weaker and more permeable than the intact rock (Hakami, 1995), and they are
extremely important for long-term safety assessments of civil and environmental
engineering works especially for underground radioactive waste repositories.

In general, the shear behavior of rock joints is usually investigated in laboratory tests
using direct shear apparatus, where the normal load is kept constant during the shear
process (i.e. CNL: Constant Normal Load condition) (e.g. Goodman, 1970; Kaniji,
1974; Ladanyi & Archambault, 1977; Lama, 1978; Barla et al., 1985; Pereira, 1990;
Huang, X. et al., 1993). As far as the rock structures in deep underground are
concerned, however, shear tests under CNL condition may not be appropriate, and
more representative behavior of rock fracture would correspond to a boundary condi-
tion of Constant Normal Stiffness (CNS) (Jiang et al., 2004c).

In the previous CNS direct shear apparatuses, the springs were inserted between the
normal load cell and the specimen of rock joint to reproduce the effect of the normal
stiffness during the shear process (Brahim & Gerard, 1989; Ohnishi & Dharmaratne,
1990; Indraratna et al., 1999). The normal stiffness of a set of springs, however, is
very difficult to be changed according to the deformability of the surrounding rock
mass. In addition, the joint surfaces are easily damaged when the springs are too
strong.

In this chapter, a new direct shear apparatus and coupled shear-flow test apparatus
for rock joints using virtual instrument (VI) software are developed to accommodate
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the change in normal stress with dilation under CNS boundary condition. A rational
experimental procedure is described for the determination of the shear and shear-flow
behavior of rock joints. The normal stiffness can be set automatically according to the
deformational capacity of the surrounding rock masses. Shear tests of the artificial joint
specimens are carried out with the developed apparatus in order to clarify the influence
of the boundary conditions (i.e. normal load and normal stiffness) on the shear and
shear-flow behavior of rock joints.

2 SHEARBEHAVIOR OF SINGLE ROCK FRACTURE WITH NORMAL
RESTRICTIONS

2.1 Development of digital controlled shear test apparatus

2.1.1 Boundary conditions applied by surrounding rock mass

The shear behavior of rock joints is usually investigated using a direct shear apparatus
wherein the forces or stresses acting normal to the direction of shear displacement are
maintained constant. The response of shear behavior, however, depends on boundary
conditions that applied to joint surfaces by the surrounding rock mass. These bound-
ary conditions can exist in a variety of forms as shown in Figure 1. A constant normal
load (stress) boundary condition can be used, for instance, in rock slope stability
problem to model the sliding of a block along a critical joint plane (see Fig. 1a. In the
case of deep underground (see Fig. 1b), the forces or stresses acting normal to the
direction of shear are not necessarily constant. The joints may slide on the asperities,
causing dilation which acts against the normal stiffness of the surrounding rock mass.
Therefore, the forces or stresses on the interface increase as the dilation increases.

On the other hand, if a system of rock bolts or cables is installed to stabilize the same
block, the dilatancy of the joint is now constrained and controlled by the stiffness of the
reinforcement. Similarly, a rock block constrained between dilatants joint that slides
into an underground excavation, as shown in Figure 1 (b), does not move as freely as in
Figure 1 (a). As the block moves, dilation of the joints is restricted by the surrounding
rock masses, and the joint shear behavior is controlled by the rock masses stiffness, i.e.,
the capacity of the rock masses to deform.

2.1.2 Normal stiffness acting on rock joint

The normal stiffness of the surrounding rock mass, k,,, in the CNS boundary condition
is illustrated in Fig. 1(b) and can be obtained from expanding the infinite cylinder
theory as

k,=E/(1+v)r (1)

where E and v are the modulus and the Poisson’s ratio of rock mass, respectively, and
7 is the influenced radius (Johnston et al., 1993; Jiang et al., 2001). The value of k,,
varies with the deformational properties of the surrounding rock masses. Since both E
and v are reasonably constant for the stress range considered, the normal stiffness is
constant.
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Figure | Different in-situ boundary conditions in direct shear test of rock joint: (a) Joint behavior of

slope: (b) Joint behavior near an underground opening at depth and the evaluation of normal
stiffness (k,) acted on joint surface.

2.1.3 Hardware of apparatus

A novel servo-controlled direct shear apparatus, shown in Photo 1, is designed and
fabricated for the purpose of testing both natural and artificial rock joints under various
boundary conditions (Jiang et al., 2001). The outline of the fundamental hardware con-
figuration of this apparatus is described in Fig. 2 and consists of the following three units:

a)

A bydraulic-servo actuator unit

This device consists essentially of two load jacks that apply almost uniform
normal stress on the shear plane. Both normal and shear forces are applied by
hydraulic cylinders through a hydraulic pump which is servo-controlled. The
loading capacity is 400 kN in both the normal and shear directions. The shear
forces are supported through the reaction forces on two horizontal holding arms.
The applied normal stress can range from 0 to 20MPa, which simulates fie