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Foreword

Although engineering activities involving rock have been underway for millennia, we
can mark the beginning of the modern era from the year 1962 when the International
Society for Rock Mechanics (ISRM) was formally established in Salzburg, Austria.
Since that time, both rock engineering itself and the associated rockmechanics research
have increased in activity by leaps and bounds, so much so that it is difficult for an
engineer or researcher to be aware of all the emerging developments, especially since
the information is widely spread in reports, magazines, journals, books and the inter-
net. It is appropriate, if not essential, therefore that periodically an easily accessible
structured survey should be made of the currently available knowledge. Thus, we are
most grateful to Professor Xia-Ting Feng and his team, and to the Taylor & Francis
Group, for preparing this extensive 2017 “Rock Mechanics and Engineering” com-
pendium outlining the state of the art—andwhich is a publication fittingwell within the
Taylor & Francis portfolio of ground engineering related titles.

There has previously only been one similar such survey, “Comprehensive Rock
Engineering”, which was also published as a five-volume set but by Pergamon Press
in 1993. Given the exponential increase in rock engineering related activities and
research since that year, we must also congratulate Professor Feng and the publisher
on the production of this current five-volume survey. Volumes 1 and 2 are concerned
with principles plus laboratory and field testing, i.e., understanding the subject and
obtaining the key rock property information. Volume 3 covers analysis, modelling and
design, i.e., the procedures by which one can predict the rock behaviour in engineering
practice. Then, Volume 4 describes engineering procedures and Volume 5 presents a
variety of case examples, both these volumes illustrating ‘how things are done’. Hence,
the volumes with their constituent chapters run through essentially the complete
spectrum of rock mechanics and rock engineering knowledge and associated activities.

In looking through the contents of this compendium, I am particularly pleased that
Professor Feng has placed emphasis on the strength of rock, modelling rock failure,
field testing and Underground Research Laboratories (URLs), numerical modelling
methods—which have revolutionised the approach to rock engineering design—and
the progression of excavation, support and monitoring, together with supporting case
histories. These subjects, enhanced by the other contributions, are the essence of our
subject of rock mechanics and rock engineering. To read through the chapters is not
only to understand the subject but also to comprehend the state of current knowledge.

I have worked with Professor Feng on a variety of rockmechanics and rock engineer-
ing projects and am delighted to say that his efforts in initiating, developing and seeing



through the preparation of this encyclopaedic contribution once again demonstrate his
flair for providing significant assistance to the rock mechanics and engineering subject
and community. Each of the authors of the contributory chapters is also thanked: they
are the virtuosos who have taken time out to write up their expertise within the
structured framework of the “Rock Mechanics and Engineering” volumes. There is
no doubt that this compendium not only will be of great assistance to all those working
in the subject area, whether in research or practice, but it also marks just how far the
subject has developed in the 50+ years since 1962 and especially in the 20+ years since
the last such survey.

John A. Hudson, Emeritus Professor, Imperial College London, UK
President of the International Society for Rock Mechanics (ISRM) 2007–2011

x Foreword



Introduction

The five-volume book “Comprehensive Rock Engineering” (Editor-in-Chief, Professor
John A. Hudson) which was published in 1993 had an important influence on the
development of rock mechanics and rock engineering. Indeed the significant and
extensive achievements in rock mechanics and engineering during the last 20 years
now justify a second compilation. Thus, we are happy to publish ‘ROCK
MECHANICS AND ENGINEERING’, a highly prestigious, multi-volume work,
with the editorial advice of Professor John A. Hudson. This new compilation offers
an extremely wide-ranging and comprehensive overview of the state-of-the-art in rock
mechanics and rock engineering. Intended for an audience of geological, civil, mining
and structural engineers, it is composed of reviewed, dedicated contributions by key
authors worldwide. The aim has been to make this a leading publication in the field,
one which will deserve a place in the library of every engineer involved with rock
mechanics and engineering.

We have sought the best contributions from experts in the field to make these five
volumes a success, and I really appreciate their hard work and contributions to this
project. Also I am extremely grateful to staff at CRC Press / Balkema, Taylor and
Francis Group, in particular Mr. Alistair Bright, for his excellent work and kind help. I
would like to thank Prof. John A. Hudson for his great help in initiating this publica-
tion. I would also thank Dr. Yan Guo for her tireless work on this project.

Editor
Xia-Ting Feng

President of the International Society for Rock Mechanics (ISRM) 2011–2015
July 4, 2016
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Chapter 1

Introductory longer review for rock
mechanics testing methods

R. Ulusay1 & H. Gercek2
1Department of Geological Engineering, Hacettepe University, Ankara, Turkey
2Department of Mining Engineering, Bulent Ecevit University, Zonguldak, Turkey

Abstract:Rock mechanics involves characterizing the strength of rock material and the
geometry and mechanical properties of the natural discontinuities of the rock mass.
Rock engineering is concerned with specific engineering circumstances, for example,
howmuch load will the rock support and whether reinforcement is necessary. Since the
establishment of the International Society for Rock Mechanics (ISRM) in the 1960s,
there have been important scientific developments and technological advances both in
rock mechanics and rock engineering. Particularly, modeling of rock behavior, design
methodologies for rock structures and rock testing methods are the main issues in these
developments and advances. The models developed depend considerably on the input
parameters such as boundary conditions and material, discontinuity and rock mass
properties. For this reason, establishing how to obtain these input parameters for a
particular site, rock mass and project is important. In this chapter, first, a brief
historical account of material testing is given with a special emphasis on the evolution
of testing of rocks. Next, rock mechanics testing methods including those for rock
material, discontinuities and rock masses are critically reviewed in terms of laboratory
and in-situ tests. Then, standardization of rock testingmethods is mentioned within the
context of the Suggested Methods (SMs) by the ISRM. Finally, current developments
and future trends in rock testing methods are briefly discussed.

1 INTRODUCTION

Rocks have been used as a construction material since the dawn of civilization and
different structures have been built in or on rock. The term “rockmechanics” refers to
the basic science of mechanics applied to rocks. While the term “rock engineering”
refers to any engineering activity involving rocks, in other words, or the use of rock
mechanics in rock engineering within the context of civil, mining and petroleum
engineering such as dams, rock slopes, tunnels, caverns, hydroelectric schemes,
mines, building foundations etc. (Hudson & Harrison, 2000). Table 1 shows main
areas of application of rock engineering.

The application of mechanics on a large scale to a pre-stressed, naturally occurring
material is the main factor distinguishing rock mechanics from other engineering dis-
ciplines. Although, as early as 1773, Coulomb included results of tests on rocks collected
fromFrance in his paper (Coulomb, 1776;Heyman, 1972), the subject of rockmechanics
started in the 1950s from a rock physics base and gradually became a discipline in its own



Table 1 Main areas of applications of rock engineering.

Eng’g Underground Surface

Mining • Design and support of long-term (galleries,
shafts, etc.) and short-term (gate roads,
etc.) service openings
• Design and support of production

excavations (e.g. longwalls, stopes,
room-and-pillar panels, etc.)

• Design of pillars for room-and-pillar works,
long-wall panels, shafts, etc.

• Surface effects (i.e. subsidence) due to
underground excavations

• Rock or coal bursts, acoustic emission

Open-pit planning and design
• Stability of rock slopes
• Bench design
• Road design

Fragmentation (i.e. breaking, crushing, grinding) of rocks for mineral processing

Drilling, blasting, fracturing, cutting, digging, ripping, etc.

Civil Design and support of tunnels for
• Transportation (road, railway, subway,

navigational)
• Conveyance (water, drainage, sewer)
• Utility (water, electricity, cable, gas)
• Power plants (access, intake, pressure,

tailrace, etc.)

Stability of rock slopes
(natural or man-made) for
• highways or railways
• canals
• etc.

Design and support of caverns for
• Energy and science

– Hydroelectric power plants
– Nuclear power plants
– Research facilities (e.g. CERN, neutrino

detector)

• Storage
– Oil, water, natural gas, compressed air
– Waste (chemical, nuclear)
– Others (grain, food, etc.)

• Public
– Dwellings, train or subway stations,

parking garages
– Shopping, cultural, and sports centers
– Offices, factories

• Defense
– Public (shelters, storage)
– Military (arms, ammunition, vehicles, planes)
– Nuclear (ICBM silos, defense command

centers)

Rock foundations for
• buildings,
• dams,
• bridges,
• etc.

Petroleum &
Natural Gas

• Mechanical properties and behavior of cap
and reservoir rocks

• Drilling wells
• Design and stability of wellbores
• Hydro fracturing



right during the 1960s.Rockmechanicswas born as a newdiscipline in 1962 in Salzburg,
Austria, mainly by the efforts of Professor LeopoldMüller and he officially endorsed it at
the first congress of the International Society for Rock Mechanics (ISRM) in 1966.

Since the formation of the ISRM, there have been many developments and techno-
logical advances in both rock mechanics and rock engineering. Nevertheless, the
subject remains essentially concerned with rock modeling behavior, whether as a
research subject or to support the design of structures to be built on or in rock masses.
The models developed depend critically on the input parameters, such as boundary
conditions (e.g., in-situ stresses), intact rock (rock material) and rock mass properties.
Laboratory and in-situ (field) tests provide important inputs for rock modeling and
rock engineering design approaches. Therefore, for proper consideration given to most
economical and safe performance of rock engineering project, adequate information on
the properties of surface and subsurface rocks must be available. Correct evaluation of
the properties of rockmaterial and rockmass frequently requires laboratory and in-situ
tests, supplemented with a high degree of experience and judgment.

Mechanical testing of materials has been carried out since about 1500 and testing
machines have been in existence since the early 18th century (Timoshenko, 1953; Gray,
1988). In the 1920s, Josef Stini was probably the first to emphasize the importance of
structural discontinuities as related to the engineering behavior of rock masses. Other
notable scientists and engineers from a variety of disciplines, such as Von Karman
(1911), King (1912), Griggs (1936), Ide (1936), and Terzaghi (1946) worked on the
failure of rock materials (Hoek, 2007). In 1921 and 1931, Griffith proposed his theory
of brittle material failure (Griffith, 1921) and Bucky started using a centrifuge to study
the failure of mine models under simulated gravity loading, respectively. However,
after the formal development of rockmechanics as an engineering discipline in the early
1960s, better understanding of the importance of rock mechanics in engineering
practice, increasing demands from rock engineering studies and rapid advances in
technology resulted in development of a number of laboratory and in-situ rock testing
methods.

In this chapter, first, a brief historical account of material testing is given with a
special emphasis on the evolution of testing of rocks. Next, rock mechanics testing
methods are reviewed in terms of laboratory and in-situ tests. Then, standardization of
rock testing methods is mentioned within the context of the Suggested Methods (SMs)
by the ISRM. Finally, current developments and future trends in rock testing methods
are briefly discussed.

2 HISTORICAL BACKGROUND

Interest in materials had begun and mechanical testing procedures possibly have been
developed thousands of years ago during one of the eras when large-scale wood and
stone structures were being built. Mankind has been utilizing rocks in different forms
since early times. The earlier uses involved the natural caves and cliffs for accommoda-
tion and protecting people against their enemies. They also utilized rocks as excavation,
cutting, fighting tools and creating fires through friction of rock. Although some of
them were initially accidental findings, they later improved their knowledge and knew
what type of rocks could be used. The positive science, which constitutes the basics of

Introductory longer review for rock mechanics testing methods 5



rock mechanics and rock engineering of the modern time, is said to have been started
following the Renaissance period.However, it is quite arguablewhowere the pioneers of
mechanical laws governing solids and fluids and their testing and monitoring techniques
in view of huge engineered structures related to rock built in the lands of Turan, China,
India, Middle East, Egypt, Central America, Peru as well as Roman and old Greek lands
and some of which were built more than thousands years ago with a high precision of
modern days (Figure 1). These achievements could not be simply intuitive and an
experience only, and there is no doubt that there were some mechanics and mathematics
behind in their achievements, which need further through investigations to understand
our achievements in rock mechanics and rock engineering. All these earlier civilizations
had precise unit systems for measuring physical quantities, angles and time, which were
the most fundamental elements of testing and monitoring in the past.

Da Vinci (ca. 1500) tested the tensile strength of wire, and his note “Testing the
Strength of Iron Wires of Various Lengths” was the first record of mechanical testing
(Figure 2a). He also studied the strength of columns and the influence of the width and
length on the strength of a beam. During the 16th and 17th centuries, some experiments
on mechanical properties of materials were carried out with simple testing apparatus.
Galileo (1638) presented the first serious mathematical treatment of the elastic strength
of a material in a structure subjected to bending (Loveday et al., 2004). He also
considered the strength of stone columns and this is illustrated in the well-known
drawing that appeared in his Discorsi e Dimostrazioni Matematiche published in
Leiden (Figure 3b), as discussed by Todhunter & Pearson (1886). Young (1773–1829)
is associated with the measurement of the modulus of elasticity of materials. One of the
earliest machines used for the systematic measurement of tensile strength was developed
by a Dutch physicist Van Musschenbroek (1729) at the University of Leiden.

Thefirst rockmechanics experimental studieswere performed byGauthey,who built a
testing machine using the lever system and measured the compressive strength of cubic
specimens (Figure 3c), in about 1770 for the design of the pillars for the Sainte Genevieve
Church in Paris. Gauthey noted that the compressive strength of longer specimens was
lower than the cube strength (Hudson et al., 1972). The systematic assessment of the
strength of materials at high temperatures was an important contribution by Fairbairn

(a) (b) (c)

Figure 1 Examples of man-made historical cliff settlements and underground structures caved in rocks:
(a) a cliff settlement and (b) an underground city in Cappadocia (Turkey), and (c) a rock-hewn
settlement in Bezelik (East Turkmenistan) (Aydan, 2012).
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(1856). David Kirkaldy also made an important contribution to the determination of the
strength of materials by designing and building a large horizontal hydraulic testing
machine in order to undertake testing to uniform standards (Smith, 1982) and it was
used in the first commercial testing laboratory of Kirkaldy in London. A typical testing
machine of the 1880s is shown in Figure 3d.

During the early part of the 20th century, interesting work on the failure of rock
materials was conducted by Von Karman (1911) and King (1912) in Europe and
Griggs (1936) and Handin (1953) in the US, playing pioneering roles in the devel-
opment of high pressure loading testing machines. In experimental rock mechanics,
important developments were performed between 1945 and 1960, based on labora-
tory large-scaled experimental works by Mogi (1959), the studies on friction of
discontinuities by Jaeger (1959, 1960) and large-scale triaxial tests performed by

(a)

c

a

a

a
ab

ab

c

b

(b)

(c) (d)

A

B

Figure 2 (a) Da Vinci’s testing setup for the tensile strength testing of iron wires (a: wire, b: basket, c:
hopper with sand) (after Lund & Byrne, 2001), (b) Galileo’s illustration of tensile test (after
Timoshenko, 1953), (c) Gauthey’s testing machine (after Timoshenko, 1953), (d) a testing
machine of the 1880s (after Abbott, 1884).
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Blanks&McHenry (1945), and Golder&Akroyd (1954). In addition, the studies by
Rocha et al. (1955) and John (1962) motivated a more common use of large scale
field shear testing of rock discontinuities in many parts of the world. In the absence of
modern fracture mechanics theory and scaling laws, Professor Fernando L.L.B.
Carneiro from Brazil, tried to establish a correlation between compressive strength
and flexural tensile strength. In 1943, a challenging engineering problem inspired
Carneiro to develop a new test method that is known as the Brazilian test (Fairbairn &
Ulm, 2002).

Another important advance in rock testing was the development of stiff and servo-
controlled testing machines. In 1966, it was recognized that the stiffness of the testing
machine (relative to the slope of the post-peak load-displacement curve) determined
whether failure of the specimen is stable or unstable. A soft machine causes sudden
failure by the violent release of stored strain energy, i.e. by the testing system itself
(Figure 3a). In their state of the art review, Hudson et al. (1972) indicated that the
advantage of developing stiff testing machines was first suggested by Spaeth (1935).
In 1969, complete load-displacement curves for rock samples under uniaxial com-
pression was obtained by Wolfgang Wawersik using the stiff testing machine which
was first developed by Cook at the Chamber of Mines (South Africa) and then
modified by Wawersik to increase its stiffness. By adding simple ‘post-peak control
jacks’ between the lower and basal crossheads to oppose the rapid release of cross-
head energy during the post-peak unloading regime, Wawersik was able to obtain the
response illustrated in Figure 3b and to identify the so-called Class II post-peak
response of very brittle rock (Wawersik, 1968). Then, laboratory tests on machine
stiffness and rock failure and the development of such machines were continued by
several investigators (e.g., Cook, 1965; Bieniawski, 1966; Waversik & Fairhurst,
1970; Hudson et al., 1971; Martin, 1997).

After the establishment of the ISRM Commission on Testing Methods in 1966, a
number of laboratory and field testing methods to be used in rock engineering were
developed and/or improved with the efforts of the Commission, its Working Groups
and cooperation among other ISRM Commissions (ISRM, 1981, 2007, 2014), based

(a)

Lo
ad

Displacement

Soft machine
unloading

Stiff
machine
unloading

Unloading of
rock specime

Energy that can
be absorbed by
the rock specimen
shortened by DH

DH

(b)

St
re

ss

Strain

Class I

Class II

Figure 3 (a) Comparison of load-displacement curves obtained from stiff an soft machines (arranged
from Hudson, 1989), (b) Complete load-displacement curves for rock samples under uniaxial
compression obtained by Wawersik (1968) using a stiff testing machine to identify the so-
called ‘kick-back’ or Class II post-peak response of very brittle rock.
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on the previous experiences and new developments in technology. These methods are
briefly given in Section 3. In this period, the use of computerizedmethods of test control
and automatic test data collection and analysis also became popular and some experi-
mental contributions were made on the determination of shear strength (e.g., Barla
et al., 2007) and deformability characteristics.

For small scale excavations in rock, the data obtained for the intact rock from
laboratory testing might be sufficient to carry out an adequate design. However, rock
is usually intersected by many geological planes of weakness and, if a significant
number of these is involved in the excavation, intact rock data alone will not be
sufficient. The properties and number of these weaknesses will modify the behavior of
the rock mass to such an extent that the behavior of the intact rock may become
almost irrelevant. This situation suggested that laboratory tests can quantify the
behavior of intact rock and the extension of this approach to quantify rock mass
behavior is to carry out large-scale in-situ (field) tests. Therefore, in addition to rock
mechanics laboratory methods, particularly after the establishment of the ISRM,
in-situ (field) tests were considered to also have vital importance in rock engineering
applications and they gained an increasing popularity both in research and practice.
This was a result of inevitable appreciation of the differences between the mechanical
behaviors of intact rock and rock mass, as well as the realization of scale effect.

From the second half of the 20th century to the present, important contributions were
made to the development and improvement of the in-situ testing methods. One of the
categories considered in in-situ tests includes the tests used for determining in-situ
deformability of rock masses, such as plate loading, flat jack and dilatometer tests
which are discussed in Section 3.2.

The other category of in-situmethods commonly applied in rock engineering practice
is geophysical techniques. The main emphasis of geophysical surveys in the formative
years was for petroleum andmineral exploration. From the 1950s until the present time,
the geophysical methods have enjoyed an increasing role in geotechnical projects, and
now are used in an almost routine manner to provide information on site parameters,
such as in-situ dynamic properties, depth to and condition of rock that in some instances
are not obtainable by other methods, degree of saturation, chemistry, and thermal
properties of rocks, etc. Since 1981, a number of geophysical methods were accepted
as ISRMSMs (ISRM, 1981, 2007) and now are being commonly used in practice. For the
last two decades, seismic imaging has had an increasing popularity particularly as it
relates to rock-burst investigations (Young, 1993).

The behavior of rocks is significantly influenced by the in-situ stress field and other
factors such as water, which are also usually subject to significant local and regional
variability. The need for understanding of in-situ stresses in rocks has been recognized by
engineers and geologists for a long time, and many methods to measure these stresses
have been proposed since the early 1930s. One of the earliest measurements of in-situ
stresses using surface relief methodswas reported byLieurance (1933, 1939) from theUS
Bureau of Reclamation in Denver. Pierre Habib was involved in the development and
application of the flat jack method as early as 1950 (Habib, 1950; Mayer et al., 1951;
Habib&Marchand, 1952), and thismethodwas also used tomeasure the in-situmoduli
of rock masses (Habib, 1950), as were dynamic methods (Brown& Robertshaw, 1953;
Evison, 1953). After the 1960s a wide range of methods of rock stress measurement had
been developed. These methods, such as hydraulic fracturing, the CCBO (Compact

Introductory longer review for rock mechanics testing methods 9



Conical-ended Borehole Overcoring) technique, other overcoring methods, the flat jack
method and other issues considered in-situ stress measurements were also accepted as
ISRM SMs and published by the ISRM (ISRM, 2007, 2014; Sugawara & Obara, 1999;
Hudson et al., 2003; Sjöberg et al., 2003; Haimson & Cornet, 2003; Christiansson &
Hudson, 2003; Stephansson & Zang, 2012).

3 ROCK TESTING METHODS

The rock mass is composed of intact blocks of rock separated by discontinuities such
as bedding planes, joints, schistosity planes, faults and sheared zones (Figure 4).
These rock blocks may vary from fresh and unaltered rock to highly decomposed
and disintegrated rock. Under applied stresses, the rock mass behavior is generally
governed by the interaction of the intact rock blocks with the discontinuities. By
considering the rockmass itself and its two elements, rock testing methods canmainly
be categorized into three groups, such as tests on intact rock, discontinuities, and rock
masses. Intact rock properties and those of smooth and slickensided discontinuities
can be determined with the aid of laboratory tests. But, since the strength of rock
masses depends on the nature of both intact rock material and discontinuities, and
due to the difficulties in sampling from rock masses and scale effect, determination of
geomechanical properties of rock masses is one of the main problems in rock engi-
neering. In other words, it is often difficult to explain the behavior of a rock structure
designed on the basis of intact rock properties determined in the laboratory. This
requires field measurements for rock masses.

In addition, knowledge of in-situ stresses has a vital importance in most rock
engineering studies. Although initial estimates can be made based on simple guidelines,
field measurements of in-situ stresses are the only true guide for critical structures.
Therefore, in terms of testing environment, rock mechanics tests can also be categor-
ized as “laboratory tests” and “in-situ (field) tests”. These methods are known as direct
methods. However, there are also indirect methods, such as empirical correlations and
estimations from some rock mass classifications, combination of rock material and
discontinuity properties using analytical and numerical methods and back-analyzing
using field observations.

In the following sub-sections, mainly based on the available ISRM SMs, direct tests
and the typical applications of the intact rock, discontinuities and rock mass properties
in rock engineering are briefly reviewed.

Weathered
Zone

Intact Rock
Blocks

Fault

Rock Mass

1

2
2

1

3

3

1 2 3

Bedding
Planes

: Discontinuity Sets, ,

Rock Mass
Discontinuities

Intact Rock Blocks

Figure 4 Rock mass and its two elements (intact rock and discontinuities).
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3.1 Laboratory tests

Rockmechanics laboratory tests are performed to determine a physical and/ormechan-
ical property of intact rock or discontinuity. The property determined by the test is
generally used for

(a) classification and characterization of intact rock and
(b) rock engineering design by analytical, numerical and empirical (e.g. rock mass

classification systems) methods.

3.1.1 Laboratory tests on intact rock

The laboratory test methods for intact rock are mainly divided into two categories:

(a) Classification and characterization tests:
(a.1) Unit weight, porosity, water content, absorption (physical properties) tests
(a.2) Hardness tests (Schmidt rebound hardness, Shore hardness, indentation

hardness index)
(a.3) Strength index tests (point load strength index, block punch strength

index, needle penetration index)
(a.4) Resistance to abrasion (Cerchar abrasivity index, Los Angeles abrasion)
(a.5) Uniaxial compressive strength (UCS) and deformability tests
(a.6) Other index tests (slake durability index, swelling index)
(a.7) Sound velocity tests
(a.8) Permeability

(b) Fundamental tests to determine intact rock properties to be used in rock engi-
neering design:
(b.1) UCS and deformability (Young’s modulus and Poisson’s ratio) tests
(b.2) Triaxial compressive strength test (shear strength of rock material)
(b.3) Tensile strength tests (direct and Brazilian tests)
(b.4) Creep tests (time dependent properties)

Typical applications of the intact rock properties are given in Table 2, where only
those properties determined by the ISRM SMs are considered.

Index properties most closely relate to the behavior of intact rock, but are of lesser
importance and require caution when used in the prediction of rock mass behavior.
Index properties of intact rock are generally used; (i) to further aid in geo-engineering
classification and as indicators of rock mass behavior, (ii) to provide a measure of the
“quality” of the rock, and (iii) to indirectly estimate fundamental rock properties by
empirical relationships.

Although index tests are cheap and can be performed quickly, they do not determine
an intrinsic rock property and are not considered in rock engineering design.
Determination of the engineering properties of rocks is an important part of rock
engineering studies and is conducted with the aid of fundamental laboratory tests listed
above. Rock engineer should consider whether emphasis is to be placed on index tests,
fundamental tests or combination of the two. Some standards (such as of ASTM) and
suggested methods (such as of ISRM) provide guidance related to the specific proce-
dures for performing these laboratory tests.
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Table 2 Typical applications of intact rock properties based on the current ISRM SMs.

Property Symbol Typical Applications

Physical Density ρ General, 1, 2, 6 1. Classification of intact rock
2. Empirical estimation of other

material properties
3. Empirical estimation of rock mass

properties
4. Parameter for failure criteria
5. Input for rock mass classification

systems
6. Input for static stress analysis
7. Input for dynamic stress analysis
8. In-situ stress estimation &

measurement
9. Mechanical excavation studies

10. Weathering properties

p: confining pressure
σ: normal stress
τ: shear stress
t: time
ε: strain
εa: axial strain
εd: diametric strain

Porosity n General, 1, 2
Water Content w General, 2
Permeability k Flow of fluids

through rock
Mechanical Strength Static Uniaxial Compressive

Strength (UCS)
σc 1, 2, 3, 4, 5, 6, 9

Tensile
Strength

Direct σt 1, 2, 4, 6
Brazilian σtB

Dyn. UCS and Brazilian Tensile Strengths by Split-
Hopkinson Pressure Bar

(σc)dyn 2, 7
(σtB)dyn

Triaxial Compressive Strength σ = f (p) Determination of
cohesion & angle of
internal friction, 4

Direct Shear Strength τ = f (σ)

Complete Stress-Strain Curve in Uniaxial
Compression

σ = f (εa)
σ = f (εd)

Studies on intact
rock behavior

Deformability Stat. Young’s Modulus E 1, 6
Poisson’s Ratio ν 1, 6, 8

Dyn. Propagation Velocities of Elastic (P- & S-)
Waves

vP
vS

Determination of
Edyn & νdyn, 3, 7

Creep Creep Characteristics in Uniaxial, Triaxial
Comp. & Brazilian Tests

ε = f (t) Time-dependent
stress analysis

Fracture
Toughness

Mode I Chevron Bend Specimen KCB Rock fracture
mechanics studiesShort Rod Specimen KSR

Cracked Chevron Notched Brazilian Disk
Specimen

KIC

Notched Semi-Circular Bend Specimen
(Static & Dynamic)

KISCB &
KIC (t)

Mode II Punch-Through Shear with Confining
Pressure

KIIC



Index Strength Point Load Strength Index IS(50) 1, 2, 5
Block Punch Strength Index BPI 1, 2
Needle Penetration Index NPI 2, 10

Hardness Schmidt Rebound Hardness SRH 1, 2, 9
Shore Hardness SH 1,2, 9
Indentation Hardness Index IHI 1, 2, 9

Others Slake Durability Index Id2 1, 2, 10
Swelling Index Isp

Iss
Determination of
swelling pressure
& strain, 2, 10

Los Angeles Abrasion – Determination of
aggregate
resistance to
abrasion

Cerchar Abrasivity Index CAI 1, 9



As one of the physical properties of intact rock, water content is an indirect indica-
tion of porosity of intact rock or clay content of sedimentary rock. Unit weight, which
is a measure of mass per unit of volume, is an indirect indication of weathering and
soundness, and it depends on the mineralogical composition, porosity and the material
filling the voids. Porosity is an indirect indicator of weathering and soundness and
governs permeability, and it varies with grain size distribution, grain shape, depth and
pressure.

As an index test to indirectly estimate the UCS of intact rock and to be used as input
in rock mass classification (Bieniawski, 1989), the point load strength index test
(ISRM, 1981, 2007) has been widely used in practice due to its testing ease, simplicity
of specimen preparation and field applications. It gives the standard point load strength
index, I S(50), calculated from the point load at failure and the size of the specimen, with
size correction to an equivalent core diameter of 50mm. It is customary to convert the I
S(50) to an equivalent UCS by multiplying by a factor of k. A wide variety of k values
have, therefore, been recommended by various investigators following theoretical
considerations and experimental studies. Point load tests by Reed et al. (1980) have
shown that the factor k varies with both rock type and weathering grade. It was also
reported by Norbury (1986) that wide scatter of values of k ranging from 13 to 50 had
appeared in the literature although there was an accumulation of values between about
16 and 24. Therefore, in rock engineering community, it is now agreed that IS(50)
should be used carefully as an index in its own right. The failure mode for point load
test is primarily by tensile fracturing. As the point load failure is due to Mode I
fracturing, it is therefore anticipated some correlations between Mode I Fracture
Toughness (KIC) and IS(50).

When rock cores are only divided into small discs, due to the presence of thin
weakness planes, the core length may be too short to allow preparation of the speci-
mens long enough even for the point load strength index test. In addition, the degrada-
tion of the surrounding rock due to various causes may increase and sampling for
laboratory testing becomes difficult. By considering these and some limitations asso-
ciatedwith the estimation of UCS from IS(50) mentioned above, two alternative strength
index tests, block punch strength index (BPI) test (Ulusay et al., 2001) and needle
penetration (NP) test (Ulusay et al., 2014) were developed and also accepted as ISRM
SMs (ISRM, 2007, 2014). The BPI test can be performed using a thin rock disk with a
portable apparatus fitted to the columns of the point load test frame, and so may be
conducted in the laboratory and field (Figure 5a). It is mainly used to predict the UCS
and tensile strength of rock material with a lower estimation error and strength
classification. The NP test determines the needle penetration index (NPI) with the aid
of a portable light-weight non-destructive device (Figure 5b) and is used for the
estimation of UCS and some other properties of soft and weak rocks both in the field
and laboratory (Table 2).

Hardness is the characteristic of a solid material expressing its resistance to perma-
nent deformation. Hardness of an intact rock mainly depends on mineral composition
and density. Typical measures are the Schmidt rebound hardness (SRH) number, Shore
hardness and indentation hardness index. SRH is a measure of the hardness of the
intact rock by count the rebound degree and can be determined using a portable
equipment both in the field and laboratory (ISRM, 1981, 2007). At the same time,
the SRH can be used to estimate the UCS of the intact rock and as an input of the failure

14 Ulusay & Gercek



criterion developed by Barton (1976) for the estimation of the shear strength of rough
and undulated discontinuity surfaces. Aydin (2009) proposed a revised SM, which
supersedes the portion of earlier ISRM document, for determining the SRH of rock
surfaces both in laboratory conditions and in situ with an emphasis on the use of this
hardness value as an index of the UCS and E of intact rock. However, the method has
some limitations: (i) highly fractured and closely jointed rocks are difficult to test,
(ii) the method is not applicable to extremely weak rocks, and (iii) non-homogenous
rocks are difficult to test. Shore hardness (SH) test is a convenient and non-destructive
method inmeasuring the hardness of intact rock and used in rockmechanics since it can
be used a predictor of other mechanical properties of rocks, especially the UCS. It was
also accepted as an SM by the ISRM in 2006 (Altindag & Guney, 2006; ISRM, 2007).
Indentation hardness index (IHI) test is another method for characterization of hard-
ness of rock material (ISRM, 1981, 2007). IHI is used to assess some strength proper-
ties (UCS and tensile strength) with which it can be correlated, and may also be used in
the prediction of drillability and cuttability of rocks.

The velocity measurements provide correlation to physical properties of rocks
(mainly with porosity, strength and static modulus) in terms of compaction degree of
thematerial and/or are used in determining dynamic elastic constants and as an index in
their own right indicating anisotropy and/or inhomogeneity. Wave velocities are also
commonly used to assess the degree of rock mass fracturing at large scale.
Measurements of wave velocity are often done by using P (compression)-wave and,
sometimes, S (shear)-wave. A well compacted rock has generally high velocity as the
grains are all in good contact and waves are traveling through the solid. Wave velocity

(a) (b)

Figure 5 (a) BPI test device fitted into a point load testing frame (PB: punching block; BS: base support;
R: ram) (Ulusay et al., 2001), (b) the needle penetration test in laboratory and field (Ulusay
et al., 2014).
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in rock cores is easily determined by measuring the travel time of vibrational waves
introduced by piezoelectric crystals. Wave velocity can be determined in laboratory
using one of the three non-destructive methods including the high and low frequency
ultrasonic pulse techniques and the resonant method as suggested by ISRM (1981,
2007). However, most recently, the first two methods were upgraded to unify the two
ultrasonic methods by a generalized scheme applicable to any specimen shape/size at
any frequency within the ultrasonic range (> 20 kHz) and to suggest possible modifica-
tions in test procedures and specimen preparation to account for the special micro-
fractures encountered in common rock types (Aydin, 2014; ISRM, 2014).

Changes in rock properties due to processes of chemical and mechanical breakdown
can be very important in engineering applications. The ability of a material to resist
abrasion, wear and breakdown with time is known as durability. Durability is parti-
cularly important for soft/weak rocks, such as shales, marls, mudstones, claystones and
tuffs. The durability of such rocks, as a measurement of their deterioration over time,
strongly depends on the interaction between the rock and water. This interaction is
referred to as slaking and it often results in dissolution of particles, creation of fractures
and flaking of surface layers (Santi, 1996). This non-durable behavior of rocks may be
responsible for slope stability problems due to rapid slope degradation by loss of
strength of the surface material, embankment failures and long-term loss of intact
strength affecting the stability of underground openings. For example, a tunnel exca-
vated in shale, which is one of the materials which degrades, may initially be stable, but
it may collapse a few days later. Because of the physical interdependence between
durability and slaking, durability of rocks is mainly measured by an index test called
Slake Durability Test. This test is intended to assess the resistance offered by a rock
sample to weakening and disintegration when subjected to two standard cycles of
wetting and drying. The loss of sample weight is a measure of the susceptibility of the
rock to the combined action of slaking andmechanical erosion and the test provides the
calculation of the slake durability index (Id2), as described by both ISRM (1981, 2007)
and ASTM (2008c). The experimental studies on clay-bearing weak and soft rocks
conducted by Gokceoglu et al. (2000) suggest that a series of repeated wetting and
drying processes contribute to an increase in the amount of disintegrated clay minerals
from the sample, and therefore, it seems a better way to apply more than two cycles in
the slake durability test in order to obtain Id values that better represent the slaking
behavior of such rocks. Similar conclusions were also drawn by some other researchers
(Taylor, 1988; Moon & Beattie, 1995; Ulusay et al., 1995; Bell et al., 1997) who
studied soft and clay-bearing rocks.

Abrasivity measures the abrasiveness of rock materials against other materials, e.g.
steel. Rock abrasivity plays an important role in characterizing a rock material for
excavation purpose. Abrasivity is highly influenced by the amount of quartz mineral in
the rock material. The higher quartz content gives higher abrasivity. Abrasivity is
measured by several tests, however, the Cerchar abrasivity test and Los Angeles abra-
sion test are the most commonly used methods. The Cerchar test was proposed by the
Laboratoire du Centre d’Etudes et Recherches des Charbonnages (Cerchar) in France
(Valantin, 1973) and is intended as an index test for classifying the abrasivity of an
intact rock. The test measures the wear on the tip of a steel stylus having a Rockwell
Hardness of HRC 55 and determines an index called Cerchar Abrasivity Index (CAI)
for the rock’s abrasivity. The Los Angeles test developed for highway aggregates
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subjects a graded sample to attrition due to wear between rock pieces and also to
impact forces produced by an abrasive charge of steel spheres. The procedures for both
tests are available in ISRM (2007, 2014; Alber et al., 2014) and ASTM (2010, 2014a).

Permeability is a measure of the ability of a material to transmit fluids. It is a critical
property in defining the flow capacity of a rock sample. Most rocks, including igneous,
metamorphic and chemical sedimentary rocks, generally have very low permeability.
The permeability of intact rock is governed by porosity. Porous rocks such as sand-
stones usually have high permeability while granites have low permeability. Generally,
the permeability of intact rock, which is known as primary permeability and is the rate
of fluid flow through pore spaces, is very low, mostly less than 10−7–10−6 cm/s. Since
there aremany fractures and karstic cavities in rockmass, the permeability of rockmass
or secondary permeability, which is the rate of flow through secondary pores, cavities
and fractures, is far higher than that of intact rock. Rocks such as granite and massive
limestone with low primary permeability may be very permeable if they have been
intersected by a network of discontinuities. Therefore, permeability of intact rock and
rock mass is separately considered, and in most rock engineering applications, the
secondary permeability dominates the design and construction. Determination of
secondary permeability for rock mass is discussed in Section 3.2. The permeability of
rock material is generally used for the purposes of classification, characterization, and
in the studies related to the flow of fluids through rock. There are some laboratory
methods proposed for determination of the permeability of the intact rock. A standard
method for determining the coefficient of specific permeability for the flow of air
through intact rock was recommended by ASTM (2013a).

Rock strengths are very different depending on the stress field applied to the rock. All
rocks are very much stronger in compression than in tension. In terms of compression,
the two common laboratory tests to determine the compressive strength of rock are
UCS test and triaxial confined compression test. The other type of rock strength is the
tensile strength. In addition to its use in strength classification (e.g., Deere & Miller,
1966) and rock mass classification (e.g., RMR system of Bieniawski, 1989), character-
ization of the intact rock, indirect estimation of the tensile strength of the rock material
and as an input for the rock mass strength criterion (Hoek et al., 2002), the UCS is one
of the most important mechanical properties of intact rock. It is used in design, analysis
andmodeling and alsomost useful as a means for comparing rocks and classifying their
likely behavior (Table 2). The method for determination of the UCS has been standar-
dized by ASTM (2014b) and suggested by ISRM (1981, 2007). The method is simple,
but it is time consuming, expensive and requires test specimens of particular sizes in
order to fulfill testing standards, which is particularly difficult for weak and soft rocks.
Therefore, indirect tests such as point load strength index, block punch strength index,
Schmidt hammer and needle penetration tests are often performed to indirectly esti-
mate the UCS by using empirical relationships between these index properties andUCS.

Shear strength is used to describe the strength of intact rock, to resist deformation
due to shear stress. Rock resists against shear stress by two internal mechanisms:
cohesion and internal friction. Cohesion is a measure of internal bonding of the rock
material and internal friction is caused by contact between particles. Shear strength of
rock material can be determined by direct shear test and triaxial compression test. In
practice, the latter method is widely used and accepted. With a series of triaxial tests
conducted at different confining pressures, peak axial stresses (σ1) are obtained at
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various lateral stresses (σ2 = σ3). By plottingMohr circles, the shear strength envelope is
defined, which gives the cohesion and angle of internal friction. Compilation of some of
these relationships can be found in Zhang (2005).

When an intact rock is subjected to compression, whether tested in uniaxial com-
pression or in a confined state, “complete stress-strain curve” is very useful in order to
understand the total process of specimen deformation, cracking and eventual disinte-
gration and to provide insight into potential in-situ rock mass behavior (Fairhurst &
Hudson, 1999; ISRM, 2007). This term refers to the displacement of the specimen ends
from initial loading, through the linear elastic pre-peak region, through the onset of
significant cracking, through the UCS, into the post-peak failure locus, and through to
the residual strength (Figure 6). This method is intended for the characterization of
intact rock (Table 2).

Tensile strength of intact rock is the maximum tensile stress to which the intact rock
can withstand. Intact rock generally has a low tensile strength due to the existence of
microcracks in the rock. Themicrocracksmay also be the cause of rock failing suddenly
in tension with a small strain. There are a variety of tests to determine the tensile
strength of rock, such as direct pull test, Brazilian test and beam flexure test, etc.
(Figure 7). For direct tension test, sometimes the rock specimen is to be prepared in
dog-bone shape with a thin middle. The specimen is then loaded in tension by pulling
from the two ends. Direct tension test on intact rock is not common, due to the
difficulty in specimen preparation and proper axial loading. Therefore, the most
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Figure 6 Complete stress-strain curve for an intact rock specimen showing the pre-peak Young’s
modulus, UCS and post-peak Young’s modulus (Fairhurst & Hudson, 1999; ISRM, 2007).
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Figure 7 Some tests for determining tensile strength of intact rock (Gercek & Ozarslan, 2011).



common tensile strength determination in practice is by the Brazilian test. As shown by
the Griffith criterion (Griffith, 1921), theoretical tensile strength of a brittle material is
1/8 of its UCS. Typically, tensile strength of intact rocks is about 1/20 to 1/10 of the
UCS. It is important to be aware of the fact that compressive strength is significantly
greater than tensile strength for rocks. Since the failure mode for point load test is
primarily by tensile fracturing, the correlation between tensile strength and IS(50) is
more consistent; however, it can vary with a significant margin. In addition to the static
strength tests, most recently, new ISRM SMs for determining dynamic UCS and
indirect tensile strength by the Brazilian test were also developed (Zhou et al., 2012;
ISRM, 2014). These two methods are mainly intended for dynamic strength classifica-
tion and characterization of intact rock. The tensile strength is used in strength
classification of intact rock, design (analysis of rock structures subjected to tensile
stresses, such as wide roof spans) and numerical analyses, such as flexural toppling
analyses, continuum and discontinuous models.

The two main deformability properties of intact rock are Young’s modulus and
Poisson’s ratio. Young’s modulus is the modulus of elasticity measuring of the stiffness
of an intact rock. It is defined as the ratio, for small strains, of the rate of change of stress
with strain. The usual method to determine the Young’s modulus of intact rock is to
conduct UCS test on pieces of rock core and it can be experimentally determined from
the slope of a stress-strain curve obtained during compression or tensile tests conducted
on a rock sample (ISRM, 1981, 2007; ASTM, 2014b). Similar to strength, Young’s
modulus of intact rocks varies widely with rock type. For extremely hard and strong
rocks, Young’s modulus can be as high as 100GPa. Since specimen preparation for this
test is time consuming and expensive and especially extremely difficult or not possible
for weak and soft rocks, indirect tests particularly wave velocity tests are used to
estimate the Young’s modulus by using empirical relationships. Young’s modulus
determined from the wave velocity measurements is the dynamic elastic property of
the intact rock and is usually larger than the static modulus determined from the UCS
test. This property is commonly used for classification of intact rock (Table 3) (e.g.,
Deere&Miller, 1966) and indirect estimation of rock mass deformation modulus, and
in design (such as estimation of deformations in various rock engineering structures,
settlement for foundations in homogeneous, isotropic rock conditions) and in numer-
ical analyses.

Poisson’s ratio measures the negative ratio of lateral strain to axial strain of a
specimen under uniaxial stress at linear-elastic region. For most rocks, Poisson’s ratio
is between 0.15 and 0.4. Generally, Poisson’s ratio of intact rock can be determined in
the laboratory either indirectly by dynamic methods (wave velocity tests) or directly
(UCS test) (ISRM, 1981, 2007; ASTM, 2014b). Poisson’s ratio is no less significant
than some of the intact rock properties for which classifications have been proposed.
However, by considering that a Poisson’s ratio classification could be useful for a
qualitative assessment of laboratory test results and since the theoretical upper limit
is 0.5 and there seems to be an observed lower limit of zero, Gercek (2007) suggested
two practical classification alternatives for this mechanical property (Table 3). The
classifications recommended for Poisson’s ratio of rocks are simple and easy to remem-
ber, and they can be utilized for qualitative grouping of quantitative test data. Since
both deformability properties and mechanical properties, that play a role in the
deformation of elastic materials, they are utilized in rock engineering problems
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Table 3 Some of the classifications based on the intact rock material properties determined by the ISRM SMs.

Property Symbol
(unit)

Class References

Extremely
Low

Very Low Low Moderate or
Medium

High Very High Extremely
High

Density ρ (Mg/m3) < 1.8 1.8 – 2.2 2.2 – 2.55 2.55 – 2.75 > 2.75 IAEG (1979)

Porosity n (%) < 1 1 – 5 5 – 15 15 – 30 > 30 IAEG (1979)

Uniaxial Comp.
Strength

σc (MPa) 0.25 – 1.0 1 – 5 5 – 25 25 – 50 50 – 100 100 –
250

> 250 ISRM (1981, 2007)

Tensile Strength σt (MPa) < 0.1 0.1 – 0.5 0.5 – 2.5 2.5 – 5.0 5 – 10 10 – 25 > 25 Backstrom et al.,
(2009)

Young’s Modulus E (GPa) < 5 5 – 15 15 – 30 30 – 60 > 60 IAEG (1979)

Poisson’s Ratio ν (–) 0 – 0.1 0.1 – 0.2 0.2 – 0.3 0.3 – 0.4 0.4 – 0.5 Gercek (2007)

1 – (1/6) (1/6) – (1/3) (1/3) – (1/2)

Sonic Velocity vp (km/s) < 2.5 2.5 – 3.5 3.5 – 4.0 4.0 – 5.0 > 5.0 IAEG (1979)

Point Load Index Is(50) (MPa) < 1 1 – 2 2 – 4 4 – 10 > 10 Bieniawski (1989)

Block Punch
Strength Index

BPI (MPa) < 1 1 – 5 5 – 10 (Moderate)
10 – 20 (Medium)

20 – 50 > 50 Sulukcu & Ulusay
(2001)

CERCHAR
Abrasivity Index

CAI 0.1 – 0.4 0.5 – 0.9 1.0 – 1.9 2.0 – 2.9 3.0 – 3.9 4.0 – 4.9 > 5 ISRM (2014)

Slake Durability
Index

Id2 (%) < 30 30 – 60 60 – 85 85 – 95 (Med. High)
95 – 98 (High)

> 98 Gamble (1971)

Modulus Ratio E / σc (–) < 50 50 – 100 100 – 200 200 – 500 > 500 Ramamurthy & Arora
(1991)

Strength Ratio σc / σt (–) < 5 5 – 10 10 – 20 20 – 40 > 40 Gercek & Ozarslan
(2011)



associated with the elastic deformation of rocks, e.g. they are required computational
inputs for the numerical stress analyses and also as the inputs of intact rock classifica-
tions (Table 2), and the value of Poisson’s ratio of intact rock is required for evaluation
and interpretation of overcoring in-situ stress measurement methods.

Fracture is a failure mechanism of brittle materials that has great importance to the
performance of structures. Large scale rapid failures in rocks cause significant hazards
and damage to rock engineering structures. Ability to recognize pre-failure rock mass
behavior may result in predicting or averting the potential for geotechnical and geolo-
gical failure (Szwedzicki, 2003). Rock fracture mechanics is an approach to resolve this
task. Particularly in the last three decades, more attention has been paid to the
application of fracture mechanics principles to the field of geo-engineering, such as
hydraulic fracturing, rock cutting, drilling and blasting, slope stability, etc. The resis-
tance of rock to the initiation and propagation of fractures is described in terms of
fracture toughness. The fracture toughness is the limit of local stress increase due to an
existing fracture before its critical extension takes place. In other words, fracture
toughness of intact rocks measures the effectiveness of rock fracturing. It is typically
measured by a toughness test. There are three fracture modes: Mode I (the crack tip is
subjected to displacements perpendicular to the crack plane), Mode II (the crack faces
move relatively to each other in the crack plane) and Mode III (shear displacement is
acting parallel to the front in the crack plane) as shown in Figure 8a, and correspond-
ingly, there are three fracture toughness: KIC, KIIC, and KIIIC.

There are three fracture modes: Mode I (the crack tip is subjected to displacements
perpendicular to the crack plane),Mode II (the crack facesmove relatively to each other
in the crack plane) andMode III (shear displacement is acting parallel to the front in the
crack plane) as shown in Figure 8a, and correspondingly, there are three fracture
toughness: KIC, KIIC, and KIIIC. For determination of Mode I fracture toughness,
there exist three ISRM SMs, such as tests using Chevron Bend (CB), Short Rod (SR)
and Cracked Chevron Notched Brazilian Disk (CCNBD) specimens (ISRM, 2007).
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Figure 8 (a) Modes of fracture toughness (Backers, 2004), (b) SCB specimen geometry and schematic
loading arrangement (R: radius of the specimen, B: thickness, a: notch length, s: distance
between the two supporting cylindrical rollers, P: monotonically increasing compressive load
applied at the central loading roller of the three-point bend loading; Kuruppu et al., 2014) (c)
the notched semi-circular bend (NSCB) specimen in the split Hopkinson pressure bar (SHPB)
system (R: radius of the specimen, t: thickness of the sample, a: notch length, S: distance
between the two supporting pins, P1 and P2 are the dynamic forces on both ends of the
sample; Zhou et al., 2013).
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However, most recently, two newmethods to determine the static and dynamicMode I
fracture toughness were also developed. The static test method (Kuruppu et al., 2014;
ISRM, 2014), which uses semi-circular bend (SCB) specimens (Figure 8b), is intended
to determine the Mode I static fracture toughness (KISCB) under slow and steady
loading where dynamic effects are negligible. In this method, the advantages of using
the SCB specimens are: (a) material requirement per specimen is small, (b) machining is
relatively simple, and (c) only the maximum compressive load is required to determine
the fracture toughness. The new dynamic method (Zhou et al., 2012; ISRM, 2014) is
intended to determine the dynamic Mode I fracture toughness, KI(t)of a rock material
using the notched semicircular bend specimen by placing it in the split Hopkinson bar
system (Figure 8c). This test intends for the classification and characterization of the
intact rock with respect to its resistance to the crack propagation, and KI(t) serves as an
index for rock fragmentation processes involving drilling, crushing and tunnel boring.
Most recently, an ISRM Suggested Method called “Punch-through shear with confin-
ing pressure” was also developed for the direct determination of Mode II fracture
toughness (KIIC) of rock material (Backers & Stephansson, 2012; ISRM, 2014). The
experimental setup of this method allows the determination of KIIC at different levels of
confining pressure. Although some experimental methods have been proposed (e.g.,
Yacoub-Tokatly et al., 1989), at present, no ISRM SM for the determination of Mode
III fracture toughness exists.

Ground often responds to excavation operations (particularly in tunnels) with a
considerable delay due to time-dependent behavior of rocks. Time-dependency is a
general term encompassing concept like creep, rate dependent behavior, delayed
fracturing and long-term strength (Malan et al., 1997). Creep in rock mechanics is
an irreversible deformation under constant or sustaining stress without fracturing
and is observed mainly in soft rocks and less in all other kinds of rocks within long
enough time intervals (Cristescu & Hunsche, 1996) (Figure 9a). The time-dependent
creep deformation process consists of three stages: primary, secondary, and tertiary
creep phases (Figure 9b). The initial (time- independent or elastic) deformation can
roughly be predicted by its stress-strain modulus. A material, capable of creep, will
continue to deform slowly with time indefinitely. It is possible if applied stresses are
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Figure 9 (a) Definitions of creep, stress relaxation and time dependent unloading along the stiffness of
the adjacent element (Hagros et al., 2008), (b) theoretical strain-time behavior of rock under
sustained load.
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low or until rupture causes failure if the stressing is high enough. The primary region
is the early stage of loading when the strain rate decreases rapidly over time. Then, it
reaches a steady state which is called the secondary creep stage followed by a rapid
increase in strain rate (tertiary stage) and fracture, if the applied stresses are high. The
tertiary stage is always connected with the phenomenon of time-dependent failure
(Jeremic, 1994).

The creep characteristics are often used to determine the time-dependent strength
and/or time dependent modulus of rocks and in the assessment of long-term stability
of rock engineering structures (Aydan et al., 2014). Since the early part of 1900s,
studies on mechanical creep behavior of rocks have been conducted (Phillips, 1932;
Griggs, 1939). Since the rocks show significant creep under stress and temperature
conditions, which are easily applied in the laboratory, extensive laboratory experi-
ments focused on the softer rocks such as coal, rock salt and shale. However, hard
rocks, such as granite, were also investigated with the aid of servo-controlled hydrau-
lic systems, conventional compression test machines and mechanical loading equip-
ment. Detailed summary of creep studies can be found in the literature (e.g., Lama &
Vutukuri, 1978; Dusseault & Fordham, 1993). Although a standard test method was
developed by ASTM (2008d), until 2014, no ISRM SM for laboratory creep tests was
available. In 2014, ISRM SMs for determining the creep characteristics of intact rock
(Aydan et al., 2014; ISRM, 2014) were developed. These separate three methods
concern the creep characteristics of intact rock under the indirect tensile stress regime
of the Brazilian test, and the uniaxial and triaxial compression tests in the light of
available creep testing techniques used in the field of rockmechanics under laboratory
conditions.

Some rocks, such as clay-bearing rocks (e.g., mudstone and claystone) and anhy-
drite-bearing rocks, are swelling rocks, and their volumes increase if water is allowed to
infiltrate. Swelling deformations reduce with the logarithm of stress, and the swelling
deformations can be completely surpassed by sufficiently high pressure, resulting in
damages to the structures. Rock swelling is measured in confined and unconfined
conditions. A number of recommended test methods to determinate swelling behavior
have been developed. However, majority of these methods were developed particularly
for soils and available in ASTM Standards.

The ISRM SMs developed for swelling rocks include only the determination of the
axial swelling stress, axial and radial free swelling strain, and axial stress as a function
of axial swelling strain (Madsen, 1999; ISRM, 2007). The third method is practicable
only on purely argillaceous rocks. In these tests, two conditions, i.e. unconfined and
confined swelling, are considered. Unconfined swelling is measured by the percentage
increase of length in three perpendicular directions, when a rock specimen is placed in
water. The confined swelling index measures swelling in one direction, while deforma-
tions in other two directions are constrained.

3.1.2 Laboratory tests on discontinuities

Rocks are heterogeneous and quite often discontinuous. These discontinuities may be
in the form of bedding planes, joints, faults or other recurrent planar or undulating
fractures. The appropriate modeling of mechanical behavior of discontinuities and
the quantitative determination of their geomechanical characteristics have an
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important role on evaluation of stability and deformation behavior of structures in
the discontinuous rock mass. Discontinuities usually have negligible tensile strength
and their shear strength, in generally, is smaller than that of the surrounding rock
material. Various parameters such as discontinuity roughness, scale (size of disconti-
nuity), stiffness of the surrounding rock mass, shear rate, condition of the disconti-
nuity (e.g. presence of infill material, its type, thickness and drainage condition),
which should bemeasured and/or described in the field (ISRM, 1981, 2007), influence
the shear behavior of rock discontinuity. The main discontinuity properties consid-
ered in rock engineering practice are shear strength (cohesion and friction angle) and
stiffness (normal and shear).

The portable field shear box apparatus is used for rapid determination of disconti-
nuity strength properties at various normal stresses, along planes of discontinuity or
weakness both in the field and laboratory. However, it is rather insensitive and difficult
to use at the relatively low normal stresses associated with relatively shallow rock
engineering excavations and structures such as slopes and dams. In addition, higher
normal loads produced by this apparatus would unquestionably have resulted in more
severe damage to the sheared weakness planes, particularly in weak and clay-bearing
rocks, and control of the normal and shear displacements is also extremely difficult
(Ulusay&Yoleri, 1993). Therefore, the shear behavior and shear strength properties of
planar discontinuities are commonly determined in the laboratory by using a conven-
tional direct shear apparatus.

For the determination of the shear behavior of planar discontinuities using shear
box device, the normal load is kept constant (CNL) during the shearing process. This
mode of shearing is suitable if the surrounding rock freely allows the discontinuity to
shear without restricting the dilation (Figure 10 a). This boundary condition is
applicable to rock engineering problems such as the sliding block near the ground
surface, as seen in Figure 10a, where the shear plane is subjected to a constant normal
load generated by the weight of the blocks in a slope. But in case of rough disconti-
nuities, shearing results in dilation as one asperity overrides another, and if the
surrounding rock mass is unable to deform sufficiently, then an increase in the normal
stress occurs during shearing. In such cases, shearing of rough discontinuities no
longer takes place under CNL, but rather under variable normal load where stiffness
of the surrounding rock mass plays an important role in the shear behavior. This
particular mode of shearing is called as shearing under constant normal stiffness
(CNS) boundary condition (Figure 10b). The case, where shear is subjected to con-
stant stiffness due to the constraints of lateral displacement in a tunnel, is given in
Figure 10b as an example for CNS condition. Typical plots from a shear test for CNL
and CNS conditions are also shown in Figures 10c and 10d, respectively. Although
there exists an ISRM SM (ISRM, 1981, 2007) and a standard method (ASTM,
2008e), the ISRM SM for laboratory determination of the shear strength of disconti-
nuities was upgraded with consideration on the technological advances since its
initial publication. This upgraded version intends to cover the requirements and
laboratory procedures for performing direct shear test by considering CNL and
CNS conditions to determine peak and residual cohesion and friction angle
(Muralha et al., 2014; ISRM, 2014).

Normal and shear stiffness of discontinuities relate discontinuity stress to relative
displacement between opposite points on the two surfaces of discontinuities. Joint

Introductory longer review for rock mechanics testing methods 25



shear stiffness (ks) is defined as the ratio of shear stress corresponding shear dis-
placement prior to reaching the peak shear strength. Similarly, the joint normal
stiffness (kn) is the normal stress per unit closure of the joint before reaching the
peak strength. In short, the stiffness parameters of a joint describe the stress-
deformation characteristics of the discontinuity. Normal and shear joint stiffness
values are used in numerical stress analyses that allow modeling of joint behavior
(e.g., discontinuum models such as UDEC). Since the shear and normal displace-
ment measurements are available as a result of tests involving shear strength of
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Figure 10 (a) Controlled normal load (CNL) and (b) controlled normal stiffness (CNS) shearing modes
and tests (rearranged from Brady & Brown, 1993), and shear stress-shear displacement plots
for shear test under (c) CNL and (d) CNS conditions (Muralha et al., 2014).
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joints (Muralha et al., 2014; ISRM, 2014), the normal and shear stiffness values of
the samples may also be derived from the tests.

Although the triaxial compression test is primarily used to measure the shear
strength and in some cases the elastic properties of intact rock, by orienting planes of
weakness the strength of discontinuities can also be measured. The oriented plane
variation is particularly useful for obtaining strength information on thinly filled
discontinuities containing soft material. The primary disadvantage of the triaxial test
is that stresses normal to the failure plane cannot be directly controlled.

One of the parameters used by the Barton’s empirical criterion (Barton, 1976) in
the estimation of shear strength of discontinuities with rough surfaces is the basic
friction angle (ϕb). This parameter is usually derived from different types of tilt tests.
The test can be either conducted simply by hand in the field as illustrated in Figure 11a
or a machine-operated tilt test equipment in laboratory (Figure 11b). At present

(a) (b)

(c)

1. Tests performed on a cylindrical
sample longi�dunally cut

2. Tests performed on square
based slabs

3. S�mpson type tests 4. Tests on discs

Figure 11 Tilt test: (a) at field (self-weight gravity shear test; Barton & Bandis, 1980) and (b) in
laboratory (Barton, 2013), and (c) different setups for the tilt tests (rearranged from
Alejano et al., 2012).
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there is no any ISRM SM or a standard method recommended by any institution for
the tilt test.

However, there exist some methods described for the tilt test in the literature. The
method proposed by Stimpson (1981) uses rock cores to perform tilt tests with a
cylinder-shaped sample placed over other two equal-dimension cylinder-shaped sam-
ples. The other proposals (Horn & Deere, 1962; Cruden & Hu, 1988; Bruce et al.,
1989) do not provide full indications for normalizing tilt testing. Recently, Alejano
et al. (2012), who reported that the current methods produce varying ϕb values,
investigated these differences on results by conducting an experimental study with
four types of rocks submitted to different types of inclination tests illustrated in
Figure 11c. Based on the test results, these researchers concluded that the mechanisms
of sliding along cylinder generatrixes (Stimpson’s method, Figure 11c.3) and planar
surfaces (Figure 11c.1-2-4) are quite different, and that tests based on sliding along
generatrixes are not appropriate for determining reliable ϕb values. Tests on small
specimens are also not recommended by Alejano et al. (2012) for geometry reasons
and since ensuring reliable stress condition is difficult. Alejano et al. (2012) also
recommend that a fourth supplementary repetition of the test on a specimen should
be performed when the maximum deviation between one of the results and the median
is larger than ± 3o. This study suggests that further efforts are needed to develop a
suggested method or a standard for the tilt test.

3.2 In-situ tests

The properties of a rock mass are significantly different from the properties of the
same rock material. The strength and mechanical behavior of the rock mass are
commonly dominated more by the nature of its mass properties than by its material
properties. A rock mass comprised of even the strongest intact rock material is greatly
weakened by the occurrence of closely spaced discontinuities. Material properties,
however, tend to control the strength of the rock mass if discontinuities are widely
spaced or if the intact rock material is inherently weak or altered. Discontinuities
within a rock mass, therefore, reduce its strength, stability and the energy required to
excavate or erode it. In addition to the strength and deformability characteristics of
rock masses, in-situ stresses and permeability are the other two classes of property
which are vitally important on their own right and as they influence strength and
deformability. Laboratory tests can quantify the behavior of intact rock. But, first of
all, for laboratory tests, sampling from large volumes of rock mass representing its
two components, intact rock and discontinuities, is not possible. In addition, there are
three principal influences which determine the relevancy of laboratory testing
methods:

(i) Although great care could be taken during sampling some degree of structural
disturbance and stress change occur and a further disturbance during the trans-
portation of the sample to laboratory may also be possible.

(ii) Scale effect: The performance of rock engineering structures is governed by the
whole characteristics of the rock mass. However, in attempting to model the
rock mass behavior in laboratory tests, the size of samples used will be limited
for practical reasons.
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(iii) The original in-situ stress conditions cannot be reimposed prior to laboratory
testing.

The extension of laboratory approach to quantify rock mass behavior is to carry out
large-scale in-situ or field tests. The determination of rock mass properties can be
approached in two ways (Hudson & Harrison, 2000):

(i) using some empirical relations via the properties of the intact rock and the
properties of the discontinuities, which together make up the rock mass proper-
ties; or

(ii) via the properties of the rock mass as measured or estimated directly with the aid
of in-situ tests.

In this section, only in-situ tests, which involve subjecting a large volume of rock to
load and monitoring the deformation, are briefly reviewed. In-situ tests can be categor-
ized based on the following main purposes: (i) characterization of rock mass, (ii) estima-
tion of in-situ stresses, (iii) determination of the rock mass and discontinuity properties
(deformability tests and in-situ shear strength of discontinuity), which are used in rock
engineering design assessments.

3.2.1 In-situ tests for rock mass characterization

In this category, geophysical methods and rock mass permeability determinations are
the common methods. Geotechnical geophysics is the application of geophysics to
geotechnical engineering problems; such investigations normally extend to a total
depth of less than a hundred meters but can be extended to several hundred meters in
some instances. A geophysical survey is often themost cost-effective and rapidmeans of
obtaining subsurface information, especially over large study areas. Geotechnical
geophysics can be used to select borehole locations and can provide reliable informa-
tion about the nature and variability of the subsurface between existing boreholes.
Other advantages of geotechnical geophysics are related to site accessibility, portabil-
ity, non-invasiveness, and operator safety (Anderson & Croxton, 2008). Geophysical
methods can be used for establishing soil and rock stratification, but also for determin-
ing engineering properties of rockmasses by direct or indirect methods. During the past
decades, geophysical methods have become highly scientific tools, especially as a result
of the powerful electronic measuring and data acquisition systems, sophisticated data
interpretation and presentation methods.

Geophysical surveys in rock engineering are performed on the ground surface, within
and between boreholes. These methods are mainly seismic testing (reflection and
refraction), electrical resistivity, electromagnetic, gravity, radiometric method, ground
penetrating radar (GPR) and seismic tomography. These methods, with the exception
of seismic tomography, are primarily surface-based techniques. The methods for
geophysical logging of boreholes were published by ISRM (ISRM, 1981, 2007). Then
new suggested methods including all the above mentioned methods were developed
and compiled in the ISRM Suggested Methods book (ISRM, 2007). The properties
determined with the aid of different geophysical methods in geotechnical applications
can be found in the literature (e.g., Massarch, 2000; Anderson & Croxton, 2008) and
the geophysical testing procedures are described in the ISRMSMs (ISRM, 1981, 2007).
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Hydrogeological characteristics of rockmasses, in other words, understandingwater
or gas flow through a rock mass and its influence on overall permeability of rock mass,
are very important in various fields of rock engineering, such as slopes, dam founda-
tions, underground excavations, oil recovery, geothermal reservoirs and underground
nuclear waste disposal. Unlike soils, where seepage takes place through a series of small
closely spaced, interconnected pore spaces, and seepage through rock masses occurs
mostly along discrete discontinuities. Therefore, in rock masses the permeability
depends on the aperture, spacing and infilling characteristics of its discontinuities
(Goodman, 1989) and accurate estimates of the permeability of a rock mass can only
be determined with the aim of in- situ tests. While the falling head and constant head
test methods are used for soil materials, the “Lugeon test” or based on the name of
testing equipment, “Packer test”, or pressurized water test is the most commonly used
in-situ test to estimate permeability of rock masses. The Lugeon test, which was
developed in France by Maurice Lugeon (Lugeon, 1933), is a constant head type test
that takes place in an isolated portion of a borehole. Water at constant pressure is
injected into the rock mass through a slotted pipe bounded by pneumatic packers. A
pneumatic packer is an inflatable rubber sleeve that expands radially to seal the annulus
space between the drill rods and the boring walls (Figure 12). There is no any standard
method for this test. The current Lugeon interpretation practice is mainly derived from
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Figure 12 Lugeon test configuration (after Camilo Quiñones-Rozo, 2010).
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the work performed by Houlsby (1976). Most recently, an ISRM SM for the Lugeon
test is under preparation.

3.2.2 In-situ stress measurements

Stresses in rock can be divided into two groups, such as in-situ or virgin stresses and
induced stresses. The virgin or in-situ stresses are the natural stresses that exist in the
ground prior to any disturbance, while induced stresses are associated with man-made
disturbance (excavation, drilling, pumping, loading etc.) or are induced by changes in
natural conditions (drying, swelling, consolidation etc.) (Amadei & Stephansson,
1997). Their magnitudes and orientation are determined by the weight of the overlying
strata and the geological history of the rock mass. The principal stress directions are
often vertical and horizontal. They are likely to be similar in orientation and relative
magnitude to those that caused the most recent deformations.

Since in-situ stresses determine the boundary conditions for stress analyses and affect
stresses and deformations that develop when an opening is created, knowledge of
in-situ stresses in rock engineering applications (civil and mining engineering applica-
tions, such as stability of underground excavations, drilling and blasting, design of
pillars and support systems, prediction of rock burst, dams and stability of slopes; in
energy development, such as borehole stability, fracturing and fracture propagation,
fluid flow and geothermal problems, reservoir production management, energy extrac-
tion and storage, etc.). Some of the simplest clues to stress orientation can be estimated
from knowledge of a region’s structural geology and its recent geologic history (e.g.,
Johnson, 1970; Ramberg, 1981; Price & Cosgrove, 1990). Although initial estimates
can be made based on simple guidelines, field measurements of in-situ stresses are the
only true guide for critical structures.

When compared to other rock mass properties, it is difficult to quantitatively
measure in-situ rock stress. The stress estimation methods can mainly be divided into
two groups as the direct (field measurements) methods and other methods (indicator
methods and indirect methods). These methods with their brief descriptions and
features are given in Table 4.

In addition to the in-situ stress estimation methods given in Table 4, there also exist
three useful guides (as ISRMSMs) to be used in stress measurements. These SMs involve:

(i) the recommended strategy of approach for estimating the state of stress in a rock
mass within the context of rock mechanics modeling and rock engineering
design (Hudson et al., 2003; ISRM, 2007),

(ii) quality control (technical auditing issues) of rock stress estimation
(Christiansson & Hudson, 2003; ISRM, 2007), and

(iii) how a model for the in-situ stress at a given site is established (Stephansson &
Zang, 2012; ISRM, 2014).

3.2.3 In-situ shear strength, deformability, and creep tests

Laboratory testing of rock masses still plays a disproportionately large role in the
determination of strength and deformability of rock masses. Hoek (2007) suggests
that only 10 to 20 percent of a balanced rock mechanics investigation should be
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Table 4 Methods of in-situ stress measurements (compiled mainly from Amadei & Stephansson, 1997;
ISRM, 2007; and the references cited in the table).

Method Description Feature

Stress Relief Methods: A rock sample is isolated from
the stress field in the surrounding
mass and its response is
monitored.

(a) Surface relief method (Obert
& Duvall, 1967)

On the rock surfaces
instrumented by gages or pins,
the response of rock to stress
relief by drilling or cutting is
obtained by recording the gages/
pins before and after the relief
process.

Performance of gages/pins can
be affected by humidity and
dust, strains are measured on
weathered or damaged rock
faces.

(b) Overcoring methods using
• USBM-type drillhole

deformation
gage (ISRM, 2007)

• CSIR or CSIRO-type cell
(ISRM, 2007)

• Compact conical-ended
borehole overcoring
(CCBO) technique
(Sugawara & Obara, 1999;
ISRM, 2007)

• Borre (SSBP) probe (Sjöberg
et al., 2003; ISRM, 2007)

A borehole is drilled to a desired
depth and then a probe is
installed in the hole. The stress
tensor in rock is determined by
measuring the displacements or
strains occurring in the walls of
the drill hole when the stresses
are relieved by overcoring.

3-D stress state can be
estimated. No assumption
needs to be made regarding the
in situ stress field. Most
commonly used stress relief
methods. They are expensive
and time consuming.

Hydraulic Methods: A borehole is drilled from the
surface or a roadway; hydraulic
pressure is applied along a
section of the borehole isolated
by packers, and it is increased
until existing fractures are
opened or new fractures are
created. In-situ stress is
estimated from hydraulic
fracturing data.

Hydraulic fracturing methods:

• Hydraulic fracturing (HF)
method (ISRM, 2007)

The most popular method, which
was first recommended by
Fairhurst (1964). The orientation
of the resulting fracture is
obtained using televiewers or
impression packers.

Only horizontal stresses usually
estimated. It can be applied up
to several kilometers deep.

• Hydraulic testing of pre-existing
fracture (HTPF method)
(Haimson & Cornet, 2003;
ISRM, 2007)

The only in-situ stress
determination method at great
depth. It consists of reopening an
existing fracture of known
orientation previously been
isolated in between two packers.

Works well in homogeneous
rocks, but does not work well in
heterogeneous (stratified)
rocks.

• Sleeve fracturing (Stephansson,
1983)

Similar to HF method, except
that it has the major advantage

Compared with HF method, the
breakdown pressure is not well



Table 4 (Cont.)

Method Description Feature

that no fluid penetrates the rock
upon fracturing. No standard or
SM for this method exists yet.

defined, thus complicating the
interpretation of the field test
results. In addition, the induced
fractures do not propagate far
from the borehole wall.

Stress Compensating
(Jacking) Method:
Flat jack method (ISRM, 2007)

It determines the rock stress
parallel to and near the exposed
surface in an excavation. Stress is
relieved measuring displacement
or strain. Stress is applied until
the displacement or strain
recovers to the values before the
stress relief. When using flat jack,
the cancellation pressure is used
as a direct estimate of the stress
normal to the jack.

Elastic constants are not
required to estimate rocks
stress. However, since each flat
jack test yields one component
of the in-situ stress field,
minimum six tests, at different
orientations, have to be carried
out at six different locations to
obtain the complete in-situ
stress field.

Strain Recovery Methods: Based on monitoring the
response of core samples
following drilling. No standard or
SM exists for these methods yet.

(a) Anelastic strain recovery
(ANS) method (Teufel, 1982)

It consists of instrumenting an
oriented core sample following
its removal from a borehole and
monitoring its strain response as
it continues to recover from the
in situ state of stress.

These methods are well suited
for stress measurements in
deep to very deep wells for
which many of the other
methods do not work and for
which only small core samples
are available.

(b) Differential strain curve
analysis (DSCA) method
(Strickland & Ren, 1980)

It consists of applying a
hydrostatic pressure to a cubic
sample cut from an oriented drill
core following its removal

Borehole Breakout Method: It is used as an indicator method
of stress estimation. The rock
around a circular opening may
not be able to sustain the
compressive stress
concentration induced drilling
process and breakage of the rock
results in zones of enlargement
called breakout. The main idea in
this method is that the breakout
occurs in the direction parallel to
the minimum in-situ stress
component.

The method can be used in
boreholes several kilometers
deep and all rock types.
However, the theory of the
method has limited value if the
rock is anisotropic or time
dependent or borehole wall
yields. No standard or SM exists
for this method yet.

Other Methods:
(a) Indicator Methods:
• Fault-slip data analysis Measurement of striations on

faults can be used to
determination of the orientation

Advanced knowledge of the
rock deformability properties is
not required. In case of the



allocated toward laboratory testing. Laboratory tests can usually only be carried out on
intact rocks of small sample sizes due to the limited size and loading capacity of the
testing equipment. Therefore, the laboratory test specimens will be much smaller than
the scale of interest for a typical engineering project. The results will then be represen-
tative of the extreme end of the strength and deformability values for a jointed rock
mass and provide very little consideration of the influence of the discontinuity network
on the strength and deformability of the rock mass.

Table 4 (Cont.)

Method Description Feature

as well as the magnitude of in-situ
stress field. Simple methods along
a single discontinuity under axi-
symmetric loading (Jaeger, 1960;
Bray, 1967) and more complex
methods under 2- and 3-D stress
fields (Jaeger & Cook, 1976;
Amadei & Savage, 1989; Morris
et al., 1996) were proposed. The
most recent method, proposed
by Aydan (2000), is capable of
inferring the stress state from a
single fault.

estimation of the current is-situ
stress field, there must be
sufficient evidence that the
striations used are related to
that stress field.

• Earthquake focal mechanism By analyzing the earthquake fault-
plane solution, a best fit regional
stress tensor can be determined
by means of inversion technique.
Estimates relative magnitudes of
the three in-situ principal stress
components and their
orientation.

Provides data about in-situ
stresses at greater depths
(5–20 km) and is most effective
for large earthquakes.

• Core disking (e.g., Dyke, 1989;
Natau et al., 1989; Haimson &
Lee, 1995)

Geometry of stress-induced core
fracturing due to high horizontal
stresses indicates stress
components.

The morphology of the disks
can be used as an indicator of
the direction and approximate
ratio of the horizontal stresses.

(b) Indirect Methods:

• Acoustic method (Rivkin et al., 1956)
• Seismic and microseismic methods (Swolfs & Handin, 1976; Talebi

& Young, 1989; Martin et al., 1990)
• Blasthole-damage method (Aydan, 2013)
• Sonic and ultrasonic methods (Aggson, 1978; Pitt & Klosterman,

1984; Sun & Peng, 1989)
• Radioisotope method (Riznichanko, 1967)
• Atomic magnetic resonance method (Cook, 1972)
• Electromagnetic methods (Petukhov et al., 1961)
• Holographic methods (Smither et al., 1988; Smither & Ahrens,

1991; Schmitt & Li, 1993)

Kaiser effect method (e.g. Kanagawa et al., 1976; Holcomb & Martin,
1985; Momayez & Hassani, 1992; Seto et al., 1992, 1997)

Indirect methods measure
stresses by looking at changes in
some physical, mechanical or
other rock properties as a
result of a change in stress.

Except for the Kaiser effect
method which is based on AE
measurements, these methods
have not gained much
popularity in practice and there
exists no standard or SM for
them.
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(a) In-situ direct shear test for discontinuities:
Because of scale effects, there is no simple method of predicting the in-situ shear
strength of a rock discontinuity from the results of laboratory tests on small
specimens, and therefore, in-situ tests on large specimens are the most reliable
means.

The advantages with the in-situ shear test, in addition to minimize possible scale
effects, are that the joint can be tested in undisturbed conditions. By doing so, the
effect on the peak friction angle from infillingmaterials such as silt and loose pieces
of weathered rock are considered. For this purpose, in-situ direct shear test is
conducted in the field. Since it is an expensive test, it is generally used for
critically located discontinuities filled with a very weak material, such as soil-like
material or gouge. A relatively large surface area is tested to address unknown scale
effects and themethod covers the measurement of peak and residual shear strength
of in-situ rock discontinuities as a function of normal stress to the sheared plane
(Figure 13). A further important advantage of direct shear tests is that generally
they also permit large shearing displacements. The testing procedure is given in
ISRM (1981, 2007) and ASTM (2012).

(b) In-situ large triaxial tests for rock masses:
In many countries, the number of construction works for large scale structures has
increased recently, and in addition to stability-based designs, displacement-based
designs also became important. Therefore, measuring stress-strain relationship of
rock masses is very essential. With the aid of recent developments in laboratory
testing methods, evaluation of the stress-strain relationships and shear strength of
rocks much more accurately than it was before. Yet, due to previously mentioned
issues such as scale effect and sampling quality, the sampling and testing of
undisturbed samples that are sufficiently large to represent rockmass properties
is extremely difficult. Therefore, the direct measurement of rock mass
properties is the most accurate and reliable method. For studying the
deformation properties of rock masses, large-scale field tests such as plate
load test, flat jack test, etc. are very common in rock engineering applications.

Figure 13 Typical arrangement of equipment for in situ direct shear test and a view from the test at the
bottom of a shaft (GIF, 2004a).
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But, stress-strain relationships cannot be measured directly, and they are mostly
suffering from loosening and disturbance effects. Apart from deformation
characteristics, the strength characteristics of rock masses have been investigated
separately in general, by in-situ rock shear tests.

Since Leopold Müller and his team (Müller, 1961) conducted in-situ triaxial
tests during construction of the Kurobe Dam (Japan), these tests have belonged to
the standard repertoire of in-situ tests. Either the test specimen is removed from the
rock and then subjected to a genuine triaxial test with hydraulic cylinders or, as a
variation, the specimen is loaded triaxially with hydraulic presses and the mean
and smallest main orthogonal stress is applied by pressure pad (GIF, 2004b)
(Figure 14a). After the development of a sampling and testing technique for
60 cm diameter specimens of jointed hard rock, it was possible to bring rock
mass into the laboratory and to test it under well-defined conditions (Natau
et al., 1983). Thus, a method to obtain large scale samples from the field and to
determine the shear strength of jointed rock using a large scale apparatus in
laboratory under radial symmetric triaxial states of stress was developed and
approved by the ISRM as a SM (Natau et al., 1989; ISRM, 2007).

In this method, because of its high cost, a multi-stage technique using a single
sample is recommended. This approach can be very useful for the case of non-
homogeneous rocks or when the number of specimens is limited. However, the
shear strength properties are prone to be underestimated by this method (Kim
& Ko, 1979), and this technique results in sample disturbance under different
loadings during testing. It is also noted that this method is a laboratory test, and
large scale sampling is an expensive and time-consuming procedure. In order to
solve the above mentioned problems, in recent years, some attempts have been
made to directly measuring average stress-strain relationships and to investigate
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Figure 14 (a) In-situ test on a large triaxial specimen (1: abutment in the ridge of the test gallery, 2: reaction
beam, 3: spherical seat, 4: three pressure cylinders, 5: load distribution plate, 6: pressure pad, 7:
horizontal displacement gauge, 8: vertical displacement gauge; GIF, 2004b), (b) loading and
lifting stages of the test procedure of in-situ triaxial test for rock masses suggested by Tani et al.
(2003) and a specimen retrieved after in-situ triaxial test (Okada et al., 2006).
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strength and deformation characteristics of rock masses using in-situ triaxial
testing methods. For example, a down-hole large triaxial testing equipment was
developed by Tani et al. (2003) in Japan. In 2006, a new trial series of tests using
this method was carried out at the site of rhyolitic-tuffacious rock and
rudaceous rock (Okada et al., 2006). The results were found acceptable and it
was generally agreeable with previous studies results in the same site. The test is
conducted on a hollow cylindrical specimen prepared at the bottom of a drill-
hole (Figure 14b). Average axial as well as lateral strains can be measured in a
center hole and an outer slit by a novel technique of instrumentation for cavity
deformation (Figure 14b). Another effort wasmade by Zhang et al. (2011), who
developed a triaxial test system to test rock mass samples with a size of 50 × 50 ×
100 cm, and the system provides new means for the estimation of deformation,
strength and breaking properties of deep and complicated rock masses. However,
no standard or a SM for the in-situ triaxial test is available yet and such studies are
rather limited. Therefore, further experiments are needed.

In-situ measurements of deformation modulus:
There are two main geotechnical considerations in the design of any rock
engineering structure: (i) the maximum load that can be supported by the rock
mass without catastrophic failure, and (ii) the relativemovement of the rockmass
under the application (or removal) of loads. In terms of strength, the maximum
load, that a rock mass can support, is called failure strength. The movement or
deformation of a rock mass under a given stress can be estimated from the
deformation modulus. Estimating both the failure strength and deformation
modulus is important for designers. The static deformation modulus is among
the parameters that best represent the mechanical behavior of a rock and of a
rock mass, in particular, when it comes to underground excavations. This is why
most numerical (e.g. finite element, boundary element) analyses for studies of the
stress and displacement distribution around underground excavations are based
on this parameter (Palmström & Singh, 2001). For its determination, there are
two alternative ways:

(i) via the indirect estimates based on the properties of the intact rock and
discontinuities which together make up the rock mass properties (empirical
equations), and

(ii) via the properties of the rock mass as measured or estimated directly in the
field.

A number of empirical equations have been developed that correlate various rock
properties or rock mass classification systems, such as RMR (Bieniawski, 1989)
and Q (Barton et al., 1974) systems, to in-situ modulus. A compilation of some
empirical relationships is listed in Palmström & Singh (2001) and most recently
majority of them have been compiled by Aydan et al. (2013). The indirect proce-
dures to estimate the deformation modulus are simple and cost-effective, when
compared with the in-situ tests. The rock mass classification schemes have been
originally developed to determine support systems for tunnels, based on prac-
tical experience, a database of geological properties and performance of the
support systems used in previous underground engineering projects. But, since
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the application of classification methods is mostly limited to the preliminary
stages of engineering projects, detailed in-situ testing methods should not be
fully replaced by them. There are different in-situ test methods available to
estimate deformation modulus of rock masses. However, only the followings
have ISRM suggested methods (ISRM, 2007): plate load tests, radial jacking
test, flat jack test, and the dilatometer tests (Table 5). Other test methods, that
are not standardized, are described in the literature.

(d) In-situ creep test:
Dusseault & Fordham (1993) indicate that in cases where creep is along a large
planar feature, such as a pillar roof line in stratified deposits, it is impossible to
obtain representative laboratory data, thus extrapolation from laboratory tests is
not feasible, and in-situ creep test becomes the only source of design information.
In-situ creep testing gives bulk parameters and they may also be used to verify
and refine numerical model predictions. Despite some disadvantages (such as
rarely homogenous stress and strain states, stresses seldom known accurately,
concentration of creep in a singlematerial or interface, and obtaining the test data

Table 5 In-situ deformability tests covered by the ISRM SMs and ASTM.

Test Method Description

Plate Loading Test(1, 2) Superficial Loading Two areas (each ≈ 1 m in diam.) opposite to each other in
small tunnel or adit are simultaneously loaded by flat
jacks, and rock mass deformations are measured in
boreholes behind each loaded area.

Down a Borehole Load is applied to the flattened end of a large borehole
(min. diameter 0.5 m), and displacements of the bottom of
the hole from a reference level are measured.

Radial Jacking Test(3) Certain length of circular tunnel is loaded radially using a
test chamber with circular cross section. The loading is
provided either internally pressurizing the chamber or by
hydraulic jacks located circumferentially around it. The
radial displacements occurring in the rock mass
surrounding the chamber area are measured by the
extensometers located in the radial boreholes.

Large Flat Jack Test(4) The rock mass is loaded using large flat jacks located in
slots created by cutting rock with large disk saw or by line
drilling a series of boreholes. The displacements of slot
walls are measured at several points by deformeters built
in the jacks.

Borehole Expansion
Tests(5)

Flexible
Dilatometer

An expanding probe (dilatometer) is used to apply
pressure on the walls of a borehole, and either the
volume change or radial displacement caused by the
expansion is measured.

Stiff Dilatometer Expansion pressure is applied against opposite walls of a
borehole by the stiff loading platens of a dilatometer (i.e.
Borehole or Goodman Jack) and the change in borehole
diameter is measured.

Notes: (1) ASTM D4394-08 (ASTM, 2008f), (2) ASTM D4395-08 (ASTM, 2008g), (3) ASTM D4506-13
(ASTM, 2013b), (4) ASTM D4729-08 (ASTM, 2008h), (5) ASTM D4971-08 (ASTM, 2008i)
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reflecting behavior of damaged or non-representative material; Dusseault &
Fordham, 1993), in-situ creep test is useful particularly for a large mine or civil
engineering structure susceptible to creep, perhaps extended for several years into
the construction phase. In-situ creep behavior of rock mass can be performed on
a joint plane or a pillar by introducing flat jacks (Figure 15a) or loading an entire
structural component such as a room or a section of a tunnel (Figure 15b,c), and
testing of isolated elements such as a series of clay-filled, steeply inclined faults, is
a vital method for in-situ creep assessment (Dusseault& Fordham, 1993). Due to
its expensive and time-consuming nature, application of in-situ creep test is
rather limited.

However, there exists a standard method for in-situ creep measurements
recommended by ASTM (2008j), i.e., ASTM D4553-08: Standard Test Method
for Determining In Situ Creep Characteristics of Rock.
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Figure 15 In-situ creepmeasurements: (a) flat jacks loading a pillar (redrawn fromDusseault & Fordham,
1993), (b) in-situ creep testing of a room by rigid plate bearing (ASTM, 2008j), (c) isolation of a
tunnel section in salt rock for internal pressure creep testing (redrawn from Dusseault &
Fordham, 1993).
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3.2.4 Most recently developed in-situ test methods

Most recently, some new in-situ test methods, which were also approved by the ISRM
as SMs (ISRM, 2014), were developed for rock fracture observations, for measuring
rock mass displacements, and for estimating elastic stiffness, strength and hydraulic
properties of the fractures. One of these methods (Li et al., 2013a) is intended to
directly observe fractures in a rock mass using a digital optical borehole camera
through pre-drilled boreholes, with characteristics of the fractures being surveyed in
both air and clear fluid-filled borehole. In this method, by comparing the fractures
observed at different times, the fracture initiation, propagation and closure occurring
in the rock mass can be evaluated. In addition, with the aid of an adoption to detect
possible stress induced damages in the borehole, the method can also be helpful to
estimate in-situ stress orientation. The second method (Li et al., 2013b) aims to
measure rock mass displacement occurring as the result of surface and underground
excavations, movement of artificial slopes, and foundation loads using a sliding micro-
meter with a precision up to ± 0.002mm/m. Themethod can also be applied tomeasure
settlement in earth or rock fill dams and dam abutments. The third method, called
“Step-rate injection method for fracture in-situ properties (SIMFIP)”, is suggested to
estimate normal and shear stiffness, strength (cohesion and friction angle) and hydrau-
lic properties (hydraulic aperture and storage) of the fractures using a step-rate injec-
tion of a given water volume to produce micro-scale elastic and inelastic deformations
of a localized fractured rock mass volume (Guglielmi et al., 2014).

4 STANDARDIZATION OF TEST METHODS

“Test method” is a definitive procedure for the identification, measurement and
evaluation of one or more qualities, characteristics or properties of a material.
Numerous tests methods have been developed for direct or indirect determination
of a certain physical or mechanical property of rock materials; however, only a few of
them have become widely-used or recognized by the people who need or use the
certain property in their field of application. For example, some of the test methods
employed to determine the tensile strength of intact rock are depicted in Figure 7. As it
is well known, only one method (i.e. the Brazilian or splitting tensile strength test) has
become the most widely-used one in rock engineering. Although the direct tensile test
is the other one of the two recommended test methods to determine the tensile
strength, it has not been as popular as the Brazilian test due to the difficulties
involved. Yet, the easiness or practicality of a test method may bring important
pitfalls. As a matter of fact, erroneous measurements or interpretations are inevitable
if one ignores the theoretical facts and assumptions involved in a particular testing
method. Again, considering the Brazilian test as an example, some of the precautions
are as follows:

(i) The rock specimen must be homogeneous.
(i) The compressive strength of the rock must be larger than the three times of its

uniaxial strength (generally this requirement is satisfied).
(ii) The Young’s moduli of the rock in compression and in tension should be equal.

If the rock is bimodular, a correction must be made (Chen & Stimpson, 1993).

40 Ulusay & Gercek



(iii) The failure of the specimen should start with a crack at the center of the specimen
and the failure load should be taken as the value at crack initiation level
(Diederichs, 1999).

(iv) The rock specimen should not demonstrate transversal anisotropy; otherwise, a
correction is required for the tensile stress occurring at the center of the disk
(Claesson & Bohloli, 2002).

Furthermore, as the people involved in rock mechanics testing well know, repeated
execution of the same test method on the same rock material, whether by the same
operator in the same laboratory using the same equipment or by different operators in
different laboratories using equipment of similar design, will not always yield compar-
able results (Lau, 2009). In this respect, one should consider the “repeatability” and
“reproducibility” of a particular testing method, which generally are not readily avail-
able. The repeatability of a rock mechanics experiment is the precision determined
when the same methods and equipment, used by the same operator, under identical
conditions are used tomakemultiple measurements on identical rock specimens; on the
other hand, reproducibility refers to the precision determined when the same methods,
but different equipment and operators are used to make measurements on identical
rock specimens (Glassel, 2014). In short, the aforementioned and other considerations
have necessitated the use of standard or suggested test methods.

“Standard” is a document that has been developed and established within the
consensus principles of a society and that meets the approval requirements of that
society’s principles and regulations. Standards become legally binding only when a
government body references them in regulations or when they are cited in a contract.
There is also the practical aspect that it may be wished to specify something about the
rock conditions in contracts, then it is useful to use standardized methods within
contractual procedures. Hudson&Harrison (2000) indicate that although the strategy
of rock characterization is a function of the engineering objectives, the tactical
approach to individual tests can be standardized and describe the advantages of the
standardization of rock testing methods as follow:

(i) the standardization guidance is helpful to anyone conducting the test;
(ii) the results obtained by different organizations on rocks at different sites can be

compared in the knowledge that ‘like is being compared with like’; and
(iii) there is a source of recommended procedures for use in contracts, if required.

There are national bodies which produce standards for their own countries. In
particular, American Society for Testing and Materials (ASTM) in the United States
has produced an extensive series of methods for rock testing via Committee D18.12.
Many other countries also have their own wide range of standards, such as British
Standards (BS) in the UK and Deutsche Industrie Normen (DIN) in Germany, and the
methods suggested by Japanese Geotechnical Society (JGS), etc.

After the formation of the ISRM in 1962 in Salzburg, someCommissions on different
aspects of rock mechanics and rock engineering were established by the ISRM. One of
these Commissions was the “Commission on Standardization of Laboratory and Field
Tests”which was established in 1966 at the time of the 1st ISRMCongress. In 1979, its
name was changed to “Commission on Testing Methods” at the 4th ISRM Congress
held in Switzerland. The objectives of the ISRM Commission on Testing Methods are:
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(i) to generate and publish SMs for testing or measuring properties of rocks and
rock masses, as well as for monitoring the performance of rock engineering
structures,

(ii) to raise or upgrade the existing SMs based on recent developments and publish
them in book form,

(iii) to solicit and invite researchers to develop new methods, procedures or equip-
ment for tests, measurements and the monitoring required for rock mechanics
and laboratory or field studies, and

(iv) to encourage collaboration of those who practice in rock mechanics testing.

TheCommission also cooperateswith other ISRMCommissions for the development of
new SMs as most recently successfully done with the ISRM Commission on Rock
Dynamics and Commission on Petroleum Geomechanics.

The ISRM Commission on Testing Methods has been producing SMs for rock cover-
ing awide range of subjects since 1978, and these are widely used by engineers, scientists,
government agencies, and companies. The term ‘Suggested Method’ has been carefully
chosen: these are not standards per se; they are explanations of recommended procedures
to follow in the various aspects of rock characterization, testing and monitoring. An
“ISRMSM” is a document that has been developed and establishedwithin the consensus
principles of the ISRMand thatmeets the approval requirements of the ISRMprocedures
and regulations. If someone has not been involved with a particular subject before and if
this subject is part of a SM, they will find the guidance to be most helpful. For example,
rock stress estimation is not an easy task and anyone involved in measuring rock stresses
should not take on the task lightly. The five SMs concerning rock stress estimation cover
the understanding of rock stress, overcoring, hydraulic fracturing, quality assurance and
establishing a model for the in-situ stress at a given site. In other words, the two main
stressmeasurementmethods of overcoring and hydraulic fracturing are bracketed, firstly
by ensuring that the reader is aware of the rock stress pitfalls, and secondly by ensuring
that the necessary quality checks have been highlighted. The SMs can be used as
standards on a particular project if required for contractual reasons, but they are
intendedmore as guidance. The purpose of the ISRMSMs is, therefore, to offer guidance
for rock characterization procedures, laboratory and field testing andmonitoring in rock
engineering. These methods provide a definitive procedure for the identification, mea-
surement and evaluation of one ormore qualities, characteristics or properties of rocks or
rock systems that produce a test result.

The SMs are developed voluntarily by the Working Groups established by the ISRM
Commission on TestingMethods. An ISRM SM is subject to revision at any time by the
responsible technical committee. From 1974 to the present the ISRM has generated 62
SMs. They are classified into four groups, namely: Site Characterization, Laboratory
Testing, Field Testing and Monitoring. Although some index tests, such as the Point
Load Test, Schmidt Hammer Test andNeedle Penetration Test can be performed either
in the laboratory or in the field using portable laboratory equipment, all index and
mechanical tests, along with the petrographic description of rocks, are considered in
the “Laboratory Testing” group. Note that the 1975 version of the SM for shear
strength of rock joints, and 1978 versions of the SMs concerning triaxial compressive
strength testing, the measurement of Shore hardness, Schmidt hammer test and sound
velocity test were revised in 2014, 1983, 2006, 2009 and 2014, respectively. In the
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“Field Testing” group, the tests are divided into five sub-groups: Deformability Tests,
In-situ Stress Measurements, Geophysical Testing, Other Tests, and Bolting and
Anchoring Tests. The ISRM SMs for laboratory and field tests are listed in Table 6 in
chronological order. In addition, the ISRM SMs books: the Yellow Book (ISRM,
1981), the Blue Book (ISRM, 2007), and the Orange Book (ISRM, 2014), which
include fuller descriptions of the tests on intact rock and rock mass, are also mentioned
in this table.

Table 6 List of the ISRM SMs for laboratory and in-situ (field) tests published between 1974 and 2014 (in
chronological order).

SM for Determining Shear Strengtha,b – 1974
SM for Rockbolt Testinga,b – 1974
SM for Determining Water Content – Porosity – Density – Absorption and Related Properties and
Swelling and Slake-Durability Index Propertiesa,b – 1977
SM for Determining Sound Velocitya,b – 1978
SM for Determining Tensile Strength of Rock Materialsa,b – 1978
SM for Determining Hardness and Abrasiveness of Rocksa,b – 1978
SM for Determining the Strength of Rock Materials in Triaxial Compressiona,b – 1978
SM for Petrographic Description of Rocksa,b – 1978
SM for Determining In-situ Deformability of Rocka,b – 1979
SM for Determining the Uniaxial Compressive Strength and Deformability of Rock Materialsa,b – 1979
SM for Geophysical Logging of Boreholesa,b – 1981
SM for Determining the Strength of Rock Materials in Triaxial Compression: Revised Versionb – 1983
SM for Determining Point Load Strengthb – 1985
SM for Rock Anchorage Testingb – 1985
SM for Deformability Determination Using a Large Flat Jack Techniqueb – 1986
SM for Deformability Determination Using a Flexible Dilatometerb – 1987
SM for Rock Stress Determinationb – 1987
SM for Determining the Fracture Toughness of Rockb – 1988
SM for Seismic Testing Within and Between Boreholesb – 1988
SM for Laboratory Testing of Argillaceous Swelling Rocksb – 1989
SM for Large Scale Sampling and Triaxial Testing of Jointed Rockb – 1989
SM for Determining Mode I Fracture Toughness Using Cracked Chevron Notched Brazilian Diskb –
1995
SM for Deformability Determination Using a Stiff Dilatometerb – 1996
SM for Determining the Indentation Hardness Index of Rock Materialsb – 1998
SM for Complete Stress-Strain Curve for Intact Rock in Uniaxial Compressionb – 1999
SM for in Situ Stress Measurement Using the Compact Conical-Ended Borehole Overcoring
Techniqueb – 1999
SM for Laboratory Testing of Swelling Rocksb – 1999
SM for Determining Block Punch Strength Indexb – 2001
SM for Rock Stress Estimation – Part 1: Strategy for Rock Stress Estimationb – 2003
SM for Rock Stress Estimation – Part 2: Overcoring Methodsb – 2003
SM for Rock Stress Estimation – Part 3: Hydraulic Fracturing (HF) and/or hydraulic testing of pre-
existing fractures (HTPF)b – 2003
SM for Rock Stress Estimation – Part 4: Quality Control of Rock Stress Estimationb – 2003
SM for Land Geophysics in Rock Engineeringb – 2004
SM for Determining the Shore Hardness Value for Rockb – 2006 (updated version)
SM for Determination of the Schmidt Hammer Rebound Hardness: Revised version c – 2009
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Rockmechanics test data are very important in the design, construction and research
of rock engineering. Successful strategy of using rock mechanics test data largely
depends on the efficient data integration, sharing and management among different
departments or organizations. In the past decades, significant development has been
achieved in the engineering test databases and information systems. As a consequence,
people can operate the data more efficiently in many engineering and research projects
by these tools (Li et al., 2012). Since the laboratory testing methods have different
contents, their reports are individually somewhat different. In addition, the output
format of the test data obtained from different testing devices also varies.

Some researchers (Toll &Cubitt, 2003; Toll, 2007, 2008) indicate that, since usually
the reporting of testing results only retained by the tester or in publications, it is difficult
to use and compare them for the same rock types from different sites or different rock
types. This situation created a widely shared concern among rock engineers. In order to
eliminate this concern, some attempts have beenmade to develop and approach leading
to a digital standardized format for the same rock type and different rock types
worldwide (AGS, 1999, 2005; Swift et al., 2004; Exadaktylos et al., 2007; Zheng
et al., 2010; Li et al., 2012). One of these efforts were transformed into an ISRM SMby
Zheng et al. (2014; ISRM 2014) for reporting the results of the ISRM SMs for rock
laboratory tests in electronic format. With this standard electronic format, users in
different locations can upload the information and can store their own data on the web
file and they can be shared worldwide.

5 CURRENT DEVELOPMENTS AND FUTURE NEEDS IN ROCK
TESTING METHODS

Considering the current and new areas of application for rock engineering, the level of
sophistication reached in electronic measurement and control systems, the advances in
data acquisition and processing methods, and the developments in the testing of other

Table 6 (Cont.)

SMs for Determining the Dynamic Strength Parameters and Mode I Fracture Toughness of Rock
Materialsc – 2012
SM for the Determination of Mode II Fracture Toughnessc– 2012
SM for Rock Stress Estimation – Part 5: Establishing a Model for the In-situ Stress at a Given Sitec – 2012
SM for Measuring Rock Mass Displacement Using a Sliding Micrometerc – 2013
SM for Rock Fractures Observations Using a Borehole Digital Optical Televiewerc – 2013
SM for Determining the Mode-I Static Fracture Toughness Using Semi-Circular Bend Specimenc – 2014
SM for Reporting Rock Laboratory Test Data in Electronic Formatc – 2014
SM for Determining Sound Velocity by Ultrasonic Pulse: Upgraded Versionc – 2014
SM for Determining the Creep Characteristics of Rock Materialsc – 2014
SM for Laboratory Determination of the Shear Strength of Rock Joints: Revised Versionc – 2014
SM for Determining the Abrasivity of Rock by the Cerchar Abrasivity Testc – 2014
SM for Step-Rate Injection Method for Fracture In-situ Properties (SIMFIP): Using a 3-Components
Borehole Deformationc – 2014
SM for the Needle Penetration Testc – 2014

Notes: a Published in the Yellow Book (ISRM, 1981); b Published in the Blue Book (ISRM, 2007),
c Published in the Orange Book (ISRM, 2014)
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materials, etc., rock testing methods covered by the ISRM SMs are far from complete.
Experimental rock mechanics has a very wide scope ranging from laboratory to field,
and there exist some issues requiring further researches and a need for further devel-
opments in experimental methods which may lead to new ISRM SMs. As a matter of
fact, there are already new working groups occupied in developing new ISRM SMs.
These methods, which are under preparation and/or in review, are as follows:

(i) Thermal properties of rock (rock material)
(ii) Lugeon test to determine the permeability of rock mass
(iii) In-situ microseismicity monitoring of the fracturing process in rock masses
(iv) Laboratory Acoustic Emission (AE) monitoring
(v) Uniaxial-strain compressibility testing for reservoir geomechanics

Near future trends and needs on experimental rockmechanics are briefly given in the
following paragraphs.

Behavior of rocks under high temperature is more complex and hydro-mechanical
properties are particularly important for the projects involving repositories for spent
nuclear fuel, radioactive nuclear waste disposal, natural gas storage, gas production
from deep coal seams, carbon dioxide sequestration in deep underground, and geother-
mal energy extraction. Particularly, the nuclear waste disposal is one of hot topics in
countries utilizing nuclear energy and/or having nuclear weaponry. In this issue, the
design time frame ranges from 10,000 to 1,000,000 years. The constitutive law para-
meters among coupling of diffusion (C), heat flow (T) and seepage (p) are generally
unknown and further experimental studies are required to obtain the actual values of
Dufour & Sorret coefficients for a meaningful assessment of fully coupled thermo-
hydro-diffusion phenomena (Aydan, 2008).

As a branch of rockmechanics, rock dynamics deals with the responses of rock under
dynamic stress fields, where an increased rate of loading (or impulsive loading) induces
a change in the mechanical behavior of the rock materials and rock masses. Due to the
additional 4th dimension of time, dynamics has been a more challenging topic to
understand and to apply. Rock dynamics remains, at least in the discipline of rock
mechanics, a relatively virgin territory where research and knowledge are limited.
When compared to other aspects of rock mechanics, except a dynamic laboratory
test method suggested by the ISRM (Zhou et al., 2012; ISRM, 2014), guidance and
standards/SMs for rock dynamics testing are generally lacking. Much of the research
works done on rock dynamics is for military. Therefore, there are many issues in rock
dynamics testing requiring further investigations, as summarized by Zhao (2011) in a
most recently published book, such as shear strength of rock joints under dynamic
loads in order to understand the rate effects on shear strength and dilation, and
assessment of mechanical and physical causes of the rate effects on the rock strength
and failure pattern, etc.

Since stress is a tensorial quantity requiring six independent components, estimation
of rock stress is one of the most important and problematic issues in rock engineering
due to the considerable variation in the rock stress at all scales (caused inter alia by
various types of fracturing). As emphasized by Hudson (2008, 2011) and Bieniawski
(2008), although there are some rock stress measurement techniques recommended,
the development of a method of rapidly and reliably estimating the six components of
the rock stress tensor at a given location is an important need. Since the boreholes
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drilled for in-situ stress measurements starts to fail as depth increases, some in-situ
stress influence methods using the experiments in laboratory have also been developed.
As mentioned in Section 3.2.2, AE technique (Kaiser Effect Method) is one of these
potential methods providing simpler measurements. Although the results obtained by
several researchers (e.g., Kanagawa et al., 1976; Holcomb &Martin, 1985; Momayez
& Hassani, 1992; Seto et al., 1992, 1997; Daido et al., 2003) showed a fairly good
correlation between stresses determined with the Kaiser Effect and with some in-situ
methods, Holcomb (1993) indicated that using the AE emitted during uniaxial com-
pression laboratory tests to infer in-situ stresses could not be justified. Further studies to
compare stresses inferred from this method using AE measurement applied suitably on
oriented samples under uniaxial loading and those of well-known in-situ stress deter-
mination methods together with an SM are still a need.

Determination of the strength and deformability for “difficult rocks” is another
important issue in terms of experimental rock mechanics. This term mainly includes
soft rocks and block-in matrix rocks. Rocks whose UCS falls approximately in the
range 0.5–25 MPa as suggested by ISRM is considered as soft rocks. He (2014) also
uses another term “engineering soft rock”, which refers to the rocks that can produce
significant plastic deformation under engineering forces. These rocks are usually sedi-
ments in the process of consolidation and solidification or can also be weathered rocks.
Soft rocks are critical geomaterials since they present several types of problems. They
may present undesirable behaviors, such as low strength, disaggregation, crumbling,
high plasticity, slaking, fast weathering and many other characteristics. They have
intermediate strength between soils and hard rocks; therefore, in some cases, they are
too soft to be tested in rock mechanics equipment and too hard for soil mechanics
equipment, and their mechanical properties are highly sensitive to variations in their
water content (Kanji, 2014). Sampling from soft rocks, their site characterization and
classification under the usual systems such as RMR and Q, which are generally applic-
able to discontinuous media made of hard rocks, are other difficulties. In his paper on
the critical issues in testing of soft rocks, Kanji (2014) indicates that they may lead to
false results: (i) when square prisms are used as an alternative to cylindrical samples,
which are difficult to obtain from soft rocks, they yield an ultimate strength 30%higher
than that for cylindrical ones, and (ii) soft rock samples significantly deform before
failure, even in case of point load strength index and Brazilian tests as an alternative to
the UCS test. He (2014), based on the latest progresses in China on soft rockmechanics,
reported that the large deformation mechanism of engineering soft rocks using sophis-
ticated equipment is to be understood through numerous experiments. However, soft
rocks are still difficult to characterize, sample, test, and predict. Therefore, there seems
to be a consensus that the soft rocks are still not fully understood in engineering
practice and there is a need for further investigations to develop new laboratory and
in-situ testingmethods in conjunctionwith the adaptation of some existingmethods for
soft rocks.

Block-in matrix rocks (Bimrocks), which are the mixture of rocks composed of
geotechnically significant blocks within bonded matrix of finer texture such as mel-
anges, faulted/fractured rocks and other complex geological mixtures (Figure 16a)
(e.g., Medley, 1994), are considered to be another group of “difficult rocks”. Due to
their complex heterogeneity and mechanical variability, the correct geomechanical
characterization and determination of their strength and deformability are quite

46 Ulusay & Gercek



(a)

(b)

VBP: :PBVwoL Low MediumMedium hgiHhgiH

30° 30° 30°

VBP: Low Medium High VBP: Low Medium High

60° 60° 60° 90° 90° 90°

(c)

Sco� Dam melange
Physical models

Sco� Dam melange

Irfan and Tang (1993)

Conserva�ve trend
(Lindquist 1994)

0 20 40 60 80 100

0

10

20

30

Volumetric Block Propor�on (%)

In
cr

.F
ric

�o
n

An
gl

e
(°

)

Figure 16 (a) A typical bimrock consisting of blocks in a sheared shale matrix (Franciscan Complex
melange; Medley, 2007), (b) different block orientations and volumetric block proportions
(rearranged from Lindquist, 1994), (c) strength of bimrocks increasing with volumetric block
proportion (after Medley, 2008: from the data of Lindquist, 1994 and Irfan & Tang, 1993).



challenging issues, and in such cases, it is necessary to reduce expensive and incon-
venient surprises in rock engineering applications. Determination of strength of bim-
rocks is one of the difficult issues in rock engineering. Mechanical properties of the
matrix, the volumetric block proportion, shape and size distribution of blocks, and
their orientation relative to failure surfaces are the main factors affecting the overall
mechanical properties of bimrocks. Figure 16b shows different physical model bim-
rocks prepared by Lindquist (1994).

The arrows in Figure 16b indicate the axial loading and the angle indicated (0o, 30o,
60o and 90o) is the angle between the axial direction and the orientation in which the
blocks are aligned. Each specimen had volumetric block proportions of about 30%
(low), 50% (medium), or 75% (high). These samples were tested in a Hoek triaxial cell
by Lindquist (1994), and it was found that as volumetric block proportion increased,
frictional strength increased and cohesion decreased. Neglecting the contributions of
blocks to overall bimrock strength, choosing instead to design on the basis of the
strength of the weak matrix may be too conservative for many bimrocks in terms of
slope design (Medley, 2008). Based on the study on a physical model melange by
Lindquist (1994), when the block proportions are between about 25% and 70%, the
increase in the overall mechanical properties of bimrocks are mainly related to the
volumetric block proportion (VBP) in the rock mass (Figure 16c). Some efforts have
been performed to assess the strength of bimrocks or faulted/fractured zones based on
physical models and empirical approaches (e.g., Lindquist, 1994;Medley, 1997; Aydan
et al., 1997; Sonmez et al., 2009; Pilgerstorfer, 2014), in-situ tests (e.g., Li et al., 2004;
Xu et al., 2007; Coli et al., 2011), and equivalent material techniques (e.g., Aydan et al.,
1995). Although in case of small blocks floating in a soft matrix, there is a chance to
correlate VBP and bimrock friction angle (Coli et al., 2011) by in-situ large shear box
tests; however, when the size of huge blocks exceed the dimension of the large shear
box, in-situ testing for bimrocks becomes insufficient. Since there is still no consensus
on the available methods to determine strength and deformability properties of bim-
rocks, further studies and combination of their results with existing experiences to
develop more efficient methods are needed.

The preparation of smaller samples from weak and soft rocks even for some index
tests is extremely difficult. In addition, sampling from historical sites, monuments and
buildings for determination of geomechanical properties of rocks is generally discour-
aged. Therefore, in order to overcome these difficulties, the use of non-destructive
techniques has been receiving great attention in recent years. The needle penetration
test mentioned in Section 3.1.1 is one of the non-destructive testing methods. Although
the use of X-ray imaging in experimental geomechanics dates back to the 1960s and has
been mostly considered in soil mechanics (Viggiani & Hall, 2012), X-ray computed
tomography (CT) scanning technique has becoming widely used in rock engineering
and a quite promising non-destructive method. With the aid of this technique, it is
possible to visualize and to investigate various conditions and processes in porous and
fractured rocks without any disturbance to samples and quantitative evaluations are
possible (Figure 17a) (e.g., Otani, 2004; Ito et al., 2004; Sato & Aydan, 2014). Several
scientific studies have been carried out in recent years on the infrared radiation in the
process of rock deformation leading to fracturing and failure (e.g. Aydan et al., 2003;
Liu et al., 2006; Prendes-Gero et al., 2013; Luong & Emami, 2014). The thermal
response of geo-materials would be observed as mechanical energy which is
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transformed into heat during deformation and fracturing. Infrared thermography
technique allows imaging and measuring temperature from radiation in the infrared
spectral band. The procedure makes it possible to precisely determine the potential for
localized detachments in rock masses based on objective criteria, taking the thermal
variations obtained using thermography techniques as data to eliminate their inherent
risk (Prendes-Gero et al., 2013). Figure 17b shows an example of the infrared thermo-
graphy images of samples in Brazilian compression experiments associated with frac-
turing. As noted from the infrared thermograph images, high temperature bands
appear along some zones before rupture and these high temperature bands eventually
constitute the major fracture zones. The application and use of this technique to detect
and evaluate quantitatively the extent of damage in brittle geomaterials owing to the
non-linear coupled thermo-mechanical effects is quite promising.

A new non-destructive test method, called “the scratch test”, is based on the effort
initiated at the University ofMinnesota in themid-90s (Detournay et al., 1997) to build
a scientific apparatus to study the cutting action of a single cutter in order to assess the
dependence of the cutting force on the rockmechanical properties and on the UCS. The
UCS of rocks can be estimated from the scratch test performed under controlled
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Figure 17 Examples of some promising non-destructive test methods: (a) X-Ray CT scan images and
CT value distribution with height at different time intervals for a tuff sample (Sato & Aydan,
2014), (b) infrared thermography images of samples in Brazilian experiments (Aydan, 2014),
(c) rock strength device used in scratch test (www.cefor.umn.edu; Richard et al., 2012).
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conditions, namely with a sharp cutter and at depth of cut small enough to guarantee
that cutting takes place in the ductile regime (Figure 17c). This method offers several
advantages over conventional tests. These are: (i) the results are not affected by the
sample dimension, and thus only a small volume of intact rock is required to assess its
strength, (ii) the sample preparation is limited as it only requires performing a pre-cut
on the sample surface to obtain a flat reference surface that ensures a constant depth of
cut along the groove, (iii) the test offers a high degree of repeatability, and (iv) the semi-
destructive nature of the test is an interesting asset, as it allows additional group of tests
to be conducted on the same sample (porosity, permeability, sound velocity, uniaxial
compression, triaxial test, etc.) (Richard et al., 2012). The scratch test seems an
attractive alternative to conventional UCS test and to indirect methods such as the
point load test and the Schmidt hammer test.

In conventional triaxial tests, the cylindrical rock specimen is subject to axisym-
metric state of stresses in which two of the principal stresses are equal to each other. For
example, in the conventional triaxial compression (CTC) tests, the axial stress is larger
than the confining stresses (i.e., the intermediate and minimum principal stresses are
equal or σ1 > σ2 = σ3). The failure characteristics as well as the strength parameters
obtained in such tests are used in failure criteria that ignore the effect of intermediate
principal stress on the failure of rocks. Similarly, the conventional triaxial extension
(CTE) tests, in which the confining stresses are larger than the axial stress (i.e., the
intermediate and maximum principal stresses are equal or σ1 = σ2 > σ3), suffer from the
same shortcoming. Yet, in the true triaxial test (TTT), all principal stresses acting on the
sample are unequal (σ1 ≠ σ2 ≠ σ3). The results of the TTTs on rocks, which started in the
late 1960s and early 1970s byMogi (1969, 1971, 1972), showed that the intermediate
principal stress indeed affects the strength and failure of rock material. As a matter of
fact, there exists a failure criterion which is based on true triaxial testing of rocks
(Chang & Haimson, 2012; ISRM, 2014). Presentations of typical test results obtained
from such tests are shown in Figure 18. Further information on the TTT of rocks can be
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Figure 18 Typical presentation of results from the true triaxial tests (σ1, σ2, and σ3 are the maximum,
intermediate, and minimum principal stresses, respectively) (arranged from Chang &
Haimson, 2012; ISRM, 2014).
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found in Mogi (2006), Kwasniewski et al. (2012), etc. An important limitation of the
criterion is that it requires the use of a true triaxial testing apparatus; also, there is no
any accepted standard or SM for the TTT.

Cutting and drilling performances as well as the wear of tools and equipment are
decisive for the progress of excavation and drillingworks. Excavatability is a termused in
underground construction to describe the influence of a number of parameters on the
drilling, blasting or cutting rate (excavation performance) and the tool wear of a drilling
rig, road header or tunnel boringmachine (TBM) (Thuro& Plinninger, 2003). As can be
seen from Figure 19, which illustrates the interactions of the main factors involved in
excavatability, mechanical properties of rock and rock mass play an important role in
excavation performance. There are a number of laboratory testmethods to determine the
properties of rocks in terms of excavatability for the proper selection, performance
prediction of mechanical miners, tool wear, etc., and they are given in the literature in
necessary detail (e.g., Bruland, 1998; Bilgin et al., 2014). However, some of the methods
have still no standard or suggested method or under improvement. By considering the
increasing interest in TBMs and deep borings, some improvements on determination of
excavatability and drillability parameters and the preparation of associated ISRM SMs
are also some of the near future expectations which may assist considerably in the effort
of predicting excavatability and in the assessment of drilling performance.

A number of geophysical methods are available to be used in rock engineering.
However, newer sophisticated instrumentation with increased measurement sensitivities

Figure 19 Conceptual overview of the three main parameters influencing excavatability (arranged from
Thuro & Plinninger, 2003).
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will permit geophysical techniques to play an increasingly important role in rock engi-
neering. There is a need to obtain more rock property information, particularly on the
geometry and mechanical properties of rock fractures. More emphasis will be given on
geophysical methods in site investigation through rapidly developing seismic techniques,
especially tomography and associated 3D visualization methods.

As emphasized by the ISRMCommission on Geophysics (Matsuoka, 2011), because
carbon capture and storage (CCS) is becoming one of the key technologies for the
reduction of CO2 emission in the atmosphere, rockmechanics is expected to contribute
to the procedures. Geophysics is also expected to play a central role for monitoring and
verifying CO2 movement in the ground. Although geophysics has been applied already
to several CCS fields, there still remain many challenges to be solved in the future.

As a result of extracting oil from deeper andmore difficult geological settings, the use
of rock mechanics in petroleum engineering has become increasingly important since
the 1970s (e.g., Roegiers, 1999). In terms of rock testing, the factors are mainly the
measurement of in-situ stresses, particularly shale and sandstone characterization, and
petroleum engineering related laboratory tests such as the thermo-hydro-mechanical
behavior of shales (ARMA, 2012). Boring and testing issues including coring guidelines
and best practices, minimizing core damage, identifying core damage, sample prepara-
tion and handling, “best-practice” testing protocols, index testing, non-standard tests
(e.g. creep, high temperature, high pressure, reactive fluids and fractured rock) and the
use of analogue materials will be the important developments expected in this area in
the near future.

When the stresses at the excavation boundary reach the rock mass strength, a brittle
failure occurs that is often called “spalling”. The spalling phenomenon takes place as a
high compressive stress induces crack growth behind excavated surface, and buckling
of thin rock slabs occurs (Figure 20a, b) (Siren et al., 2011). Rock spalling is an
important aspect in rock engineering, particularly in underground studies and in the
preservation of man-made historical underground openings. As emphasized by the
ISRMCommission onRock Spalling (Diederichs, 2008), the focus is mainly on spalling
in hard and low porosity rocks. In terms of experimental rock mechanics, the near
future primary tasks are providing guidelines for laboratory procedures to detect
damage thresholds and suggesting field observations using the televiewer, core disking
(Figure 20c), etc., which can be used during investigations to assess the spalling
potential. The exact mechanism of spalling in foliated rocks also needs clarification.

Figure 20 (a) and (b) examples of spalling in underground openings (Kaiser, 2010), (c) core disking.
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The ISRM SM for compressive testing of intact rock samples does not discuss the
measurement of crack damage thresholds in a compressive test. The ISRMCommission
on Rock Spalling developed a guideline (Ghazvinian et al., 2012) for estimation of
onset of crack damage thresholds for brittle rock in laboratory, and it is expected that
the updated and comprehensive version of this guideline would be a candidate ISRM
SM in near future.

Long-termmaintenance and preservation of man-made historical andmodern rock
structures as well as waste disposal sites become important issues in geo-engineering.
Although they are well-known issues, quantitative evaluation methods are still lack-
ing. Important issues are how to evaluate the weathering and degradation rates and
effect of variations in water content on rocks with minerals or particles susceptible to
water, and to incorporate these in the stability assessments (e.g., Aydan, 2003; Ulusay
& Aydan, 2011). Available methods such as slake durability, drying and wetting,
freezing and thawing, and swelling tests can be used for the purpose. However,
disintegration of rocks during wetting-drying and freezing-thawing laboratory
tests, in which weather conditions are simulated, occurs faster than the natural
processes in situ, and they are also insufficient to provide experimental data for
constitutive and mechanical modeling. Therefore, the development of new experi-
mental techniques and/or modification of the existing methods to solve this problem
is urgently needed.

In summary, although a considerable progress has been achieved during the 50 years
of the ISRM Commission on Testing Methods, the future promises many important
and exciting developments in rock mechanics testing.
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Chapter 2

Progress and applications of rock
true triaxial testing systems

X. Li, A. Wang & L. Shi
State Key Laboratory of Geomechanics and Geotechnical Engineering, Institute of Rock and Soil
Mechanics, Chinese Academy of Sciences, Wuhan, Hubei, China

Abstract: This paper intends to make a global and historical review of the development
and application of rock true triaxial testing (TTT) systems. The TTT systems can
generally be classified into three types, i.e., rigid loading type (Type-I), flexible loading
type (Type-II) and mixed loading type (Type-III).Each type has their respective advan-
tages and disadvantages in terms of loading capacity, the end friction effect, blank
corner effect, experimental accuracy as well as the functional extendibility. Type-III has
higher level of overall performance. Type-I appeared first and dominated in number at
the early time. After 1980s, the number of Type-III true triaxial machine has steadily
increased. Now, Type-I and Type-III machines are approximately the same in number.
They are bothwidely been used in rockmechanics. The paper also focuses on the results
obtained from Type-III regarding the influence of intermediate principal stress on
strength, deformation characteristics, permeability change features, etc. In the end,
comments and recommendations are made for the further development of TTT
techniques.

1 INTRODUCTION

The three principal stresses in the earth’s crust, generally speaking, are not equal to one
another (σ1 > σ2 > σ3). Their differences are more obvious in the shallow part of the
earth’s crust (Brown et al., 1978;McGarr et al., 1978; Jing et al., 2007) andmay further
enlarge and change dynamically in the surrounding rocks of caverns or underground
chamber. It is these differences and dynamic changes that determinewhether the earth’s
crust and engineering surrounding rocks will be damaged and their damage and failure
modes. Conventional triaxial testing systems (σ1 > σ2 = σ3 or σ1 = σ2 > σ3) can be used to
partly apply and control the above-mentioned stress states, thus they may play a great
role in understanding the mechanical behaviors of surrounding rocks. However, they
can only independently control confining pressure and axial pressure and limit the
loading stress path in two fixed planes (σ3 and σ1) in the stress space, which is not
enough to support us to completely understand the mechanical properties of rocks
beyond these two planes (σ2 is between σ3 and σ1). Since the 1960s, more and more
researchers have paid great attention to the experimental methods used to apply the
general stress state, and developed various devices based on different principles and
structures.



Previous experiments have shown that the intermediate principal stress has impor-
tant effects on the mechanical and seepage characteristics of rocks, and plays a unique
role in understanding deep engineering destruction and fluid migration process.

The intermediate principal stress effect is crucial for understanding and analyzing
rock burst disasters in deep mining. Deep rocks generally are subject to high stress and
high deviation stress environments, excavation and unloading will result in the redis-
tribution of stresses on cavern walls, causing the rock body to transfer from its initial
3-D stress state to the 2-D stress state. For the wall rock of hard and brittle nature, then
the elastic strain energy stored in the rock body is suddenly released, causing rock burst.
Considering that the role of the intermediate principal stress could well explain the
“Onion-skin-type fracture” failure phenomena (Cai, 2008) as well as rock outburst
phenomena (Gong et al., 2012) observed in the field, as shown in Figure 1, most true
triaxial testing machines developed in recent years are used to study rock bursts (He,
2007 # 283; Zhang, 2012 # 333; Du, 2013 # 328).

CO2 capture and storage (CCS) is one of the effective measures to reduce CO2

emission. CCS is to sequester physically and chemically captured CO2 into under-
ground at the supercritical fluid state. The long-term stability of sequester strata is the
key for safe storage of CO2. Li et al. (2003) pointed out that making sure that CO2

staying within the predefined zone in a certain period of time is the key to ensure safe
CO2 sequestration. However, this depends on the sealability or tightness of the caprock
subject to reservoir pressure build-up due to CO2 injection. This is closely related to the
mechanical processes of strata, such as the permeability change or fracturing of intact
caprock and activation of existing fractures. Considering the economy and safety
factors, the depth of CO2 storage is generally in the range of 1000~3500 m (Li et al.,
2006; Li et al., 2003) and the difference between the intermediate principal stress and
the minimum principal stress will be great.

In addition to the above-mentioned two kinds of engineering projects, similar
engineering problems also exist in high level radioactive nuclear waste depository,
underground power house, and the like.

The above engineering and scientific needs have driven true triaxial testing techni-
ques to advance steadily and diversely.

(a) (b)

σ1
σ2

σ3

Figure 1 (a) Granite slab of layered fractures that occurred at the Mine-by tunnel (depth 420 m) at URL
(Cai, 2008). (b) Rock burst in drainage tunnel (depth 454 m) in Jinping II Hydropower Station
Project (Gong et al., 2012).
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2 DISCOVERY OF THE INTERMEDIATE PRINCIPAL STRESS
EFFECT

The intermediate principal stress has an important effect on the strength of rocks. Based
on the commonly appliedMohr-Coulomb criterion in rockmechanics, the strength of a
material has nothing to do with the intermediate principal stress. However, it is not
always true. Kármán (1911) conducted the conventional triaxial compression (CTC)
test on Carrara marble (σ1 > σ2 = σ3), that is, the cylindrical sample was first com-
pressed by hydrostatic pressure, and then subjected to the constant confining pressure
condition under axial pressure until it failed. During the test, the direction of the
maximum principal stress σ1 was consistent with the axis of the sample, and the
intermediate principal stress was equal to the minimum principal stress and to the
confining pressure. Thus, he obtained the lower curve shown in Figure 2 (a). Böker
(1915) performed a conventional triaxial extension (CTE) test on Carraramarble (σ1 <
σ2 = σ3). Different from Kármán’s test, the axial pressure kept invariant, increasing the
confining pressure until the sample was failed, and thus he obtained the upper curve
shown in Figure 2(a). The differences between these two curves revealed the impact of
the intermediate principal stress on the strength of rocks: that is, the strength of CTE
test was higher than that of the CTC test. Thereafter,Murrell (1965),Mogi (1967), and
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Figure 2 Intermediate principal stress effect found in triaxial compression tests and triaxial tensile tests.
(a) Carrara marble: Tests carried out by Kármán (1911) and Böker (1915); (b) Westerly
Granite: by Mogi (1967); (c) Dunham Dolomite: by Mogi (1967); (d) Solnhofenlime stone: by
Handin (1967).
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Handin et al. (1967) just to name a few, confirmed the conclusion, and further found
that the impacting degree of the intermediate principal stress on the strength of
different rocks were different, as shown in Figure 2.

The rock strength obtained in CTC tests is always lower than that in CTE tests.
Therefore, the Mohr-Coulomb criterion based on CTC tests in rock engineering may
underestimate the strength of rocks under the common stress state, leading to con-
servative engineering design and increased project costs. Furthermore, since the stresses
used in CTC and CTE tests are all axisymmetric, they are not suitable to study the
mechanical properties of rocks in general stress state (σ1 > σ2 > σ3). To extend the study
to the common stress state, that is, increasing the intermediate principle stress σ2 from
σ1 > σ2 = σ3 to σ1 = σ2 > σ3, it is necessary to explore and develop various true triaxial
test (TTT) systems.

3 TTT DEVICES

Before further discussion, let us give a not very strict definition of a TTT device. The so-
called TTT device refers specifically to those devices that can be used to directly apply
the compressive stress or tensile stress on the surface of a sample to realize a uniform
and general stress state in the sample.

3.1 Primary investigation

Before the advent of a TTT machine, to study the mechanical properties of rock in the
common stress state, researchers mainly took the following measures to realize the
common stress state: 1) applying the combination of confining pressure, axial pressure,
and torsion on solid cylinders (Handin et al., 1967; HANDIN et al., 1960), 2) applying
the combination of internal and external pressure, confining pressure, and torsion on
hollow cylinders (da Gama, 2012; Hoskins, 1969; Jaeger et al., 1966; Mazanti et al.,
1966; Robertson, 1955), and 3) applying punching shear with confining pressure and
Brazilian splitting with confining pressure on disks (Jaeger & Hoskins, 1966;
Robertson, 1955). Table 1 shows the primary studying methods for realization of
general stress state.

It is, to some extent, feasible through a combination of loads upon the cylindrical and
hollow cylindrical specimens to achieve the general stress state, but there are some
drawbacks. With a hollow cylinder as an example, it is known from the derivation of
elasticity that any stress state in the sample can be achieved through the combination of
control loads, either axial pressure, external confining pressure, and internal confining
pressure or axial pressure, external confining pressure, and torque. Thus, the contribu-
tions of these tests to researches on the strength of rocks in the general stress state are
great. However, these tests had some problems. 1) Applying the formula of stress
distribution derived based on the linear elastic theory in rocks is still controversial,
especially as the rock is closer to failure, the dispute is fiercer. 2) The distribution of
stresses in the sample is not uniform with a greater stress gradient, and the thicker the
cylinder walls, the greater the stress gradient is. To solve these problems, Handin et al.
(1967) conducted experiments on hollow cylinders of thin walls (thickness of 0.7 mm).
Mogi (2007) pointed out that the data obtained by Handin et al. on thin cylinders were
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very discrete because the rock sample had a lot of cracks produced during the prepara-
tion of these cylinders.

Still, these tests had some other disadvantages, such as the stress-strain curve and the
experimental curve after rock failure could not be measured. All of these shortcomings
limit their wide application in studies on rockmechanics and require researchers to find
new ways.

3.2 Research and development of TTT devices

To study the mechanical properties of rocks in general stress state, since the 1960s,
many researchers have designed a wide variety of TTT machines to reconstruct the
mechanical response of rocks to the stress environment produced by TTT devices.
Table 2 lists some TTT testing machines in literature.

3.3 Classification

According to different loading media, the loading ways are classified into rigid and
flexible loading ways, both of which have their advantages and disadvantages. Rigid
loading directly applies the pressure produced by the jack through a platen on sample

Table 1 Primary research methods for the realization of general stress state.

Specimen
style

Axial
compression

Torsion External
confining
pressure

Internal
confining
pressure

Punching Brazilian
loading

Researcher

Hollow
cylindrical
sample

1 1 Hobbs 1962, Jaeger &
Hoskins 1966, Mazanti &
Sowers 1966, Hoskins
1969

1 1 1 Mazanti & Sowers 1966,
Hoskins 1969, Dinis da
Gama & Menezes 1974

2 2 Robertson 1955

1 Handin et al., 1967

1 1 1 Handin et al., 1967

1 1 1 1 Handin et al., 1967

Solid
cylindrical
sample

1 Handin et al., 1967

1 1 Handin et al., 1967

1 1 Handin et al., 1967

1 1 1 Handin et al., 1960, 1967

Disk 2 2 1 Robertson 1955

2 2 1 Jaeger & Hoskins 1966

Note: 1. Mainly from Kwaśniewski (2012); 2) In Table, “1” denotes the load can be independently
controlled, “2” denotes the corresponding load kept consistent in the test.
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surface, which is kept to be flat in the loading process. The flexible loading directly
applies fluid pressure provided generally by the hydraulic pump or pressure intensifier
or directly loading through the flat jack on the wrapped sample surface. Thus, the
loadingmedium flexibly contacts with the sample surface in the loading process and the
surface can freely change its shape under the pressure. Although rigid loading has
higher loading capacity, its rigid contact will result in a greater friction on the sample
surface and the surface under the constraint of the rigid plane cannot freely deform. All
these disadvantages are generally referred to as the end effect and result in an uneven
stress distribution on the sample surface. In contrast, flexible loading has no end effect

Table 2 Some TTT testing machines since the 1860s (incomplete statistics).

No. Times Designer Loading way

1 1961 Weigler & Becker (1961) Type-I
2 1964 Bertacchi (1964) Type-I
3 1967 Niwa et al. (1967) Type-I
4 1968 Hojem & Cook (1968) Type-II
5 1970 Mills & Zimmerman (1970) Type-I
6 1971 Mogi (Mogi, 1971b) Type-III
7 1972 Launay & Gachon (1972) Type-I
8 1973 Atkinson & Ko (1973) Type-II
9 1976 Zhang (1976) Type-I
10 1977 Andenaes et al. (1977) Type-I
11 1981 Spetzler et al. (1981) Type-III
12 1983 Takahashi & Koide (1983) Type-III
13 1985 Michelis (1985b) Type-II
14 1986 Furuzumi & Sugimoto (1986) Type-I
15 1986 Li et al. (1986) Type-I
16 1986 Li et al. (1986) Type-III
17 1989 Esaki et al. (1989) Type-I
18 1990 Xu et al. (1990) Type-III
19 1995 King et al. (1995) Type-I
20 1995 Skoczylas & Henry (1995) Type-I
21 1995 Smart (1995) Type-II
22 1997 Sibai et al. (1997) Type-I
23 1997 Ohnaka (1997) Type-III
24 1997 Wawersik et al. (1997) Type-III
25 2000 Haimson & Chang (2000) Type-III
26 2004 Alexeev et al. (2004) Type-I
27 2004 Tiwari & Rao (2004) Type-I
28 2006 Cheon et al. (2006) Type-III
29 2007 Marone et al. (2007) Type-III
30 2007 He et al. (2007) Type-I
31 2009 Walsri (2009) Type-I
32 2011 Bésuelle & Hall (2011) Type-III
33 2011 Li et al. (Li et al., 2012) Type-III
34 2012 Zhang et al. (Zhang et al., 2012a; Zhang et al., 2012b) Type-III
35 2013 Du (Du, 2013) Type-I

Note: The machine type will be introduced in the next subsection.
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and the stress distribution on the sample surface is more uniform, but it has a smaller
loading capacity.

Since a TTTmachine can load independently in three directions, the loading ways in
each direction can be either rigid loading or flexible loading. Thus, it can load in ways
of four combinations: rigid loading in all three directions (3R), rigid loading in two
directions plus flexible loading in the third direction (2R1F), rigid loading in one
direction plus flexible loading in other two directions (1R2F), and flexible loading in
all three directions (3F). Considering that 1R2F and 3F have no significant difference in
the end effects, they are usually combined into one type (Kwasniewski, 2012; Li et al.,
2012; Mogi, 2007; Takahashi et al., 2001). Therefore, TTT machines are often
classified as rigid loading type (Type-I), flexible loading type (Type-II), and mixed
loading type (Type-III).

3.3.1 Type-I: Rigid loading type

This type of testers is developed based on concrete biaxial testers developed in the
1960s (Weigler & Becker, 1961;Weigler et al., 1963). According to its loading balance
ways, it is further divided into two types: three jacks as shown in Figure 3 (a), and three
pairs of jacks, as shown in Figure 3(b). Figure 4 shows their representatives (Furuzumi
& Sugimoto, 1986; King et al., 1995).

The tester developed by Furuzumi & Sugimoto uses three hydraulic pistons to
separately load on the sample through rigid blocks. Correspondingly, it uses the loads
produced by three fixed supports to balance the forces from the three pistons. Because
the supports are fixed, the sample suffers from unidirectional compression toward the
supports in the three stress axes, leading to an increase in end friction and sample
eccentric compression, and eventually resulting in uneven stress distribution on the
sample surface. As shown in Figure 4, the tester developed by King et al. uses three
pairs of jacks to load. The jacks in the σ2 and σ3 directions are fixed on the reaction
ring, the pressures provided by each pair of pistons are the same. If the difference
between the frictions of two jacks in the same direction is less than the friction
between the sample and the other two pairs of pistons, theoretically it is possible to
ensure the sample to avoid eccentric compression during its deformation. However,
three additional hydraulic pistons also increase the complexity and cost of the
device.

(a)  

 

(b) 

σ2 σ2

σ3σ1
σ1σ3
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σ3

Figure 3 Rigid platen type of TTT devices. (a) Three jacks; (b) Three pairs of jacks.
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Due to its rigid loading, this type of testers has a larger loading capacity. Thus they
are widely applied in rock mechanics tests and have prominent advantages for samples
of larger size. Of course, these testers also have some inherent issues. First, to avoid
collision between the end platens, usually the platen size is slightly smaller than sample
size. This will result in blank corner and subsequent stress concentration at the edges of
the sample, impacting the test accuracy. Second, it is difficult to measure the perme-
ability, especially in the case of a high pore pressure. In addition, to solve the sealing
issue, the experimental procedure is too complex and the boundary flow between the
platen and the sample surface remains unsolved. Finally, the acoustic emission (AE)
sensor is difficult to install on the surface of the sample to locating AE events. These
drawbacks to some extent limit the promotion of this type of testers.

3.3.2 Type-II: Flexible loading type

To solve the above mentioned problems, researchers developed TTT systems with
flexible loading in more than two directions. This type of TTT could ensure even stress
distribution on the sample surface and free sample deformation by transferring loading
through flexible medium. Most flexible loading TTT use flat jack to load stress on the
sample surface. The flexible loading TTT was first developed by Koyfma et al. (1964),
followed by Hojem & Cook (1968), Atkinson & Ko (1973), Desai et al. (1982),
Michelis (1985a), and Smart (1995). The materials of flat jack are rubber (Koyfma
et al., 1964), wrought copper sheet (Hojem & Cook, 1968), or polyvinyl chloride
(Michelis, 1985a). Among these devices, the tester developed by Smart (1995) is more
novel. As shown in Figure 5, the device uses a steel piston to load σ1, while uses the
hydraulic pressure from peripheral 24 PVC pipes to load σ2 and σ3, reconstructing the
true triaxial stress state in the cylinder sample. Thus, its applications on cylindrical
samples can be used to compare with those of conventional triaxial tests. Michelis
(1985a) developed a tester with PVC hydraulic pack and rigid prism. Hojem & Cook
(1968) developed a tester with a flat jack as the loading medium. Both of them have
their own advantages.

This test machine via its flexible medium loading solves the problems such as the
blank corner effect and the uneven stress distribution on the sample surface, thus it is an
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Figure 4 Schematic of TTT devices. (a) Furuzumi & Sugimoto Type (1986); (b) King et al. Type (1995).
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ideal TTT devices. And if a rigid platen is installed in one direction, thewater permeable
plate could be installed in this direction to measure seepage. However, because the flat
jack made of copper plate and PVC, etc., has limited loading capacity typically from a
few MPa to 100 MPa, this type of devices is ideal for soil mass and soft rock tests, but
not suitable for the hard rock tests in the high stress state.

3.3.3 Type-III: Mixed loading type

This type of TTT devices uses rigid loading in its two directions and flexible loading (oil
or flat jack) in the third direction. Its representative device is the Karman triaxial tester
modified by Mogi (1971a). As shown in Figure 6, it consists of one pressure chamber
and two servo loading frames in vertical and horizontal directions. The pressure
chamber is connected with the pressure intensifier. Each servo frame is installed with
a jack. σ3 is loaded by hydraulic pressure provided by the pressure intensifier, and σ1
and σ2 are loaded by corresponding jacks. The force needed to move the two servo
frames corresponding to the jacks is smaller than the friction force between the tightly
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Figure 6 Schematic of TTT devices modified by Mogi (1970). (a) Front view; (b) Assembly of specimen
and platens.
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clamped sample and steel platen, thus ensuring the frame to move while the specimen
center remains still in the testing process. Meanwhile, because the device uses only one
jack in each direction, the equipment cost is reduced.

To compare the effect of using rigid loading and flexible loading in σ2 direction,
Mogi (2007, 2012) compared the situations A and B in Figure 6(b) and found no
significant difference. Thus, he believed that the use of rigid loading in 2th principle
stress directions does not bring substantial impact.

Compared with rigid loading TTT machine, mixed loading TTT has the following
advantages: 1) It directly uses oil hydraulic loading on the direction with maximum
impact on the sample strength, the σ3 direction, thus ensuring even stress distribution
on the sample surface; 2) It uses the movable frames in the σ1 and σ2 directions to make
sure that the specimen center is still in the testing process; 3) It can accurately determine
σ3 through directly measuring the displacements between two surfaces in the three
directions; 4) It is cost-effective; 5) It can be used to measure the permeability of the
rock specimen. For example, the fractures obtained by using Mogi-type TTT machine
are always in the σ3 direction, making it more easy to form one dimensional flow, thus
the measured permeability is more meaningful (Li, 2001).

Of course, mixed loading TTT devices also have some shortcomings, such as the
blank corner effect and the end friction. But compared with Type-I devices, these issues
have been greatly improved.

It is because Type-III has more advantages that they have obtained more rapid devel-
opment. Table 2 lists various types of these devices. Among them, themost representative
oneswere developed byTakahashi&Koide (Takahashi et al., 1983),Haimson&Chang
(Haimson & Chang, 2000), and Li & Shi (Li et al., 2012). The device designed by
Haimson&Chang can provide a high stress on the sample of 19mm × 19mm× 38mm,
reaching 1600 MPa, 1600 MPa and 400 MPa in σ1, σ2 and σ3, respectively. The device
developed by Li & Shi uses two horizontal servo loading frames to make sure that the
sample is not eccentric in the loading process and a liftable positioning device to ensure
the initial position of the specimen center to coincide with the load center.

Figure 7 summarizes the advantages and disadvantages of various types of TTT
devices concluded by Li et al. (2012).

3.3.4 Development path

Figure 8 shows the comparison of increments in the numbers of three TTT devices in
various decades. It can be seen from the figure that the total number of TTT devices has
been increased steadily (the decrease in the 2010s is due to statistics only from 2010 to
2015). Type-I devices were the mainstream of TTT devices in the 1960s-1970s and had
awide application after the 1980s, indicating that this type of testers has a large loading
capacity and is really preferred for specimens of larger size. Type-II devices have been
fewer in number, and no new tester appears since the 2000s. This possibly is due to
their lower loading capacity, which limits the scope of their application. Type-III
devices appear latest. But since the 1980s, its number has been increasing steadily.
Figure 9 shows the active period of each Type-III devices. From the figure it can be seen
that the number of operational test machines shows a rising trend overall within the
same period, and 8 test machines are reported in the last five years, revealing that this
type of testers has obtained a broad recognition and application.
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Figure 10 shows the statistical results of relevant literature on Type-III TTT
machines, which are similar to those of Li et al. (2012). Therefore, we discuss the
developmental path by using the statistic results of Type-III device as a representative.
As shown in Figure 10, research basing on Type-III devices gradually increased from
scratch, reaching a peak in the 1980s, declining in the 1990s and then increased rapidly
after 2000. It is worth noting the results from Figure 9 and Figure 10 are consistent. In
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Figure 8 Comparison of increments in the numbers of three TTT devices. Statistical time from 1960 to
2015 with 10 years as a statistical unit. And in the 2010s: from 2010 to 2015.
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addition, it is noted that quite a few papers analyzed the experimental results of other
researchers, indicating the urgent need for TTT machines.

Figure 11 shows the progress of TTT technology and makes it possible to study the
mechanical response of rocks in the TTT stress state from multiple aspects.

1) From pre-peak mechanical behaviors to post-peak mechanical behaviors: From
the 1960s to the early 1980s, one of the important issues on TTT machines is the
impact of the intermediate principal stress on rock strength (due to the lithologic
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complexity, researches on this issue continue in the whole TTT research history)
and themechanisms of deformation and failure of rocks before the peak. Therefore,
the design of testingmachines does not fully consider the rigidity of testingmachine.
The measured test curves are mainly pre-peak curves. Until 1982, Xu (1982)
obtained the full process curve of soft andweak sandstone of high porosity through
Mogi test machine, but he didn’t analyze the post-failure rock zone. Xu et al. (1991,
1992) systematically studied the impact of TTT device rigidity on rock deformation
and failure process. Haimson & Chang (Chang, 2001; Haimson & Chang, 2000)
independently showed in experimental curves that their devices were able to control
thewhole process of hard rock deformation and failure, but they also didn’t analyze
the characteristics of the post-failure rock zone.
Although the post-failure rock zone with TTT machines haven’t basically been

systematically studied, the complete TTT stress-strain process curves obtained by
some researchers provide us with the possibility to further study the mechanical
behavior of post-peak rock.

2) Acquiring diversified information of whole testing process: Through primary test
machines, one only could observe rock deformation during loading through
displacement sensors, strain gauges, etc., and deduce the mechanism of sample
deformation and failure from the stress-strain curves and the morphology of
failure sample. Thus, the information is simpler and not be verified. In the
1980s, after Li et al. (1986) introduced acoustic emission (AE) testing devices
into TTT tester, a few researchers applied AE testing devices to study the proper-
ties of development and propagation of cracks in the rock in the TTT stress state
and obtained the location of microcracks in the rock samples compressed by TTT
machines (Xu et al., 1991; Xu et al., 1992). The most representative research on
this was by Ingraham (2012, 2013b), he used AE positioning technology and
revealed the law of strain localization of deformation of rocks in the TTT state.
However, the application of AE in the TTT machines is still in its infancy and

need to be further studied.
3) From pure solid mechanical behaviors to fluid-solid coupling mechanical beha-

viors: Based on the necessities of energy development, waste storage, and the like,
since the 1990s, researchers began to study permeability change of rocks under the
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Figure 11 Charges in studying content and means of Type-III TTT machines.
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TTT state (Takahashi et al., 1993; Zhang et al., 1999). Later, some researchers
systematically studied permeability change of sandstone subject to complex stres-
ses (Li, 2001; Li et al., 2001; Takahashi et al., 2005; Takahashi et al., 2013).
Recently, Zeng (2015) investigated the variation in permeability of mudstone in
its deformation process. All these studies obtained many useful conclusions.

In short, for the study of the mechanical response of rock to general stresses,
since the 1960s, a variety of TTTmachines have been developed. They are mainly
divided into three loading types, rigid loading, flexible loading, andmixed loading
types. All these devices have their own advantages and disadvantages. Among the
three, rigid loading and mixed loading have become mainstream TTT machines.
Development of mixed loading TTT machines experiences a whole process from
using them to obtain pre-peak mechanical behaviors to post-peak mechanical
behaviors, to using them to acquire information diversification, and to using them
to conduct pure mechanics to conduct fluid-solid coupling researches.

4 REVIEW OF TESTING RESULTS

In the process of TTT devices, researchers have obtained numerous experimental results
and gradually revealed the mechanical properties of rock in the general stress state.

Deformation of rocks subject to TTT stresses or in the TTT stress state mainly affects
the following mechanical properties: strength, deformation characteristics, failure
mode, fracture angle, permeability, and acoustic emission characteristics. All of these
are briefly concluded as follows and described in details in related papers.

For ease of discussion later, the following basic concepts defined by Mogi (1971a,
1972a, 1972b), as shown in Figure 12, are used:

1) Strength: differential stress in failure.
2) Yield stress: differential stress at the first occurrence of permanent deformation.

For most rocks without obvious turning point, it can be defined as the differential
stress corresponding to some small permanent strain, such as 0.2% of the
differential stress.

3) Stress drop: amplitude in stress incline in failure.
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Figure 12 Schematic of basic concept definitions following Mogi (1971).
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4) Ductility: the ability of the test material to resist plastic deformation without
failure. According to the definition by Heard (1960), when the ductility is less
than 3%, the rock is brittle; when the ductility is in the range of 3–5%, the rock is
in the brittle-ductile transition stage; and when the ductility is greater than 5%,
the rock is ductile.

5) Elastic modulus: generally considered to be the slope of the initial straight
segment on the loaded stress – strain curve, and to be precise, the slope of the
unloading segment.

6) Strain hardening coefficient: the slope of the stress – strain curve after yield.
7) Fracture angle: the angle between the normal of the failure surface and the

maximum principal stress, which is complementary to that defined by Mogi.
8) Dilatancy: Dilatancy reflects the volumetric deformation, mostly volume expan-

sion of samples due to compression-induced deviation from the straight segment
and is usually expressed as the volumetric strain Δv /v = ε1+ε2+ε3.

(9) Microfracture events and the number of microfracture events: the number of
elastic impacts accompanied with microfractures.

4.1 Impact on strength

In general stress state, when σ3 keeps constant, the strength of rock shows a trend of
first increase followed by decline with σ2 increasing. Mogi (1971a, 1971b, 1972a,
1972b, 1981, 2007, 2012) systematically conducted several TTT experiments to study
the impacts of the intermediate principal stress on the strength of various rocks
including dolomite, limestone, marble, trachyte, andesite, granite, schist, etc. and
found that the intermediate principal stress σ2 could significantly affect their strength
which shows a trend of increase followed by decrease with σ2 increasing, but this
impact is obviously less than that of σ3. With dolomite as an example, as shown in
Figure 13,Mogi (1971a) plotted the contour lines of the rock strength vs both σ2 and σ3
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and estimated that the intermediate principal stress effect was about 0.2 times of that of
theminimumprincipal stress. His conclusionwas verified later bymany other research-
ers (Chang, 2004; Chang et al., 2000; Haimson, 2006; Haimson, 2011; Haimson &
Chang, 2000; Haimson et al., 2010a; Koide et al., 1991; Lee et al., 2011; Takahashi
et al., 1989; Li et al., 1991; Li et al., 1994; Xu, 1982; Xu et al., 1984; Xu et al., 1985;
Xu et al., 1986). Xu & Geng (1985) further found that the denser and harder the rock
is, the greater the confining pressure and the intermediate principal stress effect on rock
strength. In addition, rocks with a large confining pressure effect also have greater
intermediate principal stress effect.

Theminimumprincipal stress effect of rocks is less than that of the confining pressure
effect. In the comparison between the intermediate principal stress effect and the
minimum principal stress effect, the latter is often obtained through conventional
triaxial compression tests, at this time, σ2 = σ3. What was obtained in this way is in
fact the confining pressure effect, in which contains the intermediate principal stress
effect, rather than solely the minimum principal stress effect. Kwaśniewski et al. (2006,
2013) first experimentally studied the minimum principal stress effect by exerting the
same σ2 but different σ3 on different Rozbark sandstone samples to measure the
strength of rocks and revealed that theminimumprincipal stress effect was significantly
less than the confining pressure effect, but slightly greater than the intermediate
principal stress effect, as shown in Figure 14.

The intermediate principal stress effect of rock strength is different for different
rocks. For some rocks, rock strength is insensitive to the intermediate principal stress.
Chang and Haimson (Chang et al., 2005; Haimson, 2006) found that hornfels and
metapelites are not sensitive to the intermediate principal stress, as shown in Figure
15. Compared with that volumetric expansion occurs in all rocks with the intermedi-
ate principal stress effect, they believed that lack of the intermediate principal stress
effect in these rocks is related to the fact that these rocks have no dilatancy before
fracture.
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Mogi (1972a, 2007) pointed out that the yield stress increased with the intermediate
principal stress the increase of the intermediate principal stress, but didn’t depend on
the change in the minimum principal stress. Chang&Haimson (2007) carried out true
triaxial experiments with impermeable Pohang rhyolite at the jacketed and unjacketed
states, and found that the strength of unjacketed samples was close to the yield strength
of the jacketed samples, and the yield strength showed a trend of first increase which
inclines with σ2 increasing.

The stress path has a certain influence on the strength of rocks. Xu & Geng (Geng
et al., 1985; Xu&Geng, 1984, 1986) studied the intermediate principal stress effects of
granite and marble in several stress paths and found that the stress path of a high
differential stress had a certain impact on the strength of rocks, while other paths had
no obvious impacts. Ingraham et al. (2013a, 2011) analyzed those experimental results
of different stress paths and found that the strength criterion of Castlegate sandstone is
correlative to the third invariant of the stress, especially in the high average stress case.
Xiang et al. (2008) simulated the failure process of rock body in the cutting and
unloading stress path using the true triaxial stress state, They found that the strength
of samples was more affected by unloading and believed that with the interval change
of the intermediate principal stress. Samples mainly suffered from brittle fracturing. In
addition, Mogi (1981) found that in some particular directions, the strength of aniso-
tropic rocks decreased with the increase of σ2.

About the true triaxial strength criterion, it is generally believed that the
yield stress obeys Nadai’s formula (Nadai, 1950), τoct = f1(σoct), while the failure
stress is consistent with the Mogi’s criterion (Mogi, 1971b), τoct = f2(σm,2). In
many researches, the functions, f1 and f2, are linear functions, power functions,
and so on.
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4.2 Impact on deformation features

The effects of the intermediate principal stress on deformation characteristics mainly
include the elastic modulus, strain hardening coefficient, ductility, dilatancy, failure
mode, and fracture angle.

Dependence of the elastic modulus on the stress state is related to rock types. Mogi
(1972b) analyzed conventional triaxial experimental data and found that the elastic
module of monzonite and diabase were independent on the confining pressure, but
those of granite and quartzite evidently increased with the confining pressure increas-
ing. By comparing the curves of the strength and elastic modulus of marble, granite,
quartzite, monzonite and diabase with the confining pressure increasing, Mogi also
found that at a low confining pressure, for the rocks whose elastic modulus was more
sensitive to the confining pressure, their strength was also more sensitive to the confin-
ing pressure and more deviant from the Coulomb strength criterion. Oku et al. (2007)
investigated the relationship of elastic modulus of siltstone to σ2, and found that its
elastic modulus showed a trend of first rise then decline with the intermediate principal
stress increasing, which is related to the closure state of natural pores and cracks inside
rocks. The varying characteristics of the elastic modulus of a rock are similar to those of
its strength, which might imply some intrinsic relation between them.

It is commonly accepted that the strain hardening coefficient increases with the
increase of σ2, but doesn’t rely on the minimum principal stress σ3 (Mogi, 1972a).
However, Xu (1982) experimentally studied the soft sandstone with high porosity and
found that the strain hardening coefficient increased with the confining pressure
increasing, but might decrease with the intermediate principal stress increasing.

Mogi (1971a, 1971b, 1972a) found that the ductility of a rock increased with the
increase of σ3 and decreased with the increase of σ2, and can be expressed as εn = f3(σ1 −
ασ2), moreover, in the form of a logarithmic function as logεn = K1(σ1 − ασ2)+ K2. The
result was further verified by Kwaśniewski & Takahashi (2006).

In 1977, Mogi (1977) first found that in the elastic deformation, the strains, ε2 and
ε3, in the directions, σ2 and σ3, were roughly equal. However, in the non-elastic
deformation, if σ2 was much larger than σ3, ε3 is obviously larger than ε2, shear
dilatancy began to appear. Dilatancy marks the initiation of plastic deformation and
was correspondent to the yield stress. Moreover, Mogi found that the higher the σ2, the
higher the corresponding ε1 or σ1 at the onset of dilatancy, the higher the ratio, ε3 /ε2.
The anisotropic dilatancy could be reasonably explained by the fact that cracks always
opened in the direction perpendicular to the minimum principal stress. Haimson &
Chang (2000) also obtained similar conclusion, and believed that for a fixed σ3, an
increase in σ2 could enlarge the range of quasi-linear elasticity. Kwasniewski and
Takahashi studied the experiments of Śląsk sandstone and Rozbark sandstone
(Kwaśniewski & Takahashi, 2006; Kwasniewski et al., 2003) and found that both
the intermediate principal stress and confining pressure played an inhibitory effect on
dilatancy. In other words, a larger ε1 or σ1 was needed in order to start dilatancy as
increasing intermediate principle stress. When σ2 was lower, rock failure occurred only
after a larger dilatancy, while when σ2 was higher, rock failure occurred without much
dilatancy, which resulted in a sudden occurrence of rock failure, also was a demonstra-
tion of ductility decline. Chang & Haimson (2005) revealed that the strength of
crystalline rocks had a stronger dependence on σ2, which was relevant to the initial
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micro-cracks inside the rock, and an increase in σ2 delayed the course of dilatancy
damage to hornfels and metapelites. The fact that dilatancy did not occur in hornfels
and metapelites also revealed that their strength was not associated with the inter-
mediate principal stress. Chang’s true triaxial tests with impermeable rhyolite in both
the jacketed and unjacketed states (Chang & Haimson, 2007) showed that in the
unjacketed state, the strength of Pohang rhyolite was equal to or slightly higher than
the stress at the initiation of dilatancy, which provided an evidence for the initiation of
dilatancy at the rock yield.

The fracture angle is affected by the stress state. According to the Mohr-Coulomb
criterion, it is generally considered that the fracture angle of rocks is 45º + ϕ/2, and in
fact, even in the conventional three-axis machines, the fracture angle inclines to some
degree with the confining pressure increasing (Haimson & Chang, 2000). In true
triaxial machines, the fracture angle increases with the intermediate principal stress
increasing (Haimson, 2007;Haimson, 2011;Haimson&Chang, 2000;Haimson et al.,
2005; Haimson et al., 2012; Haimson & Rudnicki, 2010a; Haimson et al., 2010b;
Ingraham et al., 2013a; Ingraham et al., 2013b; Issen et al., 2011; Ma et al., 2013; Ma
et al., 2014; Mogi, 1972a; Xu & Geng, 1984), see Figure 16. Some researchers
recommended to use the Rudnicki and Rice formula (Rudnicki, 1975) to treat with
the relationship between the failure angle and triaxial stresses. The formula is a little
complex, and can be found in relevant literature (Haimson, 2007; Haimson, 2011;
Haimson & Rudnicki, 2010a; Haimson & Rudnicki, 2010b; Ingraham et al., 2013a;
Ma et al., 2014; Oku et al., 2007).

The failure pattern of rocks is divided into splitting failure, tension-shear failure,
shear failure, compression-shear failure, compression failure, among which both ten-
sile-shear failure and compression-shear failure are transitional types from splitting to
shear failure and from shear to compression failure, respectively. In a uniaxial case,
rock often suffers from splitting failure. At a low confining pressure, it shows compres-
sion-shear failure, while at a high confining pressure, it shows compression failure. At
this time, the splitting failure surface is roughly parallel to the maximum principal
stress direction, and the shear failure surface obliquely crosses the maximum principal
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stress. However, the compression failure shows no obvious failure surface. In sum-
mary, in a conventional triaxial machine, increase in confining pressure corresponds to
a decline in brittleness and an increase in ductility, and with the ductility increasing,
rock has a transitional trend from splitting failure to compression failure. The inter-
mediate principal stress σ2 serves to reduce the ductility of rock. Therefore, with the
increase of σ2, rock has a trend from compression failure to splitting failure, which has
been verified by many researchers (Ingraham et al., 2013b; Li et al., 1994; Xu et al.,
2000).

Xu et al. (1992) and Ingraham et al. (2013b) utilized AE monitoring methods to
locate microfractures in granite and porous sandstone in the loading process, respec-
tively, and obtained many beneficial conclusions. Xu showed that the acoustic emis-
sion from rock subject to true triaxial stresses undergoes three stages. At the first
stage, there are quite a fewmicrofractures inside the rock sample. At the second stage,
microfractures distribute in the whole rock sample, but fewer than the first stage. At
the third one, microfractures further grow in quantity and to the rock form some non-
microfractures zones. At the time close to failure, they show a zonal distribution,
indicating that only when it is close to failure, the major rupture surface forms.
Ingraham performed a series of tests on stress Lode angle from -30º (corresponding
to triaxial tension test) through 0º (corresponding to pure shear) to 30º (correspond-
ing to triaxial compression test) under different average principal stresses. The results
showed that with the mean stress increasing, the shear zone is difficult to occur. In this
process, the angle of the shear zone continues to decrease until no significant shear
zone occurs. The zonal distribution of AE (i.e. strain localization) forms earlier than
the peak point.

4.3 Impact on permeability features

The impact of true triaxial loading on permeability is in nature the impact of rock
deformation on permeability under true triaxial stress states. As what mentioned
above, the confining pressure increases the ductility of rocks. Thus, under the action
of axial stress, it can cause rocks to transit from splitting failure to compression-shear
failure to compression failure, while the intermediate principal stress acts just opposite
to the confining pressure. It makes cracks within the rock sample arrange along the
σ1~ σ2 plane and finally the failure surface parallel to the direction of σ2, causing plastic
deformation and dilatancy to mainly occur in the direction of σ3.

Takahashi et al. (1993) first studied the impact of the intermediate principal stress on
rock permeability. Later, Li (2001) and Takahashi et al. (2013) systematically studied
the relationships of the permeability of Shirahama sandstone to three principal stresses.
Overall, at the initial stage of the maximum principal stress loading, the permeability
decreases with load increasing, but the decreasing rate (∂k/∂ε1 or ∂k/∂σ1) continues to
decrease with strain or stress increasing until reaches its minimum, which corresponds
to the closure of original cracks within rock samples. The minimum permeability
corresponds to the starting of rock dilatancy, after which, the strains in three directions
start to be dominant. From dilatancy initiation to prior to rock failure, the permeability
increases slowly. In the process of σ1 further growth, several processes occur in the
rock. 1) At a lower confining pressure, brittle failure occurs and the permeability
increases sharply. 2) At a higher confining pressure, no brittle failure occurs in the
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rock in the process from compression to shear failure, and at this time, the permeability
restored later is smaller and slightly lower than the initial permeability. Zeng (2015)
also obtained the similar conclusion from her tests on mudstone, and further demon-
strated that with the intermediate principal stress increasing, the increase in perme-
ability becomes more obvious after the dilatancy point.

Li et al. (2001, 2002) studied the effect of the stress path on the permeability of
Shirahama sandstone and defined the impact coefficient of the effective stress σje to the
permeability ki, namely, αij = ∂log ki/∂σje. Their experimental results showed that αij
was independent on the stress path. In addition, King (2002) utilized his full rigid
loading tester to study the characteristics of elastic wave propagation and percolation
in the rock mass with multiple parallel fractures.

4.4 Other aspects

In addition to above-mentioned studies, researchers also investigated the characteris-
tics of elastic wave propagation (Takahashi, 2012; Takahashi, 1991; Luo et al., 1992;
Zhao et al., 1996), and the characteristics of AE signals including amplitude, fre-
quency, etc. (Mou et al., 1990; Xu et al., 1989) in the true triaxial loading process.
These studies briefly revealed the characteristics of rock deformation in the true triaxial
loading process.

He et al. (2010) conducted the unilateral dynamic loading TTT experiments to
simulate the process of limestone rock burst and used AE monitoring technique during
tests. Analysis of measured AE signal data indicated that there were two principal
frequency ranges in AE signal. AE signal displayed high frequency and low amplitude at
lower stress, while moved toward high amplitude with stress increasing, and showed
low frequency and high amplitude as close to rock burst. All of these data provide some
prediction basis for monitoring rock bursts.

Gong et al. (2012) and Du et al. (2015) reconstructed the slabbing failure phenom-
enon of rock along the maximum principal stress direction, in consistence with the
excavation site failure pattern. Du et al. according to their AE monitored results and
infrared radiation characteristics, further concluded that with the intermediate princi-
pal stress increasing, the failure mode transited from shear failure to slabbing failure.

Overall, with the intermediate principal stress he increasing 1) the strength of
ordinary hard rock shows a trend of increase followed by decrease, but the CTE
strength is always higher than the CTC one; 2) the ductility of hard rock decreases,
3) the brittleness, elastic modulus, strain hardening coefficient, and failure angle all
increase accordingly, while 4) the dilatancy of hard rock is suppressed. Some soft
rocks with high porosity and few hard rock are slightly different under the
influence of the intermediate principal stress. Studies on the permeability show
that the effect of the intermediate principal stress on the permeability of rock
samples is in agreement with that of the intermediate principal stress on deforma-
tion. Studies on rock burst are one of the research and application hot spots of
TTT machines in recent years. Experimental results showed that the intermediate
principal stress is the cause for rock slabbing failure along the maximum principal
stress direction, consistent with the failure phenomenon in actual engineering
excavations.
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5 PROSPECT FOR TTT MACHINES

Since the invention of TTT machine in the 1960s, the characteristics of strength,
deformation and failure of rock in the general stress state have been well understood.
With the introduction of acoustic emission monitoring technology, scanning electron
microscopy, and other measurement means, the microscopic mechanisms of the defor-
mation and failure processes also have been further understood. At the same time, with
the help of both true triaxial force and flow field in the testers, the effect of three
directional stresses (strains) on the seepage is further studied.

However, the TTT machine now is still at the laboratory stage and has not been
accepted in the engineering field. This may be due to several reasons: 1) true triaxial test
boundary conditions, such as the blank corner effect, end friction effect, and loading
eccentricity are complex, resulting in poor repeatability and reliability of tests; 2) high
test machine costs make it difficult for promotion; and 3) insufficient rock mechanics
constitutive research in the true triaxial stress state results in application difficulty in
engineering. Thus, studies need to be conducted to further improve the true triaxial
testers and better understand the mechanism of rock failure with focuses on the
following aspects:

1) Developing new flexible loading materials. Flexible loading is prominent over
rigid loading in control of blank corner, end friction, and loading eccentricity.
However, its lower loading ability makes its promotion more difficult. With the
development of materials science and related technologies, flexible materials of
high strength will be developed.

2) Developing new loading ways. Using conventional true triaxial loading way is
difficult to avoid the corner effect and the end friction effect. Therefore, the non-
contact loading ways using a pair of deformable sheets to achieve flexible loading
in one direction such as the EMF-driven loading way will be more popular in the
future.

3) Strengthening international cooperation. Because rock true triaxial testers are
complex in structure and with high cost, previous explorations and attempts
for the development of new equipments are very valuable. Therefore, it is very
important to strengthen international exchange and cooperation, promote
knowledge sharing and technology transfer, and seeking more financial
support.

4) Establishing the database of rock true triaxial tests. In addition to rock TTT
technology, the database of TTT experimental results is also very important.

5) Further strengthening themonitoringmeans of TTTmachines. Although there are
few testers being introduced AE monitoring means, experimental data are still
relatively limited. Thus, more researches should be conducted. In addition, CT
scanning monitoring means should also be introduced into future TTT systems to
monitor the whole rock failure process and reveal its failure mechanism.

6) Realizing multi-field coupling. Current TTT systems have basically realized the
fluid-solid coupling; but further studies need to be performed for more field
coupling such as temperature, chemistry, etc.

We hope that TTT systems could be more wide applied in geotechnical engineering in
the near future.
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Chapter 3

Rockburst concept and mechanism

M.C. He, G.L. Zhu & W.L. Gong
State Key Laboratory for Geomechanics & Deep Underground Engineering, China University of
Mining & Technology (Beijing), Beijing, China

Abstract: This chapter presents a variety of rockbursts in five sections: (i) the rockburst
introduction, (ii) classification according to triggering mechanisms and modeling
approaches, (iii) the study of the above classifications, (iv) the criterion of rockburst,
and (v) a brief summary of this chapter. Innovative work has been done in developing
the ʻstrainburst testing machineʼ and ʻimpact-induced rockburst testing machineʼ that
create a new era in which varied rockburst phenomena can be produced in the
laboratory. New concepts are proposed regarding the stress paths for artificially
produced rockbursts, the strain-burst criteria, and impact-induced rockburst criteria
that take into account both the static and dynamic stress states analogous to that at
excavation boundaries. This research provides us with a basis for rockburst prediction
and control in the field.

1 INTRODUCTION

With fast development of economies and industrial construction, world-wide exploita-
tion of the natural resources will inevitably proceed into deep ground. As countries
across the world recognize their underground resources as a growth point for the
national economy, geotechnical engineering goes into deep ground as well. The scale
and depth of underground engineering for the nuclear industry, national defense
industry, transportation industry, and hydraulic engineering are growing at particu-
larly high speed. The frequencies of various disasters have increased significantly as a
result of the increasing depths for underground projects. Among them the most serious
problem is rockburst hazards induced by high ground stresses (Qian, 2010).

Rockbursts, as a catastrophic phenomenon in underground engineering, are char-
acterized by a sudden, explosive expulsion or ejection of the cracked country rocks. In
underground coal mining, the rockburst phenomenon is also known as coal bursts or
coal bumps. Rockbursts or coal bumps cause destruction of the supporting equipment
in a mining stope; distortion and destruction of the stope and drifts; casualties among
the mine personnel; and even collapse of the ground surface accompanied by local
seismicity. Therefore, mechanisms, forecasting and prediction, as well as control of
rockbursts, have become key scientific problems to be tackled. The problems facing the
community of rock mechanics are technically complex and difficult. Numerous
research projects on rockburst mechanisms have been carried out across the world
and notable discoveries made (He, 2006; He et al., 2010, 2012a, 2012b, 2015; Tang&



Kaiser, 1998; Kaiser et al., 1995; Haimson, 2006; Mogi, 2007; Jaeger et al., 2007;
Brady& Brown, 2005; Singh et al., 2001; Zhou et al., 2008). Most of the findings seen
in the publications and international conferences have been on the basis of qualitative
explanations. As for the forecasting and prediction of rockbursts, although quite a few
successful experiences were achieved, no systematic theoretical results have been built
up. Some experts even assert that there is no possibility for rockburst forecasting.

However, the degree of difficulty and scale of rock engineering in its current state in
China is so large that it has been the focus of world attention. Scientists and researchers
in our country should undertake overall and in-depth studies of rockburst mechanisms,
and provide the development of rock engineering in deep groundwith strong support in
practical techniques and scientific theory (Qian, 2010). This paper presents the
authors’ achievements in researching the rockburst mechanisms and their control
measures, involving development of laboratory rockburst testing machines; theoretical
and experimental investigations; and development of the constant resistance large
deformation (CRLD) bolt, as well as its practical use in roadway support under rock-
burst conditions (He, 2006; He et al., 2007, 2009, 2010, 2012).

2 ROCKBURST CATEGORIZATION

A rockburst is generally defined as a sudden rock failure characterized by the breaking
up and expulsion of rock from its surroundings, accompanied by a violent release of
energy (Blake, 1972). Although the definition of rockburst differs from one author to
another, the common ground of these definitions is the sudden release of energy in the
form of a violent expulsion of rock (McMahon, 1988). Brown (1984) suggests that a
rockburst should be considered as a particular manifestation of seismic activity that is
induced by mining activities. In fact, the sudden failure that characterizes a rockburst
can be, in itself, the source of the seismic event, or may have been triggered by a distant
seismic event, or from a load transfer due to the latter (Gill & Aubertin, 1993).

It is well understood that classification and categorization of the naturally occurring
phenomena in question is one of the major approaches, or the preliminary step, for
further investigation in scientific research practice. Since Morrison (1942) and Blake
(1972) first reported on an Indian gold mine, rockbursts have been categorized accord-
ing to the phenomena (Kaiser et al., 1995); the mechanisms (Simon, 1999); the energy
(Corbett, 1996); the scale and location (Ghose & Rae, 1988); the cause and effect
(Jiang et al., 2007; Qi et al., 2003), as well as the detonation source mechanism of
rockbursts; the relationship between the parameters of the detonation source; the first
motion signs of a seismic wave; the location where the rockburst occurred and the
magnitude of released energy; the stress paths that induced a rockburst; and the causes
for the formation of a rockburst event (Cook, 1965; Brady & Brown, 2005; Ryder,
1988; Henry et al., 1989; Kuhnt, 1989; Corbett, 1996).

The authors categories the rockburst according to triggering mechanisms and the
related laboratory physical modeling approaches. That is, a rockburst may happen in
the following two conditions: (i) in a highly stressed rock mass storing a large amount
of the strain energy during roadway excavations or a face stopping phase, and (ii) in less
stressed and deformed rock storing a lesser amount of the strain energy after the
excavations phase, but induced by the external disturbances in the far-field region
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such as blasting, caving, and adjacent tunneling, etc. Based on this awareness, rock-
burst phenomena under two different conditions can be categorized into two major
classes (depicted in Figure 1):

Class I: the strainbursts or excavation-induced rockbursts occurred during process of
the excavation

Class II: the impact-induced rockbursts occurred after the excavation.

Strainbursts (or stress-induced rockbursts) occur during the excavation phase and are
induced by the redistribution of excavation-induced stress. They include tunnel burst
(induced by tunnel excavation), stope burst (induced by stope excavation) and pillar
burst (induced by pillar excavation). The seismic site and source for strainbursts are the
same: at, or near, the excavation boundaries (for tunnel burst and stope burst) or at the
pillar face (for pillar burst). Impact-induced rockbursts take place at the excavation
boundaries and are initiated by far-field seismic waves, and could be further classified
into three types: rockbursts induced by blasting or excavation; rockbursts induced by
roof collapse; and rockbursts induced by fault slip. The dynamic nature of this kind of
event will be dealt with specifically in the Section 5 of this paper.

3 ROCKBURST STUDY

It was known to all that indoor rockburst experiments play an important role in
understanding its formation mechanisms, calibration of numerical models, evaluation
of mechanical parameters, and identification of the stress state where a dynamic event
may be initiated. The primary goal for researchers who were engaged in the physical
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testing machine

Impact-induced rockburst
(after excavation)

Impact-induced burst
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Impact by
blasting

Pillar burst
induced by

pillar
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Stope burst
induced by
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excavation
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induced by
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Figure 1 Rockburst classification based the triggering mechanism and experimental methods (He et al.,
2012b).
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modeling of rockburst phenomena is to reproduce the stress states in the laboratory in a
faithful manner, to simulate the conditions under which a dynamic event may occur.
Great efforts were made in developing tri-axial or true-tri-axial devices to achieve this
end, involving work done by Mogi (1967), Crawford & Wylie (1987), Chang &
Haimson (2000), Chen & Feng (2006), Haimson (2006), Lee & Haimson (2011), for
example. Although some degree of success was achieved with these studies, they did
not, however, reproduce conditions for testing rock specimen analogous to the in situ
event, i.e. from a stationary or equilibrium state, transferred to the critical state and
then attaining the final chaotic state where a large volume of the fractured rock is
ejected. This Section presents the research achievements to accomplish these goals
carried out in the State Key Laboratory for Geomechanics and Deep Underground
Engineering (LGDUE) at the China University of Mining & Technology Beijing
(CUMTB) involving the development of the strainburst testing machine and the
impact-induced testing machine based on the above rockburst classifications (Class I
and Class II).

3.1 Studies on strainburst

3.1.1 Strainburst testing machine

The strainburst testing machine, developed by He (2006), is shown in Figure 2; its
main task is to simulate the stress-induced rockburst phenomena (Class I rockburst in
Figure 1, Patent No. ZL 2007 1 0099297.1). Figure 2a is the schematic of the main unit
of the testing machine, a modified true-tri-axial apparatus (MTTA). The MTTA can
provide dynamic loading/unloading independently in three principal directions (He
et al., 2010). Load in the minimum principal stress direction (horizontal) can be
unloaded abruptly on one face and displacement constraint condition is maintained
on the opposite face, simulating the stress condition for rock mass at the excavation
surface. Its major technical specifications are also shown in Figure 2(a).

1. Rock specimen
2. Loading plate

4. Loading rod
5. Detachable loading rod
6. AE transducers

Technical specifications:
1. Specimen size:
    150 × 60 × 30 mm
2. Maximum loading capacity:
    450 kN
3. Photo-taking system
4. Force and displacement
    measuring system
5. AE monitoring
6. High-speed camera

Drop direction

6

Unloading

5

4
3

21

(a) (b)

Detachable loading
rod

MTTA

σ1

σ2

σ3 3. Pressure cell

Figure 2 Strainburst testing machine; (a) schematic of the testing machine, and (b) photograph taken in
the laboratory for an overview of the testing machine and the peripheral monitoring
instruments.
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Figure 2b is a photograph showing on overview of the strainburst testing machine. In
addition to theMTTA, the testing machine is equipped with a hydraulic control system
and monitoring instruments such as those for force monitoring, acoustic emission (AE)
monitoring, and high-speed digital camera recording. The AE monitoring system
manufactured by PAC (Physical Acoustics Corporation, USA) was used with two
polarity transducers mounted on the two sides of the specimen (the intermediate
principal direction, in Figure 2a). The resonance frequency is 150 kHz, the fairly flat
response ranges from 0−400 kHz; the pre-amplification is 40 dB, gain amplification is
10 times, and the total amplification is 1000 times; the data acquisition rate was set to 1
MHz. AE events were monitored over 0−512 kHz of the frequency specimen. The
recording speed of the high-speed camera was 1000 frames per second under full
resolution.

3.1.2 Stress paths for instantaneous and delayed rockbursts

A strainburst is self-initiated due to the stresses in the near-face region. That is, the self-
initiated rockbursts occur when the stresses near the boundary of an excavation exceed
the rockmass strength, and failures proceed in an unstable or violent manner (when the
stored strain energy in the rock mass is not dissipated during the fracturing process).
The design of the MTTA can perform loading/unloading independently in three prin-
cipal directions, which provide flexibilities for realized varied stress paths analogous to
those at, or near, the surface of underground excavations or mine stopings. Typically,
stress paths for the three types of the self-initiated rockbursts (Figure 1) can be
designed.

Figure 3a shows the stress path for instantaneous rockbursts. The stress path was
designed to resemble static loading and dynamic loading due to excavation at the
excavation boundaries. The load is first increased proportionally and slowly to attain
the hydrostatic stress state (σ1 = σ2 = σ3) marked by letter A, under the convention of
σ1 > σ2 > σ3 for the principal stresses. Secondly, σ1 and σ2 were increased step by step
until approaching the virginal stress state marked by B. After that, this stress state was
maintained for a certain time to allow the equilibrium state to be attained inside the
rock specimen, and then σ3 was suddenly removed from one surface of the specimen
(Figure 2a) while keeping σ1 and σ2 at constant. Thus the sample is at the possible
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σ3 σ3
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F: Rockburst
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Figure 3 Stress paths; (a) stress path for instantaneous rockburst, and (b) stress path for delayed
rockburst.
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occurrence state of rockburst (the first unloading marked by C). If the rock sample does
not fail after around 30 minutes of the first unloading (He et al., 2010), the loading
process is resumed. Typically, the stress paths in Figure 3 have three cycles of the
loading/unloading, assuming that rockburst occurs at the third cycle.

Figure 3b shows the stress for delayed rockbursts. The major difference between 3a
and 3b lies in the relationship between σ1 and σ3 at unloading. In the stress path for
instantaneous rockbursts (Figure 3a), σ1 is kept constant when unloading σ3, and
rockburst occurs after the unloading with a very small time lag (delayed rockburst
mechanism). In the stress path for delayed rockbursts (Figure 3b), σ1 increases at
unloading and rockburst occurs undergoing a period of time, Δt, after unloading σ3.
For the instantaneous rockbursts at the critical stress state undergoing the stress path,
σ1, is equal to, or larger than, the unconfined compressive strength (UCS) of the rock
mass. When σ3 approaches zero instantaneously, the excessive potential energy stored
in the highly stressed rock mass will be released and converted into kinematic energy,
carrying the rock fractures into the excavation space. For the delayed rockburst, no
failure occurs when σ3 approaches zero instantaneously and σ1 at a low level (less than
the UCS). It is the excavation that causes the dramatic increase in σ1 at unloading and
rockburst will happen when σ1 is sufficiently high. For a reflection of the stress
concentration, σ1 is increased to the level of 1.2−1.3 times the UCS.

3.1.3 Stress paths for pillar bursts

Figure 4 shows the stress path for pillar bursts. This stress path simulates the
stress redistribution existing in a coal pillar during the mining phase. The load is first
increased proportionally and slowly to attain the hydrostatic stress state (σ1 = σ2 = σ3)
marked by letter A. Secondly, σ1 and σ2 were increased step by step until approaching
the virginal stress state marked by B. After that, this stress state was maintained for a
certain time to allow the equilibrium state to be attained inside the rock specimen. Then
the major principal stress was increased, simulating the stress concentration due to the
decreasing of the cross-sectional section perpendicular to the vertical direction. At the
same time, the minimum principal stress was decreased with a small stress increment,

σ3

σ2

σ1

σ

Δt

A: Hydrostatic stresses
B: Virginal stress sate
C: 1st unloading
D: 2nd unloading

E: 3rd unloading
F: Rockburst

t

A
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Figure 4 Stress paths for pillar bursts.
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−Δσ3, simulating themining-induced unloading on the pillar’s lateral direction (marked
by C). It was assumed that the pillar-like specimen undergoes three cycles of the
loading/unloading (denoted by C, D, and E) and the pillar burst occurs at the third
cycle (marked by E, the critical state). The pillar burst also exhibits a delayed burst
mechanism with a time lag by Δt.

Pillars were designed and remained when using the pillar mining method in under-
ground coal mines. Progressively reduction of the cross-sectional area during face
stoping can result in the concentration of stress in the vertical direction while setting
the lateral face free, leading to the rockburst event. Pillar design plays a significant role
in these events, i.e. increase in pillar size will effectively limit the transfer of abutment
stresses to the longwall face and decrease the rockburst potential (Barton et al., 1992).

Actually, the stress paths for pillar bursts are closely related to the mine design and
more complex than that for the former two types of rockbursts. The methodology for
the design of a stress path for the pillar burst will be dealt with in detail late in the
document, along with the pillar burst criterion.

3.1.4 Experimental results for strainburst

Up to now, more than 300 rockburst experiments have been conducted employing the
strainburst testing machine with rock samples of different rock types cored from
different countries, including Italy, Canada, Iran, Singapore, and China. As an exam-
ple, rockburst experiments on the granite from Laizhou (Shandong Province, eastern
China) are presented. The cored rock blocks were machined into cubical specimens
with a dimension of 150×60×30 mm. X-ray diffraction analysis of the granite was
carried out. The major minerals are quartz (27%), feldspar (68%), and clay minerals
(5%) with mica as most of the content. During the test, the stress path for the
instantaneous rockburst (Figure 3a) was followed.

Figure 5a shows the measured stress path for the Laizhou granite sample. The
virginal in situ stresses (σ1, σ2, σ3) are 101, 60 and 30 MPa, respectively. The sample
underwent two cycles of the loading/unloading and rockburst occurred at the second
unloading with the critical state of stress at 129, 59, 0 MPa, respectively. That is, the
polyaxial strength for rockburst is σ1 = 129 MPa. Figure 5b shows the AE energy rate
and accumulated AE energy rate monitored during the experiment. The accumulative
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Figure 5 Pillar bursts; (a) the measured stress path, and (b) the accumulated AE energy paths.
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AE rate increases during the test and increases suddenly at unloading. Similarly, the AE
energy rate has a high level at every unloading. Both the cumulation and distribution of
AE energy have higher levels at the critical stress state, manifested by the dynamic
nature of the event.

Figure 6 shows a selection of photographs of the unloading surface of the test rock
specimen recorded by the high-speed camera during the rockburst experiment. Figure
6a shows the surface at the intact state. Figures 6b−f show that there were rock grains
and fragments ejected from the upper area of the surface for the first time 11 micro-
seconds after the unloading. Figures 6g−m show a large rock fracture split from the
upper left area of the surface one second later. Figures 6n−x show the man-made
rockburst event during the test. From these photographs we can observe the ejection
and expulsion of rock fractures on the upper region of the exposed surface. The
photographs in Figure 6 demonstrate that the strainburst event at the excavation
boundaries can be reproduced very well in the laboratory using our innovative rock-
burst testing machine and designed stress path.

Figure 6 A selection of photographs showing the process of rockbursting in laboratory; the digits in the
lower part of the photographs indicate the time scale: hour:minute:second:millisecond.
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3.2 Study on impact-induced burst

3.2.1 Impact-induced rockburst testing machine

Figure 7a shows the schematic of the main unit for the impact-induced rockburst
testingmachine (Patent No. ZL 200610113003.1). Themain unit is actually a dynamic
true-tri-axial apparatus (DTTA) which can accommodate a cubical specimen of
110×110×110 mm with a tunnel-like hole inside. Each of the loading devices for
DTTA consists of a loading plate, a pressure cell, and a loading rod, and all the loading
devices can produce the wave-formed dynamic loads independently in the three per-
pendicular directions. As reviewed above, a rockburst event at the excavation surface
can also be triggered by a remote seismic source such as blasting, a roof fall, and
adjacent caving, etc. The DTTA, developed by Professor He, was designed for creating
the dynamic stress states analogous to those in real situations. Figure 7b shows a
photograph of the overview of the impact-induced testing machine including the
main unit and the peripheral controlling and monitoring instruments, which are the
servo-controlled stress wave loading device (beyond the figure), the data monitoring
system, and the imaging system.

3.2.2 Stress paths for impact-induced bursts

The DTTA is capable of producing the dynamic stress wave in any, or all, of the
principal directions, providing flexibilities for the investigator to design different the
static−dynamic combinations of the principal stresses (σ1, σ2, σ3). Figure 8 shows a
typical stress path for the impact-induced rockbursts in which σ1 is designed as a
squared-formed stress wave and σ2 and σ3 are stationary.

This stress path is designed to simulate caving or blasting-induced impact on the
country rock mass. With the programmed computer code, the servo-controlled
dynamic loading device of the DTTA can simulate stress waves generated by different
sources such as by site excavation, blasting, caving, earthquakes, mechanical

1. Rock specimen
2. Loading plate
3. Pressure cell
4. Loading red

Stress wave
Amplitude

DTTA

Servo controller

Monitor

(b)1 2
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o t
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Technical specifications:
1. Specimen size:
    110 ´110´110mm
2. Maximum loading capacity:
    450 kN
3. AE monitoring systems
4. Photo-taking system
5. Force and displacement measuring

Figure 7 The impact-induced rockburst testing machine; (a) schematic of the dynamic true-tri-axial
apparatus (DTTA), and (b) photograph of the testing machine and peripheral instruments.
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tunneling, etc. At present, sixteen kinds of the stress wave forms can be implemented
in the testing machine. These are the ramp wave; sine wave; triangle wave; sawtooth
wave; square wave; white noise; Gaussian noise; cycle random noise; ramp and
circular wave; ramp and noise wave; circular and noise wave; ramp and circular
and noise wave; loading single pulse; uninstall single pulse; Laplace pulse; and
uninstall Laplace pulse.

3.2.3 Results

Employing the impact-induced rockburst testing machine, more than thirty experi-
ments on the tunnel-like model were accomplished including the sandstone model, the
limestone model, mudstone model, artificial-analogue model, and granite model. The
experimental results regarding the granite model are presented here as an illustrative
case. The tested granite tunnel-like model has a dimension of 110×110×110 mmwith a
tunnel-like hole inside. The routine analysis and tests are also performed on the granite
(description is omitted) and a UCS of 68MPa is used as a strength reference here for the
model. The measured stress states and the loading path are shown in Figure 9. At the
stationary loading stage, the stresses (σ1, σ2, σ3) were increased proportionally and
slowly to attain the hydrostatic stress state firstly, and then attain the virginal stress
state of the simulated prototype of 20.7, 4.3 and 2.5 MPa, respectively, as was done in
the strainburst experiment.

During the dynamic loading process (Figure 9), σ1 (vertical direction) was modu-
lated as a stress wave with an amplitude of 0.1mm and frequency of 0.5Hz, and σ2, σ3
are stationary. During the first two episodes of the applied stress waves, no rock
fracturing or ejection occurred. In the third episode of the stress wave (at an averaged
stress level of 26.6MPa), ejection of rock grains took place. During the fourth episode
of the wave loading (at an average stress level of 29.2 MPa, the critical stress for σ1),
rockburst occurred. Figure 10 shows photographs showing the rockburst process.
Figures 10a and 10b show rock splitting on the left side wall and floor. Figures 10c
and 10d shows the violent ejection of the rock fractures from the tunnel face during
the fourth wave loading and Figures 10e and 10f show the final state of the face after
the event.

Critical stateStress waves with
a wavelength l

Hydro-static
stress state

Designed state of
stresses at depth

tO

λ
σ2

σ3

σ1

σ

Figure 8 Stress paths for impact-induced rockbursts.
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Figure 10 Photographs showing the process of impact-induced rockburst.

Elapsed time, second

σ1

σ2

σ3

S
tr

es
s,

 M
P

a

0

5

10

15

20

25

30

35

0 5 10 15 20 25 30 35

Figure 9 The measured stress paths in the impact-induced rockburst experiment.



4 ROCKBURST CRITERION

Research on empirical equations for the determination of stress-strength behavior of a
rock mass, including the discontinuity pattern, has been a very attractive topic in rock
engineering, and numerous empirical equations have been proposed in the literature.
Hoek and Brown introduced the most popular empirical approach to determine the
strength of rock materials and rock masses (Hoek & Brown, 1980). The proposed
approach by Hoek and Brown, known as the Hoek−Brown (H−B) empirical failure
criterion, has been in the center of rock mechanics practice since 1980 (Sonmez &
Gokceoglu, 2006). This section presents the empirical rockburst criteria based on
insight into the rockburst mechanisms obtained in the rockburst experiments intro-
duced above.

4.1 Study on impact-induced burst

The rockburst criteria for the three types of the strainbursts (see Figure 1), viz. the
instantaneous rockbursts, the delayed rockbusts and the pillar bursts, are presented in
this subsection with references to the H−B criterion.

4.1.1 Instantaneous rockburst criterion

Figure 11a shows the instantaneous rockburst criterion and the bursting path in the
σ1−σ3 space. Point A represents the virginal stress state (σ1, σ2, σ3). σc and σc0 are the UCS
and the long-term peak strength for the country rocks, respectively. Instantaneous
rockburst occurs under the condition where rapid release of the minimum principal
stress, σ3, and the maximum principal stress, σ1c, is larger than the UCS, σc. These
theoretical analyses were verified by the rockburst experiments (He et al., 2007, 2010,
2012a, 2012b). Any point falling into the area between the H−B curve and the UCS
(marked by Zone 1) represents the stress state that may initiate a rockburst event.
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Figure 11 (a) The instantaneous rockburst criterion, and (b) energy relation between the uni-axial
compression and true-tri-axial compression by suddenly unloading the confining pressure.
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The experimentally obtained knowledge on the strainbursts leads to the following
theoretical formulation of the energy relationship between the uni-axial compressive
tests and the true-tri-axial unloading tests (Figure 11b). The blue line is the complete
stress and strain curve of σ−ε typically found in the UCS tests. The right-angled
triangle drawn in a black line is an idealized curve of σ1−ε1 found in true-tri-axial
unloading tests. The shaded area below the σ-ε curve represents the energy consumed
during the uni-axial loading process in the pre-peak region. The area of the triangle
minus this area represents the energy stored in the country rocks (shaded area
between the σ1−ε1 curve and σ−ε curve) which is releasable during the dynamic
event. The releasable energy is achieved due to the high level of σ1 under the confine-
ment at depth where the polyaxial strength σ1c is much higher than the UCS. The
amount of the releasable energy (or seismic energy) could be estimated by the
area encompassed by the triangle ΔOAC in Figure 11b, and be expressed mathema-
tically by:

DE ¼
ðε1c
0

σ1dε1 �
ðεc
0

σdε ≈ areaðDOACÞ ð1Þ

Where ΔE is the releasable energy; σ1c the polyaxial strength obtained in the rockburst
tests; σc the UCS; εc the peak strain at the peak stress in the UCS test; and ε1c the peak
strain at σ1c in the rockburst test. Thus, the generalized rockburst criterion can be
written as:

DE > 0 ð2Þ

4.1.2 Delayed rockburst criterion

Figure 12a shows the delayed rockburst criterion and the bursting path in the σ1−σ3
space. Point B represents the virginal stress state (σ1, σ2, σ3). Under this condition, the
rockburst may not occur at the unloading, σ3; as a result σ1 is lower than the UCS, σc.
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Figure 12 (a) The delayed rockburst criterion, and (b) energy relation between the uni-axial compres-
sion and true-tri-axial compression by suddenly unloading the confining pressure.
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At or near the excavation surface, rockbursts may be initiated as σ1 increases (the
tangential stress concentration due to the excavation) to a level larger than UCS and
the rockburst criterion in Equation 2 is met. This kind of stress path is manifested by
the rock response, such that rockburst occurs usually in a period of time after the
free surface was created. The theoretical formulation of the energy relationship
between the uni-axial compressive tests and the true-tri-axial unloading tests is
given in Figure 12b, and the releasable energy and rockburst criterion are expressed
by Equations 1 and 2.

4.2 Impact-induced rockburst criteria

The impact-induced rockburst, as classified in Section 1, consists of three types of
rockbursts, viz. induced by blasting, by roof collapse, and by fault slip. Besides the
rock strength, wavelength was also considered in their criteria as the dynamic
nature.

4.2.1 Physical model for the impact-induced rockbursts

Figure 13 shows a tunnel of diameter D in the path of a plane seismic wave of wave
length. When a seismic wave propagates in an elastic continuum, a point or particle of
this continuum oscillates around its stationary or equilibrium position. A particle is
prevented from flying off by the atomic bond strength which increases as the particle
moves away from its equilibrium position. On the other hand, a particle on the free
boundary of an openingmay fly off into the opening if the atomic bond is broken due to
excessive acceleration of this particle. Similarly, rock blocks on the free boundary of an
opening which are separated from the surrounding rock mass by joints and fractures
can be carried or ejected into the opening by seismic waves. This seismic wave is
assumed to be sinusoidal with positive (compressive) and negative (tensile) pulse. The
tunnel will undergo a dynamic stress state under the condition that the tunnel diameter
is much less than the wave length (McGarr et al., 1981; Roberts & Brummer, 1988),
that is:

Dλ�1 << 1 ð3Þ

Plane wave

Positive pulse

Direction of wave propagation

Negative
pulse

o
Tunnel of
diameter, D

xx

λ

yy

Figure 13 Cylindrical tunnel in the path of a propagating plane seismic wave (Xiaoping Yi, 1993).
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4.2.2 Delayed rockburst criterion

Figure 14a shows the criterion for impact-induced rockbursts and the bursting path in
the σ1−σ3 space. Point B represents the virginal stress state (σ1, σ2, σ3) at which the
stress wave oscillates. Different from the static loading illustrated in Figures 11 and
14, the dynamic loading in Figure 15 is a rate-dependent processes and can also result
in an increase in the tangential stress at the excavation surface, i.e. the increase in the
major principal stress. The dynamic rockburst strength is hereby termed as σ1d in
comparison with the static rockburst strength σ1 in the above section. The released
energy ΔE can also be estimated using the method illustrated in Figure 14b and
Equation 1 by substituting σ1 with σ1d. The necessary and sufficient condition for
initiating the induced-types of rockbusts should follow the energy criterion expressed
by Equation 2 and the dynamical condition (Dλ−1 << 1) expressed by Equation 3 all
together:

DE > 0 and Dλ�1 << 1 ð4Þ
As to the specific rockburst criterion for induced rockbursts, the differences lie in the
configuration of the dynamical stress waves. That is, no matter what the type of seismic
source − blasting, caving, roof collapse, and fault slip − it can be represented by
adjusting the magnitude, the wave length, and the wave type. Therefore, a specific
rockburst criterion could be formulated.

5 SUMMARY

A new concept was introduced into the classification of rockbursts according to their
initiation mechanisms and results of indoor experimental methods. This classification
of rockbursts into two general categories, viz. stress-induced rockbursts and impact-
induced rockbursts, contributes a great deal to the development of state-of-the-art

Zone 3

(a) (b)

o
o

ucs curve

The stored strain energy
under uniaxial compression

σ1-ε1 curve in triaxial unloading

εc ε (ε1)

C

A

B (σ1,σ2,σ3)

Zone 2

Zone 1

H-B curve

Stress wave

Critical state

Δσ

Δσ ΔE

σ1
σ(σ1)

σ1c

σc

σ1cd

σc

σt σ3

σ ć
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Figure 14 (a) Failure criterion for rockburst induced by blasting or excavation, and (b) energy relation
between the uni-axial compression and true-tri-axial compression by suddenly unloading the
confining pressure.
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rockburst testing machines, and the establishment of a framework for the systematic
rockburst studies undertaken by the author’s research team.

The innovative work in developing the ʻstrainburst testing machineʼ and ʻimpact-
induced rockburst testing machineʼ creates a new era at which in-depth and compre-
hensive investigations into the rockburst phenomena can be made in the laboratory.
The artificially produced rockburst phenomena of different types in the novel testing
machines can provide uswith a convenient way of observing the rockburst process with
various advanced monitoring techniques, which was originally unlikely in field.

The stress paths proposed in this paper, corresponding to the rockbursts in the new
classification systems, are closely analogous to those at, or near, the surface of under-
ground excavations. The corresponding real rockburst phenomena can be reproduced
in the laboratory in the new testing machines using these stress paths and the related
testing procedures.

Rockburst criteria for the stress-induced and impact-induced rockbursts are
proposed based on experimental investigations both in the laboratory and in the
field. The rockburst criteria take into account both the static and dynamic stress
states, and are have general applications in rockburst prediction and rockburst
control design.
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Chapter 4

Laboratory acoustic emission
study review

X.L. Lei
Geological Survey of Japan, National Institute of Advanced Industrial Science and Technology (AIST),
Tsukuba, Ibaraki, Japan

Abstract: Since the discovery of the Kaiser effect in 1950 and the similarity in size
distribution of earthquakes and acoustic emissions (AE) in the 1960s, many laboratory
studies have been motivated by the need to provide tools for the estimation of in-situ
stress, the understanding of pre-failure damaging and fracturing mechanism in brittle
rocks, and the prediction of mining failures and natural earthquakes. This chapter aims
to draw an outline of progress that has been made in AE technology and laboratory AE
study and to highlight some significant and extensive achievements in rock mechanics
and engineering during the last 20–30 years, such as aspects related to the pre-failure
damage evolution, fault nucleation and growth in rocks and discuss factors governing
these processes.

1 INTRODUCTION

Acoustic emission (AE) is an elastic wave of ultrasonic to sonic frequencies radiated
by rapid cracking and friction in solid materials and rocks. AE technology, in which
AE signal is monitored, has three major applications. As a tool of non-destructive
inspection, it has a long history and has been applied in numerous areas including
material sciences, medical sciences, and engineering fields. In rock mechanics, AE
studies in laboratory scales and microseismicity in mine scales were motivated by a
desire to estimate in-situ stress, to predict rock bursts, to monitor hydrofracturing,
to examine damage around tunnels and boreholes, to develop new mining techni-
ques, and so on. In earthquake seismology, AE is treated as an analogue of earth-
quake and has been intensively studied in laboratory (see recent review in (Lei &
Ma, 2014)).

This chapter aims to draw an outline of laboratory AE studies that address rock
mechanic problems with a focus on significant and extensive achievements in rock
mechanics and engineering during the last 20–30 years. First, a brief outline of progress
that has been made in AE technology and laboratory AE study is given. Then I describe
several commonly accepted laws, in which the scale-independent similarities are
involved. In sections 4 and 5, I summarize aspects relating to pre-failure damage
evolution, fault nucleation and growth in brittle rocks, and discuss factors governing
these processes. Finally, I discuss questions that remain poorly understood butmight be
interest issues for future works.



2 PROGRESS IN AE TECHNOLOGY

2.1 Advances in AE monitoring and data processing

During the last five decades, AE technology, including AE monitoring technology and
data processing methodology, has been developed greatly. The following is a brief
outline of some key points.

Fifty years ago, only the hitting time (time at which the signal amplitude reaches a
pre-defined threshold) of an AE could be recorded with a single sensor or a small
number of sensors. At the same time, the rock fracture test was performed under simple
loading conditions such as uniaxial compression/extension and bending test. Even so,
two discoveries have greatly promoted laboratory AE studies. The first one is the Kaiser
effect discovered in 1950 (Kaiser, 1950). The second one is finding of the similarity in
size distribution of earthquakes and acoustic emissions in the 1960s (Mogi, 1962;
Scholz, 1968c).

Source location has been an important issue from the very beginning of laboratory
AE study (Mogi, 1968; Scholz, 1968a). However, limited by AEmonitoring technique,
only a small number of events could be located. Later, a six-channel system to detect the
arrival time, amplitude, and vibration direction of AEwave from PZT sensors mounted
on a sample was developed in USGS laboratory (Byerlee & Lockner, 1977). With this
system, the hypocenter of a large number of AEs could be determined (Byerlee &
Lockner, 1977; Lockner et al., 1991a; Lockner et al., 1992). Developments in transient
memory technique in the 1970s through to the 1980s led to the ability to make a digital
recording of the full waveform of an AE at multi channels (Nishizawa et al., 1984;
Sondergeld & Estey, 1981; Yanagidani et al., 1985). Hypocenter location was then
improved greatly by the use of more precise arrival times pick-up using AR model to
represent AE signal and background noise and AIC (Akaike Information Criteria,
Akaike, 1973, see reprint (Akaike, 1998)) to find the optimalmodels (see 2.2 for details).
With detailedAEhypocenter data, the localization ofAEhypocenters in“homogeneous”
rock samples, under various loading conditions particularly creeping, was reported by a
number of groups (Hirata et al., 1987; Lei et al., 1992; Lockner & Byerlee, 1980;
Nishizawa et al., 1982; Yanagidani et al., 1985). The term “homogeneous” indicates
fine grained rocks free of mesoscale heterogeneities. Localization means the changing
from random distribution to spatial clustering.

Since the 2000s, AE are usually monitored by more than 8 sensors (up to 32 sensors
in some laboratories) with digital waveform recording at up to a 200 MHz sampling
rate and up to a 16 bit A/D resolution. The dead time of a recording in event mode is
sufficiently short and continuous recording is also possible by use of very large amounts
of on-board memory. The waveform of most events can be captured with multiple
channels, even for AE burst, in which the AE rate may reach several thousand a second,
commonly occurred during the period of fracturing nucleation and dynamic failure.
Rock fracture experiments can be performed under triaxial compression conditions
with controlled fluid injection and pore pressure (Lei et al., 2011; Mayr et al., 2011;
Stanchits et al., 2011). AE hypocenters can be determined with a location error of a few
mms (Benson et al., 2007; Lei et al., 2000b, Lei et al., 2000c; Stanchits et al., 2006).
Multi-channel waveform data allowed the determination of focal mechanisms and
sources parameters of AE from the polarization of the first motions for individual
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events or a group of events e.g. (Lei et al., 2000b). Moment tensor inversion has been
used in laboratory and in-site fracturing tests, and stick-slip of fault (Aker et al., 2014;
Chang & Lee, 2004; Enoki & Kishi, 1988, Kwiatek et al., 2014, Manthei et al., 2001;
Ohtsu, 2008; Yuyama et al., 1995).

Recent systems were utilized with large amounts of memory, allowing continuous
waveform recording on multiple channels and more detailed analysis of faulting
nucleation, dynamic fracturing, and aftershock processes (Benson et al., 2007; Lei,
2012; Stanchits et al., 2006; Thompson, 2005; Thompson et al., 2006). Benefitting
from the fast speed of PCIe bus, cheaper waveform recorders are developed, by which
AE waveforms can be digitized at a sample rate up to 20 MHz and streamed to hard
disk arrays directly for continuous recording (Yoshimitsu et al., 2014).

2.2 Pickup of P-wave first motion and determination of AE
hypocenter

The same method used for the automatic measurement of the arrival times of seismic
signals (Yokota et al., 1981) has been used in the pickup of P-wave first motion of AE
signals (Satoh et al., 1987). In the method, autoregressive (AR) model is used to
represent a time series xi (i = 1,..N):

xi ¼
XM
j¼1

ajxi�j þ ui ði ¼ 1; :::;NÞ ð1Þ

where, M and aj (j = 1,…,M) are the order and coefficients of the AR model, respec-
tively, and ui is the residual error assuming to be white noise. Parameters associated
with each model are estimated using the maximum likelihood method. As a practical
application of the method, the Akaike’s Information Criterion (AIC), (Akaike, 1973,
see reprint (Akaike, 1998)) is introduced:

AIC ¼ �2lnðlmax Þ þ 2Np ð2Þ
where, lmax is the maximum likelihood and Np is the number of parameters.

There are several algorithms for the first arrival determination based on AR model
and AIC (Yokota et al., 1981). For AE signals, two algorithm termed MUPEO and
MEPET are found being practically useful (Satoh et al., 1987). InMUPEO, the so called
F-model (of an order of Lf), which is obtained for a small section at the head of the noise
section, is applied to the two sections separated at time-k of the whole record. The AIC
at a given point k is given by:

AICk ¼ k lnðσ_F
2Þ þ ðN � kÞlnðσ_FS

2Þ þNlnð2πÞ þN þ 2ðLF þ 2Þ ð3Þ
Where σ_F

2 and σ_FS
2 are the variances of prediction error for the first and second

sections, respectively. In MUPET, the so called S-model (of and order of Ls), which is
obtained for a small section at the tail of the signal section, is applied to the second
section. The AIC at a given point k is then given by:

AICk ¼ k lnðσ_F
2Þ þ ðN � kÞlnðσ_S

2Þ þNlnð2πÞ þN þ 2ðLF þ LS þ 2Þ ð4Þ
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The first arrival time is identified by the minimum AIC. A multi-step approach is
found especially effective. The procedure consists of two steps. At first, the MUPEO
method is applied to the entire record for a preliminary estimation of arrival time.
Next, bothMUPEO andMUPET are applied to a shorter time window centered at the
arrival time estimation by the first step, and the earlier arrival time is used as the final
estimation.

AE hypocenters were determined automatically by using the first arrival time data of
P-waves andmeasured P velocities during the test. For most rocks anisotropic velocities
measured at different stages of deformation are required for better location precision.
The first arrivals of a signal to noise ratio lower than given threshold are ruled out. As a
practical approach, a loop between pickup of arrival times and source location is very
powerful. Once a primary hypocenter is determined, pick up of P arrival time for
channels of larger residual and channels been ruled out can be reprocessed within a
relatively short window centered at the theoretical arrival times. Then the hypocenter is
refined with the renewed arrival times. This procedure can be iterated for several times
until the best resolution is found.

Figure 1 Advanced P wave first motion determination utilizing autoregressive (AR) model and Akaike
information Cretia (AIC). Automatically determined arrival time and theoretic time indicated
as black arrow and red line, respectively.
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2.3 Determination of source parameters and mechanism
solutions of AE event

The observed AEmagnitude is somewhat relative due to many unknown factors such as
coupling effect and the sensitivity of AE sensor used. However, the relative magnitudes
can be roughly shifted to equivalent earthquake magnitudes based on calibration using
Laser Doppler velocitometer and corner frequency analysis (Lei et al., 2003).
Magnitude of large events with saturated waveform record can be estimated from
their wave continuation time based on scaling law between magnitude and continua-
tion time similar with that used for small earthquakes (Lei et al., 2003). The magni-
tude of a stick-slip event as well as the main event which has split the whole sample
can be estimated following the procedure presented by McGarr & Fletcher (2003).
This method was used by Thompson et al. (2009) and Lei (2012) in determining
magnitude of stick-slip event and rock failure in laboratory. Seismic moment of a
fault embedded in an elastic medium is given by a function of shear modulus (G) of
the host medium, displacement (u), and fault surface area (A)

MO ¼ GuA ð5Þ
For the case of rock sample having limited dimension under a stiff loading frame, an

equivalent radius (r) for a circular asperity with elastic unloading stiffness k given by
(Eshelby, 1957; Thompson et al., 2009; Walsh, 1971) can be used for calculating the
fault surface area.

Figure 2 A comparison of photograph of a fractured rock sample and stereo plots of AE hypocenters,
which are determined with an error less than 2–3 mm. White and black circles indicate shear
(or shear-dominant) and tensile sources, respectively. The test sample is a mudstone contain-
ing 3 quartz veins. The mudstone demonstrates ductile fracturing behaviors, while the quartz
veins show brittle fracturing, thus AE hypocenters are mainly distributed along the intersec-
tions of the veins and the final shear fracture plane (Modified from Lei et al., 2000c).
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r ¼ 7π
16

G
k

ð6Þ

Where, k can be estimated from stress-drop and displacement. At last, a moment
magnitude (Mw) for an equivalent earthquake can be then calculated using the scaling
relation between Mo (in dyne·cm) and Mw (Hanks & Kanamori, 1979).

MW ¼ 2
3
logMO � 10:07 ð7Þ

At the same time, it is important to note that McGarr method is basically a measure
of elastic energy release in ultimate failure, which is pretty much controlled by stiffness
of the loading apparatus used. It can become however large if soft apparatus is used (i.e.
residual slip after the breakdown continues and achieves a big displacement). So, the
obtained moment magnitude should be treated as an upper-bound. Smaller events are
stopped by local heterogeneity within the sample, but the ultimate failure, which has
split the whole sample, is unstoppable by this mechanism and continues until using up
the excess stress stored in apparatus (hence moment can be however big). To make a
fair comparison, the only way is to take the rupture dimension of the ultimate event as a
lower-bound estimate of its size and to estimate its magnitude using the scaling relation
between magnitude and fault rupture dimension:

MW ¼ aþ b logA ð8Þ
where a has a typical value of 4~4.5 and b is close to 1 for earthquakes (Dowrick &
Rhoades, 2004).

The spectrum of AE signal recorded by PZT sensor can be corrected somehow based
on calibration using laser doppler velocitometer, and thus the corner frequency and
source dimension can be roughly estimated (Lei et al., 2003). Recently, by use of wide
band AE sensors embedded within the end-pieces, stress drop, source dimension were
roughly estimated (Yoshimitsu et al., 2014).

The focal mechanisms of AE can be determined from the polarization of the first
motions recorded at multi sensors. In laboratory, five types of mechanism solution were
distinguished and were categorized them as Type-C, Type-T, Type-S, Type-TS, and
Type-TTS. Figure 3 is a schematic illustration showing the distribution of the first
motions and the likely corresponding crackmodes. Type-C, resulted from sudden closure
of pores, has a pulling first motion at all directions. Type-C AEs are well observed in
andesite and porous sandstones. In porous rocks, compaction and cataclastic flow is
significant (Menéndez et al., 1996), which can lead to Type-C AE events (Fortin et al.,
2009). Type-T, which corresponds to tensile cracking, has a pushing first motion at all
directions. Type-S having quadrant distribution of P first motion is generated by a shear
cracking. Type-TS event is assumed to be a slip along the crack with a tensile cracking at
its end (it is also called wing crack (Ashby& Sammis, 1990)). Type-T, Type-S, and Type-
TS have been observed in various rocks (e.g. Lei et al., 2000b; Lei et al., 1992; Stanchits
et al., 2006; Zang et al., 1998). Type-TTS event shows distribution of polarization
cannot be assigned to either Type-S or Type-TS cracks and can be modeled by a slip
along a crack with two tensile cracks of different orientations at its ends. In other words,
the combination of two Type-TS cracks (Lei et al., 2000b). Under triaxial compression
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conditions, both shear and tensile fracture are major microscopic fracture mechanism,
and shear became more dominant as the confining pressure increased (Chang & Lee,
2004).

By using amplitude data, a full moment tensor (MT) can be estimated under the
assumption of point source and a simple sources function. In laboratory condition, the
recorded amplitudes should be carefully corrected for the sensor directivity (a cosine
sensitivity function is normally used for P-wave type sensors) (Aker et al., 2014). The
moment tensor is represented as a real and symmetric 3 × 3 matrix, which can be
decomposed into three components: 1) a double coupled (DC) shear source; 2) an
isotropic (ISO) source (explosion or implosion); and 3) a compensated linear vector
dipole (CLVD) source. This eigenvector-based approach was used in earthquake
seismology (e.g. Hudson et al., 1989). It is worth noting that the obtained isotropic
tensor is unique, but the decomposition of the remaining deviatoric tensor into DC and
CLVD terms is not. Consequently, there are several decomposition methods in the
literature (Chapman & Godbee, 2012).

2.4 Estimation of in-situ stress

Following the discovery of the Kaiser effect: the production of AE in stressed rocks was
somehow stress-history dependent (Kaiser, 1950), there are many laboratory studies
were done for examining the Kaiser effect. The Kaiser effect is resulted from irreversible
damages (micro-cracks) accumulated in the rock and is affected by many factors, such
as rock types, loading rate and duration, interval, stress relaxation and strain recovery,
stress level, temperature-history, water saturation, interactions between principal
stresses, scales, and so on. The uniaxial loading method (ULM) was commonly used
for determining in situ stress using the Kaiser effect and there are some successful cases.
However, it was shown that the ULM cannot determine the previous stress imposed on
a sample in the laboratory. It is thus suggested mechanism for the in situKaiser effect is
AE produced by reclosure of relaxation cracks that opened as a result of stored strain
when the in situ stress was removed by coring (Holcomb, 1993).

A detailed review has been presented in (Lavrov, 2003). In following, I will focus
some new developments in recent years. In the last ten years, the Western Australian
School ofMines (WASM) has researched, developed and successfully applied an in situ

Type-C

a

b

Type-T Type-S Type-TS Type-TTS

Pushing
1st motion
Pulling
1st motion

Figure 3 Five types of focal mechanism solution derived from P wave first motion direction.
a) Distribution of the first P motions on an equal-area projection of the lower hemisphere of
the focal sphere. b) Cracking modes corresponding to a). (modified from (Lei et al., 2000b)).
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stress measurement technique known as the WASMAE method using oriented core
from exploration, (Villaescusa et al., 2002; Villaescusa et al., 2003). The method is
based upon the monitoring of intact rock specimenmicro-structure mobilization under
uniaxial loading (Seto et al., 1997; Villaescusa et al., 2002) or triaxial loading
(Villaescusa et al., 2009). It is possible to estimate the previous stress by using the AE
signature in the second and/or third reloadings, even when the Kaiser effect is not clear
in the first reloading due to noise associated with crack closure or compaction. Figure 4
shows 2 examples. In the right plot, the AE record system used a triggering threshold
lower than the background noise, because AE activity at low stress level is very low and
insufficient to observe the Kaiser effect if a greater trigger threshold was used.
Fortunately, the background noise is time-stable and thus it is possible to explore the
AE rate changes, which result in a good estimation of the in situ stress.

3 SCALE-INDEPENDENT AND FRACTAL PROPERTIES OF AE

AE shows scale-independent properties in many aspects through the full scale range,
which are involved in several power laws. The common accepted laws are the
Gutenberg and Richter (GR) relation in size distribution, modified Omori’s law in
aftershock decay, the accelerated moment release (AMR) preceding failure, and fractal
distribution of AE hypocenter.

3.1 Gutenberg and Richter relation in frequency-magnitude
distribution and seismic b-value

The first commonly accepted power law should be the Gutenberg and Richter (GR)
relation frequency-magnitude distribution (Gutenberg & Richter, 1944):
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Figure 4 An example estimating in situ stress using AE data during cycled loading under triaxial
compression. Left plot shows results of a metamorphic rock sample retrieved via coring at
a depth of ~856 m at the Bendigo gold mine, Victoria Australia (Modified from Villaescusa
et al., 2009 with new data). Right plot shows results of a case, in which the AE activity is very
low and the AE data contains stable noise as a result of lowered triggering threshold.
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log10 N ¼ a� bM ð9Þ
whereN is the number of events of magnitudeM or greater, and a and b are constants.
The GR relation works well for AEs in rocks in laboratory scales (e.g. Lei, 2003;
Liakopoulou-Morris et al., 1994; Mogi, 1962; Scholz, 1968b) and mining scales (e.g.
Kwiatek et al., 2010; Yoshimitsu et al., 2014). The seismic moment Mo is linked with
moment magnitudeMw by equation (7), therefore, the GR relation is also a power law
of moment:

NðMOÞ ¼ AM�2b=3
O ð10Þ

The parameter b, commonly referred to as the “b-value”, has a global mean value
of 1.0. The GR relationship works for all magnitudes above a lower end cut-off
magnitude due to the detecting ability of seismic stations or the existing of a fault
break-down zone.

Beginning with Mogi’s work published in 1962 (Mogi, 1962), a lot of laboratory
works have beenmotivated by the expectation that precursory changes in b-value could
have resulted from stress change and thus could be used for earthquake prediction and
failure prediction in mines. Indeed, laboratory studies of AE events have consistently
shown a decrease in b-value with increasing stress during the deformation of intact
samples containing pre-existing microcracks (e.g. Lei, 2006; Lockner et al., 1991b;
Meredith et al., 1990).

In order to link the variations in b-value to established physical mechanisms, some
damage models were proposed which employ the constitutive laws of subcritical
crack growth of crack populations with a fractal size distribution (Lei, 2006;
Main et al., 1989; Main et al., 1993). As an example, three kinds of typical granite
of different grain size distributions, in all nine samples, were loaded to failure at
different stress rates. The b-value decreased with increasing stress and could be well
modeled with the damage laws by assuming a grain size-dependent initial mean crack
length (Lei, 2006).

Beside stress, b-value is strongly dependent on rock properties. The following lists
the most important factors (in order of their relative importance, most important
first).

1) The distribution of pre-existing crack lengths. This feature can be directly derived
from the aforementioned damage laws. According to the damage laws, b-value
ranges from 0.5 to 1.5 and are inversely correlated with the mean crack length. In
most cases, the initial distribution of crack lengths within a given rock is related to
the grain size distribution of the rock. Thus, fine-grained granite shows a b-value
larger than coarse-grained granite. Under stress, a growing mean crack length
leads to a decreasing b-value (see (Lei, 2006) for details).

2) Macroscopic structures such as joints, veins, and foliations. In these cases, the
orientation and the healing strength of the structure planes are key factors. A
number of metamorphic basalt samples cored along different directions from a
deep mine has been used for fracture tests under triaxial compression. The results
show that samples of unfavorably oriented foliation and optimally oriented
foliation shows a primary b-value of ~1.5 and ~1.0, respectively.
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3) Homogeneity and grain size. Homogeneous and fine-grained sedimentary rocks
generally show large primary b-value. For example, Berea sandstone shows a
b-value of ~1.5 (Lei et al., 2011).

4) Foliation orientation. Results of some strongly foliated metamorphic rocks shows
that the b-vale (prior to the peak stress) depends on the orientation of the foliation
structure: it is close to unit for samples having favorably oriented foliations (has
the minimum shear strength) and 1.3~1.5 for samples having unfavorably
oriented foliations.

5) Inelastic strain rate. By keeping the inelastic strain rate constant, (Sano et al.,
1982) found that b-value is a function of inelastic strain rate rather than stress
level. The effects of inelastic strain rate could be enhanced by increasing pressure
and using a wet sample (Masuda et al., 1988).

Recent results from jointed or foliated rocks have demonstrated a typical pattern in
the change of b-value: a precursory drop (from 1.0~1.5 to ~0.5) in foreshocks and a
consequent recovery (to 1 to ~1.2) in aftershocks (Lei et al., 2013a).

Foreshocks underlie the fault nucleation phase that again strongly depends on rock
properties and loading conditions. Due to the fact that b-value depends on several
factors, a change of b-value could not be simply linked to stress change in both mining
and natural fields. The usefulness of b-value as an earthquake predictor remains an area
of continued debate. An integrated analysis of b-value with other AE statistics may lead
to better indicator of failure (see 4.7).

3.2 Omori’s law

It is well known that a large earthquake is generally followed by many aftershocks.
In fact, both AE (Hirata et al., 1987; Lei, 2003; Ojala, 2004) and earthquake of any
size can produce its own aftershocks depending on its magnitude. Event rate of
aftershocks (Ra) follows the modified version of Omori’s law (presented in Utsu,
1961). It is an empirical power law of the time from the main event (t – tm), for
aftershock rate:

Ra ¼ Ka ca þ t � tmð Þ�p ð11Þ
where ca, Ka, and p are constants. The constant ca is a characteristic time between
consecutive events. The p-value modifies the decay rate and typically falls in the range
from 0.6 to 2.5 with a global mean of ~1 for earthquake aftershock sequences (Utsu &
Ogata, 1995). In rock sample of laboratory scales and rock mass of mining scales, the
foreshock rate Rf, before a main event obeys a similar power law of the time-to-failure
rate (tm – t):

Rf ¼ Kf cf þ tm � t
� ��p0 ð12Þ

AE bursts during creep tests (Hirata et al., 1987; Lockner & Byerlee, 1977) and AE
aftershock rates for slip events in sandstone show p-values in the range of 1 to 2
(Goebel et al., 2012). Both foreshocks and aftershocks associated with the fracture of
major asperities in a jointed rock can be roughly modeled with p and p0 of 1.0 (Lei,
2003).
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3.3 Critical point behavior and accelerated moment
release model

Similar with earthquakes, chaotic behavior in AE activity can be resulted from the
fractal or hierarchical complexities in cracks, joints, fractures and other heterogeneities
in rocks, together with the non-linear interaction between cracks. Therefore, the
concept of critical point behavior has been applied to AEs using time-to-failure analysis
(Moura et al., 2005; Moura et al., 2006; Wang et al., 2008); where the catastrophic
event is considered a critical phenomenon occurring at a second-order phase transition
in an analogy with percolation phenomena (Moura et al., 2005). In the vicinity of the
critical point, the variations in the energy release can be characterized by a power law of
time-to-failure interspersed with log-periodic oscillations (Laherrere & Sornette,
1998). Mathematically, such oscillations correspond to adding an imaginary part to
the exponent of the power law (Moura et al., 2005; Moura et al., 2006; Yukalov et al.,
2004):X

EðtÞ ¼ Aþ B tf � t
� �αþiω ð13Þ

where E may be any kind of energy release rate, tf is the failure time, A is cumulative
energy release at t = tf, B is negative, α and ω are constant. The log-periodic oscillations
correspond to an accelerating frequency modulation as the critical time is approached.
By fitting experimental data of granites having various grain sizes, (Moura et al., 2006)
suggested that the imaginary part of the complex exponentω has good correlation with
grain size and loading rate. Larger grain size and faster loading rate result in a greaterω,
which indicates a longer interaction range in space. By ignoring the oscillations in
equation (6) we get the power law of the accelerated moment release (AMR).X

EðtÞ ¼ Aþ B tf � t
� �m ð14Þ

As expected from equation 14, progressively increasing AE activity before the
catastrophic failure of brittle rocks is commonly observed (Lei, 2006; Main, 1991;
Main et al., 1993) and can be represented by the AMR model with anm of 0.2 to 0.3,
which is in agreement with the typical value for natural earthquakes (Lei & Satoh,
2007; Tyupkin & Di Giovambattista, 2005; Wang et al., 2008; Yin et al., 2004).

AMR can be also derived from damage laws of crack population with a fractal size
distribution. Under loading conditions of constant stress-ratew, the energy release rate
_E evaluated by the measured AE magnitude can be derived from laboratory-derived
constitutive laws of the stress-induced subcritical growth of crack populations with a
fractal size distribution (Lei, 2006):

_EðtÞ= _Eðt ¼ 0Þ ¼ 1� t=tf
� �lþ2�2l0=2�lð1þwtÞl ð15Þ

where l is referred to as the stress corrosion index (the exponent of the power law
between the mean quasi-static rupture velocity of crack populations and the stress
intensity factor (Main et al., 1993)), l0 is the exponent of the power law between the
mean quasi-static rupture velocity of crack populations and AE rate, the failure time tf
is defined so that c approaches infinity. Under constant stress (creep) condition (w=0),
equation (15) reduces to:
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_EðtÞ= _Eð0Þ ¼ 1� t=tf
� ��m0

; m0 ¼ l þ 2� 2l0=2� l ð16Þ
The cumulative energy release is then obtained by integrating (16) with time:

P
E ¼

ð
_Edt ¼ Aþ Bðtf � tÞm ðB ¼ � 1

ð1�m0Þtf
;m ¼ 1�m0Þ ð17Þ

Equation (17) is the same as equation (14). The exponent in the power law of AMR is
thus linked with the exponents of another two power laws relating AE rate and mean
crack length. In such a consideration, both event rate and moment release increase as a
power of time-to-failure. The AMR is thus resulted from a cascade of small events
progressively releasing stress before a large event.

If a system approaches a critical point, the spatial correlation length (hereafter
abbreviated as SCL) is expected to grow according to a power law (Bruce & Wallace,
1989)

ξðtÞ∝ ðtf � tÞ�k ð18Þ
where k is positive. Assuming a scaling relation between moment release E and SCL,
growing SCLs (GSCLs) can be derived from the AMRmodel in (14). The SCL of a set of
N consecutive events can be estimated using single-link cluster analysis (Frohlich &
Davis, 1990). Initially, each individual hypocenter is linked with its nearest neighbor
hypocenter to form a set of clusters. Then, every cluster is linkedwith its nearest cluster.
This process is repeated until N events are connected with N-1 links. Throughout the
process, the distance between any two clusters is calculated based on their geometric
centers. The SCL is here defined as themedian of the length distribution of theN-1 links
(Tyupkin & Di Giovambattista, 2005; Zöller et al., 2001). In order to reduce the
dependence of SCL on event number and sample dimension, the dimensionless value
is used:

ξRðtÞ ¼ ξðtÞ�lR
lR ¼ lΩ

�
n1=3 ð19Þ

where lΩ is the characteristic linear dimension of the rock sample. A decrease in SCL
preceding precursory growth before large events (Lei & Satoh, 2007; Li et al., 2010;
Tyupkin & Di Giovambattista, 2005).

3.4 Fractal and hierarchical property of AE hypocenters

Similar to natural earthquake, AE shows fractal self-similarity in both time (e.g. Feng&
Seto, 1999) and space (e.g. Hirata et al., 1987; Lei et al., 1992). The generalized
correlation-integral (Kurths & Herzel, 1987), was usually applied for multi-fractal
analysis of the spatial clustering of AEs and earthquakes:

CqðrÞ ¼ 1
N

XN
j¼1

NjðR ≤ rÞ
N � 1

� �q�1
" #1=ðq�1Þ

ðq ¼ �∞; :::;�1; 0; 1; :::;∞Þ ð20Þ
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whereNj(R < r) is the number of hypocenter pairs separated by a distance equal to or less
than r, q is an integer, andN is the total number of AE events analyzed. If the hypocenter
distribution exhibits a power law for any q, CqðrÞ∝ rDq , the hypocenter population can
be considered to be multi-fractal, and Dq defines the fractal dimension that can be
determined by the least-squares fit on a log-log plot. In the case of a homogeneous
fractal, Dq does not vary with q. It can be easily proved that D0, D1 and D2 coincide
with the information, capacity and correlation dimensions, respectively.

Localization of AE activity leads to a decrease of fractal dimension, thus it was
expected to be a possible indication of approaching failure. Gradual decreasing D was
observed in some cases but not in others cases (Hirata et al., 1987; Lei et al., 1992; Lei &
Satoh, 2007). By looking up results obtained so far, especially recent ones utilizing high-
speed recording, we can draw some clearer conclusions now (see section 4 for details). In
general, there is no gradual localization as ever expected. Thefinal fracturing nucleated in
a site with no clear correlation with the previous damage. The chance to observe
decreasing D depends on the number of foreshocks which is somewhat determined by
the critical size of the fault nucleation zone (overwhich the rock fails dynamically) aswell
as the growing velocity of the fault. In cases of a small nucleation zone or fast growing
velocity, a smaller number of foreshocks are insufficient to cause a notable change inD.

3.5 Dragon-Kings in AEs

Similar with many geological systems of the Earth, AEs do not show perfect power
law behaviors. There are extreme events of a magnitude which do not follow the
Gutenberg-Richter power law governing the size distribution of other events. In labora-
tory, a test sample is loaded by a very rigid frame, thus the final fracture likely release
almost strains in the sample. Therefore, it is dangerous to conclude that the final fracture
is a dragon-king. Beside the final fracture, the fracture of major asperities in the shear
plane also demonstrate some extreme events as the examples shown in Fig. 5. These
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Figure 5 Magnitude-frequency distribution of fore- and after-shocks associated with fracture of a major
asperity on a fault going to failure. The e1~3 mark the main events which are termed as
“dragon-kings,” extreme events departed from the power law (after Lei, 2012).
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events have a magnitude significantly greater than that expected by the GR power-law
relation between the magnitude-frequency distribution for either foreshocks or after-
shocks. There are at least two mechanisms that may lead to dragon-kings: 1) the power-
law event rate and moment release increasing and 2) hierarchical fracturing behavior
resulting from hierarchical inhomogeneities in the sample (Lei, 2012). In the first
mechanism, the final failure corresponds to the end-point of the progressive occurrence
of events, and thus the resulting dragon-king event can be interpreted as a superposition
of many small events. In the second mechanism, an event of extreme size is the result of
fracture growth stepping from a lower hierarchy into a higher hierarchy on a fault surface
having asperities characterized by hierarchical distribution (of size or strength) rather
than simple fractal distribution. In both mechanisms, the underlying physics is that
fracture in rocks is hard to stop beyond certain threshold.

4 AE IN INTACT ROCKS UNDER DIFFERENTIAL COMPRESSION

4.1 Lithology and confining pressure

At first, different rock type may demonstrate quite different pre-failure AE activity. In
general, polycrystal rocks such as granitic rocks, andesite, and metamorphic rocks
show very high AE productivity. AE activity is initiated at relatively lower stress and
then increased progressively until failure showing fairly well AMR behaviors. In
sedimentary rocks, quartz-rich and strongly cemented sandstones show high level
AE activity. While clay-rich shale and mudstone, and homogeneous dolomite demon-
strate low level pre-failure AEs but shale and dolomite may show strong AE energy
release during the quasi-static to dynamic fracturing stages (Lei et al., 2014). Coal
shows high level of AE activity under uniaxial compression (Ranjith et al., 2010),
triaxial compression (Yin et al., 2012), and during gas adsorbing/desorbing and
swelling/shrinking (e.g. Ma et al., 2012, Majewska et al., 2009). CO2 gas can be
adsorbed onto the surface of the micro-, meso-and macropore and fracture systems
within the coal. It was found that CO2 saturation has a significant effect on crack
initiation stress, which can be monitored by AEs (Ranjith et al., 2010). In any
lithology, high level AE activity resulted primarily from grain-size scale heterogene-
ities. Porous rocks such as sand stone generally shows high level of AE activity, but
the AE energy might be very weak as a result of attenuation. In rock salt, AE activity is
responsible for dilatancy strain under uniaxial and triaxial compression conditions
(Alkan et al., 2007; Xie et al., 2011).

In general, AE activity is relatively higher under lower confining pressures. Ductile
limestone may demonstrate some AE activity under low confining pressure or true-
triaxial unloading conditions (He et al., 2010).

4.2 Pre-existing microcrack density or damage index

In granitic rocks, the density of pre-existing microcracks is found to be the most
important factor governing pre-failure AE activity. A microcrack-free rock demon-
strates a fracture behavior similar to glass with very few AE events preceding the final
failure, while rock of higher micro-crack density shows earlier AE initiation and
progressively increasing AE activity approaching the failure (Lei et al., 2000a). The
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damage index can be used to quantitatively define the pre-existing microcrack density.
Damage index can be estimated use P wave velocity:

DI ¼ 1� M
M0

¼ 1� V
V0

� �2

ð21Þ

where,M and V represent the P wave modulus and velocity, respectively. The subscript
0 indicates measurement of damage free sample, which can be obtained by measuring
the P wave velocity at sufficiently high hydrostatic pressure, saying 100 MPa is
practically applicable for many rocks.

4.3 Role of mesoscale/macroscopic heterogeneities

For guaranteeing reproducibility of experimental results, samples as homogeneous as
possible are required. A homogeneous sample means the heterogeneities of grain size
scale are randomly distributed within the sample. However, results from carefully
selected samples containing macroscopic heterogeneities and artificial structures in
mesoscale or core scale are also meaningful for investigating their role (e.g. Pappas
et al., 1998; Satoh et al., 1996). Faulting nucleation processes are strongly governed by
heterogeneities. As an extreme case, it was found that brittle veins in ductile mudstones
have an important role on pre-failure damaging. Fault segments along the bedding
plane showed slip behavior with large compressive deformation before the peak stress,
while the vein asperities showed large precursor dilatancy prior to dynamic rupture
accompanied with bursts of AEs (Lei et al., 2000c). A long-term decreasing trend and
short-term fluctuation of the b-value in the phase immediately preceding dynamic
fracture are identified as characteristic features of the failure of heterogeneous faults
(Lei et al., 2004, Lei et al., 2000c).

4.4 Orientation of foliation and bedding structures

It is well known that brittle rocks under triaxial compression failure by shear fracture.
In foliated metamorphic rocks and in sedimentary rocks containing clear bedding
structures, the angle of the structures to the maximum principal stress is a key factor.
In a recent work, a series of samples of foliated metamorphic basalt and metasediment
from deep mines, cored along different directions with respect to the foliations, were
tested under triaxial compression to examine the role of foliation in rock fractures (Lei
et al., 2013a; Villaescusa et al., 2009). Fig. 6 shows schematic plots for a comparison of
AE hypocenters patterns of various foliation orientations. Samples of favorably
oriented foliations demonstrate a fracturing process that is somewhat similar to natural
earthquakes, showing: 1) a small number of foreshocks, 2) a large number of after-
shocks, and 3) a fault nucleation zone having a dimension of a small fraction of the fault
dimension. Samples with unfavorably oriented foliations demonstrate more compli-
cated fracturing processes and the final fracture is created through the linkage of
damage clusters along the shear zone. Every individual cluster are controlled or affected
by the foliations.Major clusters are aligned along the shear zone of the final fault plane.
The vertical AE clusters are clearly related with the vertical foliations. All aspects
concerning the fracture including the geometry of the final fracture planes, the failure
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strength, pattern of pre-nucleation AEs, and nucleation processes, are systematically
affected by the foliation angle.

4.5 Asperities on favorably oriented shear fracture plane

The aforementioned samples with favorably oriented planar structures are a better
simulation model of earthquakes. Such works are of considerable interest and impor-
tance, because they could provide rules useful for understanding rock fracturing in
mining sites and earthquake processes in the crust. Since favorably oriented faults have
the minimum reaction strength (in term of σ1−σ2), the critical crust stress is somewhat
controlled by such faults. AE activity during the fracture of a shear fault is controlled by
the fault geometry and asperities on the fault plane. Rough fault surface, irregular fault
geometries (bend, step overs) lead tomore pre-failure AE events. A detailed study by Lei
and colleagues (Lei, 2003; Lei et al., 2003) on in a granitic porphyry reveals that a
quasi-static nucleation of the shear faulting corresponds to the fracture of coupled
asperities on the fault plane. Acoustic emissions caused by the fracture of individual
asperities exhibit similar characteristics to the sequence for natural earthquakes,
including foreshock, mainshock, and aftershock events. Foreshocks, initiated at the
edge of the asperity, occur with an event rate that increases according to a power law of
the temporal distance to the mainshock, and with a decreasing b-value (decrease from
~1.1 to ~0.5). One or a fewmainshocks then initiate at the edge of the asperity or in the
front of the foreshocks. The aftershock period is characterized by a remarkable increase
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Figure 6 Schematic plots show a comparison of mesoscale patterns of AE hypocenters of various
foliation orientations (modified from Lei et al., 2013, 2015).
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and subsequent gradual decrease in b-value and a decreasing event rate obeying the
modified Omori law. The fracture of neighboring asperities is then initiated after the
mainshock of a particular asperity. The progressive fracturing of multiple coupled
asperities during the nucleation of shear faulting results in short-term precursory
fluctuations in both b-value and event rate, which may prove useful information in
the prediction of failure of the main fault plane of earthquakes.

In a very recent study, by using the X-ray computer tomography (CT) technique and
an AE monitoring approach, it was found that geometric asperities identified in CT
scan images were connected to regions of low b-values, increased event densities and
moment release over multiple stick-slip cycles (Goebel et al., 2012). This result is
consistent with the aforementioned fracture of unbroken asperities on a naturally
healed fault.

4.6 Role of water saturation, pore pressure and hydrofracturing

Water saturation in polycrystalline porous rocks is an important factor in both
short-term and long-term and time dependent mechanical behaviors. Studies have
shown that time-dependent weakening is much more important for a saturated rock
than for a dry one. Further, it has been shown that the weakening effect of water is
more significant in long-term experiments than in short-term ones (e.g. Lajtai et al.,
1987). Uniaxial creep tests of iron under partially saturated conditions show that
water saturation induces a strong increase in AE activity and dilatant inelastic
volumetric strain and a decrease in Young’s modulus and in the seismic b-value as
the rock approaches failure, indicating that water saturation accelerates static
fatigue through hydro-mechanical coupling and subcritical stress corrosion crack-
ing (Grgic & Amitrano, 2009).

In the laboratory, the governing role of pore pressure in pre-failure damage and final
failure in either low-porosity rocks, such as granites (Byerlee & Lockner, 1977; Kranz
et al., 1990; Masuda et al., 1990), or high-porosity rocks, such as porous sandstones
(Lei et al., 2011; Mayr et al., 2011; Schubnel et al., 2007; Stanchits et al., 2011), has
been investigated. Basically, AEs could be triggered by a pore pressure increase over a
critical pore pressure level in rocks under differential stress. In low-porosity rocks, a
positive feedback between AE activity and pore pressure diffusion is especially signifi-
cant because local permeability of the rock can be greatly improved by microcracks
which cause AEs (Masuda et al., 1990). It was found that water-pressure induced AEs
involve a greater rupture velocity or amore equidimensional fault geometry than stress-
induced ones (Masuda, 2013), suggesting that that pulse width analysis of Pwaveforms
can be used to distinguish fluid induced events from those induced by regional stress.

Mayr et al. (2011) presented some interesting results in porous sandstones of a
permeability of 10−17 to 10−16 m2. In their experiments, AEs could be triggered by a
pore pressure increase over a critical pore pressure level. The critical level was con-
trolled by the applied pore pressure of the previous cycle according to an apparent
Kaiser effect in terms of pore pressure. This memory effect of the rock vanished if
additional axial stress was applied to the sample before the next injection cycle. In
addition, they found that in a highly fractured rock the nucleation of the final failure
wasmore likely to be controlled by the propagation of the fracture than by the diffusion
of pore pressure.
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Dilatancy and dilatancy hardening are generally observed to occur prior to brittle
faulting. Pore pressure decreases resulting from dilatancy are the most important
mechanism of dilatancy hardening in a wet sample. Therefore, fluid flowing and in situ
drainage conditions are dominant factors that govern rock fracture behaviors. According
to field evidence, an increase in fluid pressure may produce not only significant seismicity
(e.g. Lei et al., 2013b; Lei et al., 2008) but also stable or aseismic slips along pre-existing
faults (Cornet et al., 1998). In a Berea sandstone, which has a porosity of ~20% and a
permeability of ~10−13 m2, the drainage conditions play a governing role in the deforma-
tion and fracturing processes (Fig. 7). The dilatancy-hardening effect can be greatly
suppressed by dilatancy-driven fluid flowing under good drainage conditions. Fast
diffusion of pore pressure leads to a significant reduction in rock strength and stabiliza-
tion of the dynamic rupture process. Furthermore, good drainage conditions have the
potential to enlarge the nucleation dimension and duration, thereby improving the
predictability of the final catastrophic failure (Lei et al., 2011).

In basalt, rapid post-failure decompression of the water-filled pore volume and
damage zone triggered low-frequency events, which exhibited a weak component of
shear (double-couple) slip, consistent with fluid-driven events occurring beneath active
volcanoes (Benson et al., 2008).

In these studies, the speed of pore pressure diffusion is a key factor. Since pore
pressure diffusion is inversely proportional to the viscosity of the fluid, fluids of lower
viscosity are thus expected to be more efficient to suppress the dilatancy-hardening
effect. Evidence was recently obtained through hydraulic fracturing laboratory
experiments with supercritical (SC-) and liquid (L-) CO2, which have viscosity
one order lower than water at low temperature (Ishida et al., 2012). Their results
show that AE hypocenters with the SC- and L-CO2 injections tend to distribute in a
larger area than those with water injection, and furthermore, SC-CO2 tended to

Undrained

Preshocks Preshocks Foreshocks Aftershocks

Drained

Figure 7 AE hypocenters in two Berea sandstone samples supplied to triaxial compression test under
different drainage conditions. Under undrained condition (no fluid flow into and flow out from
the sample), a large number of AEs, which formed several compaction bands, were observed
before the dynamic fracture. Under drained condition (pore pressure at the end faces of the
sample was kept constant), relatively small number of pre- and fore-shocks were observed
(modified from Lei et al., 2011).
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generate cracks extending more three dimensionally (rather than along a flat plane)
than L-CO2.

4.7 Typical phases of AEs during rock deformation and fracture

It is noted by many authors that the fracturing of rocks in laboratory experiments
demonstrates some typical stages with different underlying physics corresponding to
the stress level or deformation history. For example, creep tests normally show three
deformation stages: primary, transient, and accelerated. Under uniaxial compression,
AE activity in rocks shows five typical phases: 1) microcrack and pore closure; 2) linear
elastic deformation; 3) microcrack growth; 4) fracture propagation and chipping; and
5) post-failure relaxation (Ohnaka & Mogi, 1982). Since the number of AEs is well
correlated with volumetric strains (e.g. Lei et al., 1992), AE activity directly reflects
rock deformation and thus show corresponding phases. Detailed analysis of AEs is
helpful for investigating the physics underlying each phase of deformation.

Through an integrated analysis of severalAE statistics obtained fromAEdata collected
with the high-speed AE waveform recording system, a three-phase pre-failure-damage
model has been proposed in (Lei et al., 2004) and further enforced with new data (Lei &
Satoh, 2007; Lei et al., 2006; Rao et al., 2011). The lithology of the test samples covers
granitic, sedimentary, and metamorphic rocks whilst the structure of the samples covers
fine- and coarse-grained, jointed, and foliated. Time-dependent statistics include the
energy release rate, b-value of the magnitude–frequency distribution, and fractal dimen-
sion and/or spatial correlation length (SCL) of AE hypocenters. The data from these
studies indicate that the pre-failure damage process is characterized by three major
phases of microcracking activity, termed the primary, secondary, and nucleation phases,
respectively. Figure 4 shows a typical example inwhich all phases with a large number of
AEs and the features of every phase are very clear (Lei et al., 2006). In some cases, AEs
during the dynamic fracturing process and following aftershock period could be recorded
(e.g. Lei et al., 2013a; Main et al., 1992; Thompson et al., 2006). A general summary of
the phases follows.

Primary phase: The primary phase reflects the initial opening or ruptures of pre-existing
microcracks, and it is characterized by an increase, with increasing stress, of both the
event rate and the b-value. The rate of AE depends on the density of pre-existing
cracks. The observed fact of initially low and subsequently increasing b-value sug-
gests that relatively longer cracks likely rupture at relatively lower stress.

Secondary phase: The secondary phase involves the sub-critical growth of a crack
population, revealed by an increase, with increasing stress, in the energy release
rate and a decrease in the b-value.

Nucleation phase: The nucleation phase corresponds to the quasi-static fault nuclea-
tion processes. During the nucleation phase, the b-value decreases rapidly down to
the global minimum value, in well monitored cases, it is around 0.5. See section 4.8
for further aspects on fault nucleation.

Dynamic phase: For most intact rocks it is impossible to distinguish individual AE
events during the dynamic fracturing period since AE rate shows progressively
increasing rate preceding the dynamic fracturing, resulting in noisy background
(Benson et al., 2007; Lei, 2012; Schubnel et al., 2007; Thompson et al., 2006;
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Thompson et al., 2009). In some cases, such as that in samples of optimally oriented
foliations, there is fewer foreshocks immediately before the dynamic fracturing, the
main shock could be recorded and located by chance (Lei, 2012).

Aftershock phase: In well-jacked samples and samples of optimally oriented weak
surfaces (foliated-, joint-, healed-fault, and so on), aftershocks could be recorded.
Similar to earthquakes, aftershocks are concentrated in the fault plane and show a
gradual recovering of b-value.

Stick-slip phase: In well-jacked samples, a few numbers of stick-slip events could be
monitored with AE data (Thompson et al., 2009).

For the secondary and the nucleation phases, b-value and release rate can bemodeled as
functions of the time-to-failure (section 3.3) and thus can be treated as an indicator of
the critical point (Lei & Satoh, 2007). Both the failure of a major asperity on the fault
plane and the catastrophic failures of the rock samples are generally preceded by 1)
accelerated energy release, 2) a decrease in fractal dimension and SCL with a subse-
quent precursory increase indicating growth of fault nucleation, and 3) a decrease in
b-value from ~1.5 to ~0.5 for fine-grained rocks, and from ~1.1 to ~0.8 for coarse-
grained or weak rocks such as S-C cataclasite. However, each parameter also reveals
more complicated temporal evolution due to either the heterogeneity of the rock (see
section 4.3) or the micro-mechanics of shear fracturing (see section 4.8). AE statistics in
the secondary and nucleation phases confirm the potential importance of integrated
analysis of two or more parameters for successfully predicting the critical point. The
decreasing b-value and increasing energy release may prove meaningful for intermedi-
ate-term prediction, while the precursory increase in fractal dimension and SCL are
possible indications of approaching failure and can facilitate short-term prediction.

As reviewed in 4.1–4.6, lithology, density and size distribution of pre-existing cracks,
meso-scale, macro-scale heterogeneities, pore fluid, and drainage condition all have an
overall role in AEs. There are some cases in which some phases are not clear. In general,
homogeneous (both fine-grained and coarse-grained) rocks with pre-existing cracks
likely show all phases. Heterogeneous or weak rocks such S-C cataclasite normally
show a lack of the primary phase. Samples with few pre-existing cracks and samples
containing optimally oriented weak structures, likely show an unpredictable fracturing
behavior as well as a lack of primary and secondary phases, in addition the nucleation
phase has a small number of AEs.

4.8 Fracture nucleation and process zone

Earlier AE waveform recording systems could record a few tens of events per second,
insufficient for exploring the details of fault nucleation which corresponds to an AE
rate on the order up to several thousand events per second. Indeed, the final fracture
plane could be mapped with pre-failure AEs in inhomogeneous samples having weak
structures (Lockner&Byerlee, 1980; Lockner et al., 1992; Satoh et al., 1996). If the test
sample contains optimally oriented weak interfaces, and if the environmental rigidity is
sufficient high to sustain the quasi-static growth of fault nucleation, the fault could be
nucleated at quite a low stress level relative to the peak stress. On the other hand, in
homogeneous and brittle rocks, fault nucleation is likely created at a stress close to the
peak stress, while the environmental rigidity is lowered by damage throughout the
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sample volume the rock fails rapidly with a large stress drop (Lockner, 1993; Lockner
et al., 1992; Satoh et al., 1996). To overcome this difficulty, different approaches were
applied among research groups.

In the first approach, the AE event rate was used to control the axial loading. With
such a technique the rapid faulting nucleation process (in seconds) could be stabilized
(in hours) and thus make it possible to observe the complete nucleation and quasi-static
growth process of a fault through the analysis of AE hypocenters (Lockner et al.,
1991a; Lockner et al., 1992).

In the second approach, a non-standard “asymmetric” loading was used to force
shear faulting under uniaxial compression and earlier (and accordingly slowed down)
faulting nucleation (Zang et al., 1998; Zang et al., 2000).
In the third approach, a rapid AEmonitoring systemwas developed in the late 1990s

(Lei et al., 2000b), which can record AE waveforms without major loss of events, even
for AE event rates on the order of several thousand events per second, typical for fault
nucleation in brittle rocks. Therefore, it is possible to study cracking activity during the
spontaneous and quasi-static growth of a fault in intact rocks. The main advantage of
this approach over the AE feedback technique is that the process of fault growth is in a
condition of constant stress rate or constant stress (creep) loading, which allows both
quasi-static and dynamic crack growth to occur. As we know the constitutive relation
of friction (e.g. Dieterich, 1992) and the mechanics of the interaction between cracks
are indeed time-dependent so the fault growth under artificially slowed down condi-
tions with time-varying strain rate may change the nature of fracturing. Recent systems
were utilized with large amounts of memory, allowing continuous waveform recording
on multiple channels and more detailed analysis of faulting nucleation, dynamic
fracturing, and aftershock processes (Benson et al., 2007; Lei, 2012; Stanchits et al.,
2006; Thompson, 2005; Thompson et al., 2006). Benefited with the fast speed of PCIe
bus, cheaper waveform recorders are developed, by which AE waveforms can be
digitized at a sample rate up to 20 MHz and streamed to hard disk arrays directly for
continuous recording (Yoshimitsu et al., 2014).

By using the AE feedback approach, the nucleation and quasi-static growth of faults
inWesterly granite and sandstone were observed (Lockner et al., 1991a; Lockner et al.,
1992). These results are comprehensive. In granite samples, prior to the peak stress, AE
activity was distributed evenly throughout the samples. The fault plane nucleated
abruptly at a point on the sample surface, and then grew across the sample, accom-
panied by a gradual drop in axial stress. AE locations showed that the fault propagation
was guided by a fracture front, termed process zone. After the process zone, a damage
zonewas createdwithAE activity of a low level. In sandstone samples, a diffuse damage
zone appeared prior to peak strength and gradually localized into an incipient fault
plane. It is interesting that after passing through peak stress, the shear fault plane grew
in a way similar to that in the granite samples. Migration of AE hypocenters shows that
the fault growth is not smooth but that there are periods of acceleration and decelera-
tion. Such a kind of fault nucleation process was also observed using X-ray CT to view
the damage created in rock samples which have been exposed to triaxial compression
under constant strain (in a circumferential direction) rate and released at different
stages of post peak stress (Kawakata et al., 1997). By using either displacement or
the rate of acoustic emissions to control the applied axial force, the propagation
velocity of the process zone is varied from 2 mm/s to 2 μm/s (Zang et al., 2000).
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Comprehensive results are 1) the width of the process zone is about 9 times the grain
diameter inferred from acoustic data but is only 2 times the grain size from optical crack
inspection; 2) the process zone of fast propagating fractures is wider than for slow ones;
3) the density of microcracks and AE emissions increases approaching the main
fracture; 4) shear displacement scales linearly with fracture length; and 5) the ratio of
the process zone width to the fault length in Aue granite ranges from 0.01 to 0.1
inferred from crack data and acoustic emissions, respectively. With a combination of
AE feedback and continuous waveform recording, accelerating propagation speed of
fault nucleation from ~1 mm/s to ~100 m/s could be fingered out through 3D AE
locations (Thompson et al., 2006).

The use of a high-speed waveform recording system is successfully in monitoring AE
hypocenters during spontaneous fault nucleation and even the unstable failure process
in intact brittle rocks under constant stress (rate) loading conditions. A number of
different kinds of samples including intact rocks (Lei et al., 2000a; Lei et al., 2000b),
jointed rocks with unbroken asperities (Lei et al., 2003), shale with thin quartz veins
(Lei et al., 2000c), and foliated rocks (Lei et al., 2013a), were investigated and more
detailed structures of faulting nucleation and process zone were obtained.

It has been observed that, “unlike tensile cracks, shear fractures do not grow by
simple propagation in their planes but show a complex breakdown process” (Scholz
et al., 1993). The process zone is defined as the damage zone at the tip of a propagating
fault. It is a very important aspect of fault mechanics and has been studied by labora-
tory works (Cox& Scholz, 1988a; Cox& Scholz, 1988b; Lei et al., 2000b; Zang et al.,
2000). The process zone geometry and size, relative to the fault contained within it, can
be used to evaluate fault growth models. The process zone may also play an important
role in the permeability structure of fault zones. Understanding process zones as a
whole, as well as understanding the size, structure, and orientation of elements within
process zones, will lead to a better understanding of the role faults play in fluid
migration within the Earth’s crust.

It was observed that a fault initiated at a site with slight preceding damage and then
propagated into un-faulted rock with a process zone of intense cracking (Reches &
Lockner, 1994). Reches & Lockner (1994) proposed a model based on the mutual
enhancement of cracking due to stress induction and illustrated the propagation of a
fault through the interaction of tensile cracks. However, based on knowledge of the
focal mechanism type, it was observed that tensile cracking was dominant only in the
front area of the fault, i.e., within the process zone (Lei et al., 2000b). When the density
of the damage zone increased or when the fault growth was accelerated, shear mode or
other modes containing a shear component became the major/dominant modes of
cracking; this is in agreement with a suggestion by Cox & Scholz (1988a) based on
microstructural examination.

Fig. 9 shows a renewed fault model with major features illustrated. As shown in the
figure, shear fault growth is guided by the progressive occurrence of tensile cracks in the
process zone at the fault tip. By noting the optimal orientations of cracks in the process
zone, it is easy to understand that a shear fault is likely to bend. At the same time the
entire shear fault is driven to propagate along the optimal direction as defined by the
Mohr-Coulomb failure criterion. As a result of such micro-mechanics and macro-
mechanics, a shear fault is likely to show complicated processes such as temporal
fluctuations (acceleration and deceleration) and spatial step-overs, as derived from
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AE monitoring (Lei et al., 2013a; Lei et al., 2000b) and microstructural observations
(Kawakata et al., 2000). The core of the shear fault is the cataclasite zone, which may
form gouge layers after repeated slips and thus may reduce the permeability along the
direction perpendicular to the fault. While at step-overs and fault ends, the remaining
damage zone of tensile cracks may greatly enhance the permeability.

5 AE IN PRE-CUT SAMPLES

Experimental studies on fault stick-slip behavior are motivated by the need to provide
fault frictional models which are required for faulting simulation or earthquake cycling
simulation. AE events have been observed during frictional sliding on saw-cut surfaces
and naturally fractured surfaces in laboratory rock samples. New insights could be
gained from detailed AE monitoring. Beside the lithology of the blocks, the roughness
of surface, geometries (bend, orientation) of the fault, gouge, and loading speed are
major factors have been investigated. A summary of the effects of these characteristics
follows.
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Figure 9 Schematic section of a quasi-statically growing shear fault (modified from Lei et al., 2000b). The
fault is growing toward the right. The fault consists of two portions: the process zone at the
fault tip and the damage zone behind it. The AE activity in the process zone is dominated by
tensile cracking, a b-value lower than the background, fewer larger events, and strong self-
excitation. The damage zone is characterized by shear cracking, low b-value, larger events, and
weak self-excitation.
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5.1 Surface roughness

The sliding surfaces were normally ground with abrasive of desired particle size. The
characteristic scale of asperities on the sliding surfaces corresponds to this particle size
(cf. Brown&Scholz, 1985). A drop in the b-value of foreshocks before a stick slip event
was observed in a large granite sample containing a saw cut (Weeks et al., 1978). The
AE sources were located on the pre-cut fault, and their focal mechanism solution was
consistent with that expected theoretically for macroscopic sliding. It is not surprising
that the roughness of the fault surface is a first order factor governing the fractional
behavior and AE activity. Frictional sliding experiments on coarse-grained Inada
granite blocks in double shear show that: (1) smooth-ground (600#, 10 μm) surfaces
produce the maximum number of AE events and (2) b-values are related to the surface
topographic fractal dimensions, i.e., smooth surfaces exhibit lower b-values than
rough-ground (#60, 300 μm) surfaces (Sammonds&Ohnaka, 1998). Thus, the change
of b-value (decreasing from 1.5 to 1.0, and from ~1.2 to 0.5 for rough and smooth
surfaces, respectively) with accumulative amount of slip can be interpreted in terms of
evolving fractal crack damage during frictional sliding of the fault surface. It was also
suggested that that the grain-scale topography determines the AE source dimension,
while the fractal-domain asperities control the magnitude of the stress drop (Yabe,
2008). The source radii of large AE events may reach the order of 10 mm (as derived
from the widths of the first P-wave pulses). High frequency AE signals during the
passing rupture of a stick-slip event, observed by near fault AE monitoring, show
similar source dimensions (Kato et al., 1994). A single AE event cannot be due to the
rupture of a single asperity and is instead caused by coherent rupture of many asperities
which have a spot size of contact on the order 10–100 μm (Yabe et al., 2003).

Detailed AE data from recent studies show that off-fault AE density decay with
distance from the slip surface following a power-law, which exponents are sensitive
to both fault roughness and normal stress variations. Larger normal stresses and
increased roughness lead to slower AE density decay with fault-normal distance. This
emphasizes that both roughness and stress have to be considered when trying to
understand microseismic event distributions in the proximity of fault zones (Goebel
et al., 2014; Goebel et al., 2013b). The friction experiments on macroscopically non-
homogeneous faults indicate that there exist two types of nucleation phase for stick-
slip instability of non-homogeneous faults, which coincide with the preslip model and
the cascade model, respectively (Ma et al., 2002). A very recent study of stick-slip test
of saw cut fault (hand lapped with 600 grit abrasive) shows that each stick slip begins
as an AE event that rapidly (~20μs) grows about 2 orders of magnitude in linear
dimension and ruptures the entire of the simulated fault (150mm length) in aseismic
slip which weakens the fault and produces AEs that will eventually cascade-up to
initiate the larger dynamic rupture (McLaskey & Lockner, 2014). Sliding on natu-
rally fractured surfaces, which can be considered as a proxy for a very young fault
(or a very complex fault zone), showed, in addition to double-couple components,
significant volumetric contributions, especially during the inter-slip periods and
immediately after stick-slip events indicating substantial shear-enhanced compaction
within a relatively broad damage zone. The obtained results fault roughness controls
the kinematics of microseismicity during different periods of the seismic cycle
(Kwiatek et al., 2014).
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5.2 Strain rate- and slip-dependence, gouge

Strain rate- and slip-dependent AE activity was confirmed by a number of experiments
during the stable sliding of bare fault surfaces (e.g. Yabe et al., 2003). Acoustic emission
per unit slip was found to decrease with increasing strain rate.

The results of AE activity obtained during shear of granular layers show that, for a
given loading strain rate, the AE rate decreased with accumulating slip. Step increases
in strain rate led to immediate and sustained increases in AE rate; however, AE per unit
slip decreased with increasing strain rate (Mair et al., 2007). The slip-dependent
behaviors are consistent with those of bare surface experiments (Yabe et al., 2003).
Single AE events generated in sheared granular materials require the coherent rupture
of many grain contacts.

5.3 Fault geometry

For a slightly bent (5 degree) fault (600#, ground 10 μm), AEs are likely to cluster in the
bend; this is caused by cracks in the host rock due to stress concentration rather than
the rupture of asperities on the surface (Kato et al., 1999).

5.4 AEs during stick-slip of unfavorably oriented fault

Very recent results on stick-slip tests of unfavorable oriented faults indicates that
there are two competing mechanisms involved in fault stick-slips (Lei et al., 2015).
On one hand, the fault plane is smoothed by fault slip as a result of failure of
asperities on the fault plane. Thus we can see a decreasing tendency in AE activity
and friction coefficient with increasing number of stick-slip events. The friction
coefficient of pre-cut fault depends only on the history of stick-slip, independent
on fault angle. In all cases, the fault friction drops from ~0.75 to 0.6 after a few
numbers of stick-slip. On the other hand, the fault plane is roughened by new
damages and leads to fluctuations in AE activity and frictional behaviors. In D45
(the number indicates angle between the maximum principal stress axis and fault
plane) samples smoothing mechanism plays a dominant role. While, D50 samples
roughening mechanism and formation of sub-fault along optimal directions are
important (Fig. 10).

6 A GENERAL SUMMARY AND CHALLENGES

In summary, the pre-failure AE activity in intact rocks, primarily depend on several
factors including rock lithology, mesoscale/macroscopic heterogeneities, pre-existing
microcrack density, foliation and bedding structures. In rocks of a favorably oriented
fault, AE activity during the fracture of the fault is controlled by the fault geometry and
asperities on the fault plane. If the fault is as strong as the host rock then the fracture
makes no difference and the rock remains intact. Furthermore, a homogeneous fault or
rock mass appears to fracture in unpredictable ways without a consistent trend in
precursory statistics, while inhomogeneous faults fracture with clear precursors related
to the nature of the heterogeneity. Fig. 11 schematically shows major feature of AE
activity and the key factors governing it. Finally, it is worth noting that in a specified
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sample, all factors are normally mixed with each other and can thus play different role
in different stages of deformation.

Since the similarity between the size distribution of earthquakes and AEs has been
documented (Mogi, 1962; Scholz, 1968b), a half century has passed. Considerable
numbers of studies have been carried out on AE activity before, during, and after the
fracture of rocks. Together with other experimental studies, particularly those
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concerning the frictional behavior of a fault, laboratory studies have shed light onto
rock failure and earthquake seismology. Rules obtained at the laboratory scale are
helpful for understanding rock fracture on significantly larger scales. However, we
cannot simply bridge laboratory scale to a scale several orders larger. At every step up
from a smaller scale to a larger scale, we encountered something different. The differ-
ence could be small for each step but, after many steps, we could see something quite
different. Studies on all scales are important. With such considerations in mind, we can
list some issues worth being addressed in future studies.

Thus far, it has been observed that a weak strength (relative to the host rock)
optimally oriented planar structure shows fracturing behavior underlined with several
parallels with natural earthquakes. For example, asperity regions in lab and field
studies are connected to spatial b-value anomalies, and such regions appear to play
an important role in controlling the nucleation spots of dynamic slip events (Goebel
et al., 2012; Lei et al., 2003;McLaskey& Lockner, 2014). It is suggested that naturally
fractured surface resembled natural fault structure more closely (Goebel et al., 2013a).

The process zone at the front of a propagating fault involves many important scaling
laws (cf. Scholz et al., 1993). It is a very interesting work to systematically examine
these laws using the newest AEmonitoring technology and better analogue models. An
increase in process zone size with increasing fault length is also expected but is not yet
proved.

Through indentation test, AE data can be used to predict drillability of rock (Jung
et al., 1994). Impact test is used for the investigation of damaging in rocks during
dynamic loading. In such a case, since thousands of AEs occurred in a very short time,
generally in mini seconds, AE signals overlap with each other and are recorded as
continuous waveforms (Chmel & Shcherbakov, 2013; Chmel & Shcherbakov, 2014).
It is impossible to distinguish individual events, and thus how to explore useful
information from the waveforms is an important issue required further study.

AE measurement under very high temperature (up to more than 1000 °C) and
pressure, as analogy of volcano seismicity/tremor and deep focused earthquakes, was
applied in laboratory experiment reproducing magma migration in fractures. It was
found that opening fractures emit high-frequency acoustic events, while the flow of the
melt in the fractures accompanies low frequency and harmonic tremor (Burlini et al.,
2007). It is technical challenge to be able observe AE signals at multi-sensors under such
high temperature. By using a D-DIA cell, phase transformations of metastable olivine
were recently investigated in laboratory using an AE monitor. Several laboratory defor-
mation experiments on germanium olivine (Mg2GeO4) under differential stress at high
pressure (P = 2 to 5 GPa) and within a temperature over 1000 °C. Tense AEs were
observed during the dynamical propagation of fractures nucleated at the onset of the
olivine-to-spinel transition.Moment tensor inversion shows thatmost acoustic emissions
arise from pure shear sources, similar to deep-focus earthquakes (Schubnel et al., 2013).

In nature, fault healing is an important process. It is difficulty to simulate such
process in laboratory using rock samples. Since glassy polymer poly (methyl metha-
crylate) (PMMA) has a low hardness andmelting temperature (160 °C), the behavior of
PMMA–PMMA interfaces at room temperature andmodest stress levels (100 kPa)may
be somewhat representative of the behavior of rocks at depth and thus commonly used
as a model material for fault rupture and friction (McLaskey & Glaser, 2011). With
such a model material, it was found that fault healing promotes high-frequency
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acoustic emissions in laboratory experiments (McLaskey et al., 2012). To represent the
healing process in rocks is a challenge of wide interests.

The role of fluids in rock fracturing is an interesting issue not only in earthquake
seismology but also in industrial applications in which fluids are injected into the Earth.
Pore fluid is a very important factor that must be properly addressed in order to
understand the faulting behaviors of crustal rocks, particularly the nucleation process.
In fault mechanics, the scenario of stability, dilatancy hardening and poor drainage has
been argued since Rice in the 1980s (Rice, 1983). This fault zone dilatancy theory is the
result of the negative feedback between dilatancy-hardening and slip-weakening during
the mainshock fault movement. Lei et al. (2011) proposed a different scenario of
stability with no dilatancy hardening and good drainage for the failure of intact porous
rocks. Drained intact rock comes to be stable via a lowered strength that has been
realized before the fault starts moving. The competing mechanism between dilatancy
hardening and pore pressure diffusion is strongly dependent on local hydraulic condi-
tions and thus may result in different fracturing behaviors. Thus, systematic experi-
ments under various drainage conditions using various rocks of different hydraulic
properties are required. Quantitative investigation of rock fracture through such
experiments by means of AE techniques is an interesting issue for the future.

Hydrofracturing is a fundamental technology in applications including: enhanced
geothermal systems (EGS), fracking shale gas, tight gas and corebed gas, and CO2

geological storage. It is also an effective method to control blasting by increasing perme-
ability (e.g. Huang et al., 2011). In such applications, fracture networks and fault
reactivation (unnecessary but cannot be avoided) are directly driven by fluid pressure.
Laboratory AE studymay provide a fundamental technical background promoting these
applications and thus has shown increasing attentions. At the same time, it is also very
important to address problems raised by fault reactivation, such as induced earthquake
and fluid seepage and leakage. Water-pressure induced AEs might involve different
source process such as rupture velocity as compared with stress-induced ones, thus
study on source process of AE event may be helpful for distinguishing fluid induced
events from those induced by regional stress in fields of water injection.
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Chapter 5

Damage of rock joints using acoustic
emissions

Z. Moradian
Department of Civil and Environmental Engineering and Earth Resources Lab (ERL), Massachusetts
Institute of Technology (MIT), Cambridge, MA, USA

Abstract: This chapter focuses on using acoustic emission (AE) technique for investi-
gating shear mechanisms of rock discontinuities from the initial movement up to the
residual state. Direct shear tests were done on rock joints and AE technique along with
image analysis and 3D topography of the surfaces, scanned by a laser profilometer,
were used to obtain insights into several stages in the shear failure process of rock
discontinuities. These stages are: I: pre-peak linear period, II: pre-peak non-linear
period, III: post-peak period and IV: residual shear strength period. The rate and
cumulative graphs of the AE parameters such as number of hits, and energy were
correlated to the shear stress-shear displacement of the tested rock joints. These
correlations revealed that AE has a high competency as a precursor prior to shear
failure of discontinuities and therefore it can be used as an indicator of instability in
slopes and structures suffering from sliding along discontinuities. These observations
can also open a door for a better understanding of the mechanisms of faulting and
finally for earthquake prediction. Locations of the AE event sources were determined
from propagation velocity of acoustic waves and the traveling time from the event
source to the AE sensor. These sources correspond to damage zones that are caused by
active asperities in shearing process, mostly asperities facing the shear direction. The
distribution of the source locations and their associated AE energy can provide an
estimation of contact areas between upper and lower surfaces of the rock joint. It also
helps to detect location, size, and failure intensity of the damaged zones during each
stage in the shearing process. Presence of the AE events with low energy before shear
stress peak revealed that slipping/shearing process may start from zones with less
frictional resistance and then it will be controlled by rough asperities with higher
frictional resistance.

1 INTRODUCTION

Discontinuities have an important role in controlling behavior of rock mass under
normal and shear loading conditions. They reduce strength and increase deformability
in the rock mass. Thus, the safe management of projects on or in the rock requires a
precise evaluation of the rock mass stability in terms of the shear strength of the
discontinuities (Patton, 1966; Ladanyi & Archambault, 1970; Barton, 1973;
Kulatilake et al., 1995; Seidel & Haberfield, 2002; Moradian et al., 2013; Gravel
et al., 2015). Observations of experimental shear tests on rock discontinuities have



shown valuable information in improving our knowledge about earthquakes, since the
mechanism of stick-slip of rock joints in the laboratory is similar to fault mechanisms
and earthquakes (Mogi, 1962, Brace & Byerlee, 1966; Scholz, 1998). Thus, under-
standing earthquake processes relies on studying shear fracturing in rocks (Scholz,
2002). Studying shear mechanism of rock joints also shed light on understanding
mechanisms of induced earthquakes by fluid injection in several industrial applications
including enhanced geothermal systems (EGS), hydraulic fracturing, geological storage
of CO2 and waste water disposal (Johnston et al., 1987; Thomason et al., 2009;
Maxwell et al., 2009; Warpinski et al., 2012; Zoback & Gorelick 2012; Ellsworth
2013).

Shear strength of rock joints depends on the applied normal stress, the roughness of
the joint surfaces, the contact area between joint surfaces (degree of matching), the
compression and tensile strength of the rock, the loading rate, the size of the joint (scale
effect) and the environmental conditions, e.g. weathering, presence of water and pore
pressure (Ladanyi & Archambault, 1970; Barton, 1977; Byerlee, 1978). Size, shape,
and distribution of contact areas are mainly related to the geometry of the asperities,
loading conditions, mechanical parameters of the rock, and shear displacement (Zhao,
1997; Gentier et al., 2000; Grasselli, 2006; Park et al., 2013; Moradian et al., 2010;
Fathi et al., 2016a).

Grasselli (2006), Gentier et al. (2000), Moradian et al. (2012b) and Fathi et al.
(2016a) stated that degradation mostly occur in steeper asperities. Therefore, instead
of considering the whole contact area between surfaces, an effective contact area
should be considered in the shearing process. They explained that effective contact
areas consist of asperities that are facing the shear direction (Figure 1). Thus the
identification of the potential damaged areas only requires the determination of the
areas which face the shear direction and which, among them, are steep enough to be
involved (Grasselli, 2006). Some other researchers believe that the shear strength
along a joint surface may not be uniform because of the existence of zones with low

Asperities with Negative Angle
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Figure 1 A schematic cartoon showing asperities with positive and negative angles toward the shear
direction. Asperities with negative angles open right after slip initiation leaving asperities with
positive angle to participate in shearing process. The real contact area is the sum of the in-
contact asperities, mostly those with positive angle towards the shear direction.
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and high frictional properties. As a result, slip may initiate from a region of low
frictional resistance and spread asymmetrically to regionswith higher resistance resulting
in non-uniform normal and shear stress distributions along the discontinuity (Mutlu &
Bobet, 2006; Hedayat et al., 2014). Variation of frictional resistance along a joint, non-
uniform stress field, inelastic deformations near joint boundaries, and variation of elastic
modulus of the intact rock may cause non-uniform shear stress distributions (Comninou
&Dundurs, 1983; Burgmann et al., 1994; Gorbatikh et al., 2001;Mutlu&Bobet, 2006;
Malanchuk, 2011; Hedayat et al., 2014).

Topography (roughness) of the rock discontinuities can be divided into two categories:
first order asperities (waviness) and second order asperities (unwaviness). Second order
asperities are considered as small dents on the surface of the first order asperities or on the
flat areas over the joint surface. It is believed that in small shear displacements, second
order asperities govern the shearing process and for large shear displacements the first
other asperities take the role. It has also been shown that the effect of surface roughness
on shear strength of rock joints is more pronounced for relatively low values of normal
stress and it decreases with increasing normal stress (Byerlee, 1970; Huang et al., 2002;
Grasselli, 2006). It can be stated that at very high normal stresses, roughness of the joint
surface loses its effect and the friction between rock grains replaces it.

Scale effect is the most important factor affecting roughness. Recent paper published
by Tatone&Grasselli (2013) showed that with a constantmeasurement resolution, the
scale effect is positive (increase in roughness with increasing scale). As a conclusion of
their work, Tatone & Grasselli (2013) suggested that the common thought of
“decrease in roughness with increasing sample size”may be resulted from inconsistent
measurement resolution.

The shear strength of the rock discontinuities consists of two components: cohesion
and friction. Cohesion consists of cohesive bond between the upper and the lower joint
surfaces as well as the internal cohesive bond between rocks’ minerals in the intact
asperities. On the other hand friction of a rock discontinuity consists of basic friction
angle of the rock (ϕb), (ϕr) for unweathered surfaces, and friction of the rough
asperities (i). Open joints under low normal stress don’t have cohesion. They may
show some cohesion under high normal stress due to the breakage of intact asperities.
Barton (2013) has strongly mentioned, “Even rough open joints do not have any
cohesion, but instead have very high friction angles at low stress, due to strong dilation”.
As a result, he states that defining cohesion for open joints, even as an apparent cohesion
overestimates the shear strength of the rock discontinuities.

Contrarily to open joints, cohesion is a very important parameter affecting the shear
strength of the closed (bonded) joints, even under low normal stress. Saiang et al.
(2005) conducted laboratory tests on shotcrete–rock joints in direct shear test. They
showed that for low values of normal load, the shear strength is determined by the bond
strength for genuinely bonded shotcrete–rock interfaces.Moradian et al. (2011, 2012a)
also showed that the cohesive bond between concrete and rock has the most important
effect on shear mechanism of concrete–rock interfaces.

Mobilization of the cohesion and friction in the shear process has been under
controversy. Along with Hajiabdolmajid et al. (2002), Barton (2013) believes that
cohesion is broken at small strain, while friction is mobilized at larger strain and it
remains to the end of the shear process. He proposes that the criterion ‘c then σntan Φ’
should replace ‘c plus σntanΦ’ for improved fit to reality. In other words Barton
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declares that the traditional thought of “cohesion and friction”, used in Mohr-
Coulomb and Hoek-Brown models must be replaced by “cohesion then friction”
(Barton, 2013).

Damage of rock joints can be divided into two mechanisms: 1) sliding which causes
overriding (dilation) of the asperities without breaking the intact asperities 2) shear
damage which partially or completely breaks the intact asperities. It is believed that
under low normal stress, sliding (dilation) process occurs more while under high
normal stresses dilation is entirely replaced by shear damage. Gentier et al. (2000)
and Moradian et al. (2010a) found that a little damage can occur before shear stress
peak and most of the asperity damages occur during post-peak softening and residual
period.

Barbosa (2009) categorized the shear mechanism of the pre-peak shear strength
into elastic and plastic stages. In the elastic stage there is neither degradation nor
dilation, thus, there is no decrement in the asperities angles. After the elastic stage, the
joint starts to slide over the asperities. At this stage, degradation and dilation are
initiated. Hutson and Dowding (1990) stated that under high normal stresses, asper-
ity degradation could occur during small shear displacements. Conversely, under low
normal stresses, asperity degradation can only arise if the shear displacement is large
enough. In other words, if the applied normal stress is low, the amount of gouge
materials is not significant. Nevertheless, at higher shear displacements where the
contact area is reduced due to dilation, the local shear and normal stresses increase
significantly and due to stress concentration asperity degradation happens and some
gouge materials may be produced. Although increasing normal load normally
increases the shear strength of the rock joints, Grasselli (2006) has shown that after
a certain point (sigma n/sigma c = 0.2), the effect of normal load on shear strength will
be neutral.

Researchers found out that tensile failure, rather than compressive failure, plays a
major role in the failure of individual asperities (Fishman, 1990; Handanyan et al.,
1990; Kutter & Otto, 1990; Pereira & De Freitas, 1993; Huang et al., 2002; Grasselli,
2006).

Shear strength of rock joints is shown to decrease with increasing f/a ratio where f
is infilling thickness and a is mean roughness amplitude, and approaches a minimum
when f/a is between 1.25 and 1.5, depending on the amount of normal stress
(Papaliangas et al., 1993). Residual strength decreases less markedly with increasing
f/a ratio and tends towards a constant value when f/a > 1.0 (Papaliangas et al., 1993).
For rock joints with infilling thicker than the mean roughness amplitude, failure planes
may develop through the infilling rather than along the joint interface.

The effect of fluid flow and pore pressure on the shear strength of rock discontinuities
is another important factor that must be taken into account when dealing with shear
strength of rock discontinuities. Generally fluid flow in the rock discontinuities
decreases the shear strength in two ways: 1) the fluid facilities the sliding through the
discontinuities by decreasing the friction angle especially in the existence of clay fillings
and 2) by increasing the pore pressure, it decreases the effective normal stress and
consequently the shear resistance of the rock discontinuity.

Predictions of rock slope failures and earthquakes triggered by stick-slip events have
been an interesting but challenging field of research. Premonitory phenomena such as
changes in dilatancy, creep, electrical resistivity, gas emission, ratio of seismic
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velocities, and seismic wave attenuation have been used to monitor and even predict
slip or stick-slip events along joints and faults (Aggarwal et al., 1973; Byerlee, 1978;
Cicerone et al., 2009; Hedayat et al., 2014). The direct shear tests and stick-slip
experiments are considered to be a laboratory analog of rock slope instabilities and
earthquakes, which generate ultrasonic signals that are recorded as a microseismic
event (Shiotani 2006; Ishida et al., 2010; McLaskey et al., 2014).

Acoustic emission (AE) is a transient elastic wave that is generated by the rapid
release of energy within a material (Koerner et al., 1981; Lockner, 1993). Besides
conventional monitoring techniques such as stress and strain measurement instru-
ments, the AEmonitoring has been experimented in several civil engineering structures.
However the scope of this chapter will be limited to a narrow field of study in which AE
is used to study the damage of rock discontinuities.

A few researchers have addressed the application of the AE for monitoring the shear
behavior of the joints including the author’s works (Moradian et al., 2008–2013). Li&
Nordlund (1990) characterized AE during shearing of rock joints using artificial and
natural joints. Their test results indicated that the AE rate peaks coincide with the stress
drops caused by fracturing of asperities during joint shear. Ishida et al. (2010) per-
formed in situ direct shear tests on a large block to provide some insights on analog
models of seismogenic faulting. In their study, AE sources were located with an
accuracy expected to fall within 50 mm. Hong & Jeon (2006) performed a series of
direct shear tests to investigate the influence of shear load onAE characteristics of rock–
concrete interface under constant normal load. They showed that the location of the AE
sources distributed over the entire shear zone before the shear stress reach converged
residual value. They believed that after the residual shear stress is attained, the sources
are localized. Finally they showed that the maximum rates of count and energy were
observed when the stress dropped after peak shear stress. Several studies have also been
done on rock core specimens containing smooth and ground saw-cut faults under high
confining pressures to study stick-slip nucleation process (e.g. Thompson et al., 2009;
Goebel et al., 2014;McLaskey&Lockner, 2014). In these studies AE signals have been
detected to explore how earthquakes begin.

Although the previous researches are useful to improve our understanding of rock
joint shear mechanism, they are not sufficient for investigating several stages in degra-
dation of asperities in the shear failure process of rock joints. In the present research,
laboratory direct shear tests in constant normal load condition (CNL) are conducted on
rock joints with different characteristics and AE and shear graphs are correlated. The
rate and the cumulative graphs of the AE hits and their energies are analyzed for
monitoring different stages in shear stress–shear displacement graphs of joints. The
capability of the AE as a precursor for predicting slip/shear initiation of rock disconti-
nuities and faults is evaluated too. Then the source locations of the AE signals are
correlated to the locations of the damaged zones observed by images in order to study
the progressive degradation of the asperities based on their geometry.

2 DIRECT SHEAR TESTS ON ROCK JOINTS

Rock joint samples were prepared by tension splitting of the 150 mm diameter rock
cores drilled on a medium-grained Barre granite block from Vermont, USA. Table 1
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contains physical and mechanical properties of the Baree granite. The author and his
colleagues have extensively investigated fracture mechanics and AE properties of this
rock (Li et al., 2015; Goncalvez Da Silva et al., 2015; Moradian et al., 2016). A dark
blue color was sprayed on joint surfaces to localize the damaged zones caused by shear
loading. After putting the specimens in the shear test mold and surrounding them by
Sika 212 cement grout, the joint surfaces were scanned using the scanner profilometer.
The laser profilometer model Kreon was used in this study. The laser emits a red,
luminous plane, with a wavelength of 670 nm and a maximum output power of 4 mW.
The sensor has wavelength of 670 nm, number of points per second of 30 000, and
depth and width of field of 90 and 25 mm, respectively. Profiles parallel and perpendi-
cular to the direction of shear loading were drawn with a 0.5 mm interval over the
scanned surfaces (Fathi et al., 2016a,b).

Direct shear tests were performed on the joint specimens in constant normal
load condition using a direct shear apparatus mounted inside a rigid loading
frame of a rock and concrete testing machine fabricated by Materials Testing
Systems (MTS). The rate of horizontal displacement in all tests was 0.15 mm/min,
and the test was considered finished when the horizontal displacement reached 10
mm. Shear stress and shear and normal displacements from applied shear loads
were recorded during each test (Moradian et al., 2010a). Pictures of the joint
surfaces after the shear tests were taken (Figure 2), and the joint surfaces were
scanned after the test.

Table 1 Physical and mechanical properties of the Barre granite.

Specific gravity P-wave Velocity (m/s) Young’s Modulus
(GPa)

Poisson
Ratio

Uniaxial Compressive
Strength (MPa)

2.63 4675 58.10 0.30 179

 

3 2

14

Figure 2 Photos of the joint specimen after testing. Left: fixed surface, right: mobile surface with
attached AE sensors. Arrows show the shear direction. Numbers show the position and
the order of the AE sensors.
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The shear behavior of the rock joints can be divided into four periods (Figure 3):

1) Pre-peak linear period: By applying normal and shear load on the joint specimen,
the upper and lower surfaces are settled and interlocked in this period. The
stiffness and contact area increase and dilation normally shows a negative trend
due to the contraction of the joint surfaces. There is neither degradation nor
positive dilation in this period.

2) Pre-peak non-linear period (plastic period): Dilatancy is generated and increases
along this period because of the sliding or damaging of the secondary asperities. In
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Figure 3 a) shear stress vs shear displacement, b) normal displacement vs shear displacement, c) a close-
up of shear stress vs shear displacement d) a close-up of normal displacement vs shear
displacement. The shear mechanism of the joint has been divided into four periods: I: pre-
peak linear period, II: pre-peak non-linear period, III: post-peak period and IV: residual shear
strength period.
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this period, contact areas decreases and steep asperities facing the shear direction
mobilize in shearing process while asperities with negative angle to the shear
direction lose their contact producing hydraulic aperture. This period is ended
by peak shear stress where steepest primary asperities start shearing and dilatancy
shows its maximum slope.

3) Post-peak period: All secondary and primary asperities facing the shearing direc-
tion are either slipped or sheared in this period (depending on the amount of
normal load) and the shear stress–shear displacement curve shows a stress drop
and a progressive softening behavior. The magnitude of the stress drop (difference
between maximum shear stress and the residual shear strength) represents the
magnitude of the released energy or the magnitude of the generated seismic/
acoustic event. Depending on the amount of normal stress and shear displace-
ment, some gouge materials are produced from damage of asperities.

4) Residual period: Shear stress is stable in a residual stress and asperities degrada-
tion continues in a lower severity than post-peak period. Due to existence of the
gouge materials on the joint surface, shear stress decreases during the residual
period and the slope of the dilation graph start showing a decreasing trend. Due to
dilation, the contact area between the joint surfaces is small therefore, a high stress
concentration happens at those areas that may cause some asperity damage.

3 ACOUSTIC EMISSION MONITORING

The AE data acquisition system in this study was a μSAMOS from Physical Acoustic
Corporation (PAC) with 16 channels. PAC R15a sensors with operating frequency
range of 25–70 kHz and resonant frequency of 29 kHzwere used. AE hardware was set
up with a threshold of 35 dB, preamplification of 40 dB, sampling rate of 3 MSPS,
sample length of 3K and a band-pass filtration of 20–400 KHz. PDT, HDT and HLT
were set as 300, 800 and 1000 μsec respectively.

In addition to recording the number of hits and the signal waveforms, the AE system
records certain properties of the AE signals. Common parametric features of the
waveforms employed for evaluating AE characteristics are hits, amplitude, counts,
duration, energy and rise time. Frequency domain features such as peak frequency
and frequency centroid are also determined from the Fast Fourier Transform (FFT) of
the recorded waveforms, though these parameters are very sensitive to the resonance
frequency of the sensors. Figures 4 and 5 show the common AE features in the time and
frequency domains.

Figure 6 shows waveforms and spectrums of a microseismic event located at the
center of the specimen (star in the Figure 2) and detected by all four sensors. Table 2
lists the AE parameters of the waveforms displayed in Figure 6.

4 DETECTING DAMAGE STAGES IN SHEARING PROCESS OF
ROCK JOINTS

A combination of the rate and cumulative graphs of AE hits and energy along with
shear stress- shear displacement graphs have been used to correlate the shear behavior
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of the joints with generated AE signals. It is believed that the number of AE events is
proportional to the number of damaged asperities and the amount of AE energy is
proportional to the magnitude of the asperity damage. Shear behavior of joints has
been divided into four periods based on their shear stress-shear displacement graphs
and their AE characteristics. These periods are: I: pre-peak linear period, II: pre-peak
non-linear period, III: post-peak period and IV: residual shear strength period. In this
section, the evolution of the asperity damages during these periods will be discussed for
rock joints. Figures 7–10 display shear stress, hits and energy vs. shear displacement for
the four mentioned periods of rock joints. The graphs have been drawn based on shear
displacement rather than on time to eliminate the effect of loading rate. As it can be seen
in Figures 7–10, there is a distinct maximum shear stress occurring at a shear

Rise time Counts
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Duration
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Figure 4 Common parameters of an AE waveform in time domain. Amplitude is the highest peak
voltage of the signal, counts are the number of the times that the signal crosses the threshold,
duration is the time interval between the first and the last threshold crossing, rise time is the
time interval between first threshold crossing and the signal peak and energy is the area under
the envelope of the signal (colored area) (Moradian et al., 2016).
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Figure 5 Peak frequency is the point where the power spectrum is greatest and frequency centroid is
the center of mass of the power spectrum graph (Moradian et al., 2016).
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Figure 6 Waveforms and spectrums of an event located at the center of the specimen (star in the Figure 2)
and detected by all four sensors.



displacement of less than 1 mm. This maximum shear stress coincided well with the
maximum peak of AE hits and energy.

AE activities generate right after applying shear load and starting of the shear
displacement (Figures 7–10), therefore in pre-peak linear period (Period I), joints

Table 2 AE parameters of the waveforms displayed in Figure 6.

Arrival
time (s)

Channels
(ordered
based on
arrival
time)

Rise
time
(µs)

Counts Energy
(10µvolt-
sec/
count)

Duration
(µs)

Amplitude
(dB)

Threshold
(dB)

Frequency
centroid
(KHz)

Peak
frequency
(KHz)

415.4792 4 109 39 8 694 57 35 98 96
415.4792 2 66 40 10 807 58 35 97 91
415.4792 1 52 37 8 733 58 35 98 93
415.4792 3 61 36 10 884 56 35 100 90
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Figure 7 Shear stress and hits rate vs shear displacement for the rock joint. Slip/shear initiation point
was observed at the beginning of the pre-peak non-linear period. AE hits rates show low AE
activity in residual period except for some instant slipping/shearing of the remained in-contact
asperities.
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show some AE activity for AE rate graphs and increasing with concavity in cumulative
graphs. It is believed that these initial activities in pre-peak linear period come from
sitting and locking of the upper and lower joint halves rather than asperity degradation.
In pre-peak non-linear period (Period II), joints show an increase in values of AE
parameters proportionally to the loading before maximum shear stress. These activities
are generated from breaking and sliding of the secondary asperities. The slip/shear
initiation of the rock joints was observed at the beginning of the pre-peak non-linear
period for both rate and cumulative graphs though it was better observed for the latter.
The failure process in slip/shear initiation point produces many small AE signals, as a
result of degradation of secondary asperities, however the rate of these AE signals may
not be verywell distinguishable from the background noise, while the cumulative graph
(as the sum of all these small AE signals) distinctly show the boost in AE activity in slip/
shear initiation point. During post-peak period (Period III), all asperities (secondary
and primary) are either slipped or sheared off (depending on the amount of the normal
load) and joints show a sudden increase of AE parameters after shear stress peak, so
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Figure 8 Shear stress and energy rate vs shear displacement for the rock joint. Slip/shear initiation point
was observed at the beginning of the pre-peak non-linear period. AE energy rates may locally
show high AE activity in residual period. Although instant slipping/shearing of the remained in-
contact asperities in residual period produce a few AE hits, their associated energy is high due
to high stress concentration.
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that the maximum value of the AE rates is observed in this period. At the end of post-
peak period joints show a gradual decrease in AE activity. They show their minimum
AE values in residual period (Period IV) indicating of small shearing process caused by
sliding of the remained in-contact asperities and gouge materials. While in residual
period, rock joints don’t show a lot of AE activity for hits rate (period IV, Figure 7),
theymay show some activity for energy rate (period IV, Figure 8). Local breaking of the
first order asperities due to stress concentration on in-contact areas produces this
energy. After checking the joint surfaces at the end of the test, it was found that
the amount of the gouge material wasn’t remarkable. It is in good agreement with
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Figure 9 Shear stress and cumulative hits vs shear displacement for the rock joint. The slip/shear
initiation point was observed at the beginning of the pre-peak non-linear period.
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Barton & De Quadros (1997) who believed that under high JCS/normal stress, the
amount of the gouge material is negligible.

Figures 7–10 for the tested rock joints in this study demonstrated a fracturing process
similar to natural earthquakes showing: 1) small number of hits before peak (a few
foreshocks), 2) a sudden release of AE energy (main shock), 3) large number of hits after
peak (a lot of aftershocks) and 4) finally decreasing hits rate obeying the Omori’s law
(Lei & Ma, 2014).

Table 3 summaries the behavior of the rate and cumulative graphs of AE hits and
energy in each shear mechanism period for rock joints.
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Figure 10 Shear stress and cumulative energy vs shear displacement for the rock joint. The slip/shear
initiation point was observed at the beginning of the pre-peak non-linear period.
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5 DETECTING LOCATION, SIZE, AND INTENSITY OF THE
ASPERITY DAMAGED ZONES

Locations of the AE event sources were determined from propagation velocity of
acoustic waves and the traveling time from the event source to the AE sensor. Using
AE localization, scanned surfaces and image of shear surfaces simultaneously provide
the possibility to investigate the degradation sequences of the asperities (Moradian
et al., 2012b). In order to identify AE activity at different periods of shear test, the Y
positions of the AE events is drawn versus their X positions. To verify the accuracy of
the source location technique pencil lead breaks (PLB) were conducted before test at the
center of the rock joint (known point) and the source positions were measured. The
error of the technique was found to be ± 2 mm.

Figure 11 displays the 3D roughness as well as the horizontal and vertical roughness
profile of the mobile surface in which AE sensors have been attached for the rock joint.
For measuring roughness of the joint surfaces, 0.5 mm interval was chosen and the
average Z2 parameter was measured for the whole surface as 0.355, then JRC was
calculated as 18 from JRC = 32.2 + 32.47 log (Z2) (Tse & Cruden, 1979). Z2
represents the root mean square of the first height derivative in the 2D profile and
JRC is joint roughness coefficient.

In Figure 12, the 2D location of the AE events for four detected periods as well as the
photo of the surface are shown. Each figure represents the top view of the joint. For
each event in the 2D location graph, its associated energy has been shown in different
colors. As it was stated earlier, in order to compare the AE source locations with
asperity damaged zones, the joint surface was colored by spraying a dark blue paint
before performing direct shear test. This procedure allows pointing out the damaged
zones quite easily. If an asperity is crushed, the blue color is removed and the remaining
light color exhibits damaged zone. Since the AE sensors have been attached to the
mobile (upper) replica, the top view photo of themobile replica is shown in Figure 12. It
can be seen that there is a good correlation and similarity between damaged zones and
zones with the cluster of the AE events.

From Figure 12, it can be seen that the locations of the AE sources are distributed
over the entire surface of the joint in pre-peak linear and pre-peak non-linear periods.
After the maximum shear stress, the sources became localized. These results could be

Table 3 Different behaviors in shearing process of rock joints monitored by AE.

Periods Behavior according to hits and energy rate Behavior according to cumulative
hits and energy

Pre-peak linear
Period

Increasing from background in low values, maybe
some instant peaks

Increasing with concavity

Pre-peak non-
linear period

Increasing in a constant rate with some
instant peaks

Linear increasing

Post-peak
Period

Increasing dramatically and decreasing gradually Sudden increasing with
convexity

Residual Period Attaining minimum values with some
instant peaks

Increasing, with a very low rate
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Figure 11 3D surface roughness along with horizontal and vertical roughness profiles of the monitored
surface (mobile surface) for the rock joint. The rough asperities facing to the shear direction
are located at the top and bottom of the joint surface. Z2=0.335 and JRC= 18.
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explained by the concept of first and second order asperities. It seems that secondary
asperities, which are distributed in entire surface of joint, are sheared until peak shear
stress. In other words, before peak shear stress, AE sources are distributed as a result
of failure of the secondary asperities and they are localized after maximum shear
strength as a result of failure of the primary asperities. This demonstrates that
shearing process along a rock joint doesn’t occur simultaneously. In fact it occurs
first along the smooth surfaces and later along the rough surfaces that is in a good
agreement with other researches (Comninou & Dundurs, 1983; Gorbatikh et al.,
2001; Malanchuk, 2011).

Generally the asperity degradation in residual shear strength period decreases. In
some specimens, depending on the amount of the normal load, the associated energy of
the AE events is high due to the failure of the remained in-contact asperities. As a
conclusion, in the residual period, the number of AE events decreases but AEmay show
some local activity in the remained in-contact asperities due to high stress
concentration.

It is believed that second order asperities determine the number of AE events while
the first order asperities control the magnitude of the AE events or the shear strength of
the joint (stress drop). In order to have a better insight about damage intensity of the
asperities, energy of each event (magnitude of damage) has been shown by different
colors. It can be seen that AE energy increases from low values in pre-peak linear period
to pre-peak non-linear period. AEs reached their maximum energy in post-peak period
and then they decreased in residual period.

Comparing Figure 11 with Figure 12, one can say that clustering point of AE events
as well as damaged zones are related to the rough zones of the joint surfaces. Figure 11
shows that asperities facing the shear direction are located in upper and lower sides of
the joint surface, while in the center of the specimen asperities are facing opposite to the
shear direction. This kind of asperity distribution has caused damaged zones to occur in
upper and lower sides of the joint surface, whereas in the center the lack of damaged
zones is clear. It is worth noting that slip nucleates at a certain point(s) rather than
occurring simultaneously along the entire fault (Martel & Pollard, 1989). Burgmann
et al. (1994) stated that although slip distribution is commonly assumed to be symme-
trical with respect to a central slip patch; however, it is often asymmetric due to non-
uniformities in both normal and shear stress.

The joint surfaces have been scanned by an interval of 0.5 mm * 0.5 mm. As
mentioned earlier in this section, the accuracy of the AE source location for known
sources (pencil lead breaks) wasmeasured as ±2mm that is worse than the resolution of
the scanner (0.5 mm), therefore it would be difficult to correlate the locations of the AE
events to the roughness precisely. What AE source location technique can show are the
zones of damaged asperities but not necessarily the individual damaged asperities. In
other words, the rupture of several asperities can cause an AE event. This is in agree-
ment with Yabe et al. (2003). They believed that a single AE event cannot be due to the
rupture of a single asperity and is instead caused by rupture ofmany asperities that have
a spot size of contact on the order 10–100 μm.

The best source locations result in a 2D geometry is achievedwhen an event is located
between at least three sensors. This concept, which is called “triangulation”, provides a
good coverage of the event by the sensors. If an event doesn’t fall in a triangle of the
sensors, it may not be localized properly. This has happened in Figure 12where some of
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the AE sources have been detected outside of the sensor array. Increasing the number of
sensors and an improved sensor array will definitely increase the accuracy of the
localization.

6 SUMMARY

AE was monitored during constant normal load (CNL) direct shear testing of rock
joints. Shear behavior of joints was divided into four periods based on their shear stress-
shear displacement graphs and their AE characteristics: I: pre-peak linear period, II:
pre-peak non-linear period, III: post-peak period and IV: residual shear strength
period. A distinct maximum shear stress occurred at a shear displacement of less than
1 mm. This maximum shear stress coincided well with the maximum peak of AE hits
and energy.

The results showed that the rate and particularly cumulative graphs of the AE
parameters could be used as a precursor to the shear failure of the rock discontinuities
by showing a notable increasing at pre-peak non-linear period. These observations can
also open a door for a better understanding of the mechanisms of faulting and finally
for earthquake prediction. However it should be mentioned that while AE technique is
very applicable for brittle failures, it is less sensitive to ductile deformation that doesn’t
produce considerable AE. As a result, smooth rock discontinuities under low normal
stress or slow sliding (creep shearing) may not produce remarkable AE. This is what is
called aseismic faulting. It is believed that following the development of AE technology,
it will be possible to differentiate small events from background noise with sufficient
precision and detect the precursors in a better way.

A comparison between damaged zones, AE source locations, asperities roughness
profiles revealed that rock joint damage is resulted from breaking of the asperities that
are facing to the shear direction. However presence of the AE events with low energy in
pre-peak linear and pre-peak non-linear periods (periods I and II) revealed that slip-
ping/shearing process may start from zones with less frictional resistance and then it
will be controlled by rough asperities facing the shearing direction with higher fric-
tional resistance.

The experimental tests presented in this chapter were done under low normal stresses
by using only 4 sensors for detecting the AE signals. Further experimental tests under
higher normal stresses (up to 100 MPa) and using higher number of AE sensors (up to
16) have been planned to be done using a servo-controlled triaxial loading machine.
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Chapter 6

Morphological parameters of both
surfaces of coupled joints

Cao Ping, Liu Jie & Fan Xiang
Central South University, Changsha, Hunan, P.R. China

1 INTRODUCTION

Joints which are widely distributed in rock masses concern engineers when conducting
underground constructions, such as the underground oil depots and power stations. It
is well known that the roughness of discontinuities which are clean and unfilled will
have great impacts on both hydraulic and strength characteristics of discontinuous
rock masses (Tatone & Grasselli, 2010; Jang et al., 2006). Therefore, extensive inves-
tigations have been conducted on the mechanical properties of joints and the morphol-
ogy characteristics of joint surfaces.

Firstly, the accurate measurement of joint surfaces is prerequisite to investigate
morphological parameters and to set up corresponding models. To data, non-contact
and contact techniques are often used to gauge joint surfaces. The non-contact laser
morphology instruments are widely used due to the high accuracy.

Secondly, to investigate the morphologies of the joints obtained, the statistical and
fractal geometry theories are mostly applied. Initially, research interests were focused
on 2D parameters of the joint surfaces. However, the 2D parameter descriptions are
limited by the descriptions of the surface in 3 dimensions which are more realistic.
Therefore, 3D parameters were developed. Xia (1996) quantified the height character-
ization parameters of joint surface topography with the mathematical method and
identified the waviness and unevenness components for joint surface profiles. Zhao
(1997a,b) pointed out that the mechanical properties of a joint, which are related to the
coupling degree of two joint surfaces, were poor when the coupling degree was limited,
and the joint coupling parameter which varies from 0 to 1 was put forward to describe
the degree of coupling between the two halves. The JRC-JMC shear strength criterion
was also brought up, based on the Barton JRC-JCS model (Barton & Choubey, 1977).
To investigate the morphological evolution of joint surfaces under cyclic shear loads,
Homand et al. (2001) developed several parameters, including θs, Ka and Rs, to
quantify morphological characterization of joint surfaces, and proposed morph-
mechanical model of direct shear tests. Grasselli and others (Grasselli, 2006;
Grasselli & Egger, 2003; Grasselli et al., 2002) proposed the 3D shear model based
on 3D parameters of joint surfaces. Other researches on morphological parameters of
rock joint surface have also been done in recent years (Lee et al., 2001; Jiang et al.,
2006; Cao et al., 2011; Chen et al., 2010; Belem et al., 2000). Barton & Choubey



(1977) proposed ten typical roughness profiles and the corresponding JRC values, and
then one shear criterion containing JRC was further proposed. However, the estima-
tion of JRC requires a great deal of experiences. Hence, lots of methods were proposed
to estimate JRC values (Tse & Cruden, 1979; Andrade & Saraiva, 2008; Beer et al.,
2002; Du et al., 2009; Yang et al., 2001). Tatone & Grasselli (2010) tried to establish
empirical relationship between the new 2D roughness parameters and JRC which
enabled shear strength estimation according to the Barton-Bandis shear strength criter-
ion. Fractal geometry set up by Mandelbrot (1983) is a useful method to investigate
irregularity in the nature. Irregular profiles of joint surfaces have self-similarity in
statistics. Carr & Warriner (1989) introduced fractal theory to study morphology of
joint surfaces firstly. The Fractal dimension and amplitude were used as parameters to
describe morphology characteristics of joint surfaces. At first, the fractal dimension of
profile was computed, later, that of joint surface was computed by different methods
(Odling, 1994; Kulatilake et al., 1995). Xie et al. (1997) computed fractal dimension of
profiles which was between 1 and 2, and that of joint surface was between 2 and 3.

Thirdly, coexistence of joints and water is frequently encountered in rock engineer-
ing. Colback&Wild (1965) found that the influence of water-rock interaction on rock
mass strength is prominent. According to the experiment of Rebinder et al. (1994), at
the prophase of the water–rock circle interaction, rock was under a more serious
damage effects both physically and chemically, in which the cohesive strength and
internal friction angle were influenced most. The physical and chemical damage effects
on rock were reduced as the actuation duration was prolonged and times were added
(Melo et al., 2008, 2007). Indratna et al. (1999) indicated that the influence on cohesive
strength and internal friction angle was reduced as well and the changes became gentle.
So, it can be inferred that the properties of the discontinuities, as special rock masses,
will also be affected by the water-rock interaction, and rock strengths even engineering
stabilities might be influenced by the water-rock interaction in further. Therefore, there
is an urgent need to determine more accurately the relationship between rock and
water–rock interaction (Zhao et al., 2006; Sari & Karpuz, 2006; Jiang et al., 2004;
Pyrak-Nolte &Morris, 2000; Hoek & Diederichs, 2006). The surface properties with
water–rock interaction have amajor influence on the hydro-mechanical behavior of the
rock masses and rock joints. Many parameters (Zhang et al., 2002; Jae-Joon, 2006;
Zimmerman et al., 2004), for instance hydraulic conductivity, frictional resistance and
resistance to shearing along discontinuities, will change with the effect of water–rock
interaction. There are strong links between roughness and these parameters. Although
previous studies have provided important information regarding accurate character-
ization of rock surface roughness, most studies concentrate on characterizing surface
roughness of rock using small samples and no systematic study has been made to
investigate the effect of water–rock interaction using large 3D rock samples.

To investigate the morphology characteristics of coupled joints, typical parameters
used to characterize joint morphologies are introduced firstly. And a feasible method to
generate the coupled joints has been proposed too, analysis based on above parameters
has been conducted to investigate the characteristics of these coupled joints. And then,
further investigation on the influence of water content on the joint morphologies
obtained by conducting Brazil tensile tests has been conducted. Finally, the effects of
water-rock interaction on rock and morphologies of the coupled joints by shear tests
have been investigated.
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2 MORPHOLOGY PARAMETERS

Morphology parameters which characterize surface features are mainly composed of
two groups of parameters (Chen et al., 2010). The first group parameters are the
statistical parameters which quantify the Z-axis perpendicular to the scanning surface.
The other group is the textural parameters. While the third group of parameters are
density of peaks, bearing index and valley fluid retention index, et al.

2.1 Statistical parameters

1) Maximum height of joint surface, Sp, which denotes the height between the
highest peak and the mean plane can be written as:

Sp ¼ max ðSp1; Sp2;…SpnÞ
2) The maximum depth of valleys, Sm, which denotes the depth between the mean

plane and the deepest valley can be written as:

Sm ¼ max ðSm1; Sm2;…SmnÞ
3) Themaximum height, Sh, which indicates the height between the highest peak and

the deepest valley can be written as:

Sh ¼ Sp þ Sm

4) Arithmetical mean height of joint surface, Sa, which can be used to characterize
the volatility and discreteness of the height distribution can be written as:

Sa ¼ 1
A

ðð
A

jZðx; yÞjdxdy

Where Zðx; yÞ is a height function of joint surface, and A is the horizontal area
of the sample surface.

5) Root mean square (RMS) height of joint surface, Sq, which is used to describe the
standard deviation of the height distribution and to characterize the discreteness
of the height distribution of joint surfaces can be written as:

Sq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
A

ðð
A

Zðx; yÞ2dxdy
vuut

6) Skewness of height distribution of joint surface, Ssk, which is used to quantify the
symmetry of the height distribution of the joint surface can be written as:

Ssk ¼ 1
S3q

1
A

ðð
A

Zðx; yÞ3dxdy
2
4

3
5

A negative Ssk indicates that the surface is composed of principally one plateau
and deep and fine valleys. While, a positive Ssk indicates a joint surface is
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composed of lots of peaks on a plane. Due to the big exponent in the equation, this
parameter is very sensitive to the sampling of the measurement.

7) Kurtosis of the height distribution of joint surface, Sku, which is expressed without
any unit can be written as:

Sku ¼ 1
S4q

1
A

ðð
A

Zðx; yÞ4dxdy
2
4

3
5

This parameter is used to quantify the flatness and the concentration degree of a
surface. If this parameter is higher than 3, the height distribution is leptokurtosis and
concentrated. As this parameter equals to 3, the surface height is in a normal distribu-
tion. However, a Sku which is less than 3 indicates that the scattered surface height
distribution is in a platy kurtosis form.

2.2 Textural parameters

Textural parameters are composed of spatial parameters and hybrid parameters.
Spatial parameters describe topographic characteristics based on spectral analysis.
They are used to quantify the lateral information present on the x- and y-axes of the
surface. While, hybrid parameters are a class of surface finish parameters which
quantify the information present on the x-, y- and z-axes of the surface, i.e.,
those criteria hats are both on the amplitude and the spacing, such as slopes,
curvature, etc.

2.2.1 Spatial parameters

1) The autocorrelation length, Sal
The autocorrelation which represents the similarity of surface compared to itself
when being translated. It helps to distinguish isotropic surfaces from anisotropic
surfaces. Horizontal distance of the autocorrelation function (fACE) has the
fastest decay to a specified value s, with 0 < s < 1. The default value for s in
the analysis software is 0.2. This parameter expresses the content in wavelength
of the surface. A high value indicates that the surface has mainly high
wavelengths but low frequencies. The autocorrelation length, Sal, can be
written as:

Sal ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2min

q
Where R ¼ ðx; yÞ : fACEðx; yÞ ≤ sgf .

2) Texture aspect ratio, Str
This is the ratio of the shortest decrease length at 0.2 from the autocorrelation on
the greatest length. This parameter ranges from 0 to 1. If the value is near 1, one
can say that the surface is isotropic, i.e. it has the same characteristics in all
directions. If the value is near 0, the surface is anisotropic, i.e. it has an oriented
and/or periodical structure.
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2.2.2 Hybrid parameters

1) Developed interfacial area ratio, Sdr
This parameter is the ratio of the increment of the interfacial area of the
scale limited surface within the specific area to the specific area. It is used to
indicate the complexity of joint surface. The developed surface indicates
the complexity of the surface due to the comparison of the curvilinear surface
and the support surface. A completely flat surface will have an Sdr which nearly
equals to 0, while a complex surface will have an Sdr of some percents.

Sdr ¼
1
A

ðð
A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ∂zðx; yÞ

∂x

� �2

þ ∂zðx; yÞ
∂y

� �2
s

� 1

2
4

3
5dxdy

8<
:

9=
;

2) Root mean square gradient of joint surface, Sdq.
This parameter is used to quantify the statistical property of morphology
evolution, it can be written as:

Sdq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
A

ðð
A

∂zðx; yÞ
∂x

� �2

þ ∂zðx; yÞ
∂y

� �2
" #

dxdy

vuut

2.3 Other parameters

1) Density of peaks, Spd
This parameter is expressed in peaks/mm2. A point is considered as a peak if it is
higher than its eight neighbors. The Spd is only calculated through those significant
peaks that remain after discrimination by segmentations.

2) Arithmetic mean summit curvature, Spc.
This parameter enables us to know themean form of the peaks according to themean
value of the curvature of the surface at these points. While laser scanned every peak
point, thefinal statistics of the averageof all peak-point curveswere recorded. It reflects
the peak point of the specimen surface and the overall curvature of the situation.

3) Bearing index, Sbi.
This parameter is the ratio of the RMS deviation over the surface height at 5%
bearing area. The higher the Sbi index, the larger the number of wear shelves exist
on the surface.

4) Core fluid retention index, Sci
This parameter is the ratio of the void volume at the core zone (5% to 80%
bearing area) over the RMS deviation. A larger Sci index indicates a good degree of
fluid retention on the joint surface. It should be mentioned that the fracture
aperture inside rock is not considered in present chapter.

5) Valley fluid retention index, Svi.
This parameter is the ratio of the void volume at the valley zone (80% to 100%)
over the RMS deviation. A large Svi indicates a good fluid retention in the valley
zone on the rock surface.
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3 MORPHOLOGICAL INVESTIGATIONS ON COUPLED JOINTS BY
TENSILE TESTS

Owning to the influences exerted by human’s underground mining activities, such as
blast and drill, numerous artificial joints and cracks are generated, which result in a big
menace to underground workers. So, the research conducted on coupled joints in a
laboratory scale may help us to get a better understanding on the corresponding
characteristics. Joints which are unfilled, clean, well-coupled and unweathered are
difficult to be obtained from nature. Therefore, it is more difficult to process standard
rock specimens with joints for rockmechanic tests. So, Brazilian split tests and shearing
tests which have been adopted in present chapter are good methods to make artificial
joints.

3.1 Morphological investigations on coupled joints by tensile
tests

3.1.1 Test design and procedures

This series of morphological investigations are mainly composed of three procedures.
The first procedure is the generation of artificial coupled joints, the second procedure is
the scanning of morphologies, and the last is the morphological analysis on obtained
results.

1) Generation of coupled joints
Electro-hydraulic servo-controlled universal testing machine which is
composed of host machine, oil pump, control system, a computer and data-
processing system has been adopted in Brazilian splitting tests. The loading
can be force- or displacement controlled. The loading velocity adopted is
200N/s in this set of Brazilian tests. The machine stops loading when the
cylindrical specimen cracks, which could guarantee the specimen would not
be crushed.

As shown in Fig. 1 and Fig. 2 that 21 coupled joints (a total of 42 joint surfaces,
see Fig. 2) were made by means of Brazilian split tests. The specimens were
obtained from several kinds of hard rocks, such as limestone, sandstone, etc.
The artificial joints made by Brazilian split test have good coupled conditions,
which can be found from the following pictures and morphological parameters.

2) Morphology scanning
As shown in Fig. 3 that the morphologies of the 42 surfaces are scanned by the
three-dimensional high-accuracy non-contact laser morphology instrument. The
dimension of the instrument is 800mm×600mm×970mmwith the mass of 280kg.
The scanning range in z-direction is defined by the range of the gauge. The
maximum allowed weight of the sample is about 150N. As shown in Fig. 4 that
the highest measurement accuracy can reach 0.5μm. The technique used for the
laser triangulation gauge deduces the height of a surface point by sensing the
position of a laser spot on the surface using a detector placed at a certain angle
away from the incoming laser beam. A focused laser beam projects a spot on a
rough surface. This spot is detected by a CCD (charge coupled device) sensor
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Figure 1 Brazilian split tests.

Figure 2 Samples of coupled joint surfaces.



placed at a different angle. The image of the laser spot on the CCD is focused on a
position depending on the vertical position of the spot.

In the scanning process, specimens are placed on the slide, and then after the
origin setting and scanning area definition, the morphologies of the joints are
obtain by the scanning in the path shown in Fig. 5.

3) Morphological analysis
Finally, the morphology parameters are computed with the aid of TalyMap5.0
which is the powerful software for morphology analysis. Details can be found in
the Talysurf user’s manual and the formula and definition can refer to the
ISO25178 and EUR15178N.

3.1.2 Results and discussions

1) Morphologies of joint surfaces
The typical morphologies of the joint surfaces obtained are shown in Fig. 6. The
joint surface looks like rolling hills and has some similarity with topography after
magnifying the height in z-direction by ten times. The valleys have significant
impact on both seepage path and seepage speed of underground water in rock
masses.

The undulation of joint surface can be judged from different colors of images.
The positions of the highest peak and the deepest valley are known from 3D
images. If a line located between Fig. 7(c) and Fig. 7(d), the two 3D images can be

Figure 3 Talysurf CLI 2000.
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folded to a well-coupled joint along the line. Visualized, clear 3D images of joint
surface can be made and parameters that are needed can be computed by the
TalyMap5.0, which is the powerful software for analyzing surface.

2) Results and discussion on statistical parameters
The obtained results of statistical parameters are listed in Table 1. It can be known
from Table 1 that both surfaces of the coupled joints have similar values of Sh,
which vary significantly with different joint surfaces and reflect the fluctuation of
the joint surfaces in certain degree. The shear strength generated from the
interlocking effects of the peaks that stagger each other. Tiny distinctions of Sh
were induced by a spot of rock debris dropped under the high normal stress. It can
be seen from the data in Table 1 that the Sh and Sq values between two halves of a
joint are very close. The relatively small error is generated from the process of
making artificial joints. From the data, we can see that Sa is strongly related to Sh.
Similar values of Sq explain the joint surfaces’ consistent discreteness of height
distribution. The surfaces of different joints have large difference with the Sq
values, which can reflect that there are big differences in the aspect of height
distributions, and Sq is obviously related to both Sh and Sa.

Laser

Lens

Surface to assess

CCD

z max

z min

Figure 4 Working principle of Talysurf CLI 2000.
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Ssk is a characteristic of the deviation of Zðx; yÞ that is the density function of
height distribution from the origin. It can be found by comparing and analyzing
that the Ssk of the coupled joint surfaces that the Ssk value of one side is positive
and its height distribution is positive-skewed distribution, while the Ssk value of
the other side is negative and its height distribution is negative-skewed
distribution. However, their absolute values are approximate, which shows that
the distances of Zðx; yÞ from the origin are close. Two surfaces’ height
distributions of one sample among all samples are both negative skewness.

Sku values of two halves are approximately equal, which means the
concentration ratio of the upper and lower surface’s height distribution is
similar. Sku value of joint surface varies from one other. Statistically, for
example, high kurtosis distribution and low kurtosis distribution are common.
These are in accordance with statistical laws of height distribution of joint surface
morphology done by other scholars. Among all of the samples, there is one sample
has near normal distribution because its upper and lower surfaces’ Sku values are
closed to 3.

3) Results and discussion on textural parameters
The corresponding textural parameters listed in Table 2 indicate that the Sal values
of the upper and lower surfaces are very close, with the biggest gap which is less
than 1mm,whichmeans that both surfaces of coupled joints consist of waves have
equal wavelengths and frequencies. The lengths of the auto-correlation are related
to sectional dimension, and all Sal values are larger than 8mm. The larger the Sal
values, the higher the relevance of points on the contour line will be. As shown in
Fig. 8 that the upper and lower surfaces of coupled joints are exactly alike after

Figure 5 Scanning path.
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autocorrelation transformation, which indicates that they have the same
wavelengths and frequencies. It can be seen from Fig. 8 that joint surfaces are
anisotropic, because if they were isotropic, joint surfaces should have the same
color in all direction. Any Str values of both surfaces of the coupled joints are less
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Figure 6 Images of joint surface: (a) Real joint surface; (b) 2D image of joint surface; (c) 3D image (height
is magnified 2.5 times); (d) 3D image (height is magnified 5 times); (e) 3D image (height is
magnified 7.5 times); (f) 3D image (height is magnified 10 times).

Morphological parameters of both surfaces of coupled joints 189



than 1 and approximately equal, which indicates both surfaces of the coupled
joints are anisotropic again. All of the Str values of joint surfaces are in the range
from 0.3 to 0.5 and the dimensions of joint surfaces are involved.

It can be found from the comparisons from the coupled joints that the Sdr values
of two halves are very similar, which indicates that both sides of the coupled joints
have the same complexity and near actual surface areas. After autocorrelation
transformation, all joint surfaces’ Sdq values are small and almost the same;
however, different joint surfaces have different Sdq values, because different
joint surfaces own different profiles.

4) Envelop profile and envelop area
A scan image of joint surface actually is formed by plenty of scan spots locating in
different heights. Each spot has corresponding coordinate value and z is the
vertical height above the reference plane. The reference plane is the least squares
plane minimizing the sum of squares of the basic distances Z(x, y) at the point
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Figure 7 Morphologies of the coupled joints: (a) 2D morphologies of upper surface; (b) 2D morphol-
ogies of lower surface; (c) 3D morphologies of upper surface; (d) 3D morphologies of lower
surface.
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Table 1 Statistical parameters of joint surfaces.

Sample Surface Sh/mm Sa/mm Sq Ssk Sku

1 Upper 8.18 1.217 1.431 0.0986 2.050
Lower 8.40 1.292 1.529 −0.1517 2.103

2 Upper 4.93 0.668 0.813 0.6005 2.764
Lower 4.66 0.634 0.779 −0.6424 2.927

3 Upper 7.56 0.894 1.120 0.4587 3.030
Lower 8.51 0.908 1.126 −0.34019 2.937

4 Upper 11.73 2.426 2.753 0.3687 1.887
Lower 11.85 2.414 2.762 −0.4164 1.989

5 Upper 9.99 1.604 1.844 0.2477 2.011
Lower 9.85 1.489 1.715 −0.2655 2.063

6 Upper 11.93 2.013 2.406 0.4187 2.280
Lower 12.27 1.888 2.405 −0.1432 2.540

7 Upper 5.33 0.709 0.960 0.2339 3.311
Lower 5.54 0.716 0.968 −0.2138 3.353

8 Upper 13.65 1.771 2.161 0.6707 2.551
Lower 14.15 1.764 2.140 −0.6733 2.570

9 Upper 12.36 1.504 1.835 0.2862 2.554
Lower 12.11 1.425 1.739 −0.2252 2.461

10 Upper 14.14 2.335 2.851 0.4530 2.507
Lower 13.76 2.284 2.772 −0.3777 2.464

Table 2 Textural parameters obtained.

Sample Surface Spatial parameter Hybrid parameter

Sal/mm Str Sdr Sdq

1 Upper 10.86 0.4117 0.1420 0.05331
Lower 10.73 0.4026 0.1543 0.05557

2 Upper 9.63 0.3778 0.1439 0.05368
Lower 9.76 0.3884 0.1323 0.05147

3 Upper 11.43 0.4203 0.1554 0.05577
Lower 10.96 0.4125 0.1643 0.05908

4 Upper 10.67 0.4062 0.1993 0.06157
Lower 10.51 0.4083 0.2008 0.06341

5 Upper 11.08 0.7199 0.1637 0.05724
Lower 11.16 0.4174 0.1695 0.05826

6 Upper 9.52 0.4142 0.1248 0.04998
Lower 9.53 0.4172 10.1345 0.05090

7 Upper 8.37 0.4822 0.1003 0.05107
Lower 8.64 0.4821 0.1067 0.04922

8 Upper 10.41 0.4143 0.2095 0.06578
Lower 10.64 0.4042 0.1944 0.06239

9 Upper 10.93 0.4098 0.2207 0.06672
Lower 10.46 0.4107 0.2237 0.06694

10 Upper 11.36 0.4206 0.1513 0.05504
Lower 11.63 0.4269 0.1526 0.05527



(x, y, z), z(x, y) is the distance between the point (x, y, z) of the surface and the
point (x, y, z) of the plane, respectively. These spots are linked sequentially along
the x-y direction and then it will form into profile along the x-y direction. Every
one square millimeter has about 400 scan spots and each one millimeter span has
about 20 profiles. If all the profiles in the x-direction are projected to the x-z plane,
the projection area with approximate 1000 profiles will be too crowded to be
clearly identified. Thus 20 profiles which are one in fifty of the total profiles of
joint surface are projected on the x-z plane (Fig. 9). The upper profile is the higher
envelop one that is linked by the highest projecting spots on the x-z plane, the
middle profile is the mean one of all profiles, and the below profile is the lower
envelop one that is linked by the lowest projecting spot on the x-z plane. The area,
which is surrounded by the higher envelop profile, the lower envelop profile and
the boundary lines, is called envelop area. The envelop area is divided into two
parts by the mean profile. The part on the mean profile that is easily worn away
during shear tests has obvious influence on the shear strength of joint. The two
halves of coupled joint have approximately equal envelop area and the samemean
profiles by contrast of the two envelop areas which is shown in Fig. 10.

5) Profile mean angle
Mean angle of profile and the weighted average mean angle of joint surface were
developed to quantify the roughness of joint surface byHomand et al. (2001). The
equation of θp in the k-direction of a decided profile of joint surface is

½θp�k ¼ arctan
1

Nk � 1

XNk�1

i¼1

ziþ1 � zi
Δk

��� ���
 !

where k is the direction of the profile; i is the serial number of point in the k-
direction, Nk is the total number of points, zi is the height of profile on the i-th
point, Δk is the span between two adjacent points,Nk–1 is the total number of Δk.
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Figure 8 2D images of joint surface after being translated in Autocorrelation method: (a) Upper surface;
(b) Lower surface.
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The equation used to compute theweighted average of themean profile angles is
expressed as

½θp�k ¼ arctan

XMk

j¼1

ljk
1

Nj
k
�1

XNj
k
�1

i¼1

ziþ1 � zi
Δk

��� ���
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j¼1

ljk

0
BBBBBB@

1
CCCCCCA

where j is the serial number of profile, j=1, 2, 3,…,Mk, l
j
kis the nominal length of

the j-th in the k-direction, Mk is the total number of point in the k-direction.
Joint surface is composed of stochastic and irregular peaks. The height and

volume of peaks decide the roughness of joint surface. The shear strength is related
to undulation of joint surface. Through computing both surfaces of each coupled
joint, it is found that θp of the upper surface is approximately equal to that of the
lower surface. That is to say, the one surface of well coupled joint has similar
roughness with the other, which is shown from the data in Table 3. The better the
joint matching is, the closer the value of θp performs. The values of different
coupled joints have big difference while the difference seems to be the result of
different peak strengths and different curves of shear strength and displacement.
Cao et al. (2011) investigated the changing law of θp during shear tests and found
that θp is related to the shear strength, with verifying that θp will decrease with the
increase of times of shear tests. Due to that the θp of two halves of well coupled
joint are quite close, which can predict the θp value of one surface of coupled joint
based on the other one, one can also identify whether the surface is rough, flat, or
smooth according to the θp value.

3.2 Effects of water adsorption on the morphological parameters
of the coupled joints by tensile tests

To investigate the effect of water adsorption on tensile strength and morphological
characteristics of the coupled joints by Brazilian tests, in present section, the red
sandstone specimens were soaked in water for different time, the water absorptions
were obtained based on the weight variances before and after soaking in water.
Subsequently, the Brazilian disc tests of the red sandstone with different water

Table 3 Weighted averages of mean profile angles (θp ) of joint surface samples (°).

Sample 1 3 4 5 7

Upper 10.285 4.123 5.3752 6.889 4.710
Lower 10.007 40229 5.737 6.999 4.765
Sample 8 11 14 16 20
Upper 8.633 8.256 9.213 8.792 11.401
Lower 8.562 8.561 9.544 8.437 11.780
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absorptions were conducted, the maximum loads were recorded, and the tensile
strengths of the red sandstone with different water absorptions were estimated.
Furthermore, the joint surfaces of the Brazilian discs were scanned by Talysurf CLI
2000, with the aid of Talymap Gold software, some statistical parameters were
calculated, moreover, the morphological analysis of fracture surfaces was conducted.

3.2.1 Test design and procedures

1) Water absorption measurement
In the laboratory experiments, the red sandstone specimens of those the diameter
and thickness are both 50mm have been adopted. Before soaking in water, quality
of Brazilian discs was weighted by electronic balances, then the red sandstone
specimens were soaked in water for 0, 2, 4, 6, 8, 10 hours, respectively. And then
corresponding qualities of the Brazilian discs were recorded after soaking in
water. Thereafter, the water absorption of red sandstone can be obtained.

wa ¼ ma �md

md
� 100%

where, ma is the quality of the Brazilian disc after soaking in water, md is the
quality of Brazilian disc before soaking in water, wa is the water absorption. The
specimens’ water absorptions were listed in Table 4.

2) Brazilian tests and morphology scanning
The testing procedures of Brazilian tests and the scanning methods are similar to
those in section 3.1.1. The obtained joint surfaces are shown in Fig. 11.

3.2.2 Results and discussions

1) Influence of water absorption on the tensile strength of red sandstone
Based on the Brazilian disc tests, the tensile strengths of red sandstone with
different water absorption were obtained. The tensile strength obtained by
Brazilian disc tests can be expressed as follows:

σt¼ 2p
πDt

where σt is the tensile strength, p is the applied load,D is the diameter of Brazilian
disc, t is the thickness of Brazilian disc.

Table 4 Water absorption ratio of red sandstone.

Soaking time/h 0 2 4 6 8 10

Quality before soaking in water/g 218 217 211 214 215 214
Quality after soaking in water/g 218 224 218 222 224 224
Water absorption/% 0 3.22 3.31 3.73 4.18 4.67
Number a b c d e f

Morphological parameters of both surfaces of coupled joints 195



According to above equation, the tensile strength changing trend with variation
of water absorption is shown in Fig. 12.

As illustrated in Fig. 12, the tensile strength of red sandstone exhibits a
downward trend with increasing water absorption. Red sandstone is mainly
composed of particles and pores, when the red sandstone was soaked in water,
water seepage into the pores gradually, some cements of sandstone dissolved into
water, hence the particles cementation of particles in sandstone was weaken,
which given rise to the weakness of tensile strength.

2) Morphological analysis on fracture surfaces of Brazilian discs with different water
absorptions
a) Statistical parameters of the fracture surfaces

The surfaces morphology were analyzed with Talymap Gold software, the
calculation method can be found in users’ manual of Talymap Gold

Figure 11 Failure of the Brazilian discs and their fracture surfaces (a is the failure specimen of red
sandstone with water absorption 0%, b 3.22%, c 3.31%, d 3.73%, e 4.18%, f 4.67%).

543210
3.0

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

3.9

Te
ns

ile
 st

re
ng

th
/M

Pa

Water absorption ratio/%

Figure 12 The tensile strength of red sandstone with increasing water absorption.
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software, and the definition for the parameters is based on ISO25178.
Through the scanning of Talysurf CLI 2000 scanner, the 3D profiles of
fracture surfaces were displayed in Fig. 13.

Based on the aforementioned morphology parameters, corresponding
parameters for red sandstone joints were estimated, which are listed in
Table 5.

Through analysis of Table 5, it is indicated that the parameters Sp, Sm and
Sh of the fracture surfaces exhibited the same changing trend with increasing
water absorptions, it has a regular decreased tendency, water absorption
influenced the fracture surfaces roughness a lot, with water absorption
increasing, the fracture surface would be more flattened. The same
changing trend was mainly determined by their definition, the magnitude
of Sp and Sm are mainly determined by the distance between the mean plane
and the highest peak or the deepest valley, however, the magnitude of Sh is
the sum of Sp and Sm. The parameters Sq, Ssk and Sku are the parameters to
describe the discreteness of height distribution, hence, the more rough of
fracture surfaces are, the larger of absolute value of these parameters are,
based on the data in Table 5, the absolute value of these parameters decrease
with increasing water absorption. As regards to the parameter Sa, it is used to
describing the roughness of fracture surfaces, it represents a downward trend
with increasing water absorption.

b) Fractal dimensions of the fracture surfaces
The fractal geometry has been invented by the French mathematician Benoit
Mandelbrot (1983; Giri et al., 2012; Xie et al., 2011) in order to describe the
phenomena of scale invariance. From pure theory, fractals have become
progressively important tools in a large number of scientific fields. The
fractal dimension concept enables to describe the complexity of a surface
under the form of a single number. Euclid’s geometry teaches that a plane has
a dimension 2 and that a volume has a dimension 3. However, the fractal
dimension allows the use of fractal geometric dimensions, for instance for
real surfaces of dimension between 2 and 3.
There are several ways to calculate the fractal dimension of a surface or a
profile. Each method has advantages and drawbacks. The Talymap Gold
software includes two calculation methods: including boxes method and
morphological envelopes method. In this paper, including boxes method
was used to calculate the fractal dimension of the fracture surfaces.

The including boxes method consists of enclosing each section of a profile
by a box of width ε and calculating the area Aε of the boxes endorsing the
whole profile, this procedure is iterated with boxes of different widths to
build a graph lnðAεÞ=lnðεÞ, then the slope for line lnðAεÞ=lnðεÞ would be the
fractal dimension of the fracture surface. Fig. 14 gives the fractal dimension
of the fracture surfaces of red sandstone with water absorption 3.31%.

Moreover, based on the including boxes method, the fractal dimensions of
the fracture surfaces were calculated, the fractal dimensions of red sandstone
fracture surfaces are listed in Fig. 15.

As shown in Fig. 15, the fractal dimensions of the red sandstone fracture
surfaces are between 2 and 3. In the other words, these fracture surfaces are
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(a) Water absorption is 0% (b) Water absorption is 3.22% 

(c) Water absorption is 3.31% (d) Water absorption is 3.73% 

(e) Water absorption is 4.18% (f) Water absorption is 4.67% 
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Figure 13 3D profiles for fracture surfaces of red sandstone with different water absorption.



‘near’ to a plane (2D) than to a volume (3D). Specifically speaking, the water
absorption of red sandstone is 0%, 3.22%, 3.31%, 3.73%, 4.18%, 4.67%,
the fractal dimensions of the corresponding fractal surfaces are 2.45, 2.44,
2.33, 2.29, 2.26 and 2.25, respectively. By using the fractal dimension, the
complexities of the fractal surfaces were reflected accurately. Furthermore,
with increasing water absorption ratio, the fractal dimension decreased
monotonically. It is concluded that, the fracture surfaces become simpler
with increasing water absorption.

c) Depths histogram and Abbott-Firestone curve of the fracture surfaces

Table 5 7 groups of parameters for the red sandstone fracture surfaces.

Water absorption ratio/%

0 3.22 3.31 3.73 4.18 4.67

Sp/mm 1.710 1.490 1.610 3.890 1.390 0.903
Sm/mm 1.890 1.570 2.120 3.570 3.150 1.120
Sh/mm 3.600 3.060 3.730 7.460 4.540 2.030
Sq/mm 0.675 0.459 0.5654 1.680 0.434 0.405
Ssk −0.280 0.129 −0.002 0.547 −0.528 −0.271
Sku 2.740 2.910 2.580 2.160 4.180 2.580
Sa/mm 0.531 0.369 0.461 1.430 0.347 0.336
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Figure 14 Fractal dimension calculation of the fracture surface of red sandstone with water absorption
3.31% and the fractal dimension is 2.33.
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The depths histogram allows you to observe the density of the distribution
of the data points in the profile being studied. The vertical axis is graduated
in depths. The horizontal axis is graduated in % of the whole population.

The Abbott-Firestone curve presents the bearing ratio curve, i.e. for a
given depth, the percentage of material traversed in relation to the area
covered. This function is the cumulating function of the amplitude
distribution function. The horizontal axis represents the bearing ratio (in
%) and the vertical axis the depths (in the measurement unit).

With increasing water absorption, the depths distribution for fracture
surfaces of red sandstone become more uniform, and the corresponding
Abbott-Firestone curve increase slower, in the other words, the absolute
value of slope for Abbott-Firestone curve decrease. For example, Fig. 16
gives the depths histogram andAbbott-Firestone curve of fracture surfaces of
red sandstone with 0% and 3.73% water absorption.

As shown in Fig. 16, the depths distribution of fracture surface of red
sandstone with 3.73%water absorption was more uniform than that of 0%,
and its Abbott-Firestone curve changed more slowly than that of 0%.
Generally speaking, the fracture surfaces of red sandstone become flatter
with increasing water absorption.

d) Frequency spectrum study on the fracture surfaces
Spectral analysis enables you to determine the periodicity and orientation of
certain motifs that exist in the spectrum. This spectrum is obtained using the
Fourier Transform. The Fourier Transform is used in many fields of science
and engineering. The Fourier Transform is a mathematical operation
enabling you to visualize the frequencies (or wavelengths) of a signal. It is
used as a mathematical or physical tool to transform a problem difficult to
solve (in the time or spatial domain) into one that can be easily solved (in the
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Figure 15 Fractal dimensions variation with increasing water absorption.
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frequency domain). The FFT (Fast Fourier Transform) is a Fourier
Transform algorithm optimized for a number of points equal to a power of 2.

For averaged power spectral density (PSD), the horizontal axis is
graduated in wavelengths. The values above the peaks show the dominant
wavelengths; the corresponding amplitude is displayed between brackets.
The vertical axis displays the amplitude to a power of 2. The averaged power
spectral density can be obtained by both the all directions method and the
horizontal method. For all directions method, the PSD curve corresponds to
the mean spectrum calculated from the individual spectrum curves for all
directions. However, only motifs that are visible on the x-axis (example:
vertical furrows) will be shown by the horizontal method. Horizontal
furrows are not visible, as the PSD curve is calculated on each line
(x-profile); the results are then added together. In this paper, the averaged
power spectral density of fracture surface was obtained by the horizontal
method.

In averaging and smoothing curve, the inverted axis creates a problem: the
wavelengths found in the spectrum are not regularly spaced out anymore.
For a profile of length L, the frequency f(1) corresponds to the wavelength
λ(1)=L, the frequency f(2) to the wavelength λ(2)=L/2 etc., the frequency
f(n) to the wavelength λ(n)=L/n. You can notice immediately that there are
few high wavelengths to be found in the spectrum whereas there are lots of
low ones.

In order to display the PSD in the form of a smooth curve that is as detailed
in the high wavelengths as in the low ones, the spectrum is calculated several
times using the Fourier Transform on portions of the profile having different
lengths. The contributions of the various spectrums are added.

Sometimes it is necessary to increase the size of the representation of the
low frequencies (large wavelengths) which provide less information. If you

(a)  Water absorption is 0% (b) Water absorption is 3.73%
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want to see high frequencies (small wavelengths), youwill have to use a zoom
factor as these frequencies may be invisible when other zoom factors are
used. Fig. 17 gives power spectrum diagram of the fracture surfaces of red
sandstone with water absorption 0% and 3.31%.

As shown in Fig. 17, with increasing water absorption ratio, themaximum
dominant wavelength decreased, and thus the corresponding amplitude
increased. Specifically speaking, when water absorption ratio is 0%, its
maximum dominant wavelength of fracture surface is 15.1 mm, and its
corresponding amplitude is 2.52 μm, while water absorption ratio is
3.31%, its maximum dominant wavelength is 14.9 mm, and amplitude is
2.69 μm. The maximum dominant wavelength is a parameter to reflect the
magnitude of anisotropy for fracture surfaces, magnitude of anisotropy is
negatively correlated with the maximum dominant wavelength, hence, with

(a) Water absorption ratio is 0% 

(b) Water absorption ratio 3.31% 
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Figure 17 Power spectral diagram of fracture surface of sandstone with different water absorption
ratio.
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water absorption increasing, the magnitude of anisotropy of fracture sur-
faces decreases, that’s to say, the fracture surfaces become more isotropy
with increasing water absorption.

4 INVESTIGATIONS ON THE EFFECTS OF WATER-ROCK
INTERACTION ON MORPHOLOGIES OF COUPLED JOINTS BY
SHEAR TESTS

Direct compressive shear tests can also be used to generate the coupled joint
surfaces successfully too. In present section, the results of the uniaxial compressive
shear tests of lherzolite, peridotite, dolomite marble, migmatite and amphibolites
specimens, found in China, with the contrast of water–rock interaction have been
investigated. To elucidate the basic morphology characteristics and distribution,
the micro-morphology of the fracture surfaces was measured by a 3D laser instru-
ment (Talysurf CLI 20 0 0) with high-resolution (0.5μm). Twenty different para-
meters of height feature, texture feature, fractal geometry and frequency spectrum,
including some functional parameters utilized from automotive and metal indus-
tries for the first time, were proposed innovatively for overall interpretation and
analysis.

4.1 Test design and procedure

4.1.1 Rock samples and solution

Five kinds of rock samples with different petrographic, physical and mechanical
properties were collected from Jinchuan no. 2 mine area. Jinchuan mine area is the
largest production source of nickel and cobalt in China. Peridotite is a type of coarse-
grained igneous rock and consistsmostly of olivine and pyroxene. Lherzolite is a type of
coarse-grained igneous rock consists mostly of olivine. Marble is a non-foliated meta-
morphic rock composed of calcite or dolomite. Amphibolite is a metamorphic rock
consisting mainly of amphibole, especially the species hornblende and actinolite.
Migmatite is a rock that is a mixture of metamorphic rock and igneous rock. The
complex environment with water has become one of the most important problem s to
be solved.

Before the experiment, rocks were cut and polished into cubes (sized 50 mm×50
mm×50mm) with a cutting machine. The solution for the water–rock experiments was
obtained from the depth portion of Jinchuan no. 2 mine area, where pH value is 7.1.
The ion minerals in solution are Ni, Cu, Zn, Cr and SO4

2-. The mechanical parameters
of the rock samples are shown in Table 6. Before the uniaxial compressive shear tests,
half of the samples were dried under 30° for 30 days, and the others were immersed in
the same PVC containers filled with solution (pH¼ 7.1) for 30 days. In order to obtain
the actual engineering results, the sealing measurement was not carried out because of
the interaction between the rock and the natural medium. As the solution for the
experiments was obtained from the deep mine, it contains some minerals. Over
30 days of immersion, the residual solution of samples was fully absorbed with pieces
of test paper. The immersion method used here is different from the ISRM suggested
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method (e.g. vacuum immersion). In this study, we defined the rock specimens with
open-type immersion as ‘saturated specimens’. The saturated specimens were tested to
contrast with dry specimens.

4.1.2 Uniaxial compressive shear tests and morphology scanning

A special shear testing device (SANS SHT4000 as shown in Fig. 18) for uniaxial
compressive shear test was used in this experiment. The rock sample was placed inside
the sample holders which were installed between two spherical seats. The spherical
seats can be rotated to obtain different angles of shearing (θ). The device was installed

Table 6 Parameters of rock specimens.

Set Lithology State Quantity Sample size (mm×mm×mm)

A Lherzolite Dry 3 50×50×50
B Saturated 3 50×50×50
C Peridotite Dry 3 50×50×50
D Saturated 3 50×50×50
E Dolomite Marble Dry 3 50×50×50
F Saturated 3 50×50×50
G Migmatite Dry 3 50×50×50
H Saturated 3 50×50×50
I Amphibolite Dry 3 50×50×50
J Saturated 3 50×50×50

Figure 18 The spherical seats used for shearing which can be rotated at different angles.
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in a servo-controlled testing machine. The load applied to the shearing device with a
constant displacement rate of 0.005mm/s was measured by a load cell which was
attached to the upper cross-head of the testing machine. Uniaxial compressive shear
tests were conducted at three different angles of shearing: 30°, 45° and 60°. Such an
arrangement allowed the samples to be investigated under different normal forces with
water–rock interaction.

ba

c d

e

Figure 19 Different lithological specimens after uniaxial compressive shear tests: (a) lherzolite; (b)
peridotite; (c) dolomite marble; (d) migmatite; (e) amphibolite.
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The displacements along normal and tangential directions of the joint weremeasured
by the displacement transducers. A microcomputer was used for data acquisition,
reduction and processing. The normal force Fn and tangential force Ft acting on the
joint plane are calculated from the relations:

Fn ¼ Pcos θ
Ft ¼ Psin θ

where P is the vertical load and θ is the shear orientation angle of the joint plane relative
to the horizontal direction. By changing the shear angle, different ratios of tangential to
normal force can be obtained. Different lithological specimens after uniaxial compres-
sive shear tests are shown in Fig. 19.

This study only focuses on the morphological analysis of dry and saturated failure
surfaces after shearing loading. For further consideration on shear strength, numerical
method can be carried. The numerical model should include stress field, geometry,
boundary and some other important elements.

Whenwater pressure is present in a rock, the surfaces of the discontinuities are forced
apart. Under steady state conditions, there is sufficient time for the water pressures in
the rock to reach equilibrium. The advantage result of this experiment is that it makes
both economical and practical sense to carry out a number of small scale laboratory
shear tests, using equipment such as that illustrated in this paper, to determine the
micro-morphology of sheared rock s under water–rock interaction. The morphology
scanning process is similar to those in previous sections.

4.2 Results and analysis

4.2.1 Morphology characterization and analysis

Statistical parameters from asperities and joint roughness on the surfaces were
governed by both the mechanical and hydraulic behaviors. To obtain the 3D model
of each sample, each point data of surface is calculated with respect to the mean
surface. Fig. 20 indicates the micro-morphology clearly with 3D view. The first
properties to consider are Sp, Sm and Sh. By comparing with them, we can conclude
that the water–rock interaction has played an important role. It can be seen from
Table 7 that the maximum peak height (Sp) has a remarkable increase while the
maximum depth of valleys (Sm) reduces markedly. More specifically, the Abbott–
Firestone curve (Fig. 21) study can display the depth statistical distribution of the
points on the surface. The blue depth histogram allows us to observe the distribution
density of the data points on the rock surface being studied. The vertical axis is
graduated in depths; the horizontal axis is graduated in % of the whole population.
As shown in Fig. 21, the greatest proportion of depths of the sample (A-2) is 22.5%,
and the depths lie between 9.68 6 mm and 10.57 mm. By contrast, almost 14.4% of
the points of the sample (B-1) surface have a depth that lies between 5.823 mm and
6.47 mm. As for other categories, the Abbott – Firestone curve presents the bearing
ratio curve, i.e. for a given depth. The upper horizontal axis represents the bearing
ratio (in %) and the vertical axis the depths (in the measurement unit). According to
the first red line (A-2), 80% of the points of the surface have a depth that lies between
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Figure 20 Micro-morphology diagram of sheared rock samples with and without water– rock interac-
tion: (a) lherzolite; (b) peridotite; (c) dolomite marble; (d) migmatite; (e) amphibolite.



Table 7 Height feature parameters of surface morphology.

Lithology Average Sp (μm) Average Sm (μm) Average Sh (μm) Average Sa (μm) Average Sq Average Ssk Average Sku

Dry Saturated Dry Saturated Dry Saturated Dry Saturated Dry Saturated Dry Saturated Dry Saturated

Lherzolite 3.521 4.728 10.49 5.632 14.01 10.36 1.121 1.572 1.399 1.978 −0.822 0.015 3.226 5.392
Peridotite 2.989 3.752 9.840 5.778 12.83 9.530 1.124 1.365 1.414 1.773 −0.898 0.439 4.138 5.750
Dolomite marble 3.341 3.394 8.130 7.293 11.47 10.69 1.173 2.571 1.492 1.627 −0.330 0.189 4.361 6.538
Migmatite 4.732 4.746 9.666 7.164 14.40 11.91 1.845 1.972 2.284 2.562 −0.548 0.324 2.971 3.458
Amphibolite 2.893 2.903 11.60 9.131 14.44 12.03 0.995 1.054 1.335 1.411 −1.102 1.028 7.173 8.468



0 and 12.50 mm approximately. However, 80% of the points of the surface (B-1)
have a depth that lies between about 0 and 6.62 mm. It should be note that this value
is the sum of the values of the histogram’s bars between 0 and 6.62 mm. The height
contour (Sh) reduces significantly in the range of 6.80 – 26.05%. The degree of
decrease of the lherzolite is most obvious, whereas the degree of decrease in the
dolomite marble is the smallest, indicating that the expansion effect of hydration is
greater than the effect of hydrolysis and dissolution. The arithmetical mean height
(Sa) reflects the average absolute value of random height distribution of surfaces. Sq
stands for the discreteness and waviness of surface. It is sensitive to the higher and
lower value of height particularly. Different Sq grows up and, more obviously, Sq
value of migmatite rises from 2.284 to 2.562. The discreteness of rock surface height
and the deviation of datum plane have increased with water–rock interaction.
Skewness of the height distribution (Ssk) becomes the fundamental parameter in
surface analysis since it reflects the probability of height distribution directly.
Values of Ssk, without water–rock interaction, are negative, demonstrating that the
maximum frequency of height appearing on the surface was negative. On the con-
trary, Ssk of each kind of saturated sample becomes positive illustrating that an
opposite trend of maximum frequency of height appearing on the surface. Under
water conditions, the distributed height becomes more symmetrical with decreasing
absolute values of y. Lherzolite is so special that the value of Ssk ranges from 0.822 to
0.015, the change rate of which reaches 98.18% while the symmetry of amphibolite
has not somuch changed. In terms of Sku value, Sku of amphibolite reaches 8.468 from
7.173 with high kurtosis. Summarizing data for five rock samples, amphibolite has
the most concentrated probability of height distribution. Furthermore, the increase of
Sku of a saturated sample relative to that of a dry sample provides a quantitative
measure of the water effect in relation to shear test.
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Figure 21 Abbott–Firestone curve of the lherzolite sample: (a) sample (A-2) without water – rock
interaction and (b) sample (B-1) with water–rock interaction. (For interpretation of
the references to color in this figure, the reader is referred to the web version of this
article.)
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Table 8 Texture feature parameters of surface morphology.

Lithology Average Sdq Average Spd (/mm
2) Average Spc Average Sdr (%) Average Sbi Average Sci Average Svi

Dry Saturated Dry Saturated Dry Saturated Dry Saturated Dry Saturated Dry Saturated Dry Saturated

Lherzolite 4.274 3.385 0.0084 0.0132 0.4319 0.2958 58.89 49.23 2.354 1.973 1.286 0.8619 0.6578 0.5052
Peridotite 4.728 4.365 0.0050 0.0058 0.7961 0.1777 46.35 35.46 2.790 2.167 0.9765 0.6189 0.7451 0.5352
Dolomite marble 4.852 3.109 0.0045 0.0078 0.7426 0.6253 62.31 57.89 2.075 1.703 1.164 1.052 0.5745 0.5332
Migmatite 5.225 4.238 0.0012 0.0085 0.5074 0.4015 57.28 36.71 2.817 1.985 1.126 1.102 0.5557 0.5469
Amphibolite 5.260 3.112 0.0031 0.0036 0.9242 0.5881 69.32 54.27 2.110 1.907 0.8701 0.8098 0.6698 0.6422



Table 8 indicates that the developed interfacial area ratio (Sdr) has decreasing
tendency. It demonstrates that the degree of roughness and the case of ups and
downs are more complex when the samples are dry. The root-mean-square slope of
the surface (Sdq) is connected with the shape and tilted state of surface contour. This
parameter is very sensitive to the large slope. Sdq values of different rock s have
decreased generally. The feature parameters (Spd, Sy) are a new family of parameters
that is integrated in standard. Feature parameters are derived from the segmentation
of a surface into motifs (hills and dales). Segmentation is carried out in accordance
with the watersheds algorithm. The density of peak s (Spd) increased regularly by
comparing with all samples. It can be seen from the peak count distribution histogram
(Fig. 22) that the horizontal axis is graduated in height from the lowest point to the
highest point. The vertical axis can indicate the density of a rock sample. Especially,
average Spd value of migmatite ranges from 0.0012 to 0.0085, the change rate of
which is 30 4.76%. The Spc parameter which reflects the overall curvature of surface
also has an obvious decreasing trend. Irrespective of whether the original density of
peak s is high or low, the water–rock interaction makes the height of rock surfaces
more coordinated.

The parameters (Sbi, Sci and Svi) are a class of surface finish parameters characterizing
the functional aspects of lubrication and grind. In this study, they were innovatively
utilized to digitize the surface micro-morphology of a rock surface from automotive
and metal industries for the first time. The obtained Sbi parameters showed that there
were much less wearing shelves on the saturated rock surfaces. Sbi values of migmatite,
however, reduced from 2.817 to 1.985. On the contrary, values of Sci and Svi indicated
that dry sheared rock surface will hold a better degree for fluid retention at the core
zone and valley zone, respectively. It should be noted that, due to the water lubrication,
the degree of wear for rock surface reduced significantly (Zimmerman et al., 1991).
Hence, more and more liquid will stay on the rock surface by the impact of complex
peaks and valleys.
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Figure 22 Peak count distribution histogram of the migmatite sample: (a) sample (G-1) without water –
rock interaction and (b) sample (H-1) with water – rock interaction.
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4.2.2 Frequency spectrum analysis of micro-morphology

Each point in the spectrum corresponds to a frequency. The spectral representation is
bi-directional and symmetrical in relation to the center of the image. The original
surface has an equation of the type z= f(x, y). This surface may contain periodicities
in the directions of the X and Y axes or in any other directions. In order to be able to
display the PSD in the form of a smooth curve that is as detailed in the highwavelengths
as in the low ones, the spectrum is calculated several times by using the Fourier
Transform on portions of the profile with different lengths. The contributions of the
various spectra are added. The comparison of the PSD study is shown in Fig. 23. The
horizontal axis (λ=1/f) is graduated in wavelengths. The values above the peak s show
the dominant wavelengths; the corresponding amplitude is displayed between brackets.
The vertical axis displays the amplitude to a power of 2. When the different spectra
obtained from iteration are added together, a comb effect is sometimes obtained.

The power spectral density gives ameasure of the surface roughness at a certain scale.
It is clear from Table 9 that the water–rock interaction has played an important role.
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More precisely, the average dominant wavelength increases. However, the average
corresponding amplitude presents a declining tendency. With the range of Str, it is
easier to point out anisotropy than isotropy because, in a natural setting, it is less
obvious to find a real isotropic surface (Belem et al., 2000). Consequently, these values
of Str will be used as basis for a classification of anisotropic morphologies of rock
surfaces. All values of Str decrease with water–rock interaction. To be more specific, Str
of migmatite drops from 0.427 to 0.26 4, with a range of 38.17%. Based on the
obtained results, we conclude that whether the water–rock interaction has happened
or not, the sheared rock surface is considered as more or less anisotropic. It should be
noticed that the sheared rock surface is much closer to the anisotropic state with water–
rock interaction.

5 CONCLUSIONS

Based on the Brazilian split tests and the direct compressive shearing tests conducted on
SANS SHT4000, the coupled joints are obtained. Combining morphology scanning on
Talysurf CLI 2000 with the typical morphology parameters, the morphological char-
acteristics of the coupled joints from tensile tests have been investigated. The effects of
water adsorption on morphological characteristics of the coupled joints by tensile tests
have also been investigated on red sandstones. And the influence of water-rock inter-
action on morphological characteristics of the coupled joints by shear tests has been
investigated in further. Following results have been obtained:

Morphological investigation on coupled joints by tensile tests shows that the upper
and lower surfaces of coupled joints have approximately equal values of Sh, Sa and Sq,
but one surface’s Ssk value is different from that of the other surface, and one surface’s
Ssk value of the coupled joints is positive while that of the other one is negative.
Different joint surfaces have different values of Sh, Sa and Sq, which indicates the
various height distribution of joint surfaces. Secondly, The Sal parameter values of
both surfaces of each coupled joints are quite close, and the Str and Sdr values have the
same situation to the Sal parameter, but the same parameters of different surfaces have
big differences, which illustrates its own characteristics of each joint. Coupled joint
surfaces have similar values of Sdq, whereas, all surfaces’ values of Sdq are not signifi-
cant. Thirdly, it also can be found by comparison that the upper and lower envelop
areas are roughly equal and they have the samemean profile. The joints highest envelop

Table 9 Frequency spectrum parameters of samples.

Lithology Average Str Average dominant wavelength
(mm)

Average corresponding amplitude
(μm)

Dry Saturated Dry Saturated Dry Saturated

Lherzolite 0.372 0.225 14.71 16.95 4.617 3.863
Peridotite 0.359 0.310 13.08 15.26 4.487 4.204
Dolomite marble 0.389 0.257 15.82 16.47 5.247 4.806
Migmatite 0.427 0.264 13.97 16.53 4.695 4.309
Amphibolite 0.442 0.378 12.89 14.22 3.714 3.592
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profile of one surface is coupled to the lowest envelop profile of the other one within
one joint and the coupled conditions determine the mechanical and hydraulic proper-
ties of joins in certain degrees. The last but not the least, the two surfaces of each
coupled joints have similar values of θp . One-to-one corresponding analysis of θp helps
to identify that the values of θp vary with different joint surface roughness, which can
well reflect the roughness of joint surfaces.

The study on the effects of water adsorption on the morphological characteristics
of coupled joints by tensile tests indicates that maximum peak height, maximum pit
height and maximum height of the fracture surfaces exhibited the same changing
trend with increasing water absorption of red sandstone, the changing trend is
approximate decreasing, The height distribution parameters Sq and Sku of the fracture
surfaces show a downward trend with increasing water absorption. The fractal
dimensions of fracture surfaces were calculated, the fractal dimensions decreased
with increasing water absorption, i.e. the fracture surfaces become simpler with
increasing water absorption. Trough analysis of depths histogram and Abbott-
Firestone curve, the fracture surfaces become more uniform with increasing water
absorption. The frequency spectrum of fracture surfaces gives insight into the aniso-
tropy of the fracture surfaces, with increasing water absorption, the fracture surface
become more isotropic.

The analysis of the influence of water-rock interaction on morphological character-
istics of the coupled joints by shear tests presents that the height contour, height
discreteness and deviation of datum plane increase with water–rock interaction.
However, the height skewness, which becomes positive from negative under water
condition, indicates that the height distribution is more concentrated and symmetrical.
The degree of roughness and the case of ups and downs are more complex when the
samples are dry. The overall curvature decreases obviously as the water–rock interac-
tion makes the height of rock surfaces more coordinated. In addition, three functional
parameters were innovatively utilized from automotive andmetal industries for the first
time. Dry sheared rock surface holds better degree for fluid retention at the core zone
and valley zone. It demonstrates that the wear of rock surface reduces because of the
water lubrication. Hence, the processes of hydration, hydrolysis and dissolution are
simultaneous, whereas the expansion effect of hydration is greater than the effect of
hydrolysis and dissolution. Secondly, the average dominant wavelength increases when
the average corresponding amplitude decreases. Regardless of whether the water – rock
interaction has happened or not, the sheared rock surface is considered as more or less
anisotropic through the analysis of Str parameters. On the other hand, the sheared rock
surface is much closer to the anisotropic state with water effect.
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Chapter 7

Rock joints shearing testing system

Yujing Jiang
Department of Civil Engineering, School of Engineering, Nagasaki University, Nagasaki, Japan

Abstract: This chapter explains rock joints shearing testing system including the devel-
opment of serve-controlled test apparatus, shear behavior of single rock joint under
CNL and CNS conditions, laboratory direct shear tests and coupled shear-flow-tracer
tests on rock joints with various surface characteristics.

1 INTRODUCTION

The rock mass as a host ground of an underground excavation is generally not a
continuum due to the presence of discontinuities, such as bedding, joints, faults and
fractures, and the performance of the underground rock structure is principally ruled
by the mechanical behaviors of the discontinuities in the vicinity of the excavation.
Water flow, which could alter the mechanical and hydro-geological properties of rock
mass, can be another important factor affecting the stability and safety of an under-
ground excavation. The hydro-mechanical properties of a rock mass are to a large
extent determined by the properties of rock discontinuities, as the discontinuities are
usually weaker and more permeable than the intact rock (Hakami, 1995), and they are
extremely important for long-term safety assessments of civil and environmental
engineering works especially for underground radioactive waste repositories.

In general, the shear behavior of rock joints is usually investigated in laboratory tests
using direct shear apparatus, where the normal load is kept constant during the shear
process (i.e. CNL: Constant Normal Load condition) (e.g. Goodman, 1970; Kanji,
1974; Ladanyi & Archambault, 1977; Lama, 1978; Barla et al., 1985; Pereira, 1990;
Huang, X. et al., 1993). As far as the rock structures in deep underground are
concerned, however, shear tests under CNL condition may not be appropriate, and
more representative behavior of rock fracture would correspond to a boundary condi-
tion of Constant Normal Stiffness (CNS) (Jiang et al., 2004c).

In the previous CNS direct shear apparatuses, the springs were inserted between the
normal load cell and the specimen of rock joint to reproduce the effect of the normal
stiffness during the shear process (Brahim&Gerard, 1989; Ohnishi & Dharmaratne,
1990; Indraratna et al., 1999). The normal stiffness of a set of springs, however, is
very difficult to be changed according to the deformability of the surrounding rock
mass. In addition, the joint surfaces are easily damaged when the springs are too
strong.

In this chapter, a new direct shear apparatus and coupled shear-flow test apparatus
for rock joints using virtual instrument (VI) software are developed to accommodate



the change in normal stress with dilation under CNS boundary condition. A rational
experimental procedure is described for the determination of the shear and shear-flow
behavior of rock joints. The normal stiffness can be set automatically according to the
deformational capacity of the surrounding rockmasses. Shear tests of the artificial joint
specimens are carried out with the developed apparatus in order to clarify the influence
of the boundary conditions (i.e. normal load and normal stiffness) on the shear and
shear-flow behavior of rock joints.

2 SHEAR BEHAVIOR OF SINGLE ROCK FRACTURE WITH NORMAL
RESTRICTIONS

2.1 Development of digital controlled shear test apparatus

2.1.1 Boundary conditions applied by surrounding rock mass

The shear behavior of rock joints is usually investigated using a direct shear apparatus
wherein the forces or stresses acting normal to the direction of shear displacement are
maintained constant. The response of shear behavior, however, depends on boundary
conditions that applied to joint surfaces by the surrounding rock mass. These bound-
ary conditions can exist in a variety of forms as shown in Figure 1. A constant normal
load (stress) boundary condition can be used, for instance, in rock slope stability
problem to model the sliding of a block along a critical joint plane (see Fig. 1a. In the
case of deep underground (see Fig. 1b), the forces or stresses acting normal to the
direction of shear are not necessarily constant. The joints may slide on the asperities,
causing dilation which acts against the normal stiffness of the surrounding rock mass.
Therefore, the forces or stresses on the interface increase as the dilation increases.

On the other hand, if a system of rock bolts or cables is installed to stabilize the same
block, the dilatancy of the joint is now constrained and controlled by the stiffness of the
reinforcement. Similarly, a rock block constrained between dilatants joint that slides
into an underground excavation, as shown in Figure 1 (b), does not move as freely as in
Figure 1 (a). As the block moves, dilation of the joints is restricted by the surrounding
rock masses, and the joint shear behavior is controlled by the rock masses stiffness, i.e.,
the capacity of the rock masses to deform.

2.1.2 Normal stiffness acting on rock joint

The normal stiffness of the surrounding rock mass, kn, in the CNS boundary condition
is illustrated in Fig. 1(b) and can be obtained from expanding the infinite cylinder
theory as

kn ¼ E=ð1þ vÞr ð1Þ
where E and ν are the modulus and the Poisson’s ratio of rock mass, respectively, and
r is the influenced radius (Johnston et al., 1993; Jiang et al., 2001). The value of kn
varies with the deformational properties of the surrounding rockmasses. Since both E
and ν are reasonably constant for the stress range considered, the normal stiffness is
constant.
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2.1.3 Hardware of apparatus

A novel servo-controlled direct shear apparatus, shown in Photo 1, is designed and
fabricated for the purpose of testing both natural and artificial rock joints under various
boundary conditions (Jiang et al., 2001). The outline of the fundamental hardware con-
figuration of this apparatus is described in Fig. 2 and consists of the following three units:

a) A hydraulic-servo actuator unit
This device consists essentially of two load jacks that apply almost uniform
normal stress on the shear plane. Both normal and shear forces are applied by
hydraulic cylinders through a hydraulic pump which is servo-controlled. The
loading capacity is 400 kN in both the normal and shear directions. The shear
forces are supported through the reaction forces on two horizontal holding arms.
The applied normal stress can range from 0 to 20MPa, which simulates field
conditions from the ground surface to depths of about 800m.

b) An instrument package unit
In this system, three digital load cells (tension-contraction type, capacity 200 kN
(normal), 400 kN (shear)) for measuring shear and normal loads have been set
with the rods connected at two sides of the shear box (Fig. 2a). Displacements are
monitored and measured through LVDTs (linear variation displacement
transducers), which are attached to the top of the upper shear box.

(a) (b)

r

k
Discon�nuity

Direct shear test

kn ¹ 0 → N ¹ const

sn = φ (kn, dv)
sn

ττ

kn = 0 → N = const

Figure 1 Different in-situ boundary conditions in direct shear test of rock joint: (a) Joint behavior of
slope: (b) Joint behavior near an underground opening at depth and the evaluation of normal
stiffness ðknÞ acted on joint surface.
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c) A mounting shear box unit
As shown in Fig. 3, the shear box consists of lower and upper parts, the upper box is
fixed and the joint is sheared by moving the lower box. The upper box is connected
to a pair of tie rods to allow vertical movement and rotation (Photo 2). It is
corresponding with a range of lengths of specimen between 100 and 500mm.

Specimen

Horizontal Jack

(max.: 400kN)

1,
01

8 
m

m

Load Cell

Upper Box

Lower Box

LVDT

Vertical Jack

(max.: 200kN)

Load Cell

LVDT

LVDT

1,495 mm

LVDT

Specimen

Load Cell Vertical Jack

LVDT

(b) front view

540 mm

(a) side view

Figure 2 Sketch view of the digital-controlled shear testing apparatus.

Photo 1 Direct shear test apparatus.
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2.1.4 Digitally controlled data acquisition and storage system

In the novel apparatus, the constant and variable normal stiffness control conditions
are reproduced by digital closed loop control with electrical and hydraulic servos
(Fig. 4). It is a nonlinear feedback and measurement is carried out on a PC through a
multifunction analog-to-digital, digital-to-analog and digital input/output (A/D, D/A

Photo 2 Shear test box.

60 mm

Load plate

B12.5 cm × H13 cm

Specimen

B10cm spacer

Upper shear box

Lower shear box

B10 cm × H10 cm

Specimen

125 mm

Filling material

Specimen

Figure 3 Structure of shear box and preparation of artificial joint sample.
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and DIO) board, using the graphical programming language LabVIEW, a custom
built ‘virtual instrument’ (VI) and a PID control toolkit. Data acquisition and normal
stiffness setting are carried out digitally by using the 16bit A/D and D/A boards
(SPEC: AD: single-end/16CH; DA: single-end/2CH; DIO: single-end/8CH)
which are inserted in a computer. The introduction to the AD/DA/DIO board,
together with faster PC processors, has allowed the system to scan 16 input channels
and 32 output channels. This performance challenges some of the dedicated instru-
ments that are available for multichannel scanning. Collected test data includes the
normal and shear forces, the corresponding displacements and the strokes of the
vertical and horizontal loading cylinders. Digital control program was designed by
using LabVIEW programming language for building data acquisition and instrumen-
tation systems. With LabVIEW, the interactive control of the system can be created
quickly. In this system, the time interval that is set in 100Hz is twice faster than the
past ones.

Fig. 4 shows that the novel digital direct shear apparatus (Fig. 4(b), (c)) differs from
the direct shear apparatus that involves a set of springs (Fig. 4 (a)), the normal load is
corrected by the feedback hydraulic-servo controlled value. The normal loads are
monitored by flat compression load cells and are to be changed by comparing the

Pn + DPn

Pn

Dδ
Spring

PC

Hydraulic‐servo Value

(a) (b)

Time: t Time: t + Dt

Pn (t+ Dt)

Pn (t + Dt) =
Pn (t) + knDδν (t + Dt)

Pn (t)

Pn(t)

δν (t+ Dt)

(c)

Figure 4 Principle of reproducing the CNS condition during the shear process in the novel direct shear
apparatus. (a) CNS test in conventional apparatus, (b) CNS test in the novel apparatus, (c)
method for the representation of CNS condition.
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vertical displacement of joints during the shear process together with the sign of the
feedback, which is calculated based on the normal stiffness value, kn, as follows:

DPn ¼ kn ⋅Dδn ð2Þ
Pnðtþ DtÞ ¼ PnðtÞ þ DPn ð3Þ

where ΔPn and Δδn are the changes in normal load and vertical displacement, respec-
tively. Data acquisition and normal stiffness setting are carried out digitally using
16-bit A/D and D/A boards installed in a computer.

Fig. 5 is a LabVIEW screen showing the front panel of the ‘shear main screen’VI. The
user controls and sets the CNS operation on this screen. Status information and the
collected data curves are presented on indicators.

2.2 Sample preparation

Two groups of samples were prepared for direct shear tests for different purposes. The
first group was tested for the evaluation of the different behaviors of rock fractures
under CNL and CNS boundary conditions. The latter group was tested to assess the
relations of surface roughness of rock fractures to their shear behaviors.

In both groups, specimens are 100 mm in width, 200 mm in length and 100 mm in
heightwith a synthetic joint. First, the top and bottommoldsmust be detached from the

Figure 5 A LabVIEW screen showing the front panel of the ‘shear main screen’ VI. The user controls
and sets the CNS operation on this screen. Status information and the collected data curves
are presented on indicators.
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shear apparatus before casting the upper and lower portions. Subsequently, the bottom
mold was filled with the mixture and left for at least 60 minutes to ensure adequate
hardening. After one surface of the joint profile was cast, the top mold was then placed
over the bottom mold and filled with the plaster mixture. Thus, fully mated joint
specimens were prepared for shearing. Photos 3 (a) and (b) show the prepared speci-
men, a pair of molds before shearing, and Photos 3 (c) and (d) show the surface profiles
of joints after shearing under low and high normal stresses, respectively. Photo 4 shows
three sample replicas of the surface roughness of rock joints made in three nearly
parallel joint planes in granite, located at an underground pumped-storage power
station.

For the samples in the first group, three types of rock-like materials are applied to
describe soft rock, medium-hard rock and hard rock, respectively. The mix material
(TR1), a mixture of plaster, water and retardant in a weight ratio of 1:0.2:0.005, was
used to describe soft rock. The synthetic rock material (TR2) similar to medium-hard
rock, used in this investigation, was a mixture of plaster, sand, water and retardant in a
weight proportion of 1:1:0.28:0.005. Resin concrete (RC)was selected as test material as

(a) (b)

(c) (d)

Photo 3 Photographs of prepared samples. (a), (b) pair of molds before shearing; (c), (d) surface profiles
of joints after shearing under low and high normal stresses.
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it has properties similar to those of hard rock. Note that the plaster used here is specially
designed and has been verified effective to simulate the mechanical behavior of rock.
Table 1 shows the physical properties of three types of rock-like materials. The uniaxial
compressive strengths of TR1, TR2 and RC are 47.4 MPa, 89.5 MPa and 107.7 MPa,
respectively. Three standard JRC roughness profiles (Case 1: JRC value from4 to 6, Case
2: JRC value from 8 to 10, Case 3: JRC value from 12 to 14) were selected for TR1 and
TR2of artificial rock joints. Totally 54 artificial rock-like jointswere prepared and tested
using the developed direct shear apparatus under three different normal stresses (2MPa;
5MPa and l0MPa). Of these, 27 cases of soft-rock-like (TR1) specimens were subjected
to shear tests, performed under the CNL condition (kn = 0 (nine cases)) and under the
CNS condition (kn set to 3 GPa/m (nine cases) and 7 GPa/m (nine cases)). For the

Table 1 Physico-mechanical Properties of TR1, TR2 and RC.

Physico-mechanical properties Index Unit TR1 (Soft rock) TR2 (Medium-hard rock) RC (Hard rock)

Density ρ g/cm3 2.066 2.069 2.247
Compressive strength σc MPa 47.4 89.5 1.07.7
Modulus of elasticity Es MPa 28700 26200 27100
Poisson’s ratio ν − 0.23 0.29 0.24
Tensile strength σt MPa 2.5 4.5 10.3
Cohesion c MPa 5.3 9.9 15.9
Basic friction angle φ degree 63.3 64.4 57.0

(a):

(b):

(c):

Photo 4 Three sample replicas of the surface roughness of rock joints are made in three nearly parallel
joint planes in granite, at a depth of 158 m, at an underground pumped-storage power station.
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medium-hard-rock-like joints, the tests were performed using the same three normal
stress values. Table 2 shows different rock-like artificial joints under both CNS and CNL
conditions and different initial normal stresses.

2.3 Confirmation of the accuracy of apparatus

In order to confirm the accuracy of the novel apparatus, three cases of tests are firstly
conducted under CNL and CNS conditions. The normal stiffness, kn, of the surround-
ing rock mass in the CNS test is set to 2GPa/m and 15GPa/m based on the Equation 1.
An initial normal stress before test begins is set to 0.5MPa for all cases, and the servo-
controlled shear speed is set to 0.5mm/min.

Figure 6 illustrates the stress-strain behavior of the three cases. In the CNL test, the
normal stress σno is kept constant during shear process. Correspondingly, in the two
cases (kn=2GPa/m; kn=15GPa/m) of the CNS tests, the normal stress and normal
displacement are well proportioned in the process according to the input value of
normal stiffness kn. It is proved that both CNS and CNL conditions were realized at
the good accuracy.

2.4 Comparison of shear behaviors of rock joints under CNL
and CNS conditions

In order to compare the shear behaviors of rock joints with the natural roughness
profiles under both CNS and CNL conditions, shear tests under initial normal stresses
of 2, 5, 10MPa were conducted on the RC specimens described in the previous section.
Fig. 7(a) illustrates the shear stress-shear displacement relations under different rough-
ness profiles and initial normal stresses. CNL tests always show the low peak shear
strength at a small shear displacement. In CNS tests, the normal stiffness of the
surrounding rock mass, kn = 5.4 GPa/m, was selected for use in clarifying the effects
of the normal stiffness on the shear behavior of joints. The peak shear stress is found to
be greater than that obtained in the CNL tests as a result of the increased normal stress
during the shear process (Fig. 7(b)). It is also clear that increasing the normal stiffness

Table 2 Different Rock-like Artificial Joints under CNS and CNL Conditions.

Sample Boundary condition Roughness Initial normal stresses (MPa)

TR1(Soft rock)
CNL

JRC = 4~6
JRC = 8~10
JRC = 12~14

2; 5; 10

CNS kn=3MPa/m
kn=7MPa/m

TR2 (medium hard rock)
CNL

CNS
kn=7MPa/m
kn=14MPa/m

RC (Hard rock)
CNL JRC = 1.5

JRC = 3.6
RC = 8.5

CNS kn=5.4MPa/m
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increases the normal stress, thus reducing the dilation of the rough joints. A more
detailed investigation into the shear results shows some dependence between the
evaluated parameters and the change in the initial normal stress and normal stiffness.
The change in the normal displacement during shear process, i.e. the dilation angle,
shows no change, whereas the peak shear stress is significantly affected by both the
initial normal stress and the normal stiffness.

The relationships between normal displacement (volume change) and shear displa-
cement are shown in Fig. 7(c). The mechanical aperture of the joint is considered to be
altered significantly when a normal stiffness is applied to the sample and increased with
shear displacement. The change in themechanical aperture, which is smaller in the CNS
tests than in the CNL tests, is also influenced by the value of JRC.

The normal stress versus shear stress paths with different profile samples under both
CNL and CNS conditions are shown in Fig. 8. In each case, the shear stress initially rises.
In CNL tests, the shear stress decreases when the peak shear strength is reached. The
normal stress is constant so that the shear stress path is vertical. However, in the CNS
tests, the shear stress in the residual shear process rises slowly when the peak shear stress
is reached. The first break points on the stress paths under the CNS conditions are
situated almost on the regression line of the peak shear stress under the CNL conditions.

2.5 Influence of surface roughness on shear behaviors of rock
fracture

2.5.1 Sample preparation

The cases tested in group two are shown in Table 3. The physico-mechanical properties
of the samples in group two are coincident with the sample TR 1 in group 1. Three
standard JRC profiles (J1: JRC value from 4 to 6, J2: JRC value from 8 to 10, J3: JRC
value from 12 to 14) were chosen as models to manufacture artificial rock fractures,
identical to the cases 1, 2, 3 in group 1.
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Figure 6 The relation between normal stress and normal displacement under CNL and CNS conditions
(JRC: 12~14 and σn0 ¼ 5MPa).
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Table 3 Experiment Cases under CNS and CNL Conditions.

Specimen Roughness (JRC range) Initial normal stresses Boundary condition

J1 4~6 2MPa
J2 8~10 5MPa CNL
J3 12~14 10MPa CNS(kn =3GPa/m)

CNS(kn =3GPa/m)J4 0~2 1MPa
2MPa
5MPa
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Figure 7 Shear behavior of natural rock fractures under CNL and CNS conditions.



The principal difference of the two test groups is that the surfaces of rock fractures
before and after shearing in group 2 are measured and used in the estimations of the
relations of surface roughness and shear strength, while tests in group 1 focus on the
shear behavior of rock fractures under different boundary conditions.
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Figure 8 Shear stress versus normal stress paths for different JRC under CNL and CNS conditions.
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2.5.2 Measurement of surface roughness

To obtain the topographical data of rock fracture surfaces, a three-dimensional laser
scanning profilometer system, which has an accuracy of ±20 μm and a resolution of 10
μm, was employed. A X-Y positioning table can move automatically under the sample
by pre-programmed paths to measure the desired portion of the sample surface. A PC
computer performs data collecting and processing in real time.

Joint profiles of specimens J1, J2 and J3 were made based on the standard JRC
profiles. Therefore, only one line on the surface assumed to represent the whole rough-
ness was needed in theory. In this study, 5 lines with a constant distance along the shear
direction on specimens were measured with a 0.3125mm interval and the mean values
at every point are calculated to create 2D profiles that represent the mean surface
shapes. The specimen J4 was measured in both shear direction and the direction
perpendicular to the shear direction with the same sampling interval for obtaining
sufficient data for 3-D fractal evaluation (Jiang et al., 2004b, 2006).

2.5.3 Correlations of shear strength with surface roughness of rock joints

Fig. 9 shows two examples of the shear test results, one is the test with initial normal stress
of 2MPa and normal stiffness of 0, 3, 7GPa/m on J2; another is the test result of J4 when
initial normal stress is 1MPa and normal stiffness are 0, 3, 7GPa/m, respectively. For all
tests, the shear stresses are greater under CNS condition because of the increased normal
stress causedbydilatanceduring shearing.Also, the peak shear stress underCNLcondition
is smaller than that under CNS condition. Comparing all of the test results, it can be found
that the shear stress increases with a larger initial normal stress and a higher value of JRC.
Moreover, it is shown in Figs. 9 (b) and (e) that the normal displacement controls the
mechanical apertureof joint, and changes significantlywhenanormal stiffness is applied to
the sample. This is due to the normal displacement increases with shear displacement. The
change in normal displacement in CNS tests is small in comparisonwith that in CNL tests.

Since the specimens used here are manufactured based on known JRC profiles, it is of
interest to compare the shear results with the predicted value by using Equation 4
(Barton & Choubey, 1977) as follows.

τp ¼ σn tan½JRC log10 JCS=σnð Þ þ �r� ð4Þ
where σn is effective normal stress, JCS is joint wall compressive strength, which is
equal to the unconfined compressive strength of the intact rock for unweathered
fracture surfaces but which has a much lower value for weathered surfaces.

In this equation, the values of four variables should be investigated to predict shear
strength. Herein, JRC and σn have certain values at initial conditions and the measured
JCS by using Schmidt rebound hammer is 39MPa. �b can be obtained directly from
shear tests. Fig. 10 shows the values of �b for three specimens.

As shown in Fig. 11, the experimental results agree well with the predicted values by
Barton’s empirical equation at low normal stresses. Predicted values tend to be higher
than the experimental results as normal stress increases. These two kinds of values also
differ considerably from J1 to J3, that is from low to higher JRC values. These
differences show that Barton’ equation may overestimate the shear strength at a
relatively high normal stress, as 10MPa shown here or higher, and for very rough
joints. However, shear strength would be influenced by a number of other factors such
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as shear direction and normal stiffness, a small number of experimental results may not
give sufficient evidences to prove these points.

3 COUPLED SHEAR-FLOW-TRACER TEST FOR SINGLE ROCK
FRACTURES

3.1 Development of a new coupled shear-flow-tracer test
apparatus

3.1.1 Fundamental hardware configuration

Fluid flows through a rough fracture following connected channels by passing the
contact areas with tortuosity. These phenomena cannot be directly observed in
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Figure 9 Shear and dilation behaviors of rock joints. (a), (b), (c) J2, σn0 ¼ 2MPa; (d), (e), (f) J4,
σn0 ¼ 1MPa.
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ordinary laboratory tests without a visualization device. In this chapter, a laboratory
visualization system of shear-flow tests under the CNS condition is developed. The
outline of the fundamental hardware configuration of this apparatus is described in
Fig. 12. It consists of the following five units:

(1) A hydraulic-servo actuator unit. This device consists essentially of two load jacks
and two sets of linear-guides for applying uniform stresses on the upper and
lower blocks of rock fracture specimens. Both normal and shear forces are
applied by hydraulic cylinders through a servo-controlled hydraulic pump. The
loading capacity is 100kN in both normal and shear directions. The shear force is
applied on the specimen holder through two horizontal holding arms.
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Figure 11 Comparison of shear strength from experiment tests (under CNL condition) and predicted
with Barton’s empirical equation.
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Figure 12 Schematic view of the coupled shear-flow test apparatus. (a) Normal and shear load units, (b)
hydraulic test mechanism.



(2) An instrument package unit. This system contains two digital load cells for measur-
ing shear andnormal loads.Displacements aremeasured through twoLVDTs (linear
variation displacement transducers), in which the one for measuring shear displace-
ment is attached between load cells and load jacks and the other one for measuring
normal displacement is set between the upper and lower blocks of the specimen.

(3) Amounting shear plate unit. This unit consists of a lower and an upper plate. The
upper plate connects to a slide guide that can only move in the horizontal
direction. It ensures the minimum friction and bending movement when the
upper shear box moves during shearing. The lower plate connects to another
slide guide who can only move in the vertical direction and the specimen holder is
set between these two plates.

(4) A water supplying, sealing and measurement unit. Constant water pressure is
obtained from an air compressor connecting to awater vessel. Thewater pressure
is controlledwith a regulator ranging from 0 to 1MPa. The two sides of specimen
parallel to the shear direction are sealed with gel sheets, which are very flexible
with perfect sealing effect and minimum effect to the mechanical behavior of the
shear testing. The weight of water flowing out of the fracture is measured by an
electrical balance in real time.

(5) A visualization unit. When acrylic transparent replicas of rock fractures with
natural surface features are used as the upper block of a fracture specimen in
tests, the images of the fluid flow in the fractures are captured by a CCD camera
through an observation hole on the upper shear plate. Colored water can be used
to enhance the visibility of the flow paths.

The basic hardware to implement CNS boundary conditions and the digital serve
and control systems are based on the direct shear test apparatus as described in section
2.1. The digital control program was also designed by using the LabVIEW program-
ming language (Jiang et al., 2004a, 2004c).

3.1.2 Application of visualization technique

A close view of the visualization unit is shown in Fig. 13. One significant change has
been made on the loading unit to facilitate the visualization function. As can be seen in
the figure, the normal loading is applied upwards from the bottom of lower shear box
and one observation hole was opened on the plate of upper shear box so that the CCD
camera above can directly capture the flow images in the rock fracture. In tracer test,
utilizations of transparent acrylic specimen and dyed water provide high-quality flow
images that can be used in image processing to digitize the flow characteristics.

In a flow image, the chroma of the dye color changes with the thickness of dyed water
point by point. In order to find out the relationship between the chroma of flow images
and the aperture (thickness of dyed water and also of void spaces), a few prior flow tests
were conducted on two parallel plate specimens with inclined opening widths as demon-
strated in Fig. 14. In these tests, the aperture between the upper acrylic specimen and the
lower plaster specimen increases linearly from 0 to some specific values (i.e. 1mm, 2mm).
Then, normal water and dyed water were injected into the fracture respectively until
filling all the void spaces. The flow images of normalwater and dyedwaterwere captured
by CCD camera and analyzed by image processing software. Herein, each image is
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divided into 1024×1024 elements and the chroma value of each element was calculated.
The difference of the chroma values obtained fromnormal water flow and dye flow is the
increment of chroma at each element induced by the dye. Therefore, by taking the
difference of normal water flow image and dye flow image, the background of fracture
surface and the reflection on the surface of acrylic specimen can be eliminated (Li, B.,
Jiang et al., 2008), remaining only the chroma increment introduced by dye at each
element. One test result of the relationship of chroma and aperture evaluated from flow
images can be represented by a mathematical equation as follows.

CCD Camera

shear displacement

connected to the
manometer

flow in

normal load

(a)

(b)

flow out

connected to the
manometer

Figure 13 Modified shear box for coupled shear-flow-tracer test. (a) Schematic view of the visualization
process during coupled shear-flow tests, (b) sample set of transparent acrylic and plaster
replicas for upper and lower parts, respectively.
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ev ¼ 0:0318C1:2062 ð5Þ
where ev is the aperture evaluated by flow images, C is chroma of dye.

3.2 Fracture sample preparation

A series of fracture samples with different surface characteristics were used in coupled
shear-flow and/or shear-flow-tracer tests, respectively.

Three rock fracture specimens, labeled as J1, J2 and J3 (Fig. 15 a), b), c)), were
taken from the construction site of Omaru power plant in Miyazaki prefecture in
Japan (Jiang et al., 2005; Li et al., 2006), and were used as prototypes to producing
artificial replicas of rock fractures which were used in the coupled shear-flow tests.
Among these fracture specimens, J1 is flat with very few major asperities on its
surface. The surface of J2 is smooth but a major asperity exists at the center, and a
few other large asperities on other locations. J3 is very rough with no major asperities
but plenty of small ones. The specimens (replicas) are 100mm in width, 200mm in
length and 100mm in height, and were made of mixtures of plaster, water and
retardant with weight ratios of 1: 0.2: 0.005. The surfaces of the natural rock
fractures were firstly re-cast by using the resin material, then the two parts of a

Dye in AperturePlaster specimen

Acrylic specimen

CCD camera

PC

Sealing sheet

Figure 14 Demonstration of the cuneal aperture used for assessing the relation of mechanical aperture
and chroma value.
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Figure 15 3-Dmodels of surface topographies of specimens J1–J3 based on the measured topographical
data. It should be noted that the size of mesh used in this figure is 2mm different from the one
used in measurement 0.2mm.



specimen were manufactured based on the resin replica. The figure models consti-
tuted from the scanning data of the rock replicas re-cast from the same resinmodel are
well matched even to the small asperities in a scale of 0.2mm. Therefore, the two parts
of each specimen are almost perfectly mated.

Brazilian test was applied on sandstone and granite blocks to generate fresh artificial
fractures. During the test, normal load was firstly applied to some appropriate values
like 10kN (induce no destruction to the block), and then lateral loads were applied
through the wedges. The magnitude of the lateral loads needs several attempts for
different kinds of rocks to ensure that the fracture can be generated. Keeping the lateral
loads unchanged, the normal load then was gradually decreased until the generation of
tensile fracture was accomplished. The two opposing surfaces of the tensile rock
fracture were firstly re-cast by using resin and silicon rubber separately and then the
upper and lower parts of a fracture specimen were manufactured based on the silicon
rubber and resin replicas, respectively. The transparent upper part of the fracture
specimen was made of acrylic and the lower part was plaster sample. The curing time
of the upper acrylic specimen was carefully chosen to ensure its uniaxial compressive
strength is close to the lower plaster specimen. By doing so, the artificial fracture using
acrylic-plaster pair exhibits reasonably close mechanical behavior with the normal
plaster-plaster pair. The two parts of fracture specimen used in this chapter are not
perfectly mated as the initial condition due to the sample damage observed during
creating tensile fractures by Brazilian test and unavoidable relocation errors before
testing.

The surface topographical data of these samples were measured by using the laser
scanning profilometer system and were used to estimate the mechanical aperture of
rock fracture during coupled shear-flow process.

3.3 Experimental procedure of coupled shear-flow-tracer test

The boundary conditions (normal stress/normal stiffness) applied in the tests are
summarized in Table 4. In all of the tests, the flow direction is parallel to the shear
direction and the cubic law was used to evaluate the transmissivities based on the

Table 4 Experiment Cases under CNL and CNS Conditions.

Specimen Case No. Roughness (JRC range) Boundary condition

Initial normal stresses σn (MPa) Normal stiffness kn (GPa/m)

J1 J1-1 0~2 1.0 0
J1-2 1.0 0
J1-3 1.5 0.5

J2 J2-1 12~14 1.0 0
J2-2 2.0 0
J2-3 1.0 0.5

J3 J3-1 16~18 1.0 0
J3-2 1.0 0.2
J3-3 1.0 0.5
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measured flow rates. Awater head of 0.1mwas applied as a basic pattern during the tests.
When the shear goes on, dilation of fracture takes place, remarkably increasing the flow
rate and so as Reynolds number. To avoid the appearance of turbulent flow, the water
head applied to fracture is better to be decreased gradually. Therefore, 3 patterns ofwater
headwere applied at eachmeasurementwith 0.1munchanged and the other two patterns
decreasing gradually with shear displacement. The water head was applied at an interval
of 1mm during the shear process. When the water head was applied, the shear was
temporarily stopped until the measurement of water volume flowing out of fracture was
finished. Themeasurement of water volumewas carried out by electrical balance and the
weight of water wasmeasured at each 1 second up to 50 seconds to get the mean value in
the steady stage of flow. The total shear displacements for J1, J2 and J3 is 18mm.

As the shearing goes on, the effective shear length (the length of the upper and lower
parts of specimen facing to each other) will decrease, thus increasing the hydraulic
gradient when the water head keeps constant. This effect has been considered in
calculation of the transmissivity by decreasing the hydraulic gradient corresponding
to the shear displacement.

3.4 Experimental investigation of the hydro-mechanical
behavior of rock joints

3.4.1 Coupled shear-flow tests

The shear behaviors of the tested fracture specimens are illustrated in Fig. 15. For a
fracture, larger shear stresses could be obtained under either higher normal stress or
higher normal stiffness at the same initial normal stress, depending on the surface
roughness and stiffness of asperities. Normal displacement is the most important
behavior in the coupled shear-flow tests for quantifying the change of transmissivity.
Normal displacement is usually called dilation because it is primarily an increasing
process during a shearing. As shown in the figure, for a fracture specimen, the larger
normal stress or normal stiffness is, the larger magnitude of normal displacement could
be inhibited. Normal behavior of a fracture depends also on the roughness of the
fracture surface. Generally, the rougher the fracture surface is, the larger normal
displacement could be obtained.

As shown in Fig. 17, the changes of transmissivities exhibit an obvious two-phase
behavior. For all test cases, the transmissivities increase gradually in a relatively high
gradient in the first several millimeters of shear displacement and then continue to
increase but with a lower gradient gradually reaching to zero. The experimental results
indicate that a rougher fracture may have higher gradient in the first phase and the
second phase comes sooner. Under the same stress environment, a rougher fracture
would produce larger normal displacement during shear so that it could obtain higher
transmissivities in the second phase. The peak shear stress generally comes earlier than
the turning point of transmissivity as shown in Fig. 15 and Fig. 17, which could be
explained by the damage process of asperities on the fracture walls during shear. The
Re numbers increase from almost 0 to as high as 1000 (depend on the hydraulic
gradients) during the shear as the increase of flow rate. To avoid the occurrence of
turbulent components in the fluid flow, the hydraulic gradients were carefully con-
trolled to keep the Re numbers in an empirical range for laminar flow on the current test
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apparatus. The hydraulic gradients used in the shear-flow tests are in a range of 0.25–
10 and theywere decreased during the shear to inhibit the fast increases of flow rate and
Re number. ThemaximumRe numbers (obtained from the last fewmillimeters of shear
displacement) of the hydraulic data used for calculating the transmissivities of J1, J2
and J3 are 229, 240.6 and 225, respectively. Further improvement of the test apparatus
supporting lower hydraulic gradients to avoid the turbulent flow without decreasing
the accuracy of measurement is under construction.

Fig. 18 shows the changes of aperture distributions of testing cases J1-1, J2-1 and J3-
1 during shearing, respectively. The aperture fields change remarkably when a shear
starts, i.e. in stage 1. After that, the change trends to become smaller and steady, due to
the graduate reduction of dilation gradient as shown in Fig. 15 in stage 2. The contact
ratio changes reversely to the transmissivity change in a shearing, which represents an

0
0.2
0.4
0.6
0.8

1
1.2

0 2 4 6 8 10 12 14 16 18 20
Shear displacement (mm)

Sh
ea

r s
tre

ss
 (M

Pa
) J1-1

J1-2
J1-3

-0.5

0.5

1.5

2.5

0 2 4 6 8 10 12 14 16 18 20
Shear displacement (mm)

N
or

m
al

 d
is

pl
ac

em
en

t
(m

m
)

J1-1
J1-2
J1-3

0
0.2
0.4
0.6
0.8

1
1.2

0 2 4 6 8 10 12 14 16 18 20
Shear displacement (mm)

Sh
ea

r s
tre

ss
 (M

Pa
) J2-1

J2-2
J2-3

–0.5

0.5

1.5

2.5

0 2 4 6 8 10 12 14 16 18 20
Shear displacement (mm)

N
or

m
al

 d
is

pl
ac

em
en

t
(m

m
)

J2-1
J2-2
J2-3

0
0.2
0.4
0.6
0.8

1
1.2

0 2 4 6 8 10 12 14 16 18 20
Shear displacement (mm)

Sh
ea

r s
tre

ss
 (M

Pa
) J3-1

J3-2
J3-3

–0.5

0.5

1.5

2.5

0 2 4 6 8 10 12 14 16 18 20
Shear displacement (mm)

N
or

m
al

 d
is

pl
ac

em
en

t
(m

m
)

J3-1
J3-2
J3-3

Figure 16 Direct shear test results on specimens J1, J2 and J3. The left three figures show the shear
stress versus shear displacement and the right ones are normal displacement versus shear
displacement.
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opposite effect of contact area on the transmissivity. There is a rapid drop of contact
ratio in stage 1 and then it keeps a small value in stage 2. For a rougher fracture, such
reduction of contact ratio will be more significant. The peak shear stress occurs when
the major asperities on the fracture surface lose their resistance to the shear and being
destructed, while most asperities are undamaged and few gouge materials are gener-
ated. After that, the remaining asperities are crushed gradually, generating plenty of
gouge materials and increasing the contact ratio. Therefore, the turning point of
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Figure 17 Two-phase behavior of the change of conductivity during shearing. A minus dilation of
fracture occurs when a shear starts which causes the decrease of conductivity in phase I.
After this, a rapid increase happens till the second phase in which the conductivity trends to
keep constant.
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contact ratio occurs at almost the same time with that of the transmissivity and the
effect of contact areas on the transmissivity of rock fracture is confirmed.

The influences of morphological behaviors of rock fractures on the evolution of
aperture distributions are also reflected in Fig. 18. The surface of specimen J1 is smooth
and flat. Therefore, its contact ratio is relatively high and its apertures distribute evenly
over the fracture specimen. The few large asperities on the two parts of specimen J2
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Figure 18 Comparison of the change of mechanical aperture hM, hydraulic aperture hH and contact ratio
c of specimens J1-1, J2-1 and J3-1 during shearing. The upper three figures in figures (a), (b)
and (c) show the distributions of mechanical apertures at shear offsets of 2mm, 8mm and
16mm, respectively. The white parts in these figures are the contact areas. The contact ratios
at the initial state (0 shear displacement) for each case were assumed to be 0.9 since the
fracture specimens were perfectly mated.
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tended to climb over each other during shear, which decreased the contact ratio
significantly and produced a large void space after a section of shear displacement
(see the third figure in Fig. 18 (b)). For specimen J3, the widely distributed asperities
developed a complicated void space geometry, which causes complex structure of
transmissivity field (Fig. 18 (c)).

Zimmerman et al. (1996) revealed that, in general, reasonably accurate predictions
of conductivity could be made by combining either the perturbation results,
Equation 6, or the geometric mean, Equation 7, with the tortuosity factor given by Li
et al. (2008), written as

h3H ≈ 〈h〉3½1� 1:5σ2h=〈h〉
2 þ � � �� ð6Þ

h3H ¼ keff ≈kG ¼ e〈lnk〉 ¼ e〈lnðh
3Þ〉 ¼ e3〈lnk〉 ¼ ðe〈lnh〉Þ3 ¼ h3G ð7Þ

where hH is the hydraulic aperture, 〈h〉 is the arithmetic mean value of h,h is the
standard deviation of h, keff is the overall effective transmissivity, kG is the geometric
mean of the transmissivity distribution, and c is the contact ratio, respectively.

A series of combinations of different forms of aperture predictors with the tortuosity
factor (1-2c) were evaluated as follows:

1) Predictor (1): 〈h3〉ð1� 2cÞ
2) Predictor (2): 〈h〉3ð1� 2cÞ
3) Predictor (3): h3Gð1� 2cÞ
4) Predictor (4): 〈h〉3½1� 1:5σ2h=〈h〉

2�ð1� 2cÞ
Results are shown in Fig. 19 for the tests on three kinds of fracture specimens under

the CNL (σn=1MPa) boundary conditions, respectively. Herein, the “transmissivity ” is
not the ordinary T, but the cubic of mechanical aperture with a unit of 10−12m3. The
results show that 〈h〉3 is a more accurate predictor than 〈h3〉 for predicting hydraulic
transmissivity. For the test case of J1-1, the mechanical aperture 〈h〉 itself agrees well
with the hydraulic aperture hH as back-calculated using the cubic law. Further mod-
ifications such as presented by predictor (3) or predictor (4) would underestimate the
transmissivity. When the roughness of fracture increases, the predictors (3) and (4) give
the closer predictions to the experiment data. For the test case of J3-1, the hydraulic
aperture is much lower than the mechanical aperture, due to the influence of tortuosity
produced by the complicated structure of void space and contact area. The tortuosity
factor (1-2c) plays a significant role when combinedwith predictor (2) in Fig. 13 (a) and
(b), and with predictor (4) in Fig. 19 (c).

3.4.2 Coupled shear-flow-tracer tests

Accompanied with the development of the visualization system in the test apparatus,
the coupled shear-flow-tracer tests applied on J4 and J5 used different photographing
techniques. Tests on J4 were carried out earlier than J5 and the flow images were taken
by normal digital camera with 10.1 megapixel. After that, the apparatus was improved
when conducting tests on J5 by application of a high resolution CCD camera and its
related image processing software so that flow images can be digitized to obtain the
numerical data of the flow features like aperture distributions and flow rates.
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Figure 19 Comparisons of various predictors to experiment results for test cases J1-1, J2-1 and J3-1.
Predictor (3) and (4) are more accurate predictors when a fracture is rough enough to
effectively produce complicated void geometry.



Fig. 20 shows the images of flow fields captured by digital camera during the tests at
different shear displacement of 1, 5, 10 and 15mm on J4. These pictures can clearly
show the contact area distribution and its change during shear. The contact areas were
localized with decreasing its ratio during shear and the dye flows bypassing the contact
areas.

The relations of mechanical aperture E, hydraulic aperture h and aperture evaluated
from flow images ev are shown in Fig. 21. Comparisons of the flow images (photos), the
aperture ev distributions and mechanical aperture distributions are shown in Fig. 22. It
should be noted that the dimension of image is 180mm×90mm, a little smaller than the
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Figure 20 Flow images of J4 at different shear displacement of 1, 5, 10, 15mm.
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Figure 21 Relations of mechanical aperture E, hydraulic aperture h and aperture evaluated from flow
images ev.
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dimension of fracture surface (200mm×100mm). That means the flow images in the
edge portions of fracture surface cannot be captured by the CCD camera on the current
apparatus. In the edge portions, fluid flow channels generally exist, and if they are not
taken into account, aperture ev obtained from flow imagesmay underestimate themean
aperture of a fracture. As demonstrated in Fig. 21, generally, ev has close values with h
in all cases. The evolution of apertures in a shear process generally exhibits a two-stage
behavior (Li et al., 2008). After minus dilation in the initial stage of shear, the
mechanical apertures increase constantly with slight decrease of gradient. The hydrau-
lic apertures increase in the first 5~7mm to the values 2~3 times of the initial ones, after
that, the gradients trend to 0. In the first stage of shear when contact areas dominate the
fracture surface, the mechanical apertures are small and water flows through a fracture

3mm

5mm

8mm

15mm

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1

Figure 22 Flow field and aperture evolution during shear process of case 2. (a) Flow images, (b)
aperture obtained by image processing on flow images, (c) mechanical aperture distribution
by means of topographical data of fracture surface.
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frommany connected small channels as shown in Fig. 22 (3mm). As shear advances, the
dilation of fracture produces more void spaces in a fracture, providing abundant
channels for water to pass through. At the same time, a few major channels begin to
emerge (5mm). After entering stage 2 in a shear process, the fluid flows through a
fracture bypassing a fewmajor contact areas, concentrating in a fewmajor channels (8-
15mm). Deviation of mechanical apertures and hydraulic apertures begins to develop
at shear displacements 3~5mm, increasing up to 2~3 times of differences at final shear
displacements. If thewater could fill all the void spaces in a fracture, the aperture evmay
provide close value to the mechanical aperture since it essentially measures the widths
of void spaces occupied by water flow in a fracture. Close values of ev and h reveal that
in the void spaces that water flows have taken place mechanical aperture agrees well
with hydraulic aperture.

4 SUMMARY

In this chapter, the shear behavior, coupled shear-flow behavior of single rock frac-
tures, and the mechanical behaviors of fractured rock mass encompassing rock struc-
tures like underground opening have been studied through laboratory direct shear/
coupled shear-flow-tracer tests. Some results of these studies are summarized as
follows:

1) Direct shear tests
• Peak shear stress can be observed for tests conducted under the CNL condi-

tion but not for all the tests conducted under the CNS condition, since the
shear stress can continuously increase with the increase of shear displacement
in some tests under the CNS condition.

• The peak shear stress occurs when the major asperities on the fracture surface
lose their resistance to the shear, while most asperities with lower importance
are undamaged. After that, the remaining asperities are crushed gradually,
increasing the contact ratio and generating plenty of gouge materials.

• The shear strength is observed to increase with the increases in initial normal
stress and normal stiffness. As the dilation occurs for rough fractures under
CNS condition, the normal stress acting on the interface increases, thus
contributing to an increased value of shear stress. This increase of normal
stress also leads to smaller dilation under CNS condition than CNL condition
at the same initial normal stress.

• For all the shear tests on the rock fractures based on standard JRC profiles or
with natural roughness surfaces, Barton’s criterion of shear strength provides
good predictions to the experimental results.

2) Coupled shear-flow-tracer tests
• It has been observed and confirmed that fluid flows through a rough fracture

following connected channels bypassing the contact areas with tortuosity, not
only by theoretical predictions or numerical simulations but also from direct
observation of flow images by the utilization of visualization system.

• Since the CNS condition can inhibit dilation in a shear process, the transmis-
sivity of a rock fracture under CNS condition in a shear can be much smaller
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than that under CNL condition depending on the initial normal stress, normal
stiffness and surface roughness of the tested fracture.

• The ‘minus dilation’ happening at the initial shear displacement (usually less
than 2mm) could significantly decrease the transmissivity of a rock fracture.
After that, the transmissivity increases quickly (stage 1) until a threshold, and
the gradient of transmissivity trends to 0 subsequently (stage 2). Compared to
a flat fracture, a rough fracture could obtain higher value of transmissivity in
stage 2 and the threshold of stage 1would come earlier. The change of contact
ratio in a shear is just opposite to that of transmissivity.

• The cubic law performs reasonably well without need for any modifications
for most tests on rough rock fractures. However, dispersedly distributed
contact areas could remarkably decrease the threshold for the validity of
cubic law. That means modifications may still be needed when estimating
the hydromechanical behavior of the very rough rock fractures such us the
last few profiles in JRC system with large JRC values.
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Chapter 8

Coupled static and dynamic test

X.B. Li, M. Tao, L. Weng & Z.L. Zhou
School of Resources and Safety Engineering, Central South University, Chansha, Hunan, China

Abstract: Mechanical properties of rock under coupled static and dynamic stresses are
apparently different from that under either static or dynamic load. Experimental techni-
ques for testing rock under coupled static and dynamic loads are introduced in this
chapter. A new testing technique relates the physical stress state of rock subjected to
simultaneous coupled static and dynamic stresses is presented. The method involves
modification of a split Hopkinson bar and INSTRON electro-hydraulic servo controlled
testing system. The test specimen is subjected to coupled axial static pre-stress or triaxial
pre-stress, and axial dynamic loading. The experimental results generally indicate that the
coupled static-dynamic strength is higher than its static strength and its dynamic strength.

1 INTRODUCTION

The experimental study of rock mechanics has achieved great developments (Sun &
Wang, 2000; Brown, 2002) and the progress of this subject has been widely applied to
the practices in mining engineering, underground construction (caverns and tunnels)
and resource exploitation. Generally, experimental investigations are conducted either
in static or dynamic state. Static state experiments may be investigated using equipment
such as INSTRON and MTS, and are mainly concerned with characteristics of rock
under low strain rate loading, such as static constitutive relations, fracture and damage
(Hudson & Harrison, 2000). Experimental study on dynamic properties of rock,
however, is often related to fragmentation and dynamic strength, and specialized test
equipments, such as the Hopkinson bar (Li & Gu, 1994; Zhao & Gary, 1996; Zhao
et al., 1999; Lok et al., 2002; Li et al., 2000; Li et al., 2005) or drop hammer (Okubo
et al., 1997; Whittles et al., 2006), is developed to this end.

On the other hand, rocks are naturally stressed and deformed by their mass and tectonic
movements. When a dynamic loading conducted in rock with initial stress, it will induce
stress and displacements incremental, themagnitude of incremental have both relationship
with its initial stress and dynamic loading (Tao et al., 2012; Tao et al., 2013). The influence
of the initial stress on the rock elastic coefficients andwave propagation has been explored
by a number of scholars (Ogden & Sotiropoulos, 1997; Tolstoy, 1982; Dowaikh &
Ogden, 1980). It is known that traditional theory cannot well describe the rock behaviors
at depth (Grobbelaar, 1958–1959; Adams & Jager, 1980; Malan, 1999) with respect to
many new engineering activities, such as deposition of nuclearwastes, oil exploitation, and
mining in the deep underground. For example, the rock at depth shown in Figure 1(a) is



subjected to high confined vertical and horizontal static stresses coupled with dynamic
loading arising from blasting and boring. Figure 1(b) and 1(c) outline the stress model at
different locations subjected to different stress states, i.e. one-dimensional and three-
dimensional static-dynamic coupling loads. Under coupling loads, the rock behaves dif-
ferently compared to the material subjected separately to either static stress or impact
loading. However, research on such stress models with simultaneous static and dynamic
loads is scarce, even though these stress states commonly occur in deep underground.
Thus, there is a need to investigate the behavior of rocks under such conditions with the
increasing depths of underground mining and civil engineering tunneling projects.

The focus of this chapter is to introduce effective experimental techniques for testing
rocks under coupled static and dynamic loads, including one-dimensional coupled
loads and three-dimensional coupled loads. Experiments on rocks under different
combinations of coupled loads are conducted by using self-developed apparatus, and
illustrations of experimental results are presented, including the relation of mechanical
characteristics with pre-axial stress and confining pressure, experimental validation of
constitutive model of rock and induced rockburst mechanism.

2 TEST SYSTEM FOR COUPLED STATIC AND DYNAMIC LOADS
BASED ON SHPB

2.1 Conventional split Hopkinson pressure bar apparatus

The split Hopkinson pressure bar (SHPB) was first invented by Bertram Hopkinson
(1914) in 1914 to obtain the pressure-time curve with the dynamic load exerted by
detonation. However, because of the limited measurement technique, he could not
obtain or observe stress wave directly. Until 1948, Davies (1948) improved the mea-
surement technique by utilizing an electrical method. Later on, Kolsky (1949) modified

(b) (c)
(a)

BA

Pd

Pd

Ps

PaPdPa

Figure 1 Schematic diagram of rock stress models at deep level: (a) schematic of underground cavern;
(b) one-dimensional coupling load; and (c) multi-dimensional coupling load.
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Davies’s split bar system by sandwiching a specimen between in two bars, and obtained
the dynamic relationship of stress and strain for several materials with condenser
microphones. The original Kolsky bar is shown in Figure 2, which can be used to
characterize the mechanical response of materials deforming at high strain rates extent
from 102 to 104s−1. Then, Krafft et al. (1954) adopted strain gauge tomeasure the stress
wave in the incident bar, and applied a striker bar to produce a repeatable impact stress
wave in the incident bar.

Until 1968, Kumar (1968) first introduced SHPB system into dynamic strength experi-
ment on short rock specimen. Shortly after that, Hakailehto (1969) finished his PhD
thesis entitled “The behavior of rock under impulse loads—A study using theHopkinson
split bar method” by employing the split Hopkinson pressure bar apparatus. In 1972,
Christensen et al. (1972) developed a triaxial SHPB system with confining pressure
component, which was used to conduct dynamic impact tests on rock specimen under
different confining stresses. Afterwards, Lindholm et al. (1972) determined the triaxial
compressive strength of rock-like materials. Then, it was continuously modified and
improved to precisely determine triaxial compressive strength of rock and rock-like
materials (Malvern & Jenkins, 1990; Gary & Bailly, 1998; Li et al., 2008).

2.2 Modified split Hopkinson pressure bar apparatus

Based on the standard SHPB apparatus, a new SHPB system for coupling load experi-
ment was successfully constructed at Central South University (Li et al., 2008), as
shown in Figure 3. The system consists of elastic bars, a striker launcher, axial pre-
compression inducer, confining pressure inducer and data processing unit. The dia-
meter of the input and output bar is 50 mm; the lengths of the input bar and output bar
are 2.00 m and 1.50 m, respectively. Strain gauges are glued on the surface of the
middle of elastic bars to measure strain histories induced by the stress waves propagat-
ing along the elastic bars. Cylindrical rock specimen is sandwiched between the input
and output bar, and can be surrounded by rubber sleeve of confining pressure compo-
nent during the tests. Dynamic loading comes from the impact of the striker driven by
high-pressure gas. The coupled static and dynamic loads testing system has two

Sweep
Unit

Feed
Unit 1

Feed
Unit 2

Specimen

Parallel Plate
Condenser
Microphone

Cylindrical
Condenser
Microphone

Inertia
SwitchAnvil

Detonator

Amplifier
Unit 2

Cathode Ray Oscillograph

Amplifier
Unit 1

Figure 2 The original Kolsky bar.
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components, i.e. static axial initial stress component and initial confining pressure
component, to realize loading static axial stress and static confining stress.

The static axial initial stress component includes a steel frame, baffled a one end
with a pressure loading unit, as shown in Figure 4. The two ends of the oil cylinder are
connected through hand pumps by oil inlet/outlet valves. When axial initial stress is
needed, the left pump shown in Figure 4 starts to increase the oil pressure in the left
chamber, and the piston moves to the right, then, stress onto the elastic bars and
specimen.

The initial confining pressure component consists of a steel frame, oil chamber,
rubber sleeve, as shown in Figure 5. Between the ends of the elastic bars and specimen,

Strain gauge Strain gauge 

Gas tank 
Pressure vessel 

Striker Thin baffle screen 

Confining pressure loading unit 

Incident bar Transmission bar 

Axial static pressure

loading unit 

Specimen

Data processing unit (linked to a PC)

Steel frame

Figure 3 Configuration of the modified SHPB system.

1- oil cylinder;

8- oil inlet/outlet  7- air outlet;6- bolt;5- right chamber;

4- seal ring;3- bidirectional piston;2- left chamber;

1 2 3 4 5

6

7

8

8

7

Figure 4 Axial static pre-compression stress component.
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protective steel blocks are installed to prevent damage to the faces of the elastic bars.
And the rubber sleeve plays a role in sealing and makes the specimen under uniform
confining pressure. When confining pressure is needed, the hydraulic oil enters the oil
cylinder through a manual pump, which drives the gas in the pump releasing from the
gas vent. When the pressure reaches the required level, keep it to maintain a stable
confining pressure.

2.3 Critical test technique of modified SHPB

2.3.1 Wave shaping by special shaped striker

With merits of easy operation, good repeatability and accurate results, SHPB has
become a more and more popular experimental technique to test materials out of
metals. Due to the advantages of SHPB in dynamic tests, it was gradually extended to
the studies of brittle materials including rock, concrete and ceramic. Generally, tradi-
tional SHPBwith rectangular incident wave can provide useful experimental results for
metals, whose compressive flow stresses happen at strains larger than a few percent. By
contrast, brittle materials such as rocks, ceramics and concrete normally fail at strains
less than 0.5 percent. Because of the steep front of rectangular wave by the cylindrical
strikers, a specimen of rock-like materials always fails before its stress equilibrium,
whichmakes the test signals useless according to SHPB assumptions. Hence, in order to
avoid the premature failure of specimen, slowly rising input waves are needed in SHPB
tests for rock materials. Thus, a half-sine wave loading generated by a shaped striker
were proposed to overcome the premature failure of specimen (Li et al., 2008; Li &
Zhou, 2009; Zhou et al., 2013).

 

(1-steel box; 2-protective block; 3-oil chamber; 4-rubber sleeve; 5-specimen; 6-oil cylinder;
7- ring seal; 8-oil manometer joint; 9-connect channel; 10-steel sleeve; 11-fill block;
12-base frame; 13-oil inlet/outlet)  

13

10

987654321

11

12

Figure 5 Lateral confining pressure component.
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For a half-sine wave with slow rising slope, the response of specimens differs greatly
from the cases when the specimens are subjected to a steep rising incident wave like a
rectangular wave. As for half-wave loading, upon arrival of the wave front, the incident
end has slightly higher stress than the other end. With wave reflection in the specimen,
the stress at the transmitted end increases gradually and accumulates gradually. After
several reflections of wave in the specimen, the stress at both ends of the specimen
reaches equilibrium with an average value still less than the failure stress of the speci-
men. Figure 6 gives typical stress histories at both ends of the specimenwith rectangular
and approximate half-sine wave from a shaped striker. It can be seen that the case with
half-sine wave gives better stress equilibrium during specimen deformation, while the
stress in specimen with a rectangular incident wave shows great deviation at the two
ends during specimen deformation and failure, which violates the assumption of SHPB
technique. A striker with the configuration shown in Figure 7 generating the approx-
imate half-sine stress wave of Figure 7 is suggested.
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Figure 6 Stress at both ends of specimen with different incident wave: (a) rectangular incident wave; (b)
half-sine incident wave.
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2.3.2 Theoretical validation for coupled static and dynamic loads

The SHPB has been successfully used to investigate the dynamic characteristics of rock,
and its principles are based on one-dimensional wave theory. However, this theory
needs reexamining when axial pre-compression stress exists.

When compressive longitudinal wave propagates along the bar and the specimen in
the presence of axial static stress at both ends, the deformation is described in Figure 8.
It is assumed that there is no deflection in elastic bars and specimen during tests. Now,
consider an infinitesimal segment with the force acting on the segment, the equation of
motion is written as

� ∂ðPs þ PdÞ
∂x

Dx ¼ ρADx
∂2u
∂t2

ð1Þ

where A is the area of the cross-section, ρ is the density of the material, u is the axial
translational displacement, Ps is the axial static load and Pd is the impact loading.

According to solid mechanics and wave theory,

σ ¼ Ps þ Pd

A
ð2Þ

ε ¼ � ∂u
∂x

ð3Þ

C ¼
ffiffiffiffiffiffiffiffiffi
1
ρ
dσ
dε

s
ð4Þ

The axial static load is constant along at all times, so

∂Ps

∂x
¼ ∂Ps

∂t
¼ 0 ð5Þ

Thus,

∂2u
∂t2

¼ C2 ∂
2u

∂x2
ð6Þ

where C is the wave velocity in the pre-compression material.
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Figure 8 Effect of longitudinal wave on axially pre-stressed elastic bar.
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Equation 6 is the wave equation governing the wave propagation characteristics of
pre-compression bars and specimen. In the data processing of the new system, all the
velocity values should use the wave velocity ofmaterial under specific pre-compression.

3 TEST SYSTEM ON CUBIC ROCK UNDER COUPLED
STATIC-DYNAMIC LOADS

3.1 Test technique under coupled static and slight dynamic loads

A coupled static and slight dynamic loading system was developed based on
INSTRON electro-hydraulic servo controlled testing system (Li et al., 2004), as
shown in Figure 9. Load-displacement and load-time curves are recorded using low
cycle fatigue software (SAX). In order to obtain static-dynamic loading, an initial
static load Ps is added first to the specimen along the direction of layer, and then a
dynamic load PdðtÞwith medium strain rate is superimposed in the same direction, as
shown in Figure 10. In this regard, the coupled static and dynamic loading PcðtÞ can
be expressed as

PcðtÞ ¼ Ps þ PdðtÞ ð7Þ

where PdðtÞ ¼ A sinωt, A is the amplitude of sine wave.
The axial and transversal strains are measured by two strain gauges (3 mm×5 mm)

mounted to central surface of the rock specimen. Strain values from these gauges are
recorded by DH-5932 data logging device and then analyzed by a computer. The
sampling frequency is 500 Hz. The average strain rate can be calculated from the
obtained strain history curves as follows,

_ε ¼ Δε
Δt

¼ εf
tf

ð8Þ

Figure 9 1D coupled static and slight dynamic loads system.
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where εf is the maximum strain measured at failure load and tf is the time from
beginning of test to the maximum load.

Particularly, underground mining or excavation is in fact an artificial unloading
process of rock, in which the three-dimensional compressive stress state turns into a
two-dimensional compressive stress state. This consideration leads to the evolution of
the above test system from one-dimensional coupling loading to two-dimensional
coupling loading. The 2D coupled loads apparatus was developed from the previous
INSTRON electro-hydraulic servo controlled testing system, by assembling a pair of
horizontal loading actuators, as shown in Figure 11.

3.2 Test technique under true triaxial coupled static-dynamic
loads

Now that underground rock mass is generally subjected to true triaxial compressive
stress (σ1 > σ2 > σ3), the consideration on mechanical behaviors of rock under true

Pd(t)

Pc(t)

Ps

Ps

(b)(a)

0

A

t

Figure 10 Schematic diagram for coupled static and slight dynamic loads.
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Figure 11 2D coupled static and slight dynamic loads apparatus.
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triaxial stress state is obviously more significant to practical operation during under-
ground excavating. In this regard, a true triaxial dynamic disturbance test system was
designed and produced for testing mechanical properties of cubic rock specimen under
various loading and unloading conditions (Du et al., 2015; Li et al., 2015). The system
is a true triaxial high-frequency coupled static and dynamic loads apparatus, which is
capable of applying dynamic disturbance loading and quick unloading on specimens
The TRW-3000 true triaxial electro-hydraulic servo dynamic disturbance test system is
sketched in Figure 12. The test system consists of six independent loading units for X, Y
and Z directions, including three static loading actuators and three dynamic loading
actuators, as shown in Figure 13.

The available specimen sizes accommodated by the triaxial cell include
100×100×100, 200×200×200 and 300×300×300 mm. The loads are independently
applied to the cubic rock specimen through solid pistons driven by oil pressure in the
three orthogonal directions X, Y and Z. The maximum load capacity is 3000 kN in
the vertical (Z) direction and 2000 kN in the horizontal (X and Y) direction. The
loads on the specimen can be instantly removed in X or Y directions by a rotating
dropping system to simulate the unloading process in underground excavation. In
addition, the specimen can be applied dynamic loads in all the three directions to
simulate dynamic disturbances caused by blasting or some other types of mechanical
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Figure 12 Schematic diagram of the true triaxial testing apparatus with coupled static and dynamic
loads.
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vibrations. The test system consists of a computer, a controller, actuators, sensors,
etc., which compose a closed loop digital system to automatically control the
applied loads or displacements. The main technical specifications of the system are
provided in Table 1. The test system TRW-3000 can be used to examine the
behavior of the rock in either static or dynamic loading conditions. The mechanical
response of the rock surrounding deep underground excavations can be simulated
by the system.

mould

Rock
specimen

dynamic
rods

dynamic
connector

dynamic
actuator

Static
actuator

z

x

Ldx

Ldz

Figure 13 Schematic diagram of loading actuators.

Table 1 Main technical specifications of the true triaxial test system TRW-3000.

Loading mode Items Parameters

X direction Y direction Z direction

Static load Maximum load 2000 kN 2000 kN 3000 kN
Accuracy ±1% ±1% ±1%
Resolution 15 N 15 N 20 N
Loading rate 10N/s–10kN/s 10N/s–10kN/s 10N/s–10kN/s

Displacement control a Range 0–200 mm 0–200 mm 0–200 mm
Accuracy <±1 mm <±1 mm <±1 mm
Resolution 0.001 mm 0.001 mm 0.001 mm

Deformation control b Range 0–10 mm 0–10 mm 0–10 mm
Accuracy <±0.05 mm <±0.05 mm <±0.05 mm
Resolution 0.0005 mm 0.0005 mm 0.0005 mm

Dynamic load Load range 0–500 kN 0–500 kN 0–500 kN
Accuracy ±2.5 kN ±2.5 kN ±2.5 kN
Frequency 0–70 Hz 0–70 Hz 0–70 Hz

Note: a Control by the displacement transducer installed in the triaxial test system;
b Control by external displacement transducers
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4 FAILURE CHARACTERISTICS OF ROCK UNDER COUPLED
STATIC AND DYNAMIC LOADS

4.1 One-dimensional static and dynamic coupling loads

4.1.1 Influence of pre-stress

An impact loading with peak stress of 200 MPa was kept constant but with the axial
pre-compression stress varying at 18, 36, 45, 54, 72 and 81MPa. These axial pre-stress
are equivalent to 20%, 40%, 50%, 60%, 80% and 90% of the static strength,
respectively. Five specimens were allocated for the test in each set. In order to provide
contrasting results for different sets, one representative curve was chosen in every set.
The representative curve should have the average characters of the other four curves in
the set.

Figure 14 shows the stress-strain curves of rock subjected to the same dynamic
loading but different axial pre-stresses. From Figure 14, it is evident that with coupling
loads, the strength of siltstone is higher than its static strength and dynamic strength
within the same strain rate, increasing 120% of its static strength and 30% of its
dynamic strength. However, the strength under coupling loads declines when the static
pre-stress reaches a level of about 54 MPa.

With constant impact loading and different axial pre-compression stress, the
strength of rock varies as shown in Figure 15. When the rock is deforming in the elastic
phase (axial static stress is higher than 15%but less than 70%of its static strength), the
strength under coupling loads can be 40–60 MPa higher than its dynamic strength.
Once the axial static stress of specimen is greater than 80% of its static strength, the
rock is at impending yielding or near to yield point, and the rock strength with coupling
loads decreases rapidly.

When axial static stress on the rock specimen is greater than 90% of its static
strength, the rock is at near breakage and the system appears unstable. So, the derived
stress-strain curve oscillates as shown by curve 6 in Figure 14. It can be seen that the

0

50

100

150

200

250

1 2 3 4 5

6

7

8

0.003 0.006 0.009

Strain / %

S
tr

es
s 

/ M
P

a

0.012 0.015

Figure 14 Stress–strain curves of siltstone subjected to same impact loading with peak stress of 200
MPa but different axial static pre-compression stress. (axial pre-compression stress: 1—18
MPa; 2—36 MPa; 3—45 MPa; 4—54 MPa; 5—72 MPa; and 6—81 MPa).
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slope of the stress-strain curve of the specimen decreases abruptly when the strain of the
specimen approaches 0.002. Then, the slope increases again. The phenomenon may be
due to particle sliding within the specimen. The deterioration of the specimen at this
instant is not sufficiently critical to cause the specimen to fracture entirely; the specimen
is still able to sustain loads until a failure strain of 0.008.

4.1.2 Influence of dynamic loads

The axial static pre-compression stress was retained at 63 MPa (70% of the static
compression strength of the siltstone) and the peak stress of the impact loading was
varied at 150, 200, 250, 300 and 330 MPa. Then, Figure 16 shows the stress-strain
curves of specimens with the same static pre-stress but with different impact loadings,
and Figure 17 presents the strength change of the siltstone under the same pre-stress but
various impact loads. It can be seen that with coupling loads, the strength of siltstone
increases with increasing impact loading , or the increasing of strain rate of specimen.
When the peak stress of impact loading is 150, 200, 250, 300 and 330MPa, the strain
rate of the specimen is about 50 s−1, 80 s−1, 120 s−1, 150 s−1 and 180 s−1, respectively.
This phenomenon reinforces the original understanding that the material strength
increases with increasing strain rate.

When the peak stress of impact loading is 150 MPa, the specimens fracture after 15
repeated impacts. In this case, the obtained strength is less than its dynamic strength.
The reason may be due to the breakage of the rock in fatigue failure and the cumulative
damage weakened the specimen before breakage.

4.2 Three-dimensional static and dynamic coupling loading

A series of tests are conducted on sandstone specimens by the improved SHPB
testing system to investigate the mechanical behaviors of rock during the
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exploitation of mineral resources in deep. The loading conditions for the experiments
are grouped into two sets, i.e. one is three-dimensional static-dynamic coupling
loads with fixed confined pressure, and the other one is that with fixed axial static
pressure.
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Figure 16 Stress–strain curves of siltstone subjected to constant axial pre-stress of 63 MPa but different
impact loading. (peak stress of impact loading: 1—150 MPa; 2—200 MPa; 3—250 MPa; 4—
300 MPa; and 5—330 MPa).

250

200

150

100
100 150 200 250 300 350

Axial static pre-stress of 63MPa

S
tr

en
gt

h 
un

de
r 

co
up

lin
g 

lo
ad

s 
/M

P
a

Peak stress of impact loading /MPa
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4.2.1 Relation between Young’s modulus and triaxial pressure

When the confining pressure is constant, with the increase of axial static pressure,
rock becomes denser and as a results, its Young’s modulus increases. When the
increasing axial static pressure exceeds the yielding stress, the closed microcracks
inside the rock start to open. In this regard, the rock is damaged with the decrease of
Young’s modulus. As shown in Figure 18, when the rock is still in elastic deformation
phase with axial static pressure of 22.5 MPa and 36 MPa, the rock’s Young’s
modulus rises with increasing the confining pressure. Meanwhile, the Young’s mod-
ulus of rock under high static axial pressure is generally greater than that of rock
under low static axial pressure. Figure 19 presents the relation between Young’s
modulus and axial static pressure under confining pressure of 4 MPa and 8 MPa. It
is evidential that the Young’s modulus increases with increasing the axial static
pressure when rock deforms in elastic phase, while the Young’s modulus decreases
in damage phase.

4.2.2 Relation between strain rate and triaxial pressure

Strain rate is an index that measures the rate of change in deformation of rock with
respect to time, which also reflects the change rate of stress. Average strain rate can
demonstrates the change rate of the whole deformation and fracture process of rock,
while the maximum strain rate demonstrates the rock mechanical characteristics at
themoment when largest deformation change rate occurs. Figures 20 and 21 show the
relation of strain rate with confining pressure under fixed axial stress and axial stress
under fixed confining pressure. Themaximum strain rate is not obviously related with
confining pressure under the fixed axial stress of 22.5 MPa and 36 MPa, while the
corresponding average strain rate decreases with increasing the confining pressure.
On the other hand, the maximum strain rate and average strain rate of rock both
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decrease at elastic phase and increase at damage phase, with the increase of axial
stress.

4.2.3 Strength characteristics of rock under triaxial stress and impact
loading

Figures 22 and 23 present the strength of sandstone under different coupled triaxial
stresses. When rock is at elastic stage due to axial stress, the static-dynamic coupling
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strength keeps increasing with the increase of confining pressure. However, the static-
dynamic strength declines with increasing confining pressure when rock is at plastic
deforming stage. What’s more, under the constant confining pressure condition, it is
found that the coupling strength increases first and decreases with increasing the axial
stress. The turning point of axial stress for this change is about 80% of its correspond-
ing triaxial compressive strength.

4.3 Constitutive model of rock under coupled static and dynamic
loads

4.3.1 Rock unit model

Suppose that rock occupies the characteristics of both statistical damage and visco-
liquid, and can be regarded as a combination of damage unit Da and visco-piston unit
ηb, as illustrated in Figure 24.

In the rock unit model, damage unitDa characterizes isotropy of damage and linear
elasticity before damage, whose strength obeys to the statistical distribution with
parameters ðm; aÞ. The damage variable D can be expressed as the following two
types according to the stress state of rock:

For 1D loading,

D ¼ 1� ½ εa=αð Þm þ 1�exp½� εa=αð Þm� εa ≥0ð Þ ð9aÞ

For 2D and 3D loading,

D ¼ 1� exp½� εa=αð Þm� εa ≥ 0ð Þ ð9bÞ

Constitutive relation σ � ε may be expressed as

σa¼Eεað1�DÞ εa ≥0ð Þ ð10Þ

Additionally, visco-piston unit, with non-damage property, is supposed to satisfy to
the following relation

σb¼ηdεb=dt ð11Þ

Da1

Da2

ηb

Figure 24 Rock unit model.

270 Li et al.



4.3.2 Constitutive model under one-dimensional coupled loads

The relation between stress and strain of combination mass is obedient to

σ ¼ σa1 þ σb ¼ σa2
ε¼ ε1 þ ε2
ε1 ¼ εb

8<
: ð12Þ

Substituting the constitutive relation of damage mass and visco-piston into
Equation 12, the constitutive relation of combination is expressed

η _σ þ ½E1 1�Dð Þ þ E2 1�Dð Þ�σ ¼ E2 1�Dð Þ½η _ε þ E1 1�Dð Þε� ð13Þ
In order to evaluate Equation 13, the damage variable is not considered at first, and
then the viscoelastic constitutive equation of combination mass is written

η _σ þ E1 þ E2ð Þσ ¼ E2 η _ε þ E1εð Þ ð14Þ
Now that rock is subjected to static load before dynamic impact, the initial condition

can be assumed t ¼ 0, εð0Þ ¼ ε0 and σð0Þ ¼ S. In this regard, the stress is derived by
Laplace transformation

σ t þ t0ð Þ ¼ E2ε t þ t0ð Þ � E2
2

η

ðt
0
ε τ þ t0ð Þ ⋅ e�

E1þE2
η tþt0�τð Þdτ ð15Þ

Provided εðt þ t0Þ ¼ ε0 þ εrðtÞ ¼ ε0 þ ct, Equation 15 can be written

σ t þ t0ð Þ ¼ ½ε0 þ εrðtÞ�E2 1� E2

E1 þ E2
e�

E1þE2
η t0

� �

þ E2
2

E1 þ E2
ε0 � ηc

E1 þ E2

� �
e�

E1þE2
η ½εrðtÞc þt0� þ E2

2ηc

E1 þ E2ð Þ2
e�

E1þE2
η t0

ð16Þ
While Equation 9a is updated as

Dðtþ t0Þ ¼ D ¼ 1� ε0 þ εrðtÞ
α

� �m

þ 1
	 


exp � ε0 þ εrðtÞ
α

� �m	 

ð17Þ

By substituting E1 and E2 in Equation 15 with E1½1�Dðt þ t0Þ� and
E2½1�Dðt þ t0Þ�, the uniaxial constitutive equation of isotropy damage mass under-
going static-dynamic coupling load is obtained

σðtþ t0Þ ¼ ð1�DÞ½ε0 þ εrðtÞ�E2 1� E2

E1 þ E2
e�

ð1�DÞE1þE2
η t0

� �

þð1�DÞ E2
2

E1 þ E2
ε0 � ηc

ð1�DÞðE1 þ E2Þ
	 


e
ð1�DÞðE1þE2Þ

η
εrðtÞ
c þt0½ �

þ E2
2ηc

ðE1 þ E2Þ2
e�

ð1�DÞE1þE2
η t0 ð18Þ

Coupled static and dynamic test 271



In particular when ε0 ¼ t, t0 ¼ 0, Equation 18 can represent the constitutive relation
of rock under uniaxial dynamic load, as written

σ tð Þ ¼ ð1�DÞE1E2εrðtÞ
E1 þ E2

þ E2
2ηc

E1 þ E2ð Þ2
⋅ 1� exp �ð1�DÞ εrðtÞ

c
ðE1 þ E2Þ

η

	 
� �

ð19Þ

4.3.3 Constitutive model under three-dimensional coupled loads

1) Constitutive relation of unit mass before damage
According to hypothesis, the stress-strain relation of a 3D rock mass can be
expressed as

Sij ¼ 2Geij ð20Þ
σm ¼ 3Kεm ð21Þ

where Sij is the partial tensor of stress. The relation between Sij, stress tensor σij
and spherical stress tensor σm is

σij ¼ Sij þ δijσm

where eij is the partial tenor of strain, the relation between eij, strain tensor εij and
spherical strain tensor εm is

εij ¼ eij þ δijεm ð23Þ
where δij is the sign of DIRAC, G is shear modulus and K is volume modulus.

According to the above principle, the 3D constitutive equation of viscoelastic
mass under static-dynamic coupling loading is derived as

σzðt þ t0Þ ¼ 9KE2

ð3Kþ E2Þη η½εz0 þ εrðtÞ� þ E1 � βη
β

:½εz0 þ εrðtÞ � c�e�βt0 :

�

�E1 � βη
β

ðεz0 � cÞe�β εrðtÞ
c þt0½ �

�

þ Sx0 þ Sy0
2ð3Kþ E2Þη γþ δe�β εrðtÞ

c þt0½ �n o
ð24Þ

in which

β ¼ 3KðE1 þ E2Þ þ E1E2

ð3Kþ E2Þη ð25Þ

γ ¼ 3KðE1 þ E2Þ � 2E1E2

β
ð26Þ
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δ ¼ ð3K� 2E2Þη� γ ð27Þ
When Sx0 ¼ 0 or Sy0 ¼ 0, the 3D constitutive equation above can be expressed as
constitutive relation of two dimension statically loaded rock subjected to dynamic
load.
When Sx0 ¼ Sy0 ¼ Sz0, the 3D constitutive equation above can be expressed as

the constitutive relation of triaxial dynamically loaded rock during confining
pressure is loaded by triaxial experimental machine.

2) Constitutive relation of unit mass after damage
The fragmentation format of rock behaves commonly shear yield under condition
of triaxial stress. Suppose that the fragmentation of unit mass complies with
Coulomb criterion, the damage variable of rock under 3D static-dynamic
coupling loading is expressed from Equations 9 and 10,

D¼ 1� exp �
εzE2 � 1þ sin φ

1� sin φ
� 2v

� �
σx0 þ σy0

2

� �
E2α

2
664

3
775
m8>><

>>:

9>>=
>>; ð28Þ

where φ,υ is interior friction angle and Poisson’s ratio respectively, while other
signs are denoted as the same before.

fD ¼ 1� exp �
εzE2 � 1þ sin φ

1� sin φ
� 2v

� �
σx0 þ σy0

2

� �
E2α

2
664

3
775
m8>><

>>:

9>>=
>>; ;

D ¼ 0;

εz >
1þ sin φ
1� sin φ

� 2v
� �

σx0 þ σy0
2E2

εz ≤
1þ sin φ
1� sin φ

� 2v
� �

σx0 þ σy0
2E2

ð29Þ

According to hypothesis, Lemaitre principle of strain equivalent is applicable.
Applying Equation 29 to Equations 24–27 in which E1, E2 and K are substituted
by E1½1�Dðt þ t0Þ�, E2½1�Dðt þ t0Þ� and K½1�Dðtþ t0Þ� respectively, iso-
tropy 3D damage constitutive equation of viscoelastic material under static-
dynamic coupling loading is written

Dðt þ t0Þ ¼ D¼ 1� exp �
½εz0 þ εrðtÞ�=α� 1þsin φ

1�sin φ � 2v
 �

σx0þσy0
2

 �
E2α

2
4

3
5
m8<

:
9=
;
ð30Þ

Equations 28–30 are also applicable to determine the constitutive relation of two
dimensional statically loaded rock under dynamic load.
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4.4 Experimental verification of the constitutive model of rock
under coupled loads

4.4.1 One-dimensional coupled static and slight dynamic loads

The verification tests were carried out on red sandstone using INSTRON electro-
hydraulic servo controlled testing system. Figure 25 presents the comparisons of the
stress-strain curves from experimental and theoretical results. The theoretical curve is
well fitting to the experimental one before rock failure when the static stress S equals to
2, 4 and 6 MPa. However, with increasing the static stress, the difference between the
two curves becomes greater. The peak stress from theoretical calculation is a little
smaller than that of experimental value when the static stress is small.With the increase
of static stress, the theoretical peak stress is becoming closer to experimental result.

4.4.2 Two-dimensional coupled static and slight loads

The verification experiment of rock under 2D static-dynamic coupling load was
done by low cycle fatigue loading. The constitutive relation of red sandstone
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Figure 25 Experimental and 1D theoretical stress-strain curves of red sandstone experiencing different
static loads.
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experiencing 2D static-dynamic coupling loads was studied under different hori-
zontal static pressures and different vertical static pressures. The results are shown
in Figures 26 and 27.

Figure 26 shows the experimental and theoretical stress-strain curves of red sand-
stone under 2D static-dynamic coupling loading with vertical static stresses of 12 MPa
and different horizontal static stresses of 0, 2, 4, 6 and 8MPa, respectively. There is
disturbance near the peak value of stress of tested stress-strain curves, which is caused
by shearing and sliding of rock and is not able to be expressed using theoretical stress-
strain curves. The value of elastic module of theoretical stress-strain curves are com-
monly little more than that of experimental stress-strain curves. With the increase of
static stress, the theoretical stress-strain curves after peak stress move commonly to left
because of shearing and sliding. After peak stress, tested curves change largely, while
the theoretical curves are relatively smoother.

Figure 27 shows the experimental and theoretical stress-strain curves of red sand-
stone under 2D static-dynamic coupling loading with horizontal static stress of 8 MPa
and vertical static stresses of 6, 12, 18 and 24MPa, respectively. It indicates that there is
larger disturbance near the peak stress for the tested stress-strain curves, which is
attributed to shearing and sliding of rock and is not able to be expressed from

50 60

50

40

30

20

10

0 2 4 6 8 10 12 14 16 18 20

Theoretical
curve

Theoretical
curve

εcou/10−3

Theoretical
curve

Theoretical
curve

Experimental
curve

Experimental
curve

Experimental
curve

Experimental
curve

45

40

35

30

σ co
m

/M
Pa

σ co
m

/M
Pa

σ co
m

/M
Pa

σ co
m

/M
Pa

25

20

15
15

5

55
50
45
40
35
30
25
20
15
15
5

55
50
45
40
35
30
25
20
15
15
5

0 2 4 6 8 10

(a) Sz0 = 6MPa

εcou/10−3

(c) Sz0 = 18MPa

εcou/10−3

(b) Sz0 = 12MPa

εcou/10−3

(d) Sz0 = 24MPa

12 14 16 18 20

0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20

Figure 27 Experimental and theoretical 2D stress-strain curves of red sandstone experiencing different
vertical static stresses.

276 Li et al.



theoretical stress-strain curves. Due to shearing and sliding, the theoretical stress-strain
curves move commonly to the left. In order to narrow the error, the average strain
corresponding to that of shearing and sliding should be used as the fitting parameter α
of theoretical constitutive curves. In addition, the value of elastic modulus of theore-
tical stress-strain curves are commonly greater than that of experimental stress-strain
curves, while the peak stress of the experimental and theoretical stress-strain curves are
close. After peak stress, the tested curves change largely, while the theoretical curves are
relatively smoother.

4.4.3 Coupled static and impact loading

From the results of coupled static and impact loading experiment in Section 1.4.2, the
parameters for the rock constitutive model can be obtained. The stress-strain curve
from constructive model is compared with the experimental stress-strain curve, as
shown in Figure 28. It is obvious that the constitutive model with proper parameters
can well fit to the experimental stress-strain relation.

4.5 Laboratory simulation of rockburst in highly stresses rock
under dynamic disturbance

As one of the most destructive disasters in underground excavation, rockburst will
bring potential danger to mineworkers at the face, damage to equipments and delays
to the mine operation once it occurs (Tang, 2000). Of all the factors that induce a
rockburst, dynamic disturbance is a non-ignorable external factor to induce rock
burst, especially for metal mines where drill-and-blast method is used to tunnel. This
section will discuss rockburst failure of highly stressed rock under dynamic distur-
bance by conducting laboratory experiments. The experimental apparatus has been
described in Section 1.3.3. The loading process of rock specimen for the experiment
consists of three stages, i.e. loading to in situ stress state stage, unloading the
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minimum principal stress σ3 stage and applying dynamic loading stage, as illustrated
in Figure 29.

The in situ stress state is set as σ1=50 MPa, σ2=40 MPa and σ3=20 MPa, and the
loading rate is 2000 N/s. Then the minimum principal stress is unloaded instanta-
neously to zero, while the maximum principal stress keeps loading to a high level with a
loading rate of 2000N/s. In the stage of dynamic disturbance, a stress wave Ld(t) with
frequency of 5 Hz is applied to rock specimen either in vertical direction (Z) or in
horizontal direction (Y), as shown in Figure 30. The amplitude of the disturbance wave
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varies from 300 kN, 400 kN, 500 kN and 600 kN. The typical dynamic disturbance
wave is presented in Figure 31, and is expressed as

F ¼ ðPA sinð10πtÞ þ PAÞ=2 ð31Þ
where F is the dynamic loading and PA is the disturbance amplitude.

4.5.1 Influence of disturbance amplitude

Dynamic loading LdZ(t) is applied on the granite specimen in Z direction to observe
rock failure behavior. The results show that under low dynamic amplitude, the
specimen will not be fractured. With increasing the amplitude of dynamic distur-
bance, rockburst will be induced together with ejection of rock pieces. Also,
fierce rockburst shall happen when the specimen is compressed in 80% of its
corresponding spalling strength subjected to suitable disturbance amplitude, as
shown in Figure 32.

4.5.2 Influence of disturbance direction

In underground excavation, especially in deep mining engineering, dynamic distur-
bance acted on rock mass could be in any directions. Therefore, it is necessary to
examine the influence of disturbance direction on the occurrence of induced rock-
burst. Two different directions of Z and Y are chosen to apply on the specimen, while
other experimental conditions are the same. The experimental results are listed in
Table 2.

It can be seen from Table 2 that rockburst shall occur once the amplitude of dynamic
disturbance reaches to a larger level (600 kN for this case in the study), nomatter which
direction the dynamic loading is from.When the amplitude is lower, the rock specimen
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Figure 31 Typical dynamic disturbance wave.
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stays stable even if the acting time lasts for one minute. However, with increasing the
amplitude, the rock fractures in local under dynamic disturbance with the ejection of
pieces, and fails as rockburst finally. In addition, rockburst induced by dynamic
disturbance is much fiercer than rock failure under compressive stress.

Meanwhile, acoustic emission characteristics weremonitored during the loading and
dynamic disturbance process, as shown in Figure 33. When the granite specimen was
loaded close to its 80% of peak strength, the acoustic emission events climb dramati-
cally, indicating that cracks are initiated inside the rock. In this occasion, when

Rock ejection

Figure 32 Ejection of rock pieces.

Table 2 Experimental results.

Specimen Initial stress Unloading
parameters

Disturbance parameters Rockburst

σ1/
MPa

σ2/
MPa

σ3/
MPa

f σθmax/
MPa

Direction Frequency/
Hz

Amplitude/
kN

Acting
time

g-10-6-a 50 40 20 3.6 180 Z 5 300 1 min False
g-10-6-a1 50 40 20 3.6 180 Y 5 300 1 min False
g-10-6-b 50 40 20 3.6 180 Z 5 400 1 min False
g-10-6-b1 50 40 20 3.6 180 Y 5 400 1 min False
g-10-6-c 50 40 20 3.6 180 Z 5 500 1 min False
g-10-6-c1 50 40 20 3.6 180 Y 5 500 1 min False
g-10-6-d 50 40 20 3.6 180 Z 5 600 – True
g-10-6-d1 50 40 20 3.6 180 Y 5 600 – True
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dynamic disturbance is applied on rock, the AE increases sharply once the rockburst
occurs.

5 CONCLUSIONS

Testing apparatus of coupling static and dynamic loads were developed, and were
employed to conduct a series of coupling static-dynamic loading experiments on rock.
A half-sine formwave generated through a special shaped striker was used to load rock
specimens. The experimental results generally indicate that the strength of siltstone
with coupling loads is higher than its static strength and its dynamic strength. The
coupled static-dynamic strength of siltstone increases with increasing impact loading,
or with increasing loading strain rate of specimen.

From three-dimensional static and dynamic coupling loading tests, it is concluded
that the change of Young’s modulus and strain rate is dependent on the deformation
stage of rock. With the increase of static axial stress, the Young’s modulus of rock
increases at elastic stage but decreases at damage stage, while the strain rate decreases at
elastic stage but increase at damage stage.

Based on some hypothesis from damage mechanics, the constitutive models of rock
under one-dimensional and three-dimensional coupling static and dynamic loads are
theoretically demonstrated. The experimental results verify that the constitutive mod-
els can well demonstrate rock behaviors under coupled static and dynamic loads. At
last, the influence of dynamic disturbance on failure characteristics of highly-stressed
rock is deeply examined.

Acknowledgment: financial support from the National Natural Science Foundation
of China (41272304, 11472311) and National Basic Research Program of China
(2010CB732004) are greatly appreciated.
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Chapter 9

Dynamic behavior

C. Menna1, D. Asprone1 & E. Cadoni2
1Department of Structures for Engineering and Architecture, University of Naples Federico II,
Napoli, Italy
2SUPSI, University of Applied Sciences of Southern Switzerland, Lugano, Switzerland

Abstract: This chapter deals with the experimental techniques commonly employed to
characterize the dynamic behavior of rockmaterials. The dynamic testing machines are
illustrated, focusing on the strain rate level achievable and the loading scheme. The
main dynamic properties of common rock materials are discussed, with reference to
the corresponding dynamic increase factors, which affect compression and tensile
behavior.

1 INTRODUCTION

The study of the dynamic behavior of rocks has several sources of complexity but, at the
same time, it is essential to analyze and develop predictive models of many engineering
problems, such as: earthquakes, blast events, drilling, underground excavations (tun-
neling), quarrying, rock cutting penetration etc.

A major source of complexity lies in the fact that rocks are inhomogeneous materials
characterized by possible interacting damage mechanisms during failure. In addition,
due to their physico-chemical composition and microstructure, structural properties of
rocks are rate-dependent. Indeed, mechanical properties of rocks under dynamic load-
ings are different to the corresponding static values. The fracture process under
dynamic regime is much more complicated than the static one due to the inertia effects
and the stress wave propagation. As general trend, rocks show an improvement of the
mechanical properties (tensile and compression strength, failure strain and fracture
energy) with increasing strain-rates (Cadoni, 2013); fracture process is responsible for
that different behavior. In particular, at low strain-rate regime the fracture process
begin from existing micro-cracks and material discontinuities, and chooses to develop
along the path of least resistance. At high strain rate a large amount of energy in a very
short time induces existing cracks to develop along the shortest paths to higher
resistance (Cadoni, 2013).

Dynamic behavior of rocks is influenced not only by intrinsic rocks properties but
also by numerous external factors such as confining pressure, temperature and ground
water (Zhang & Zhao, 2013). As an example, Figure 1 shows the influence of the
mentioned effects involved in a dynamic problem for an underground cavern.
Moreover the figure shows that the wave propagation is influenced first by the micro-
structure and then by the macro properties (jointed rock mass), there are also problems
related to the interface between two layers of rock.



In the last decades, many theoretical and experimental studies have been conducted to
characterize the dynamic behavior of the rocks and, at the same time, to developed
adequate setup system to test the resistance of different types of rocks in different load
conditions. Indeed, as mentioned above, rocks are inhomogeneous materials, and for this
reason the dynamic behavior assessment usually requires very extensive experimentations
that include different types of rocks. The high variability of rock types (and consequently
the need for several dynamic characterization experimental studies) is related to the
fact that rocks are not industrial products but they have a chemical composition that
can vary depending on geographical location. This has forced the research community in
this field to conduct research activities focused on experimentation and numerical model-
ing of local rocks. Some examples of dynamic studies on local rocks are provided as
following. Zhao et al. (1999) conducted dynamic uniaxial compression tests on Bukit
Timah granite in Singapore. Cho et al. (2003) studied strain-rate effects on Inada granite
and Tage tuff. Cai et al. (2007) conducted a study on the dynamic behavior of theMeuse/
Haute-Marne argillite. Kubota et al. (2008) presented experimental tests on Kimachi
sandstone for measuring dynamic tensile strength. Xia et al. (2008) investigate the effect
of microcrack-induced anisotropy on the dynamic response of Barre granite rock. Cadoni
(2010) used for testing anOrthogneiss rock from theOnsernoneValley (Swiss Alps) of the
Cantone Ticino (Switzerland). Zhao et al. (2014) studied the mechanisms of strain rate
dependency of dynamic tensile strength in Gosford sandstone.

The general target of the experimental campaigns conducted on rocks under dynamic
regime is to evaluate the variation ofmechanical parameters as a function of strain-rate.
One of the most useful parameter investigated is the tensile strength as a function of
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strain-rate due to the importance of this parameter in many application such as blast
resistant materials and structures. Dynamic mechanical properties can be obtained
directly or indirectly through different experimental methods such as drop weight
machines, split Hopkinson pressure bar (SPHB), gas gun, etc. This chapter is made of
three sections: after this section of Introduction, section two describes experimental
techniques used to study the dynamic behavior of rocks. Section three compares
dynamic properties of rocks with static one under different stress conditions.

2 EXPERIMENTAL TECHNIQUES

Available experimental techniques allow the reproduction of dynamic phenomena that
take place in real cases through particular (ad hoc) setup and machines. However,
laboratory experiments are performed on small scale specimens that usually limit the
loading conditions during the test. Indeed, the size of the specimen to be tested under
dynamic conditions is related to the microstructure of the materials which, in turns, is
linked to the characteristic length/wave propagation in the material medium. A speci-
men should contain at least 1000 grains or crystals to be mechanically representative of
the material (in general, not only for rocks) (Armstrong, 1961, 2001). In addition,
while a coarse-grained material implies a larger specimen, for fine-grained materials,
experimentation is easier because setup is smaller. This material characteristic has to be
related to the rate of load application in order to utilize the proper testing technique.
For example, with very fine-grainedmetals it is possible to deform under 1D stress state
at strain-rates close to 105 s−1 using scaled downHopkinson bars (3 mm diameter) and
1 mm sized specimens (Gorham, 1980; Gorham et al., 1992). Figure 2 summarizes
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strain rate ranges (in reciprocal seconds) that are associated with the experimental
technique along with the loading regime.

The strain rate range of the whole spectrum is 14 orders of magnitude. Lower strain
rates refer to the creep and stress relaxation regimes. The creep behavior experimental
characterization requires very slow loading rates that are typically achieved with
specialized hydraulic machines. From 10−5 to 10−1s−1 of strain rate, the load applica-
tion is comparable to a static process which is referred to as a quasi-static regime; servo-
hydraulic machines are used to investigate the quasi-static strain range. At higher strain
rates (10−1 to 100 s−1) fast pumps and valves are employed to increase the flow rate of
hydraulic oil (pneumatic-hydraulic machines). Dropweight machine is used for a strain
rate range from 100 to 101 s−1. The strain rate range between 10−1 and 101 s−1 is
identified with “intermediate strain rate” (ISR) or “medium strain rate” (Green &
Perkins, 1968; Logan & Handin, 1970) or “quasi dynamic strain rate” (Logan &
Handin, 1970). For high strain rate (HSR) range (101 – 104 s−1), the most widely used
experimental setup is Split Hopkinson Pressure Bar (SHPB). With such a strain rate,
factors as inertia and stress wave propagation can affect the experimental results. For
very high strain rate (VHSR) range 104 – 106 s−1, plate impact techniques have been
successfully employed. This strain rate regime affects the experimental results due to
inertia effects and wave propagation characteristics. As shown in Figure 2, experimen-
tal techniques related to strain rates up to 104 s−1 allow uniaxial stress state in the
material (1 D); conversely, shock wave techniques are able to reproduce 1D strain
states.

For the purposes of this chapter, the following sections focus on ISR and HSR
techniques typically employed to characterize the dynamic behavior of rocks and
introduce VHSR techniques. Techniques are discussed in the following order:

• Hydro-pneumatic machine
• Drop weight machine
• Split Hopkinson pressure bar
• Other VHSR techniques

2.1 Hydro-pneumatic machine

The hydro-pneumaticmachine (HPM) functioning scheme is showed in Figure 3. At the
beginning of the test, a sealed piston divides a cylindrical tank into two chambers, one
being filled with gas at high pressure (e.g. 150 bars) and the other with water. At first,
equal pressure is established in the water and gas chambers so that forces acting on the
two piston faces are in equilibrium. The test starts when the second chamber discharges
the water through a calibrated orifice, activated by a fast electro-valve. Then the piston
starts moving, expelling the gas through a sealed opening; the end of the piston shaft is
connected to the specimen. The specimen is linked to the piston shaft and to one end of
an elastic bar, whose other end is rigidly fixed to a supporting structure. When the
piston shaft moves, the specimen is pulled at a fixed strain-rate level, depending on the
velocity of the gas expelled from the chamber. The elastic bar is instrumented with a
strain-gauge that provides, through the elastic properties of the bar, the force acting on
the specimen during the test. Two targets are attached on both ends of the specimen and
their movements are measured by two contact-less displacement transducers.
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It can be evidenced that a constant speed movement of the piston guarantees the
constancy of the strain rate during the test; this depends mainly on the constancy of the
force exerted by the gas pressure on the piston face. A good result in this sense was
obtained with a small change of gas volume during the test in order to have small gas
pressure decrease and consequently small piston force decrease. Furthermore, the load P
resisted by the specimen is measured by the dynamometric elastic bar, whereas the
specimen elongation ΔL (strain) is measured by the displacement transducers (strain
gauge), sensing the displacement of the plates target fixed to both specimen ends. Such
acquisitions allow the stress versus strain relationship to be obtained at a given strain rate
level, achieved during the test. Generally hydro-pneumatic machine tests rock materials
in direct tension (Asprone et al., 2009; Cadoni&Albertini, 2011; Li et al., 2013) uniaxial
compression (Friedman et al., 1970; Zhao et al., 1999), and triaxial compression (Logan
& Handin, 1970; Perkins et al., 1970; Gran et al., 1989; Li et al., 1999).

2.2 Drop weight machine

Drop weight machine working principle is based on a hammer that, due to the
gravitational force, impacts on specimen (Figure 4). Height and weight of specimen
are known, and energy calculations depend on the momentum impulse of the falling
weight and the resultant temporal impact velocity. By placing a shock- absorbing
material on the specimen (such as a rubber layer), it is possible to vary the strain rate
range from 100 to 101 s−1 (Zhang & Zhao, 2014).

Using a gas gun is possible to accelerate the drop weight and increase the strain rate
up to 102 s−1, but such deformation speed can be obtained directly from split
Hopkinson pressure bar which considers also waves propagation effects. This experi-
mental technique has simpler setup compared with the others, but many parameters
cannot be controlled. During the impact, machine deformation could be affect the
deformation recorded on the specimen. Moreover, overlapping between wave propa-
gation and machine vibration requires a careful data analysis. With drop weight

gas

gas

specimenstrain-gauges

non-contact
displacement transducers

water

calibrated orifice fast
electro-magnetic

valve

Figure 3 Hydro-pneumatic machine scheme (Asprone et al., 2009).
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machine multiaxial tests are unreliable because loading rate cannot be well controlled
(Zhang & Zhao, 2014). Because of these problems, only few studies have been con-
ducted on rocks combined with this technique (Whittles et al., 2006; Hogan et al.,
2012) and fracture toughness (Yang et al., 2009; Islam & Bindiganavile, 2012).

2.3 Split Hopkinson pressure bar

The traditional SHPB is used mainly in uniaxial compression dynamic tests and consist
in three parts (see Figure 5): an impactor system like gas gun or a simple striker, an
input bar which transmits the impact from the striker to the specimen, and an output
bar, with a specimen sandwiched between the input and output bars.When the incident
pulse reaches the specimen, part of it is reflected by the specimen whereas another
part passes through the specimen propagating into the output bar.

Striker bar (or projectile) impacting on input bar generates compressive waves that
propagates in the specimen. On both bars the incident pulse (εI), reflected pulse (εR) and

Rock sample

Drop weight

Anvil

h

Figure 4 Drop weight machine scheme (Mwanga et al., 2015).

Gas gun Input bar Output bar

Compression waveCompression wave

Impactor system Impacted system
projectile specimen

Figure 5 Traditional split Hopkinson pressure bar for compression test (Cadoni, 2010).
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transmitted pulse (εT) are propagated. Strain-gauges glued on the input and output bars
of the SHPB are used for the measurement of the elastic deformation (as a function of
time). The application of the elastic uniaxial stress wave propagation theory of the
Hopkinson bar system (Davies, 1948; Kolsky, 1949) allows the calculation of the
forces F1 and F2 and the displacements δ1 and δ2 acting on the two faces of the specimen
in contact with the input and output bars. If the specimen is short, propagation time of
the wave through the specimen is small compared to the duration of the test, the
specimen can be considered in equilibrium at its ends, and in homogeneous stress
state. These experimental conditions allow the calculation of the average stress–strain
characteristics of the specimen material at different strain rates.

2.3.1 JRC-Split Hopkinson Tensile Bar (JRC-SHTB)

Innovative modification of Hopkinson bar has been developed by the researcher of the
Joint Researcher Centre of the European Commission (Albertini & Montagnani, 1974;
Cadoni et al., 1997). The traditionalHopkinsonbar generallyworks only in compression
and consist principally in a projectile that impacts on an input bar which transmits loads
to a specimen inserted between input and output bars, as shows previously in Figure 5.
The innovation of the Hopkinson bar introduced at Joint Researcher Centre of the
European Commission consist in the substitution of the projectile, normally used to
generate the impact loading pulse, with a statically elastic pre-stressed bar which is the
physical continuation of the input bar. This modification is capable to perform impact
precision tests in tension, compression and shear using the same loading device and the
same measuring equipment and instrumentation. The scheme of JRC-Hopkinson bar in
compression and tension respectively, is proposed in the two figures below.

In this version of the Hopkinson bar, the elastic energy is stored in the pre-stressed
loading bar by statically tensioning the length of this bar comprised between a blocking
ring placed at the extremity of the pre-stressed bar continuous to the input bar and a
brittle intermediate piece placed at the other extremity connected to the hydraulic
actuator. A rectangular stress wave pulse is generated by suddenly breaking the brittle
intermediate piece and propagates through the input bar, the specimen and the output
bar, provoking a state of compression stress in the specimen because the particles move
from the left to the right. Records are taken by the strain-gauge stations glued on the
input and output bars of the elastic deformation.

The main advantage of the JRC-SHTB with respect to the traditional one, consists
mainly in the fact that the generation of the loading stress pulse is performed by means
of a statically pre-stressed bar which is the physical continuation of the input bar,

Pre-stressed bar

Hydraulic
actuator

Input bar Output bar

Compression waveCompression wave

Blocking
systemImpactor system Impacted system

SpecimenBrittle intermediate piece

Figure 6 Modified SHPB for rocks specimen in compression (Cadoni & Albertini, 2011).
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therefore avoiding the difficulties connected to the launching and impacting of projec-
tiles. This characteristic has allowed the generation of very long loading pulses. A pulse
of 40 ms duration obtained by 100 m (Albertini et al., 1999; Cadoni et al., 1997,
2001a) length of pre-stressed bar is a feature that cannot be achieved with the projectile
impactor technique. Such long duration loading pulses are required for testing very
ductile materials and structural components. The JRC-SHTB permits to perform
dynamic tension tests at high strain rates that are very difficult to conduct for rocks.

2.3.2 Issues of SHPB

As described before, specimen is placed between input bar and output bar. Friction
effect between surfaces can generate a complex multiaxial stress state, and results may
not represent the effective behavior of the material. End friction effects can be mini-
mized with lubrication: many authors compared test result in different conditions i.e.
lubricated, dry and bonded using high-strength adhesive (Dai et al., 2010). An example
of the results is shown in Figures 8 and 9:
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Figure 8 Dynamic compressive strengths with loading rates measured on bonded, dry and lubricated
specimen (Dai et al., 2010).
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Figure 7 Modified SHPB for rocks specimen in tension (Albertini & Montagnani, 1974, 1977).
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Dai et al. (2010) tests were performed on a constant L/D ratio (L/D=1). Thanks to
these studies Gray (2000) suggested that friction and inertia effects can be reduced by
minimizing the area mismatch between the specimen and the bars (Dspecim ≈0.8Dbar) and
choosing for the specimen the ratio L/D between 0.50–1.0. In SHTB another problem is
related to the Poisson’s ratio that causes inertia influence onmeasurement data (Davies&
Hunter, 1963). The flow stress of the specimen overlaps with flow stress associated to
axial inertia and radial inertia. To minimize this effect there is an optimal L/D ratio
suggested by Davies & Hunter (1963) (L/D=√3ν/2). A further problem of the SHPB is
related to the dispersion of the waves. This problem is more relevant when bar diameter
increases. Analytical, numerical and experimental corrections for wave dispersion were
proposed for testing of ductile materials by Follansbee & Frantz (1983) and Gorham
(1983), for concrete by Gong et al. (1990) and for rock by Li et al. (2000b).

2.4 Other techniques: Taylor impact and shockloading by plate
impact

In the 1930s, G.I. Taylor and his co-worker developed a method to calculate the
dynamic behavior of ductile materials in compression. Set up is made up of two
parts: a flyer plate of material to investigate and a target specimen. The planar impact
of flyer plate onto a target produces shock waves in both elements. In this method, a
cylindrical specimen is shooting against a rigid surface. Measuring specimen deforma-
tion, through an equation, is possible to obtain the dynamic behavior of material. This
method lacks precision so is rarely used for rocks. Shockloading by plate impact

Figure 9 Photograph of recovered samples with a) bonded, b) dry, c) lubricated bar/sample interfaces
showing (Dai et al., 2010).
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technique permits to investigate very high strain rate range 104– 108 (VHSR). Strain
rate is given by τ up/Us, where up represent the particle velocity, Us is the shock velocity
and τ is the rise time of shock.

3 DYNAMIC PROPERTIES OF ROCKS

3.1 Compression behavior

3.1.1 Uniaxial loading

By means of experimental tests described in the previous sections, the stress–strain
curves of a given rock material under dynamic compression can be extracted directly
from load transducers and on-specimen strain gauges; starting from these curves, the
dynamic mechanical parameters required for a proper characterization of dynamic
behavior of rocks can be determined. There are fourmain theoretical methods available
to evaluate dynamic parameters from experiments: one-wave analysis, three-wave
analysis, direct estimate and foot-shifting methods), providing different levels of accu-
racy of the results. When dealing with rockmaterials the one-wave analysis method has
been commonly used for determining uniaxial stress strain behavior; in particular, the
method is based on the one-dimensional stress theory and allows the determination of
the histories of strain rate ε•ðtÞ, strain εðtÞ, and stress σðtÞ within the samples.

As general feature of the uniaxial dynamic, it has been widely shown that Young’s
modulus of rock-likematerials increaseswith an increase in strain rate, even though some
studies revealed that initial tangent modulus can be unaffected by strain or dependent on
measurements; indeed, its determination relies on the stress equilibrium conditionwhich,
actually, cannot be satisfied in the initial range of small strain (Gray, 2000). The effects of
strain rate on the stress–strain curve of rock materials in uniaxial compression also
regard possible increase or decrease in critical strain with increasing strain rate, corre-
sponding to a more ductile or brittle behavior at higher strain rate, respectively.

In the study by Xia et al. (2008) barre granite block were tested by means of split
Hopkinson pressure bar (SHPB). The authors investigated the effect of microcrack-
induced anisotropy on the dynamic response of such a rock material under dynamic
compression loads. It was shown that the maximum dynamic stress achieved was not
sensitive to the samplemicrostructures, resulting in rate dependence for all directions in
the range 1–150 s−1 (Figure 10).

Li et al. (2000a) applied a sliding crack model (based growth and nucleation phases)
to study the mechanical properties of the Bukit Timah granite under dynamic uniaxial
compressive loads at strain rates from 10−4 to 10^0s−1. By comparingwith experimental
results, it was observed that the strength generally increases with increasing strain at
different initial crack lengths and crack spacing.

Cai et al. (2007) conducted an experimental campaign on Meuse/Haute-Marne
argillite by means of compression split Hopkinson pressure bar (SHPB). They found
that the average dynamic increase factors compressive strength was about 2.4 with the
specimens which deformed and fail uniformly around the circumference of the speci-
men, by a spalling process.

Several studies have been also conducted to investigate the hydrostatic-stress influ-
ence on the compressive dynamic behavior of rock materials. For instance, Li &Meng

294 Menna et al.



(2003) utilized SHPB to determine the dynamic strength of concrete-like materials
along with the hydrostatic-stress-dependency of compressive strength. It was shown
and demonstrated with numerical analyses that the apparent dynamic strength
enhancement beyond the strain-rate of 102 s−1 was strongly influenced by the hydro-
static stress effect due to the lateral inertia confinement in a SHPB test (Figure 12).
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Figure 11 Relation of uniaxial compressive strength with strain rate of Bukit Timah granite, micro-
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3.1.2 Triaxial loading

The fully understanding and the development of proper constitutive models for rock
materials require experimental data under various stress and/ or strain paths, including
confinement conditions and impact loadings. Indeed, in common applications/physical
conditions, the mechanical loads are applied to rock materials under loading conditions
which are not uniaxial but mostly in terms of high pressures and high strain rates related
to impacts.Generally, rock-likematerials are very sensitive to the confining pressure both
under quasi-static loads and dynamic ones. As general trend, the dynamic triaxial
compressive strength increases with increasing strain rate at constant confining pressure.
However, the complexities related to testing equipment and measurement often result in
different results depending on the rockmaterial tested.Moreover, it has been shown that
the multiaxial loading condition also affects the criterion to be applied for the dynamic
triaxial strength determination. In particular, the dynamic triaxial strength can be
represented by the Hoek– Brown and Mohr–Coulomb criterion at both low-high and
low confining pressures, respectively (Bailly et al., 2011, Hao & Hao, 2013).

3.2 Tension test

Relationships between tensile stress and strain curves at different strain rates can be
obtained by means of direct and indirect experimental tension tests (Asprone et al.,
2009) and using the equipment described in Section 2.3.1. As general features of the
tensile dynamic behavior of rock materials, it has been observed that the tensile
strength increases with increasing strain rate, whereas the corresponding strain to
failure decreases. This behavior indicates that rock materials typically exhibit a more

Malvern & Ross (1984,1985) in Fig.1,
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brittle feature in higher strain rate tests. However, non-linear relationships between
strength and strain rates are typically achieved for rocks and, consequently, suitable
tests and formulations are necessary to describe the DIF evolution in relation to the
strain rate magnitude.

Recently, Li et al. (2013) carried out dynamic tensile tests, under and without
side confinement, on Gypsum and Granite rocks by means of an air and oil
hydraulically driven dynamic loading machine at strain rates ranging from 10−5

to 10−2 s−1. It was found that the direct tensile strength of Gypsum samples without
side confinement increased by about 80% with increasing strain rate from 10−5 to
10−2 s−1, similar to the increase obtained from the indirect tensile tests. However, in
the presence of side confinement, the increase rate of the tensile strength with the
strain rate reduced with the augmentation of the side confinement. Granite rock
samples without confinement exhibited an increment of the tensile strength of about
60% when the strain rate varies from 10−5 to 10−2 s−1 (also in this case, similar to
indirect tensile test results). In contrast to Gypsum samples, the tensile strength of
the Granite rock samples Granite under side confinement showed significant
increases with the increase of the strain rate. Kubota, et al. (2008) investigated
the tensile dynamic behavior of Kimachi sandstone using underwater shock waves.
The experimental machine was made of an emulsion explosive used as the source
of dynamic loading, and a pipe filled with water arranged between the explosive
and a cylindrical specimen (Figure 13). The study indicated that the dynamic
tensile strength of Kimachi sandstone varied as the 1/3 power within strain rates
of 10–40 s−1.

The influence of the loading direction with respect to the schistosity of rockmaterials
was investigated by Cadoni (2010) and Cadoni et al. (2011). In details, dynamic
characterization tests were performed on Onsernone Orthogneiss for loading direc-
tions 0°, 45° and 90° (with respect to the schistosity) at three different strain rate levels:
0.1, 10, 100 s−1. Two special apparatus were utilized, i.e. the split Hopkinson tension
bar and the hydro-pneumatic machine which entailed the determination of the entire
stress–strain curves of such a brittle material, including the softening branch. The
experimental results showed a non-linear relationship between tensile strength and
strain rates which was influenced by the loading direction referred to the schistosity of
the rock (Figure 14).

Rock specimen
PMMA Pipe
with water

Emulsion
Explosive

Figure 13 Main part of the setup for fracture test (Kubota et al., 2008).
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Besides direct tensile tests, different indirect methods have been adopted to charac-
terize the tensile dynamic behavior of rock materials. Zhao & Li (2000) investigated
the dynamic behavior of Bukit Timah granite rocks up to 104 MPa/s by means of both
Brazil and 3-point flexural methods. The results highlighted that the tensile strength of
the granite increased with increasing loading rate as well as the slope of the tensile
strength vs loading rate curve. However, the two different methods provided slightly
different results in terms of magnitude of strain rate effect on tensile strength and
Young’s modulus (Figure 15 and Figure 16).

In the study by Cai et al. (2007), indirect tensile tests were carried out on Meuse/
Haute-Marne argillite material by means of SHPB. A high-speed video camera was
used to visualize the initiation of failure and subsequent deformation of the specimens.
They observed that failure occurred in tension along the line of load application while
radial fractures were also revealed. Dynamic splitting experiments were conducted by
Gomez et al. (2001) using a Split Hopkinson Pressure Bar in order to characterize the
tensile dynamic behavior of Granite and concrete material in relation to the effects of
induced levels. They found that, in the static loading conditions, the splitting strength
was highly dependent on the damage orientation with respect to the loading line. On
the contrary, the dynamic splitting strengths were not affected by the random crack
orientation and decreased with increasing damage for both concrete and granite
(Figure 17 and Figure 18).

Wang et al. (2009) utilized a different experimental configuration to perform
dynamic split tensile tests on brittle marble material. Flattened Brazilian Disc (FBD)
specimens were employed in their experimental campaign and impacted diametrically
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Figure 14 Dif versus stress rate for the Orthogneiss at θ= 0°, 45° and 90° (Cadoni, 2010).
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by a pulse shaping split Hopkinson pressure bar to measure dynamic tensile strength of
the brittle rock. By using this technique, they found that the dynamic tensile strength of
marble at the strain rate of about 22 s−1 to 25 s−1 increased from 5 MPa to approxi-
mately 22–27 MPa, leading to a DIF of about 5.
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Figure 17 Dynamic splitting strength of G-mix concrete as a function of induced damage (Gomez et al.,
2001).
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Chapter 10

Dynamic rock failure and its
containment

T.R. Stacey
School of Mining Engineering, University of the Witwatersrand, Johannesburg, South Africa

Abstract: Rockbursts are dynamic failure events that continue to be a scourge in the
mining industry, and,more recently, in the tunneling industry. They can be the cause of,
or result of, seismic events, and are usually associatedwith high stress conditions. These
dynamic events occur essentially in two categories: those in which the rockburst
damage location and the location of seismicity are coincident; and those in which the
seismic source and the resulting damage may be separated by a substantial distance. In
either of these categories, rock can be ejected from excavation walls, often at high
velocity. Conventionally, the solution to such problems lies in appropriate engineering
design. The logical approach is: firstly, design of layouts and geometries of excavations,
with the aim of minimizing the occurrence of seismicity and rockbursts; secondly,
implementation of destressing or preconditioning, with the aim of minimizing the
occurrence of rockbursts; finally, if rockbursts cannot be prevented, the damage they
cause must be contained by appropriately designed rock support. Conventional design
of support requires knowledge of the demand on the support system imposed in a
rockburst event and the capacity of the support system. Regrettably, demand and
capacity parameters are usually not known with confidence. Conventional design of
rock support for these conditions is therefore problematic. Physical testing of rock
support for over 40 years, and observed behavior underground, have shown that
available rock support components can absorb large amounts of energy. This repre-
sents an alternative approach to design of support – empirical design, based on test
results and observations of performance of support in rockburst events.

1 INTRODUCTION

In many countries in the world excavation and construction in rock is venturing to
greater depths. Mining is taking place in the region of 4km below surface, and being
planned to 5km, and civil tunnels are being driven at depths exceeding 2.5km. When
high horizontal stress fields are taken into account, such as have been commonly
experienced in mining in several countries, depth is not the only factor of influence.
In deep and high stress environments, dynamic failure of the rock, in the form of
rockbursts, is being experienced more frequently. Rockbursting has, for many years,
been a common occurrence in the mines of South Africa (Ortlepp, 1997), Chile (Rojas
et al., 2000; Araneda & Sougarret, 2007), Canada (Simser et al., 2002) and Western
Australia (Potvin, 2009), and in tunnels in Norway (Broch & Sørheim, 1984). It has



been reported in excavations in other countries –USA, China (Gong et al., 2012; Zhang
et al., 2012a), Sweden, Switzerland (Kaiser & Kim, 2008) and Russia. It could be
concluded that rockbursting is now a universal problem.

Rockbursts are very violent events that commonly result in considerable damage to
excavations (Ortlepp, 1997). Rock is usually ejected, and when this is the case, the
ejected rock is commonly observed to be fragmented into relatively small blocks and
slabs, as illustrated in Figure 1. Rockbolts, and surface support elements such as wire
mesh and shotcrete, often fail. In such events, conventional rockbolts and cables often
exhibit brittle failures. Another common observation is that, when the surface support
fails, the ejection of rock often leaves the reinforcement elements exposed, protruding
out of the rock mass as shown in Figures 1 and 2.

Gravity does not play a significant role in rockburst events, and ejection can be in any
direction. Sidewall ejections (Figures 1 and 2) and floor-heave (Figure 3) are common.
It can be seen from these illustrations that rockbursts are very violent events, with
unpredictable damage.

2 TYPES OF ROCKBURSTS

A rockburst may be understood to be a seismic event which causes violent and
significant damage to tunnels and other excavations in the mine. There are no con-
straints on the magnitude of the seismic event. Thus, the event can range from a

Figure 1 Rockburst damage and fragmentation (Stacey & Rojas, 2013).
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Figure 2 Exposed, protruding cables after a rockburst (Stacey & Rojas, 2013).

Figure 3 Floor heave of nearly 2m caused by a rockburst (Stacey & Rojas, 2013).



strainburst, in which superficial surface spalling with violent ejection of fragments
occurs, to a mining-induced “earthquake” involving slip along a fault plane.

Dynamic failures of rock in excavations, in the form of rockbursts, have been studied
for many years by many researchers. Ortlepp (1997) studied rockbursts over many
years, and summarized descriptions and interpretations of numerous events. Ortlepp
(1992a) identified five rockburst source mechanisms. However, for the purposes of this
Chapter, only two categories need to be considered: those in which the rockburst
damage location and location of seismicity are coincident, commonly known as strain-
bursts; and those in which the seismic source and resulting rockburst damage may be
separated by a substantial distance, known as rupture type rockbursts. These two
categories, and the conditions that favor their occurrence, are dealt with below.

2.1 Strainbursts

It is considered that three parameters must be present simultaneously for strainbursts to
occur:

– The rock material in which the excavation is created must have the capacity to
store strain energy, and to release it violently on failure of the rock.

– The rock mass surrounding the excavation must have the capability of storing
sufficient strain energy to result in a rockburst. This capability involves the rock
mass characteristics: its competence, massiveness or degree of jointing, stiffness
and brittleness, as well as the excavation geometry, including the extent of exposed
surface area. The rock mass competence in the immediate vicinity (walls) of the
opening will be influenced by excavation method.

– The conditions must be conducive to the occurrence of dynamic failure. For
example, the boundary conditions in the form of in situ and induced stresses
must be sufficiently high for dynamic failure to occur. This does not imply that
high stress levels are necessary condition, since rockbursts have been experienced
in very low to moderate stress level environments (Stacey et al., 2007).

The consequence of the dynamic failure is the rockburst, and this dynamic failure of
the rock is the source of the coincident seismicity. These types of rockbursts are
commonly called strainbursts.

The capacity of a rock or rock mass to store strain energy depends on its strength,
its stiffness and its brittleness. Since the strain energy is effectively given by the
product of the stress and the strain, the lower the strength, the less the energy that
the rock can store. Doubling the strength quadruples the energy available, and this
corresponds with observations in a tunnel, in which strainbursting activity increased
with increasing rock strength (Broch & Sørheim, 1984). The complete stress-strain
behavior of the rock is useful in indicating the strain energy capacity of the rock
(ISRM, 1999). Rocks with a negative post-peak slope (Class I) require the addition of
energy to cause failure, whereas Class II rocks demonstrate uncontrolled failure
beyond their peak strength.

The brittleness of the rock dictates its ability to release the stored strain energy
violently. A good measure of this is the brittleness index k defined by Tarasov &
Potvin (2013), using the pre- and post-peak characteristics of the rock determined in
a servo-controlled testing machine:
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Brittleness index k ¼ M –Eð Þ=M
where M is the post-peak modulus in the servo-controlled test

E is the unloading elastic modulus

The post-peak modulus of a Class II rock is positive. As the value of M approaches
that of E, the value of the brittleness index becomes very small. WhenM = E, the value
of the index is zero, representing absolute brittleness. The more brittle the rock, the
more likely it is that it will exhibit strainbursting when it is stressed.

For strainbursting behavior to be likely, the rock mass must also have the capability
of storing energy. The capability depends on several factors:

– The rock mass quality – a greater number of planes of weakness (joints) will result
in a less brittle rock mass with a lower stiffness and hence less potential for
strainbursting.

– Excavation by blasting is likely to “soften” the rock in the surface of the resulting
opening due to the creation of blasting fractures, therefore resulting in a lower
potential for bursting. Conversely, mechanical excavationminimizes rock damage,
and therefore the boundary of the opening will have greater bursting potential.

– The smaller the size of the excavation, the less the potential for storing a large
amount of energy, and hence the less the risk of an event. Big openings on the other
hand, with large exposed surfaces, present greater potential for energy storage and
violent release, with greater volumes of failure due to the excavation size. Bardet
(1990), Dyskin et al. (1993) and McGarr (1997) have considered buckling as a
rockbursting mechanism. The critical buckling loads for plates and beams depend
directly on the rock stiffness (modulus), directly on the cube of the thickness, and
indirectly on the square of the span. Larger exposed areas, with greater “beam” or
“plate” lengths, will therefore facilitate buckling failure. Therefore, size of excava-
tion does matter.

Strainbursting cannot occur unless the levels of in situ and induced stresses are
sufficient to cause such bursting. The orientations of the principal stresses and their
relative magnitudes will have a significant influence on strainbursting behavior. For
example, in a tunnel, a significant axial stress has an inhibiting effect on the size of
extension zones ahead of the tunnel face. Further, because of the orientations and
relative magnitudes of the principal stresses, a shaft and tunnel at an identical point in
rock mass, for example, may have completely different responses to the stress
conditions.

Absolute stress levels do not need to be high for strainbursting to occur. Stress-
induced failure of rock can occur when the in situ stress level is as low as 4% (but more
commonly about 10%) of the rock uniaxial compressive strength (UCS) (Stacey &
Yathavan, 2003). There are many examples of rock failure at “very low” stress levels
(Grimstad, 1986; Stacey et al., 2007). Examples of strainburst damage that occurred at
low stress levels are given in Figures 4 and 5. The first shows the result of a very violent
strainburst event in a coal mine at a depth of only 22m below surface. Figure 5 shows a
fracture that occurred violently in a dimension stone quarrying operation: reportedly, a
drill was thrown several meters into the air.

Dynamic rock failure and its containment 309



Context of the fracture adjacent

Figure 5 Illustration of violent fracture development in a quarry (Stacey et al., 2007).

Figure 4 Illustration of violent failure in competent rock at very low stress levels (Stacey et al., 2007).



Strainbursting is more likely to occur in strong, massive rocks, and therefore is more
likely in machine-bored excavations than in blasted excavations, and is more likely to
occur in bigger excavations than smaller.

2.2 Rupture type rockbursts

In the second category of dynamic failure, rupture type rockbursts, the in situ or
induced stress conditions must be sufficiently high to cause fault/contact slip, or a
new shear rupture through the intact rock mass. The fault slip or shear rupture
represent the seismic source. Rockburst damage may occur at multiple locations as a
result of a single seismic rupture source.

For rupture type rockbursts to occur, high in situ or induced stress levels are necessary,
sufficient to re-activate movement on existing fault surfaces, or to activate movement on
geological contacts, or to generate ruptures (new “faults”) within the rock mass. The
energy associated with rupture type rockbursts will usually be much greater than that
associatedwith strainbursts. It is possible, but not usually likely, that amajor strainburst,
the first type of dynamic event described above, could be a trigger for the second type.

Seismic waves travel outwards through the rock mass from the source. It is not the
passage of the waves that damages the rock, but the interaction of the waves with
excavations in the rock mass. It is this interaction that may lead to rockburst damage,
hence the common occurrence of damage at multiple locations. Rockburst damage
resulting from rupture type events is usually far more extensive than in strainburst
events. In a mining environment it is not uncommon for many tens, or even hundreds,
of meters of tunnels to be damaged in a single event. Damage may be severe, and
excavations may be completely closed by the damage material. The rockburst damage
mechanism is violent ejection of a volume or mass of rock from the excavation surface.

3 DESIGN CONSIDERATIONS TO COMBAT STRAINBURSTS AND
ROCKBURSTS

As an introduction the consideration of design approaches to combat burst occurrence
and damage, it is appropriate to describe an appropriate design process.

3.1 Design process

Engineering design usually involves the development of a “solution” (the design) to a
known “problem”. The key input to design is required in the early stages of planning a
project, when key thinking, and most important decision-making, take place. These
provide the groundwork in the definition of the requirements for the design.

Satisfactory engineering design involves a design process. Bieniawski (1991, 1992)
defined six design principles that encompass a design methodology: Clarity of design
objectives and functional requirements; Minimum uncertainty of geological condi-
tions; Simplicity of design components; State of the art practice; Optimization;
Constructability. He described a 10 step design methodology or process corresponding
with these design principles, and this has been expressed in a circular format called the
wheel of design (Stacey, 2009), as shown in Figure 6. This circular format draws from

Dynamic rock failure and its containment 311



the similarity with the strategic planning process introduced by Ilbury& Sunter (2005)
and demonstrates the very close correlation between the processes of logical strategic
planning and thorough engineering design. Logically, review and monitoring are posi-
tioned at the center of the wheel. Review should take place at every step, as indicated by
the spokes of the wheel, to ensure that the stated objectives of the design are being
satisfied at each step.

Diligent application of this defined process or methodology is a form of quality
control, or checklist, which will ensure that all aspects that should be taken into
account in the design, are taken into account.

3.2 Design considerations in rockbursting situations

Based on the design process described above, the design objectives in situations prone
to strainbursting and rockbursting must be:

– To prevent strainbursts and rockbursts if possible.
– If this is not possible, to reduce the potential for rockbursts by introducing

ameliorating measures.
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Figure 6 Engineering wheel of design (Stacey, 2009).
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– If neither of the above options are satisfactorily possible, to design rock support
measures that will contain the rockburst damage.

Each of these objectives will be dealt with below.

3.2.1 Prevention of strainbursts and rockbursts

The design objective of “prevention of strainbursts and rockbursts” implies that
their prediction is possible. This objective is equivalent to the possibility of predic-
tion of earthquakes. Despite many years of research, this has not been possible, and
the same conclusion applies to rockbursts and strainbursts. There has been some
success in predicting where an earthquake can be expected at some time in the future
(for example Ruegg et al., 2009), and predicting likely locations of seismic sources in
mining environments (Ryder & Jager, 2002; Vieira & Durrheim, 2001). However,
the when, where, and with what magnitude a seismic event will occur, unfortunately
cannot be predicted with adequate certainty for satisfactory design purposes. If the
actual locations, magnitudes, and times of occurrence of rockbursts and strainbursts
cannot be predicted, except in a general sense, there is therefore no possibility of
their prevention. The only way in which excavation-induced seismicity can be
prevented is by stopping excavation, and this will not normally be a feasible option.
It may therefore be concluded that it is not possible to prevent the occurrence of
bursts.

3.2.2 Design of ameliorating measures to reduce the potential for
occurrence of strainbursts and rockbursts

Minimizing the potential for the occurrence of strainbursts involves influencing the
capacity, the capability and the conditions associated with the rock mass (see Section
2.1 above). Excavation in rock has no alternative but to deal with the rock types
present. Consequently, there is often little that can be done to alter the capacity of
the rock and rock mass to store strain energy. Methods that have shown benefits in
affecting capacity are destressing and preconditioning (Toper et al., 2000; Zhang et al.,
2012b). Destress blasting will “soften” the rock by the introduction of blast-induced
fractures, decreasing the stiffness of the rockmass. This decreases the ability of the rock
mass to store strain energy and hence decreases its strainbursting potential.With regard
to rupture type rockbursts, preconditioning by hydraulic fracturing has shown signifi-
cant benefits in a mining environment by reducing levels of seismicity and its effects
(Araneda & Sougarret, 2007).

3.2.3 Design of the geometries of excavations, mining layout geometry and
mining sequence

Optimizing the geometries of excavations, and design of the excavation and mining
sequence and resulting layout, will help to reduce the occurrence of seismicity and
hence strainbursts and rockbursts. The geometry of an excavation will have an influ-
ence on the potential for strainbursting to occur from its surfaces. Long, straight
surfaces will be much more susceptible to strainburst occurrence. Circular excavations
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are known to be more stable than square or rectangular excavations: stress concentra-
tions in the sharp corners of the latter excavations can be the locations of initiation of
failure. Doming of excavation roofs and sidewalls can provide benefit in reducing
strainbursting potential. In practice, excavation geometries will be dictated by usage
requirements and, in a mining environment, by the geometry of the orebody and the
mining method. It may therefore often not be possible to adopt a particular excavation
shape.

The overall mining geometry can have a large influence on the stress concen-
trations due to interactions between adjacent excavations. Therefore, the proxi-
mity of excavations must be taken into account in the design. The overall mining
geometry can also have a large influence on the occurrence of seismicity that
could cause rupture type rockbursts. For example, an extensive longwall face,
parallel to the strike of a fault, and advancing towards the fault, has the
potential to cause significant releases of seismicity. In contrast, if the face is
much shorter, or if the face was to be orientated at an angle of >35o to the fault
strike, the potential for significant seismicity will be substantially reduced.
Sequencing and layout designs are routinely carried out using three-dimensional
numerical modelling programs, with the application of appropriate design cri-
teria (Vieira & Budavari, 2003; Vieira & Durrheim, 2001). These will often be
empirical, based on mine experience, and also on the results of quantitative
monitoring of behavior of the rock mass, for example, seismic monitoring,
displacement monitoring, and stress monitoring. The aim of the design will be
to avoid adverse geometries (ie reduce the capability) and hence minimize the
occurrence of high induced stresses (ie avoid adverse conditions) that might lead
to rock failure.

When seismicity is expected in a mining or civil engineering project, a pro-
gramme of microseismic monitoring, involving the installation of appropriately-
spaced sensors with appropriate sensitivities will assist in the characterization of
the rock mass, the identification of zones that are more, or less, responsive with
regard to seismicity, and the identification of geological planes that are more
responsive to seismicity. Early, detailed monitoring of seismicity will be of value
since it will provide a picture of the background seismic behavior in the project
location. Any subsequent changes in behavior will therefore be able to be evaluated
at the earliest opportunity. A designed monitoring programme is an important step
in a systematic design process and is essential in ensuring that the design is
implemented correctly. It will usually involve seismic monitoring, geotechnical
monitoring and quality control monitoring. A monitoring programme such as
this could possibly provide empirical design criteria for application in layout and
sequence design, and ultimately will provide data to confirm that the design has
been correctly implemented.

Although appropriate design of excavations, layout geometry, and mining sequence,
is probably the most important step in the design process with regard to reducing the
occurrence of seismicity, it cannot guarantee that bursts will not occur. Its execution is
likely to identify potential problem areas in advance of excavation, which can therefore
be addressed in the design. Additional design measures will be necessary to contain or
minimize burst damage, and these measures involve the design of suitable rock support
for bursting conditions.
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4 DESIGN OF DYNAMICALLY-CAPABLE ROCK SUPPORT

It is instructive to examine the behavior of rock support in a burst event. Figure 2 shows
damage that occurred in a rupture type rockburst. The support consisted of 40T cable
anchors (fully grouted, non-yielding), high capacity chain link mesh, shotcrete and
rockbolts. The following behavior can be seen: a “curtain” of mesh-reinforced shot-
crete has remained relatively coherent; in numerous cases, cable faceplates have pulled
through the mesh and shotcrete; the lengths of cable anchors exposed indicates the
extent of the ejectedmass; although not visible in the photograph, failures of cables also
occurred; the ejected mass of rock can be observed to be rather “pulverized” (this is not
representative of the in situ fragmentation, and indicates that this pulverization
occurred in the rockburst event).

These observations show that even support with very high strength capacity can fail
in a rockburst event. Other common mechanisms of support failure that can be
observed in dynamic events are: “brittle” failure of conventional, fully grouted rock-
bolts and cables; failure of rockbolts at threads; bending of faceplates around the nut,
facilitating pulling through mesh and pulling over nuts; faceplates with sharp edges
inducing early failure of mesh; faceplates too small and not spanning a sufficient
number of mesh segments; weldmesh failing at welds; ejection of fragments/discs of
shotcrete when not contained by mesh; etc. The weakest link principle will usually
apply: if a single component fails, it is then likely that the support system will be
incapable of containing the damage.

In contrast with the above, dynamically-capable rock support may contain burst
damage to such an extent that damage is barely visible, if at all. In such a case, a rockburst
would then not be recorded. The aim therefore, is to design such dynamically-capable
rock support that is effective in reducing the effects of strainburst and rockburst events so
as to maximize safety and to minimize damage, should an event occur. To achieve a
satisfactory rock support design, theremust be sufficient input data available to carry out
the design, and the following must be understood and known: the mechanisms of
loading; the mechanisms of rock and rock mass failure that the support is being designed
to combat; and themechanisms of action of the support elements and their interactions in
the support system. If this information is known, it is usually possible to determine the
demands imposed on the support elements. The capacities of support elements and
support systems can usually be calculated, and these data can then be used to design
the required support. In concept therefore, the design of support is a straightforward
engineering process. However, this is not the case for rockbursting conditions.

Attention has been given to rock support and its design for rockbursting conditions
over several decades. As early as the 1960’s Ortlepp (1968, 1969) recognized that
yielding support was necessary in dynamic, rockbursting conditions. He developed a
yielding rockbolt, and demonstrated its effectiveness under simulated rockbursting
conditions (Ortlepp, 1969; Ortlepp & Reed, 1969). Further attention has been given
to rock support and its design for rockbursting conditions over many years (Ortlepp
et al., 1975; Wagner, 1982; Ortlepp, 1983; Roberts & Brummer, 1988; Jager, 1992;
Ortlepp, 1992a; Kaiser, 1993; Ortlepp, 1994; Kaiser et al., 1996; Ortlepp & Stacey,
1997; Stacey & Ortlepp, 2002b; Stacey, 2011; Cai & Kaiser, 2011; Kaiser & Cai,
2013; Potvin &Wesseloo, 2013; Stacey, 2013). This list of references on the subject is
by no means exhaustive.
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A straightforward engineering design process conventionally makes use of the con-
cepts of stress and strength. However, in dynamic loading situations it has been found
that these concepts are inappropriate for rock support design, and an energy-based
design method is more satisfactory. Ortlepp (1992a) presented an energy-based design
rationale, concluding, “It is neither practicable or economically possible to contain
severe rockburst damage by increasing the strength of the tunnel support.” And,
“Designed yieldability or compliance is essential to prevent support components
being broken by rockbursts.” The ejection velocity of the rock walls associated with
the seismicity is the key factor with regard to support performance, and hence design
requirements. For design purposes using this energy approach, it is necessary to
determine or predict ejection velocities. These dictate the demand to which the rock
support will be subjected, and hence the capacity of the support system necessary to
contain the rockburst damage. However, in practice, the determination of both the
demand and the capacity under rockbursting conditions is problematic. These two
aspects are dealt with in more detail below.

4.1 Support demand

The determination of “demand” requires knowledge not only of the ejection velocity,
but also of the direction of ejection and of the mass of rock that is involved in the
ejection.

4.1.1 Volume and mass of rock involved in a burst

The “thickness” or mass of rock ejected, and the ejection velocity, will determine the
kinetic energy involved in the event that must be contained if safe and stable conditions
are to be maintained. With regard to safety, it is important to note that even small
fragments of rock (small mass), ejected at high velocities, can be hazardous. It is
commonly observed that a thickness of rock of approximately 1m is ejected in a
burst. The volume, or thickness, of rock that is involved in the burst can be estimated
from numerical analyses, and from empirical evidence. Kaiser and Cai (2013) give a
simple equation, based on a semi-empirically predicted depth of fracturing and the
stress level, to calculate the depth of failure, and they give bulking factors relevant for
strainbursting. Although the volume (mass) can be determined definitively from exam-
ination after the event, if rock support was installed, it may have had a significant
influence on the extent of rock failure; the energy absorbed by the support will not be
quantifiable. In brittle rock progressive failure may also occur, making the depth of
failure difficult to determine. Ortlepp and Stacey (2000) described an example of such
progressive failure for a self-mined tunnel.

In rupture type rockburst events, the ejected rock will involve rock that has been
fractured due to high stress levels. However, such stress fracturing is not a determinant
of the depth of failure. Owing to seismic wave interaction at the surface of the excava-
tion, new rock failure will occur and be involved in the ejected material. In this regard,
the composition of the walls, and the extent and geometry of fracturing within them,
will also have an effect on the depth of failure.

The direction of ejection will also have an influence on the depth of rock ejected.
Ejections from the floor of a tunnel are considered to be less likely than from the roof or
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walls with regard to strainbursting. In contrast, in rupture type events, ejection of the
floor (floor heave) and sidewalls is commonly observed (Figures 1, 2 and 3). In Figure 7,
the rockbolts in the sidewall of the tunnel are inclined upwards after the upwards
ejection of material in a rockburst. Observations indicated that rock from the sidewall
was ejected upwards and across the tunnel, some of that rock impacting the roof of the
tunnel.

From the above, it can be concluded that, although the thickness of rock prone to
ejection may be “calculated”, there can be little confidence in such a prediction. This is
not a satisfactory situation as far as rock support design is concerned.

4.1.2 Velocity of ejection

Back-analyses of observations of rockburst damage provide definitive data on ejection
velocities. McGarr (1997) referred to “... numerous observations, in nearby damaged
tunnels ... imply wall-rock velocities of the order of 10m/s and greater”. Ortlepp (1993)
back-calculated a velocity exceeding 50m/s for the ejection of a small rock fragment;
and 8m/s in a case involving a lump of concrete with a size of 0.2 to 0.3m. The floor
concrete that can be observed in Figure 3 is estimated to have been “ejected” upwards
at a velocity perhaps as high as 9m/s (Stacey & Rojas, 2013). The interesting case
illustrated in Figure 7, shows upwards ejection of rock from the sidewall of a 4m high
tunnel (Stacey&Rojas, 2013). The ejected rock impacted on the roof of the tunnel, and

Figure 7 Rockbolt inclinations indicating upwards direction of ejection (Stacey & Rojas, 2013).
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a simple back-analysis of the ejection velocity of this rock gives a value of 8m/s. The
“bent” geometry of the rockbolts indicates that they probably decelerated the rock, and
hence the actual ejection velocity could have been about 10m/s.

The use of PPV, determined from seismic data, has been suggested as a basis for the
prediction of ejection velocities. For this process, Kaiser et al. (1996) recommended
that seismicity records be examined to establish the spatial and temporal distributions
of seismic events; that a location of a design event and designmagnitude be chosen; and,
using appropriate scaling law parameters, that PPV and ejection velocity can be pre-
dicted. Essentially the same process is suggested in a recent publication (Kaiser & Cai,
2012). This recommended design approach is dependent on the relationship between
PPV and ejection velocity.

However, back-calculated ejection velocities tend to be much higher than would be
predicted from a PPV approach. Milev et al. (1999) considered that a PPV amplifica-
tion factor of between 4 and 10 could be applicable. Durrheim (2012) suggested the
same range of amplification factors. Frommeasurements of groundmovements in the
rock mass and on the surfaces of excavations, Cichowicz et al. (2000) indicated that
the PPV on the surface can be up to five times that in the rock mass. It is probable that
this conclusion is an underestimate of the amplification since, in “extreme” events
such as rockbursts, monitoring equipment is likely to be destroyed. Therefore, such
“extreme” PPV data will probably never be measured in the field with monitoring
instruments installed on the surface of an excavation. Maximum amplifications are
therefore likely to be greater than those determined from non-extreme conditions.
This opinion is perhaps confirmed by the in situ measurements in mines reported by
Milev et al. (2002), which indicated amplification factors of between 1 and 25. From
back-analyses of about 60 events in mining operations, which occurred over a 12 year
period, ejection velocities were determined (Bacco, 2010), and, for six selected events,
amplification factors ranged between 8 and 52, with an average value of 32 (Stacey&
Rojas, 2013).

Alternative explanations for the amplifications have been given by several research-
ers. Linkov & Durrheim (1998) considered wave amplification as a phenomenon of
energy release due to softening. The implication of this mechanism is that it applies to
stressed rock conditions. Thus it might be an explanation in certain cases of stressed
rock surrounding excavations, but it cannot explain the ejection behavior observed in
Figure 3, in which the unstressed concrete is ejected. Linkov & Durrheim (1998) also
referred to the proposition suggested by McGarr (1997) in which buckling of stressed
rock slabs on the boundary of an excavation is considered as an amplification mechan-
ism. Again, this mechanism refers to stressed rock conditions, and therefore would not
be an explanation for the behavior observed in Figure 3, or in Figure 7, in which the
direction of ejection does not correspond with what could be expected in buckling
behavior. These alternative explanations for increased amplification factors also do not
apply in other cases (Stacey & Rojas, 2013).

The implication from the above information is that at this stage there can be no
confidence in the prediction of ejection velocities from seismic data. Therefore, since
neither the volume (mass) of rock involved in an ejection, nor the ejection velocity, can
be predicted satisfactorily, for design purposes the demand is effectively unknown.
Kaiser & Cai (2013) have suggested that it is time to rethink the design principles for
rock support in burst-prone ground.
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4.2 Capacity of rock support and support systems

As stated above, a formal design of support for underground excavations requires
knowledge of the demand to which support will be subjected and the capacity of that
support. The behaviors of various types of support in rockburst events have been
graphically shown above (Figures 1, 2 and 3). The capacities of individual elements
of support such as rockbolts, wire mesh and shotcrete can be calculated from their
mechanical properties and the loading conditions to which they will be subjected.
Support performance also depends on installation quality, such as the effectiveness of
anchoring, the extent of grouting, the strength of the grout, shotcrete quality, strength,
thickness variation, mesh overlaps, face-plate andmesh interaction, etc. The individual
performance of support elements is rarely of much relevance, however, since it is the
performance of the rock support system that is of importance. A rock support system is
a combination of individual support components that work together to retain and
contain the rock. In doing this, the components are subjected to loading by the rock and
to interactive loading between one component and another. Therefore, a rockbolt
could be subjected to a combination of tensile, shear, bending and torsional loading
by the rock under static and, particularly, dynamic conditions. Similarly, other com-
ponents of support – wire mesh, shotcrete, fiber-reinforced shotcrete, face plates,
straps, lacing, etc. – could be subjected to combinations of loading mechanisms.
Connection between the rockbolts and the surface support also implies that the surface
support will impose loadings on the rockbolts, and vice versa. Owing to these complex
situations, whilst calculation of the capacity of individual support components is easy,
theoretical determination of the capacity of a support system is very unlikely to be
successful.

4.2.1 Physical testing of rock support

An alternative approach to determining the capacity of rock support systems is to carry
out physical testing of support components and support systems. Testing in relation to
support for rockburst conditions has been carried out for many years.

A summary of dynamic testing of rock support carried out in various countries has
been presented by Hadjigeorgiou & Potvin (2007), and an interpretation of all the
results obtained has been presented by Potvin et al. (2010). These two papers deal with
testing using blasting and using drop weight impacts to represent rockburst loading.
Ortlepp (1968; 1969) carried out two blast loading tests on rockbolt andmesh support
systems installed in a tunnel, one with conventional rockbolts, and the other with the
yielding rockbolts that he had developed. This blast-load testing demonstrated the
effectiveness of the yielding support system, and the ineffectiveness of the conventional
support system. Ortlepp (1992b) repeated this type of blast loading test in a different
mining environment, and the result was similar. Measurements of the ejection velocity
of the wall supported with conventional, non-yielding support showed a value of 10m/
s. A short while after completion of this test, a nearby tunnel was damaged in an actual
rockburst, and the damage observed was indistinguishable from that in the blasting
test.

More recent blasting “rockburst” tests carried out by several researchers are
described by Hadjigeorgiou & Potvin (2007). These include the test carried out by
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the CSIR in South Africa, summarized by Hagan et al. (2001). Tests carried out in
Canada are described by Espley et al. (2002), Archibald et al. (2003), and Tannant et al.
(1993), and those in Australia by Heal and Potvin (2007). The results are summarized
by Potvin et al. (2010). This summary of results indicates that gas pressure “was a
problem” in some of the tests. The most recent blast testing of rock support is that
reported by Shirzadegan et al. (2011).

The testing described by Hagan et al. (2001) minimized gas loading and indicated
ejection velocities were in the range of 0.7 to 2.5m/s. Ground velocities of 3.3m/s were
recorded by an accelerometer. Rock support involved in the test consisted of fully
cement grouted rockbolts only. “Rockburst” damage occurred on the tunnel wall
where the PPV exceeded 0.7m/s. High intensity damage occurred where the ground
velocity of 3.3m/s was recorded.

A similar blasting geometry was used by Potvin & Heal (2010) to ensure that the
dynamic testing of the rock support was not influenced by gas pressure. In their first test
they measured PPVs in the range of 0.3 to 2.4m/s. Two support systems were used:
yielding rockbolts (cone bolts) with High Energy Absorption (HEA) mesh; and cone
bolts with mesh and fiber-reinforced shotcrete. Minor damage of the support was
observed. The same location was used for the second test, with the implication that
the rock mass was possibly “damaged” (fractured) by the first blast. In this second test,
PPVs of 0.6 to 3.0m/s were recorded, and significant damage occurred. A mass of rock
of about 100 tons was ejected, with both support systems sustaining damage.

Owing to the difficulty of carrying out blasting tests underground, Ortlepp (1992a)
proposed the use of a “synthetic concrete sidewall” for ejection. This concept was
implemented in a quarry, with vertical ejection of the concrete mass (Ortlepp, 1994) by
means of explosives. Ejection velocities of the order of 12m/s were measured in the
tests. It was demonstrated that 16mm diameter yielding cone bolts performed satisfac-
torily at these velocities without breaking, displacements being of the order of 0.5m. In
contrast, much stronger, fully grouted rebar bolts failed in the tests with low energy
absorption. These tests were of groups of rockbolts only, not of support systems
involving a combination of support elements. In addition, they involved tensile loading
only, and bolts were not subjected to shear, or combinations of stresses.

One may question whether blast loading is a satisfactory representation of rockburst
loading, since shock waves and subsequently, and substantially, gas pressure provide
the loads. In contrast, in a rockburst, amass of rock is suddenly accelerated, with no gas
pressure involved. Alternative methods have been developed for evaluation of rock
support, usually involving some form of drop weight system. Such “laboratory rock-
burst” testing of rock support components and systems has been carried out in several
countries using somewhat different testing methods (Ortlepp & Stacey, 1994; Yi &
Kaiser, 1994; Kaiser et al., 1996; Ortlepp & Stacey, 1997, 1998; Ortlepp et al., 1999;
Stacey & Ortlepp, 1999, 2001, 2002a,b; Gaudreau et al., 2004; Li, 2011; Li &
Charette, 2010; Player et al., 2004, 2008a,b; Plouffe et al., 2008. Further, the refer-
ences and bibliography provided byKaiser et al. (1996) indicate numerous unpublished
reports of testing authored mainly by Tannant. Most of these test methods and results
have been described by Hadjigeorgiou& Potvin (2007) and the results are summarized
in Figure 8 (Potvin et al., 2010).

It can be seen that very significant levels of energy can be absorbed by appropriate
support, provided that yield, or displacement, can take place. The value of wire rope
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lacing in absorbing energy is apparent from Figure 8, a contribution that was specifi-
cally identified by Stacey & Ortlepp (2002a). The tests demonstrated that it could
possibly enhance the capacity of mesh and shotcrete support by a factor of 7. It is likely
that similar gains in performance will be supplied by tendon straps or mesh straps.
Straps also provide a buffer between face plate and mesh, protecting the mesh, and due
to their width, they also reduce the exposed spans of rock, shotcrete andmesh. The link
between a rockbolt and containment support such as mesh usually involves a steel face
plate on the bolt. Such plates often fail because of irregular rock bearing surfaces or
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Figure 8 Performance of surface support systems under dynamic loading (Potvin et al., 2010).
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non-axial loading on the bolt. Tests in which loading simulated “real” conditions
rather than idealized flat-surface bearing conditions, demonstrated that plate capacities
were much less than their specified values (Van Sint Jan & Palape, 2007) because the
plates failed in a folding mode. Nut failures were also observed in these tests.

The blasting approach pioneered by Ortlepp (1969) more than 40 years ago, prob-
ably still provides the greatest validity as a severe test of rockburst support capabilities
even though it does not simulate a rockburst.

The results in Figure 8 give the capacities of containment support (mesh, shotcrete,
liners, straps, lacing), but do not provide data on capacities of support systems, which
are combinations of retainment and containment support elements, as well as the
connecting components (nuts, faceplates, etc.). The performance of a support system
will depend on the performance of all of these components. Thus, in summary, this
review of alternative testing methods has shown that, whilst data are available on
individual support components, knowledge of the capacities of rock support systems,
from theoretical calculations or in the form of data from practical testing programmes,
is absent.

4.3 Conclusions regarding rock support design

It will be clear from the information above that the occurrence of a rockburst cannot be
predicted confidently with regard to time, location, andmagnitude. Further, neither the
demand that will be imposed on rock support in the rockburst, nor the capacities of
rock support systems are known. Therefore, with regard to a conventional design
process for rock support, neither of the two essential parameters required to enable a
robust rock support design to be carried out, namely capacity and demand, are known.
This is a clear case of design indeterminacy, and it is therefore impossible to determine
the required dynamically-capable rock support using the classical engineering design
approach.

In contrast with this negative conclusion, there is positive information that results
from the physical testing of the capacity of support elements. This is that yielding
rockbolts have been proven to have the capability of yielding at high velocities; and that
containment support has proven capacity of absorbing large amounts of energy (Potvin
et al., 2010; Villaescusa et al., 2014). This information is of use in a proposed way
forward regarding the containment of dynamic rock failure. Added to this is the
information from observations of yielding support performance in rockburst events
(Simser et al., 2002; Heal et al., 2004; Stacey & Rojas, 2013) confirming the effective-
ness of such support. There is now significant experience with the use of yielding
rockbolts, and other components, in rockbursting situations.

4.4 Specification of rock support

Since the use of the conventional rock support design approach is not possible, a
suggested philosophy in determining support requirements for situations in which
rockbursting occurs or may occur is to specify the support rather than attempt to
design it. This approach may be considered to be a simple form of the observational
approach (Peck, 1969) which, formally, requires measurement and quantified observa-
tion of behavior, from which design and construction decisions can be made. This will
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ensure that “appropriate” rock support will be installed. Since the design parameters
are unknown, and safety is paramount, the resulting conservatism is justified.

In the following, rock support for strainbursts and rupture type rockbursts will
not be differentiated. The result in both cases is ejection of rock at significant
velocities, and therefore an energy/specification approach is considered to be valid
for both.

If the design measures outlined above regarding geometry, layout and sequence of
excavation, and amelioration measures, are diligently applied, then the occurrence of
strainbursts and rockbursts will be minimized. However, their occurrence will not be
prevented completely, and rockburst resistant support must therefore be installed to
limit the extent of damage if an event occurs. Rock support systems for rockbursts
usually involve components such as rockbolts with plates and nuts, cables, wire mesh,
shotcrete, fiber shotcrete, straps, lacing, etc. A range of progressive levels of rockburst
support can be considered regarding the latter part of this pragmatic approach, and
suggested levels are described below. A primary and essential requirement of the
support system is that no single component of the system can be allowed to fail.
Failure of a single component will almost certainly lead to failure of the support system
and lack of containment of the burst. For example, if a face plate fails, mesh and
shotcrete will not be restrained, and the burst will not be contained. Similarly, if a bolt
fails, the surface support will not be retained, and the rock will be free to eject. The
same applies to all other components.

4.4.1 Yielding rockbolts

The energy involved in a rockburst eventmay be of the order of 150kJ/m2. The capacity
of conventional rebar type rockbolts is about 5 to 10kJ, which indicates why yielding
bolts with much greater energy absorbing capacities are necessary. Yielding rockbolts
are the primary rockburst support component, and contribute by far the most as far as
energy absorption is concerned. There are now many alternative yielding bolts com-
mercially available, and these bolts are capable of absorbing very large amounts of
energy without failing. Reference to yielding rockbolts in this Chapter may be con-
sidered to include yielding cables.

Rockbolts fulfill two important functions: they limit the span of any potential rock
plate or beam to that of the bolt spacing, and thus buckling behavior will be inhibited.
In this way the incidence and magnitude of strainburst events will be lessened. The
second function is to yield in the bulking of the rock and, particularly in the case of
ejections resulting from rupture type rockbursts, to absorb the energy involved in the
ejection. Testing of yielding rockbolts has demonstrated that most types will be capable
of yielding in tension at high velocities (exceeding 10m/s and as high as 20m/s (Ortlepp
& Stacey, 1997). Back analyses of rockburst damage have shown that ejection velo-
cities of the order of 10m/s are not uncommon. From a pragmatic point of view,
therefore, it is suggested that the spacing between bolts should be determined assuming
a 10m/s ejection velocity. Since bolts do not yield as well under shear loading as in
tension, it is suggested that the spacing should be conservatively small. To cater for
severe cases of shear loading, orientations of adjacent bolts could be varied to promote
tensile loading of at least some of the bolts andminimize shear failures. Rockbolt plates
extend the effect of the bolts themselves.
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4.4.2 Sprayed liners and wire mesh

Surface support provides some confinement to the rock, inhibiting loosening and
therefore reducing the capability of the excavation with regard to strainbursting.
Shotcrete, both unreinforced and reinforced, is very commonly used for surface sup-
port. It is a brittle material which tends to crack in rockbursting conditions.
Nevertheless, shotcrete and thin spray-on liners (TSLs) may provide some benefit
when applied in addition to yielding rockbolts (bolting through the liner). The liner
serves to contain the rock between the bolts and to enhance the area of the plate. The
level of benefit provided by unreinforced shotcrete is small, as can be seen in Figure 8.
Also in Figure 8 it can be seen that fiber reinforced shotcrete has greater energy
absorption capacity than unreinforced shotcrete. Application of a TSL has proved to
be beneficial in rockbursting conditions (Carstens, 2005). It has also been found that
application of a TSL over shotcrete enhances the performance of shotcrete (Simser,
2014).

Wire mesh, retained by yielding rockbolts, is a more effective rockburst support than
a sprayed liner. Weld mesh does not perform very well, mainly because failure com-
monly occurs at the welds. Chain link mesh performs better owing to its greater
flexibility. Test results are shown in Figure 8. Cases in which mesh is cut by sharp-
edged face plates have been observed, and such plates should be avoided. In an
environment in which mechanical equipment is used, protection of the mesh and
bolts against mechanical damage is essential, and this can be achieved by applying
shotcrete over the mesh. This is satisfactory in static conditions, but in rockbursting
environments the shotcrete tends to spall off (eject) easily, and this may be hazardous.
Mesh over shotcrete is an effective rockburst support. The shotcrete inhibits movement
of the rock and may be considered to act as a large, continuous face plate. Again,
however, additional shotcrete may be required to protect the mesh against mechanical
damage.

For optimum performance of a rockbolt and mesh support system, with or without
shotcrete, the bolts, mesh, plates and nuts must all have matched capacities to ensure
that the mesh/plate/nut components do not fail prematurely. They must have suffi-
cient capacity to cause the bolts to yield under rockburst loading. There must be no
weak link.

4.4.3 Mesh straps, tendon straps, wire rope lacing

Mesh straps, tendon straps and wire rope lacing, retained by yielding rockbolts and
faceplates, can be applied directly over the rock, or over mesh or a sprayed liner. They
have the effect of reducing the unsupported spans between rockbolts. They will
enhance the performance of mesh and shotcrete since they effectively represent larger
face plates. In themselves, they also have large energy absorption capacities. It has
been estimated that wire rope lacing can increase the energy absorption capacity of
wire mesh by up to seven times (Stacey & Ortlepp, 2004). This support will also
require protection against mechanical damage by underground equipment. Simser
et al. (2002) showed that this type of support system (yielding rockbolts, heavy chain
linkmesh, andmesh straps) was successful in containing rockburst damage in a severe
event.
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4.4.4 Sacrificial support

In numerous rockburst cases it has been observed that floor damage has not occurred
when water and mud have been present. A particular case is described by Stacey &
Rojas (2013). An area of clean concrete was observed to have been heaved upwards,
and the steel arch founded in the concrete showed significant damage. A distance of a
meter on either side were two other steel arches, completely undamaged. The concrete
floor at the bases of these two arches was covered with mud, and it appears that the
mud provided protection against the rockburst.

In other rockburst events, cases were observed in which concrete support panels,
retained against the sidewall by grouted cables, were ejected, leaving the rock behind
them essentially undamaged. This behavior suggested the concept of sacrificial support
(Stacey & Rojas, 2013), in which some form of non-hazardous sacrificial layer, which
would be expected to be ejected in a rockburst event, would be applied over other
support. Although there are observations that prove that the concept has worked,
further research is necessary before the concept can be converted to a practical engi-
neering solution.

4.4.5 Recommended rock support for rockbursting conditions

For situations in which rockbursting is expected, or has occurred, the following are
pragmatic rock support specifications:

– Fiber-reinforced shotcrete (50mmor greater); yielding rockbolts (typically 20mm
diameter) at typically 1m spacings; plus heavy chain link mesh. Apply fiber-
reinforced shotcrete over mesh if required for mechanical protection. Avoid too
great a thickness of such shotcrete, to minimize the risk of ejection of shotcrete
fragments.

– If any failures of bolts are experienced, change bolt type to bolts with greater yield
capacity; if failure of mesh is experienced, add zero gauge mesh straps, or equiva-
lent, to the support system. Such straps should be retained under the rockbolt
faceplates. If wire rope lacing is used, it should pass under the rockbolt faceplates,
and, to ensure yield capability, should not turn through an angle of greater than
90o around the bolt.

– If any rockbolt failures are experienced in the above system, replace rockbolts with
yielding cables; if mesh failure is experienced, install additional mesh straps at
different orientations, to reduce exposed mesh spans even further.

It must be emphasized that failure of the connecting components (faceplates and
nuts, barrel and wedge, and failure of bolts on the threads) must not occur. It is
expected that the above rock support systems will contain even severe rockbursts. In
the event that this specified support is still not sufficient, other measures that could be
implemented are reduced bolt or cable spacings, and varied orientations in the drilling
of rockbolt holes, to cater for variations in directions of ejection and possible shear
loading on rockbolts.

Continued observations of rock support behavior are essential so that continued
improvement and optimization of the specified support can be achieved using the
observational “design” approach.
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4.5 Risk considerations

Risk can be quantified as the product of the probability of occurrence of an event and
the consequences of occurrence of the event. If rockbursts are expected, or known to
occur, on a civil engineering or mining project, then it can be assumed that the
probability of occurrence is high. Therefore it is essential that the consequences are
addressed, using all the measures described above, to minimize the safety risk. The
installation of rockburst support will reduce this risk further, but is likely to increase
the overall support costs and hence may increase the financial risk. However, the costs
of individual support components are a small proportion of total support costs, and the
difference in cost between rockburst and conventional support materials will be small
(Ortlepp & Stacey, 1995). Support component costs are only one of many costs
associated with the consequences of rockbursts. Other consequential costs include
accidents and associated costs; work stoppages; clean-up costs; rehabilitation costs;
costs of loss of production; costs due to reassignment of crews; costs associated with
dilution of ore; costs due to loss of ore reserves; and costs that are difficult to quantify,
such as public perception, reduction of operating company share price, reduced worker
morale, and labor unrest. Indirect costs will usually be much greater than direct costs,
with loss of production likely to be the major indirect cost (Rwodzi, 2010). The
introduction of rockburst support, and containment of damage, will therefore reduce
total costs, and will probably even create value for the project. The decision onwhether
rockburst support is justified or not should therefore not be taken on the basis of direct
costs only, but rather on a risk basis.

5 CONCLUSION

Rockbursts are very hazardous and usually damaging occurrences, which have been
experienced in mining excavations for many years, and which are being increasingly
experienced in highly stressed civil engineering excavations. The occurrence of rock-
bursting can be reduced by appropriate design of excavation geometries and extraction
sequences, as well as amelioration measures such as destressing and preconditioning.
However, it is unlikely that rockbursts can be prevented. Containment of rockburst
damage is therefore essential for safety, and for reduction of economic risk.
Conventional design of containment measures is difficult, if not impossible, since
rockburst magnitude, location and time of occurrence cannot be predicted. In addition,
the demand on rock support in such an event, and the capacity of the support system,
are both unknown. Observations of support performance during physical testing, and
in rockburst events, represent the basis for an “observational design” approach (Peck,
1969). This has been used to specify rock support systems that are likely to be able to
contain rockburst damage. This may appear to be a conservative and costly approach.
However, safety is of paramount importance, and in most cases, if one serious accident
or one serious burst or collapse can be prevented, then the support costs will have been
justified. Further, cost savings due to the non-occurrence of rockburst damage are likely
to be greater than the direct support costs, and therefore it is probable that rockburst
support will actually create value for the project rather than being a negative cost.
Ongoing observations will be essential to ensure that rock support designs for rock-
bursting conditions can be further improved in the future.
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Abstract: Creep characteristics of rocks are very important for assessing the long-term
stability of rock engineering structures. Creep tests have been carried out on soft rocks,
medium hard rocks and hard rocks. These experiments are mostly carried out under
compressive loading conditions. There are few studies on rocks for creep tests under a
tensile loading regime and direct shear loading regime. Furthermore, the in-situ creep
tests are rarely carried out. This chapter describes the state of art on creep tests under
laboratory and in-situ conditions. In addition, the impression creep test is described as
an index creep tests and its possible use for the evaluation of creep properties of rocks is
discussed. Constitutive models are briefly described and their applications to actual
experimental results are given.

1 INTRODUCTION

It is important to note that creep is one aspect of time-dependent behavior of rocks (i.e.
Aydan et al., 2013). In Figure 1, three cases are illustrated with respect to the complete
stress-strain curve: creep, which is increasing strain when the stress is held constant;
stress relaxation, which is decreasing stress when the strain is held constant; and a
combination of bothwhen the rock unloads along a chosen unloading path (i.e. Hagros
et al., 2008).

Creep tests have been carried out on soft rocks such as tuff, shale, lignite, and
sandstone, medium hard rocks such as marble, limestone and rock salt and hard
rocks such as granite and andesite (i.e. Akagi, 1976; Akagi et al., 1984; Akai et al.,
1979; Ito & Akagi, 2001; Berest et al., 2005; Doktan, 1983; Passaris, 1979; Serata
et al., 1968; Wawersik, 1983; Okubo et al., 1991, 1993; Masuda et al., 1987, 1988;
Ishizuka et al., 1993; Lockner & Byerlee, 1977; Bukharov et al., 1995; Fabre & Pellet,
2006). These experiments were mostly carried out under compressive loading condi-
tions. There are few studies on rocks for creep tests under a tensile loading regime (Ito
& Sasajima, 1980, 1987; Ito et al., 2008; Aydan et al., 2011) and discontinuities and
interfaces under direct shear loading regime (Amadei & Curran, 1982; Aydan et al.,
1994; Voegel et al., 1998). Particularly, shallow underground openings may be sub-
jected to sustained tensile stress regime, which require the creep behavior of rocks
under such condition.

This chapter deals only with creep behavior of rocks, which is particularly relevant
for cases where the applied load or stress is actually kept constant. First, fundamental



definitions on the creep behavior of rocks are given. Then the utilization of impression
creep testing technique as index test for creep responses of rocks is presented and its
potential use in evaluating creep properties of rocks are discussed. And then experi-
mental procedures under laboratory and in-situ conditions are described. Finally,
constitutive models for modeling creep behavior of rocks are briefly summarized and
their applications to actual tests are given.

2 CREEP RESPONSE OF GEOMATERIALS

The creep experiments are often used to determine the time-dependent strength and/or
time-dependent deformationmodulus of rocks. It has often been stated that the creep of
rocks does not occur unless the load/stress level exceeds a certain threshold value,
which is sometimes defined as the long-term strength of rocks (Ladanyi, 1974;
Bieniawski, 1970). However, experiments carried on igneous rock (i.e. granite, gabbro
etc.) beams by Ito (1991) for three decades show that a creep response definitely occurs
even under very low stress levels. The threshold value suggested by Ladanyi (1993)may
be associated with the initiation of dilatancy of volumetric strain as illustrated in
Figure 2. The initiation of dilatancy generally corresponds to 40–60% of the stress
level and the fracture propagation tends to become unstable when the applied stress
level exceeds 70–80 % level of the ultimate deviatoric strength for given stress state
(Aydan et al., 1994; Hallbauer et al., 1973) Therefore, the behavior below the thresh-
old generally corresponds to visco-elastic behavior. Creep threshold according to
Ladanyi (1974) corresponds to an elasto-visco-plastic response and it should not be
possible to obtain visco-elastic properties directly from measured responses.

The creep responses terminating in failure are generally divided into three stages as
shown in Figure 3. These stages are defined as primary, secondary and tertiary creep
stages. The secondary stage appears to be a linear response in time (but in a real sense, it
is not a linear response). On the other hand, the tertiary stage is the stage in which the
strain response increases exponentially resulting in the failure of Creep behavior. The
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Figure 1 Possible stress-strain paths during testing for the time-dependent characteristics of rocks
(from Hagros et al., 2008).
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modeling of this stage in the constitutive laws is an extremely difficult aspect as it also
depends upon the boundary conditions.

3 LABORATORY CREEP TESTING DEVICES

Apparatuses for creep tests can be of the cantilever type or the load/displacement-
controlled type. Although the details of each testing machine may differ, the features of
apparatuses for creep tests are described herein.
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Figure 2 Illustration of threshold value for dilation and experimental results for different rocks
(arranged from Aydan et al., 1993, 1994).
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3.1 Cantilever type testing device

The cantilever-type apparatus has been used in creep tests since early times (i.e. Serata
et al., 1968; Akagi, 1976; Farmer, 1983; Ito & Akagi, 2001) (Figure 4). It is in practice
the most stable apparatus for creep tests because the load level can easily be kept
constant with time. The greatest restrictions of this type apparatus are the level of
applicable load, which depends upon the length of the cantilever arm and its oscilla-
tions during the application of the load. The cantilever-type apparatus utilizing amulti-
arm lever overcomes the load limit restrictions (Okada, 2005, 2006). The oscillation is
another technical problem to be dealt by the producers of the creep devices. If the load
increase is manually done through putting deadweights in some creep testing devices,
an utmost care must be undertaken during loading procedure in order to prevent
undesirable oscillations.

The load is applied onto samples by attaching deadweights to the lever, whichmay be
done manually for low-stress creep tests or mechanically for high-stress creep tests. In
triaxial experiments, special load cells are required and the confining pressure is
generally provided through oil pressure. Themaximum care should be taken in keeping
the confining pressure constant in terms of the continuous power supply for the
compressor of the confining pressure system.

Deformation and strain measurements can be taken in several ways. The simple
approach is to utilize a couple of LVDTs. When a triaxial creep experiment is carried
out, the LVDTs may be fixed onto the sample and inserted into the triaxial chamber. In

(a) (b)

Figure 4 Examples of cantilever type creep apparatuses: (a) Single arm cantilever type creep apparatus,
(b) multi-lever arm cantilever type creep apparatus (pictures by Ö.A.)
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such a case, special precautions is necessary for the accurate measurement of displace-
ments. Strain gauges may be used; however, the strain gauges glued onto samples are
required to be capable of measuring strain over a long period of time without any
debonding. For lateral deformation or strain measurements, diametric or circumfer-
ential sensors are used.

3.2 Load/displacement controlled apparatus

Loading testing system is a servo-controlled testing machine that is capable of applying
high constant loads onto samples (Figure 5). Themost critical aspect of this experiment
is to keep very high axial stresses acting on a sample constant, which will require
continuous monitoring of the load and its automatic adjustment (i.e. Peng, 1973). The
load applied onto samples is maintained to within �1% of the specified load. The
deformation or strain measurements are measured in the same way as in the cantilever
type creep experiments. Vibration associated with the constant high-speed closed-loop
operation is a matter of concern.

There are also true triaxial testing apparatuses (loading is performed independently
in three directions on cubic or prismatic samples) to perform creep tests under true
triaxial stress conditions (Serata et al., 1968; Adachi et al., 1969). Three principal
stresses can be controlled independently in such triaxial testing apparatuses. New
technologies make such tests to be performed much easier.

Linear Actuator

Inner Load Cell

Frame
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Base Plate

Actuator
Dia-
metric
LVDT

Confining
Fluid inlet

Axial LVDT

Inner
load
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Triaxial
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0 10 20 30
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Figure 5 Load/displacement controlled apparatus (from Ishizuka et al., 1993).
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Creep tests under direct shear stress condition on rocks, discontinuities and interfaces
are also carried out using a servo-control loading system (i.e. Amadei & Curran, 1982;
Aydan et al., 1994, 2016; Voegler et al., 1998; Larson & Wade, 2000). Figure 6 shows
the multi-purpose dynamic shear-testing machine with an ability to perform creep tests
on rocks, discontinuities and interfaces at the University of the Ryukyus. The device was
originally developed for conventional direct shear creep test and cyclic shear tests and has
been recently upgraded to perform dynamic shear testing (Aydan et al., 1994, 2016).

4 LABORATORY CREEP TESTS

In this section, some examples of creep tests performed under different environmental
conditions are described. Although there are numerous experimental studies on the
creep response of rocks (i.e. Berest et al., 2005; Doktan, 1983; Passaris, 1979; Serata
et al., 1968; Wawersik, 1983 etc.), the creep experiments on tuff samples from Oya
region of Japan and Cappadocia region of Turkey would be referred. Nevertheless, the
experimental results and conclusions are relevant for creep tests on other rocks.

4.1 Uniaxial compression tests

The procedure described in the method suggested by the ISRM (ISRM, 2007) to test for
uniaxial compression strength should be followed unless the size of the samples differs
from the conventional size. The displacement is measured continuously or periodically
(seconds, minutes, hours or days depending upon the stress level applied on samples) as
suggested in the ISRM Suggested Methods (ISRM, 2007; Aydan et al., 2013). The load
application rate might be higher than that used in the ISRM Suggested Methods when a

Figure 6 Multi-purpose dynamic shear-testing machine with an ability to perform creep tests on rocks,
discontinuities and interfaces at the University of the Ryukyus.
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cantilever type apparatus is used. Once the load reaches the designated load level, it
should be kept constant. If the experiments are to be carried out under saturated
conditions, the sample should be put in a special water-filled cell. Results of creep
experiments are generally presented in the space of time and strain for different combina-
tions of experimental conditions. Rock specimens used in experiments presented here are
obtained from tuff blocks from Oya region in Japan and Cappadocia region in Turkey.

4.1.1 Creep tests under dry conditions

Creep tests on Oya tuff carried out by Ito & Akagi (2001) under dry conditions are
plotted in Figure 7. As noted from Figure 7, some of responses terminate with failure
while the others become asymptotic to certain strain levels depending the applied stress
ratio (SR), which is defined as the ratio of applied stress to the short-term strength. The
responses terminating in failure are generally divided into three stages as shown in
Figure 3. The transitions from the primary stage to the secondary stage and from the
secondary stage to the tertiary stage are generally determined from the deviation of a
linearly decreasing or increasing strain rate plotted in a logarithmic time space.
Generally, it should, however, be noted that strain data must be smoothed before its
interpretation. Direct derivation of strain data containing actual responses as well as
electronic noise may produce entirely different results.

4.1.2 Effect of saturation on uniaxial compression creep tests

When rocks have water absorption ability, their strength tends to decrease compared
with that under dry condition (i.e. Aydan, 1993; Aydan & Ulusay, 2002, 2013).
Particularly, the strength of soft rocks like tuffs decreases drastically and the strength
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Figure 7 Uniaxial compression creep response of Oya tuff under dry condition (modified from Ito &
Akagi, 2001).
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reduction is generally greater than 60%. In some cases, soft rocks may disintegrate
upon water absorption and the resulting strength reduction may be up to 100%.
Several researchers investigated the effect of saturation on uniaxial compression
creep tests (i.e. Ito et al., 2008; Okubo & Chu, 1994; Okubo et al., 2005; Aydan
et al., 2013). Figure 8 shows an example of creep response of a tuff sample from Zelve,
Cappadocia (Turkey). The sample was initially subjected to a creep loading at a level of
about 16% of its uniaxial compressive strength under dry conditions. The sample was
fully saturated 40 minutes after the start of the creep test. The stress ratio becomes
about 95% of the uniaxial compressive strength under saturated condition. As the
stress ratio increased, the sample failed about 190 minutes after the saturation. Creep
experiments carried out on tuff samples from Derinkuyu, Avanos and Ürgüp yielded
similar results (i.e. Aydan and Ulusay, 2013; Ulusay et al., 2013).

4.1.3 Effect of temperature on uniaxial compression creep tests

Effect of temperature on creep response of various rocks is investigated by various
researchers (i.e. Shibata et al., 2007; Okada, 2005, 2006; Cristescu & Hunsche, 1998;
Hunsche & Hampell, 1999). It is well known that the strength of rocks decreases with
temperature (i.e. Handin, 1966; Shimada, 1993; Hirth & Tullis, 1994; Brace &
Kohlstedt, 1980). Figure 9 shows plots of responses during uniaxial compression
creep tests on Oya tuff and its failure time determined at different temperatures. As
noted from the figure, the creep response is accelerated and the long-term uniaxial
compression strength of Oya tuff decreases.

4.2 Triaxial compression tests

Triaxial compression creep experiments are quite limited as compared with uniaxial
compression creep experiments due to sophistication of equipments and costs.
Nevertheless, there were several attempts to conduct such tests (i.e. Serata et al.,
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1968; Lockner & Byerlee, 1977; Waversik, 1983; Masuda et al., 1987; Okada, 2005;
Ito et al., 1999). Provided that friction angle is not rate-dependent, the stress ratio
under triaxial compression creep test are defined in an analogy to that in uniaxial
compression creep tests as:

SR ¼ σ1 � σ3
2c cos�þ ðσ1 þ σ3Þsin� ð1Þ

where c; �; σ1 and σ3 are cohesion, friction angle and maximum applied and confining
stresses, respectively. If friction angle is rate-dependent, the ratio of the applied devia-
toric stress to the deviatoric strength is used as stress ratio. However, the experimental
results confirm that the rate-dependency of friction angle is negligible according to
Aydan & Nawrocki (1998).
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Figure 10 shows the creep response under a confining stress of 2 MPa and the failure
time of compression creep tests under both uniaxial and triaxial compression environment.
It is interesting to note that the overall tendency obtained in triaxial creep tests are basically
similar to those of uniaxial compression creep tests irrespective of confining pressure.

4.3 Brazilian creep tests

There are not many studies on tensile creep behavior of rocks using Brazilian creep
tests. However, rockmay be subjected to tensile stresses in nature such as cliffs with toe
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erosion and roof layers above underground openings excavated in sedimentary rocks.
Aydan et al. (2011, 2013), Agan et al. (2013) and Ulusay et al. (2013) have recently
reported some Brazilian creep tests on tuff samples. The tensile strength of the specimen
is calculated using the well-known following formula:

σt ¼ 2
π

P
Dt

ð2Þ

where P is the load at failure, D is the diameter of the test specimen (mm), t is the
thickness of the test specimen measured at its center (mm). The nominal strain of the
Brazilian tensile test sample can be given as (for details see Hondros, 1959; Jaeger &
Cook, 1979)

εt ¼ 2 1� π

4
ð1� υÞ

h i σt
E

with εt ¼ δ
D

ð3Þ

where δ is diametrical displacement in loading direction.
If Poisson’s ratio of rock is unknown, it is reasonable to choose Poisson’s ratio as

0.25. Thus, the formula given above can be simplified to the following form (i.e. Aydan
et al., 2011)

εt ¼ 0:82
σt
E

ð4Þ

Here we quote some experimental results from Ito et al. (2008) and Aydan
et al. (2011). The diameter of samples was 46mm and their thickness ranged
between 14 and 25 mm. All samples were subjected to creep loading level at a
chosen period of time under dry conditions. After reaching the ultimate loading
level, the samples were saturated. Figure 11 shows some of the measured response
of a sample in Brazilian creep experiments on Oya tuff. Oya tuff sample numbered
SN1-W3 was tested under fully saturated conditions at a stress ratio of 87%. As
noted from the figures, acoustic emission occurs at each load increase,
simultaneously.
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4.4 Direct shear creep tests

Direct shear creep tests on rocks, discontinuities and interfaces are also quite rare.
Amadei & Curran (1982) performed direct shear creep tests on rock discontinuities.
The direct shear tests by Aydan et al. (1994, 2016), Voegler et al. (1998), Larson &
Wade (2000) may be counted in addition the initial tests performed by Amadei &
Curran (1982). We present the experimental results by Aydan et al. (1994) performed
on the interfaces and grouting material in rock anchor systems. Figure 12 shows the
direct shear creep experiment on tendon-grout interface under a normal stress of 2
MPa. The stress ratio was about 95%. The overall response is similar to those of
uniaxial and triaxial compression and Brazilian creep tests.

Figure 13 shows the creep responses of grouting material of rock anchor systems
tested under direct shear condition. The initial instantaneous displacements are
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subtracted from displacement response for each stress ratio. Similarly, the creep dis-
placement increases as the stress ratio becomes higher.

5 IMPRESSION CREEP TEST AS AN INDEX CREEP METHOD

Impression creep experiments are relatively easy to perform and the capacity of loading
equipments is relatively small compared to conventional creep experiments. The cri-
tical issue with this technique is the definition of strain and stress, which can be
associated with conventional creep experiments. There are several proposals on how
to correlate impression creep experiments to conventional creep experiments, which
are summarized in Table 1 (i.e. Hyde et al., 1996; Timoshenko & Goodier, 1970;
Sastry, 2005; Rassouli et al., 2010; Aydan et al., 2011). If applied load is assumed to be
the same, all equations in Table 1 imply that corresponding strains would be smaller so
that plastic behavior would occur at higher loading levels.

The loading in impression creep tests is achieved through dead weights and/or
hydraulic jacks. Figure 14 shows two examples of impression creep testing device.
Indenters may have different forms. Mousavi et al. (2008), Rassouli et al. (2010) and
Aydan et al. (2011, 2012, 2013) are probably first pioneers to utilize this index
technique in rock mechanics and rock engineering. Mousavi et al. (2008) and
Rassouli et al. (2010) utilized flat-ended cylindrical indenters. The preferable diameter
was 3 mm. Aydan et al. (2008, 2011) also used an indenter having a diameter ranging
from 1 to 3mm. They concluded that the indenter with a diameter of 3mm was
preferable, which are in accordance with the conclusion of Mousavi et al. (2008) and
Rassouli et al. (2010). Aydan et al. (2012, 2013) also utilized the indenter of the needle
penetration index test device (Aydan, 2012, 2013; Ulusay et al., 2013).

The experimental results are presented in this subsection using the device shown in
Figure 14(a) with a flat-ended indenter having a diameter of 3 mm. The device is
capable of inducing loads, which is 10 times the applied load at the end of the arm.
The device was equipped with a displacement transducer and an acoustic emission
sensor. However, electric potential measurement system could be included in the
monitoring system under dry condition. Figure 15 shows the results of an impression
creep test onOya tuff sample denotedWEZ-4 under saturated condition. The saturated
strength of Oya tuff is about 40–50% of that under dry condition and yielding level is
expected to be more than 14 MPa. The response becomes stable following the applied
nominal pressure of 12.2 MPa. However, the sample fails when the applied pressure is
21 MPa. The stress ratio is about 61% in view of the short-term indentation tests.

An impression creep experiment carried out on rocksalt sample from Tuzköy in
Cappadocia region of Turkey. The short-term and long-term properties of this rocksalt

Table 1 Proposed correlations between impression creep experiments and conventional uniaxial
compression creep experiments.

Reference Stress Strain

Hyde et al., 1980 σ ¼ ηp ε ¼ 1
β ⋅

δ
D

Timoshenko & Goodier, 1970 p ε ¼ δ
D ¼ πð1�ν2Þ

4E p

Aydan et al., 2008 p ε ¼ δ
D ¼ 1þν

2E p
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was investigated by Özkan et al. (2009) and Özşen et al. (2014) under uniaxial
compression creep test. The short-term average uniaxial compressive strength of
Tuzköy rock salt is about 26.5 MPa. Figure 16 shows the response obtained from the
impression creep test. The load level was gradually increased in steps up to 85MPa. In

(a) Cantilever type (b) Hydraulic jack type

Figure 14 Two examples of impression creep devices.
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the last three steps, the amplitude of load was decreased to 28 MPa first and increased
to designated level greater than the previous state. It was noted that the elastic recovery
was very small and the behavior of rocksalt was almost visco-plastic. Upon unloading
at the end of the test, a circular hole was observed as a result of permanent deformation.
Furthermore, some radial fractures around the hole were formed (Figure 17).

6 LONG-TERM STRENGTH AND CORRELATIONS AMONG
VARIOUS CREEP TEST RESULTS

The strength of rocks is generally assumed to be hardening type. However, it is well
known that the long-term strength (σaðtÞ) of rocks decreases with time and it is
expressed in the following forms
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Figure 17 Views of Tuzköy rocksalt sample during and after impression test.
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Aydan et al. (1996)

σaðtÞ
σco

¼ αþ ð1� αÞe�bðt��1Þ ð5Þ

Aydan & Nawrocki (1998)

σaðtÞ
σco

¼ 1� bln t�ð Þ ð6Þ

Aydan et al. (2011) proposed the following function, which combines both functions
above

σaðtÞ
σco

¼ αþ ð1� αÞ t�

1þ βðt� � 1Þ ð7Þ

where

α: The ultimate normalized strength of rock,

τ: The duration of short-term strength ðσcoÞ test
b: empirical constant and t� ¼ t

τ .

Figure 18 compares the failure time of samples tested in Brazilian, impression and
uniaxial compression creep experiments under dry and saturated conditions. From
experimental results, it is very interesting to note that if the stress ratio remains same,
the failure time of dry and saturated samples are very close to each other. Furthermore,
the failure times of samples tested under uniaxial compression and Brazilian creep
experiments are also similar to those of impression creep experiments.
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7 IN-SITU CREEP TESTS

Results of in-situ creep test method are used to predict time-dependent deformation
characteristics of rock mass resulting from loading. This test method may be useful in
structural design analysis where loading is applied over an extensive period. This test
method is normally performed at ambient temperature, but equipment can be modified
or substituted for operations at other temperatures. There are applications of this test
technique in pillars of rock salt mines. In-situ creep tests are generally plate-bearing
tests and direct shear creep tests (Figure 19). In this section, some examples from
construction sites in Japan are introduced.

7.1 Plate-bearing creep tests

The diameter of platens used in plate-bearing tests is 300mm and the maximum load is
about 500 kN. The maximum nominal pressure is about 7.2 MPa. The deformation
modulus is obtained from the following relation based on Boussinesq’s solution:

E0 ¼ 1� υ2

D
� F
δ0

ð8Þ

where E; υ; δ0;D and F are deformation modulus, Poisson’s ratio, instantaneous settle-
ment, diameter of platen and applied load. Poisson’s ratio is generally assumed to be
0.2 or 0.25. The total displacement is the sum of initial displacement and delayed creep
displacement given as:

δt ¼ δ0 þ δc ð9Þ
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The creep displacement is given as a fraction of the total displacement using a 5
element generalized Voigt-Kelvin model as (Figure 20):

δt ¼ δ0 1þ E1

E0
1� expð�E1

η1
tÞ

� �
þ E2

E0
1� expð�E2

η2
tÞ

� �� �
ð10Þ

Thus, the creep displacement would be given as

δc ¼ 1� υ2

D
⋅
F
E0

E1

E0
1� expð�E1

η1
tÞ

� �
þ E2

E0
1� expð�E2

η2
tÞ

� �	 

ð11Þ

Figure 21 shows examples of plate-bearing creep tests on rhyolite foundation of a dam-site
in Central Japan. Rock-mass classified as CL and CM in rock mass classification system
(DENKEN) of the Central Research Institute of Electric Power Companies of Japan.
The values of parameters for creep responses shown in Figure 21 are listed in Table 2.

E0

E1 E2

η2η1

Figure 20 Five element generalized Voigt-Kelvin model.
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7.2 Direct rock shear creep tests

In-situ direct shear rock test set-up shown in Figure 19(b) is utilized for creep tests. The
shearing area is 600 × 600 mm and the height of the sample is 300mm. Direct shear
creep experiments are done in two stages. The first stage is called “Primary creep” stage
and the specimen is loaded at a level of 1/3 of the ultimate peak shear strength at a given
normal load. The duration of the primary creep stage is generally more than 90
minutes. The second stage is called the secondary creep stage and the specimen is
loaded at a level of 2/3 of the ultimate peak shear strength at a given normal load.
The duration of the primary creep stage is generally more than 120 minutes. However,
the duration of the creep tests may be several days to months depending upon the
importance of the structure. A generalized Voigt-Kelvin model having three elements
are generally used as models for the primary and secondary creep stages

wt ¼ we þwc ¼ we 1þ α 1� expð�βtÞ
 � �

; α ¼ Ke

Kv
; β ¼ Kv

ηv

where τ;Ke;Kv and ηv are applied shear stress, Hookean stiffness; Kelvinean stiffness
and Kelvinean viscosity.

Figure 22 shows examples of responses during direct shear creep tests on rhyolite
foundation of a dam-site in Central Japan. Rock-mass classified as CM in rock mass
classification system (DENKEN) of the Central Research Institute of Electric Power
Companies of Japan. The values of parameters for creep responses shown in Figure 20
are listed in Table 3.

8 CONSTITUTIVE MODELLING OF RESULTS OF CREEP TESTS

8.1 Uni-dimensional constitutive models

Constitutivemodels essentially are based on responses obtained from experiments and it is
fundamentally a fitting procedure of some functions to experimental results. Therefore,
they cannot be purely derived from a certain theory.Nevertheless, theymust satisfy certain
rules established in constitutivemodeling ofmaterial science. Uni-dimensional constitutive
models can also be broadly divided into two categories; intuitive models and rheological
models. Table 4 summarizes some of the well-known intuitive models, while Table 5
summarizes linear rheological models (i.e. Mirza, 1978; Doktan, 1994; Farmer, 1983).
Figure 23 compares the experimental responses with those from intuitive and rheological
models. As noted from these figures, each model has its ownmerits and demerits; the user
decides, which one to adopt for his/her purpose in view of experimental results.

Table 2 The values of parameters for creep responses measured in plate bearing test.

Rock Class
δc=δe E0 (MPa) E1=E0 E2=E0 E1=η1 (1/min) E2=η2 (1/min)

DENKEN RMQR

CL 20–40 0.08 534 0.4 0.6 0.238 0.009
CM 40–60 0.03 3332 0.5173 0.4828 0.300 0.008
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Table 3 The values of parameters for creep responses measured in direct shear test.

Stages τ (MPa) αwe (mm) Ke MPa/mm we (mm) α ¼ Ke
Kv

β ¼ Kv
ηv
(1/min)

Primary creep 3.2 0.062 5.839 0.548 0.114 0.12
Secondary Creep 7.4 0.165 4.888 1.594 0.109 0.16
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Figure 22 Direct rock shear creep displacement of Rhyolite rock mass at a dam site in Central Japan.

Table 4 Intuitive uni-dimensional creepmodels (except Aydan et al. (2003), the references can be found
in Farmer (1983)).

Proposed by Formula Comments

Andrade (1910, 1914) εc ¼ Bt1=β Applicable to primary stage; β ¼ 3;
Lomnitz (1956, 1957) εc ¼ Alnð1þ αtÞ Applicable to primary stage
Modified Lomnitz εc ¼ Aþ B logðtÞ þ t Primary and secondary stages
Norton’s law εc ¼ Aσnat or _εc ¼ Aσna Applicable to secondary stage and

n = 4–5
Modified Norton εc ¼ B

σa
σct

� 1
�n

t
�

or

_εc ¼ B
σa
σct

� 1
�n� Applicable to secondary stage and σct

is the stress threshold to induce steady
state creep response.

Griggs & Coles (1958) εc ¼ Aþ Bt2 Applicable to tertiary stage
Aydan et al. (2003) εc ¼ A 1� e�t=τ1

� �þ
B et=τ2 � 1
� � Applicable to all stages creep leading to

failure

A;B;C; α; τ1; τ2 and n are constants to be determined from experimental results. σa; εc; _εc and t are
applied stress, creep strain, strain rate and time, respectively, hereafter.



When the behavior of rock includes irrecoverable (permanent) strain, non-linear
rheological models are also developed and some of them are listed in Table 6 and
responses are compared in Figure 24. Expressions for elasto-visco-plastic models can
be developed in a similar manner. However, they tend to be rather complicated. It
should be, however, noted that such models require the determination of irrecoverable
response from experiments. This would definitely require the implementation of load-
ing and unloading procedures.

8.2 Multi-dimensional constitutive models

Some of linear models are listed in Table 7. Particularly, the rheological models
presented in the previous section can be extended to the multi-dimensional situa-
tion. But the algebra involved in developing relations between total stress and total
strain may be quite cumbersome. For an isotropic homogenous rock material, if the

Table 5 Rheological models uni-dimensional constitute modeling.

Model Formula Geometrical Illustration

Hooke σa ¼ Eε

Newton σa ¼ η _ε

Voigt-Kelvin ε ¼ σa
E

1� e�t=tr
 �

; tr ¼ η
E

Maxwell ε ¼ σa
E

þ σa
η
t

Generalized Voigt-
Kelvin

ε ¼ σa
Eh

þ σa
Ek

1� e�t=tr
 �

; tr ¼ η
Ek

Hill-Maxwell model ε ¼ σa
Eh

1� Em

Eh þ Em
e�t=tr

	 


Burgers ε ¼ σa
Em

þ σa
Ek

1� e�t=tk
 �

þ σa
ηm

t;

tk ¼ ηk
Ek

E and η are elastic and viscosity moduli, respectively. Suffixes h; k and m corresponds to moduli of
Hooke, Kelvin and Maxwell units. ε is the total strain.
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Figure 23 Comparison of intuitive and rheological models with experimental responses: (a) Asymptotic
response – Intuitive models, (b) Response terminating with failure – Intuitive models,
(c) Response terminating with failure – Rheological models.



Table 6 Rheological uni-dimensional non-linear creep models.

Model Formula Geometrical Illustration

Bingham model: Elastic-Perfectly
Visco-plastic Model

ε ¼ σa
E if σa ≤ σY

ε ¼ σa�σY
η tþ σa

E

if σa > σY

σY : yield threshold

γ ¼ 1
η: fluidity coefficient

σa ≤ σY

σa > σY

Elastic-Visco-Plastic Model of Hardening Type
(Owen-Hinton, 1980)

σa ¼ Eε if σa ≤Y

Y ¼ σY þHεvp;

ε ¼ εe þ εvp

σa ¼ σY þHεvp þ Cp
dεvp
dt

ε ¼ σa
E þ ðσa�σYÞ

H 1� e�
H
Cp
t

 �

σa ≤ σY þHεvp

σa > σY þHεvp

εe and εvp are elastic and visco-plastic component of strain. H and Cp are plastic hardening modulus and visco-plastic modulus, respectively.



coefficients to determine lateral components for a given direction are time-indepen-
dent, it may be possible to develop constitutive relations between total stress and total
strain in analogy to those presented in the previous sections. However, the general
situation would require some numerical integration and complex algebra.

Non-linear behavior involving irrecoverable (permanent) responses is more difficult
to model by constitutive models. Particularly, it is tedious to determine parameters of
constitutivemodels from experimental data. Therefore, it is quite common to introduce
the effective stress ðσeÞ and effective strain ðεeÞ concepts (these are different concepts
from that used for the effect of pore water pressure on the stress tensor) if the
irrecoverable part of the strain tensor is independent of the volumetric component.
They are defined as follow:

σe ¼
ffiffiffiffiffiffiffiffiffiffiffi
3
2
s � s

r
and εe ¼ ffiffiffiffiffiffiffiffiffiffiffiffiep � epp ð12Þ

where s and e are deviatoric stress and deviatoric strain tensors, respectively, as given
below

s ¼ σ� trðσÞ
3

I and ep ¼ εp � trðεpÞ
3

Iwith trðεpÞ ¼ 0 ð13Þ

It is interesting to note that the effective stress and strain correspond to those at a
uniaxial state, that is,
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Figure 24 Comparison of Bingham and Perzyna type visco-plastic responses.

Table 7 Linear models.

Model Formula Comments

Newton
type

σij ¼ Cijkl _εkl or σij ¼ 2μ � _εij þ λ�δij _εkk Cijkl: viscosity tensor
λ� and μ� are viscous Lame-like
coefficients

Voigt-
Kelvin type

σij ¼ Dijklεkl þ Cijkl _εkl or
σij ¼ 2μεij þ λδijεkk þ 2μ� _εij þ λ � δij _εkk

Dijkl: elasticity tensor
λ and μ are elastic Lame coefficient

Maxwell
type

_εij ¼ Eijklσkl þ Fijkl _σkl Eijkl and Fijkl are elasticity and viscosity
compliance tensors

σij; εkl and _εkl are stress, strain and strain rate tensors, respectively.
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σe ¼ σ1 and εe ¼ ε1 ð14Þ
This is a very convenient conclusion that the non-linear response can be evaluated

under a uniaxial state and it can be easily extended to the multi-dimensional state
without any triaxial testing. However, it should be noted that this is only validwhen the
volumetric components are negligible in the overall mechanical behavior.

Some of non-linear models are listed in Table 8. The visco elasto-plastic model by
Aydan & Nawrocki (1998) is illustrated in Figure 25 for a one-dimensional situation.

8.3 Yield functions

There is no yield (failure) criterion directly incorporating the effect of creep experi-
ments (Aydan &Nawrocki, 1998; Aydan et al., 2012), although the basic concept has
been presented previously (i.e. Ladanyi, 1974) for the time-dependent response of
tunnels. Based on the yielding concept shown in Figure 2, some of the yield criteria
are listed in Table 9. The general form of the plastic potential functions is also assumed
to be similar to yield criteria. If a plastic potential function is assumed to be the same as
a yield criterion, it corresponds to the associated flow rule.

Aydan & Nawrocki (1998) discussed how to incorporate the results of creep experi-
ments in yield functions on the basis of results of rare creep triaxial experiments. On the
basis of experimental results on various rocks by several researchers (Ishizuka et al.,
1993; Kawakita et al., 1981; Masuda et al., 1987; Aydan et al., 1995), Aydan &
Nawrocki (1998) concluded that time-dependency of friction angle is quite negligible
and the time-dependency of the cohesive component of yield criteria should be sufficient
for incorporation of results of creep experiments. The creep experiments would generally
yield the decrease of deviatoric strength in time in view of experimental results, it would
correspond to the shrinkage of the yield surface in time as shown in Figure 26.

Based on the concept given above, the time dependent uniaxial compressive strength
ðσcðtÞÞ ofOya tuff (Japan) and Cappadocia tuff (Turkey) is represented in terms of their
uniaxial compressive strength ðσcsÞ and the duration ðτÞ of a short-term experiment by
the following function through the utilization of Equation 6 (i.e. Aydan & Nawrocki,
1998; Aydan & Ulusay, 2013)

σcðtÞ
σcs

¼ 1:0� bln
t
τ

 �
ð15Þ

The value of b in Equation 15 for Oya tuff and Cappadocia tuffs is 0.08 and 0.05,
respectively. However, functions different from that given by Equation 15 can be used
provided that they fit to the experimental results (i.e. Aydan et al., 2011).

9 SUMMARY

Creep behavior of rocks, which is particularly relevant for cases where the applied load
or stress is actually kept constant, is presented. Fundamental definitions on the creep
behavior of rocks are first given and experimental procedures under laboratory and in-
situ conditions are described. Experimental procedures involve the creep tests under
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Table 8 Non-linear models.

Model Formula Comment

Elastic-visco-plastic Power Law dεvp
dt

¼ σeq
σo

� �n ∂σeq
∂σ

with evp ¼ εvp

Perzyna model dεvp
dt

¼ λs and λ is determined from experimental

response using the following relation

λ ¼ _εc
σ

Flow rule d _εp ¼ _λ ∂G
∂σ

λ is interpreted called as fluidity coefficient.
Flow rule implies that any plastic straining is
time-dependent

Elasto-visco-plastic Aydan – Nawrocki model dσ ¼ DrpdþCrpd _ε

Drp ¼ Dr � Dr∂G
∂σ�∂F

∂σD
r

hrpþ∂F
∂σ� Dr∂G

∂σð Þþ∂F
∂σ� Cr∂ _G

∂σð Þ

Crp ¼ Cr � Cr∂ _G
∂σ�∂F

∂σC
r

hrpþ∂F
∂σ� Dr∂G

∂σð Þþ∂F
∂σ� Cr∂ _G

∂σð Þ
Flow rule d _εp ¼ λ ∂ _G

∂σ

Flow rule implies that the plastic potential
function expands or shrinks in time domain and
strain increments consist of time-dependent
and time independent parts



uniaxial and triaxial compression, Brazilian and direct shear loading regimes and the
basic components of the procedures are explained. Then the utilization of impression
creep testing technique as index test for creep responses of rocks is presented and its
potential use in evaluating creep properties of rocks are discussed. The experimental

Table 9 Yield criteria (see Aydan et al., 2012 for details).

Model Formula Comments

Mohr-Coulomb τ ¼ cþ σntan� or σ1 ¼ σc þ qσ3

σc ¼ 2c cos�
1� sin�

; σt ¼ 2c cos�
1þ sin�

; q ¼ 1þ sin�
1� sin�

c: cohesion
�: friction angle
σt: tensile strength
σc: uniaxial compressive
strength

Drucker-Prager
(Drucker & Prager, 1952)

αI1 þ
ffiffiffiffiffi
J2

p
¼ k

I1 ¼ σ1 þ σ2 þ σ3
J2 ¼ 1

6 ððσ1 � σ2Þ2 þ ðσ2 � σ3Þ2 þ ðσ3 � σ1Þ2
α ¼ 2 sin�ffiffiffi

3
p ð3� sin�Þ

k ¼ 6c cos�ffiffiffi
3

p ð3� sin�Þ
�: outer apexes

þ: inner apexes

Hoek-Brown (1980) σ1 ¼ σ3 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mσcσ3 þ σ2c

p
m ¼ σ2c � σ2t

σcσt

Aydan (1995) σ1 ¼ σ3 þ ½S∞ � ðS∞ � σcÞe�b1σ3 �e�b2T σ∞: the ultimate deviatoric
strength
T: temperature
b1;b2: constants.
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Figure 25 Illustration of visco-elasto-plastic model by Aydan & Nawrocki (1998) for a one dimensional-
situation.
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results for each creep testing procedures are compared and it is concluded that the creep
response of rocks would be fundamentally quite similar to each other. In addition, the
utilization of in-situ plate bearing and direct shear tests for determining creep tests are
described and some actual examples are given. Finally, the constitutive models for
modeling creep behavior of rocks are briefly presented and their applications to actual
tests are given.
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Chapter 12

Physical, empirical and numerical
modeling of jointed rock mass
strength

P.H.S.W. Kulatilake
Professor and Director, Rock Mass Modeling and Computational Rock Mechanics Laboratories,
University of Arizona, USA

Abstract: The presence of complicated discontinuity patterns, the inherent statistical
nature of their geometrical parameters, and the uncertainties involved in the estima-
tion of their geometrical and geo-mechanical properties and in-situ stress make
accurate prediction of rock mass strength a very difficult task. It has been a great
challenge for the rock mechanics and rock engineering profession to develop a rock
mass strength criterion in three dimensions (3-D) which captures the scale effects and
anisotropic properties. Rock mechanics and rock engineering researchers have dealt
with this topic for more than 50 years. The aim of this paper is to provide the state-of-
the-art on estimation of jointed rock mass strength using physical, empirical and
numerical modeling methodologies.

1 INTRODUCTION

Most naturally occurring discontinuous rock masses comprise of intact rock inter-
spaced with different types of discontinuities. Such discontinuities include fissures,
fractures, joints, faults, bedding planes, shear zones and dikes. Discontinuities may
be divided into major and minor depending on the feature size. Large features can be
considered as major discontinuities and the rest of the small features can be considered
as minor discontinuities. For most of the civil and mining engineering projects, at the
upper most level, rock masses contain only a few major discontinuities. For such
projects, major discontinuities can be considered as single features and their geometry
may be represented deterministically. On the other hand, due to its large number and
inherent statistical nature, the geometry of minor discontinuities should be character-
ized statistically. Henceforth, theminor discontinuities are referred to as either “joints”
or “fractures” in this paper. In civil and mining engineering, the engineers face design
and construction tasks associated with geotechnical systems that are in or on discon-
tinuous rock masses. Some examples for such geotechnical systems are tunnels for
hydropower and transport, dams, foundations, natural and man-made slopes, surface
and underground excavations made for mineral extraction, underground caverns for
oil and gas storage and hazardous waste isolation caverns. In these rock engineering
systems, one comes across stability concerns of the rock structures. Rock mass strength
plays a vital role on stability of these structures. Rock mass strength depends on the
(a) lithology, (b) discontinuity network, (c) geo-mechanical properties of the disconti-
nuities, (d) geo-mechanical properties of the intact rock, (e) in situ stress system, (f) size



of the rock block, (g) shape of the rock block (h) loading/unloading stress path, (i)
loading rate, (j) pore pressure in the rock mass and (j) environmental conditions (such
as temperature, humidity etc.) of the rock mass. A good understanding of rock mass
strength is vital to arrive at safe and economical designs for structures built in and on
rock masses. Due to the presence of discontinuities, discontinuous rock masses show
scale (size) dependent and anisotropic properties. The presence of complicated discon-
tinuity patterns, the inherent statistical nature of their geometrical parameters, and the
uncertainties involved in the estimation of their geometrical and geo-mechanical prop-
erties and in-situ stress make accurate prediction of rock mass strength a very difficult
task. It has been a great challenge for the rock mechanics and rock engineering
profession to develop a rock mass strength criterion in three dimensions (3-D) which
captures the scale effects and anisotropic properties. The rock mechanics and rock
engineering researchers have dealt with this topic for more than 50 years. The aim of
this paper is to provide the progress the rock mechanics profession has made so far in
achieving the said task.

To obtain intact rock mechanical properties, usually 2-inch diameter samples are
tested. At this size, the distribution of micro-cracks with the location of the sample has
influence on the scatter for the considered rock block property. Further increase of
sample size will include the influence of one or more fractures. When the sample size
contains only a few fractures, the sample property varies considerably from one sample
to another, reflecting the statistical inhomogeneity with respect to the influence of
fractures. This variability decreases as the sample size is further increased to contain
more fractures and to make the sample more statistically homogeneous with respect to
the fractures. Beyond a certain minimum volume, the mass property of the rock may not
change significantly (in practical point of view)with respect to the effect of fractures. This
minimum volume may be used as the element size to represent the equivalent mass
property of a statistically homogeneous rock mass volume that contains a significant
number of fractures. This volume may be termed as a “Representative Elementary
Volume” (REV) and may be of great importance for engineering purposes. Each rock
mass property may have a different REV value. For some rock masses, the REV sizes
may be small compared to the size of the problem domain of interest. For such cases,
REV sizes and associated properties will be very useful for engineering applications.
For some other rock masses, REV sizes may be large compared to the size of the
problem domain. In such cases, if we know how the rock mass property of interest
varies between the intact rock value and the REV value with respect to joint geometry
parameters and block size that will be quite useful for dealing with the latter category
of rock masses in engineering applications. It is important to keep in mind that the
variability of the rock mass property at the REV size or greater than the REV size will
be smaller compared to the rock mass property at sizes less than the REV size. If the
sample size is increased further to allow major discontinuities to enter into the
sample, then the rock mass property will vary reflecting the influence of major
discontinuities. In summary, the REV sizes and the corresponding REV mechanical
properties can be used to represent the combined equivalent continuum behavior of
minor discontinuities (joints) and intact rock. To this system of the rock mass, the
major discontinuities can be added as single features to complete the representation of
the whole rock mass.
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2 PHYSICAL MODELING OF ROCK MASS STRENGTH

2.1 Large scale in-situ tests

Currently, the ways to estimate strength properties of jointed rock masses can be
categorized into direct and indirect methods. Direct methods include laboratory and in
situ tests. Laboratory results obtained from small-sized specimens that include only
micro-joints are very different from the results obtained from large-scale blocks because
the laboratory samples cannot accommodate the whole spectrum of different size dis-
continuity network which is present in the field. A significant number of in-situ tests have
been performed on various rock types to study the effect of size on rockmass compressive
strength using various sample sizes having different width to height (w/h) ratios
(Greenwald et al., 1939, 1941; Nose, 1964; Jahns, 1966; Gimm et al., 1966; De
Reeper, 1966; Bieniawski, 1968; Georgi et al., 1970; Chaoui et al., 1970; Cook et al.,
1971; Lama, 1971; Pratt et al., 1972;Wagner, 1974; Bieniawski&VanHeerden, 1975).
Some of these investigators also have performed corresponding laboratory tests on
the same rock types. Fig. 1 shows the large scale in situ test conducted on a 2 m cube
sample and reported by Bieniawski (1968). Bieniawski & Van Heerden (1975), and
Heuze (1980) have reviewed the work done prior to their publications on scale effects on
rock mass strength. The reported results of these investigations clearly show the reduc-
tion of rock mass strength with increasing size up to a certain size, beyond which change
becomes insignificant in practical point of view. Bieniawski (1968) observed this size to
be about 1.5 m for coal. Jahns (1966) and Pratt et al. (1972) noted this size to be about
1.0 m for diorite and iron ore, respectively. Bieniawski (1968) has observed strength of
the largest sample size (2 m) to be 0.15 of the smallest laboratory sample size. Pratt et al.
(1972) have noted the aforementioned ratio to be 0.1. Bieniawski&VanHeerden (1975)
provide valuable guidelines for experimental procedures to perform large scale in-situ
tests. They also suggested various empirical equations to relate rock mass uniaxial
strength to w/h ratio. It is important to note that the relations developed from in-situ
tests in the above stated studies primarily depend on the discontinuity network of the
tested rockmasses.However, unfortunately, in these early investigations, no attempt had
been made to map the discontinuity network before subjecting the rockmass to mechan-
ical behavior testing. Therefore, the reported relations are highly site dependent and have
qualitative value only.

2.2 Jointed block testing with a significant number of fractures
in the laboratory

To obtain realistic results for jointed rock mass mechanical properties, many large
volumes of rock of different sizes having a number of different known joint configura-
tions should be tested at significant stress levels under different stress paths. Such an
experiment program is almost impossible to carry out in the laboratory. With in situ
tests, such an experimental program would be very difficult, time-consuming and
expensive. Results of laboratory model studies on rock-like materials (Ladanyi &
Archambault, 1969; Brown & Trollope, 1970; Einstein & Hirschfeld, 1973;
Chappell, 1974; Heuze, 1980; Kulatilake et al., 1997; Yang et al., 1998; Kulatilake
et al., 2001a, 2006) have shown that many different failure modes are possible with
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jointed rock and that the internal distribution of stresses and strains within a jointed
rock mass can be highly complex. Yang et al. (1998), Kulatilake et al. (1997, 2001a,
2006) found that the failure modes can be divided into three types, namely splitting
failure through the rock blocks, sliding along joint planes and mixed splitting-sliding
mode. They also have demonstrated that the failure strength exhibits pronounced
anisotropy mainly due to the effect of joint orientation. Even though these jointed
blocks included a significant number of joints, all the included joints were persistent
joints. Only a few experimental studies have been done using a significant number of
non-persistent joints (Mughieda, 1997; Prudencio & Van Sint Jan, 2007; Chen et al.,
2011, 2012). Prudencio & Van Sint Jan’s (2007) paper presents the results of biaxial
tests performed on physical models of rock with non-persistent joints. The failure
modes and maximum strengths developed were found to depend on, among other

Figure 1 A large size coal specimen with loading system and deformation measuring equipment in place
(from Bieniawski, 1968).
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variables, the geometry of the joint systems, the orientation of the principal stresses,
and the ratio between the intermediate principal stress and intact material compressive
strength· These test results showed three basic failure modes: failure through a planar
surface, stepped failure, and failure by rotation of new blocks. Planar failure and
stepped failure were associated with high strength behavior and small failure strains,
whereas rotational failure was associated with a very low strength, ductile behavior,
and large deformation. Chen et al. (2012) investigated the combined influence of joint
inclination angle and joint continuity factor (lengths of the joints divided by the total
length of the block) on strength and deformation behavior of jointed rock mass for
gypsum specimens with a set of non-persistent open flaws in uniaxial compression.
Complete axial stress-strain curves were classified into four types, i.e., single peak,
softening after multi-peak yield platform, hardening after multi-peak yield platform
and multi-peak during softening. To investigate the brittleness of the specimens, the
ratio of the residual strength to the maximum peak strength as well as the first and last
peak strains were studied. At the same joint inclination angle, the ratios between the
residual strength and the maximum peak strength and the last peak strains were
observed to increase while the first peak strain decreased with the increase of joint
continuity factor. At the same joint continuity factor, the curves of the three brittleness
parameters versus joint inclination angle were found to be either concave or convex
single-peak or wave-shaped. In summary, the mechanical behavior of jointed blocks
having a significant number of non-persistent joints was found to be more complicated
and significantly different to that having persistent joints. The mechanical behavior
depends on the number of joints, joint orientation, size, density, spacing, arrangement
andwhether the joints are open or closed. It is important to note that as the joint density
increases, the behavior around each joint is affected by the presence of the rest of the
joints in the jointed block.

He et al. (2014) performed CT scanning tests to detect the pre-existing fracture
systems of 36 cubical coal blocks. Systematic procedures were developed to construct
the pre-existing fracture geometry of the cubical coal blocks from the CT images. Based
on the constructed fracture systems, the fracture tensor components were calculated to
capture the directional effects of the fracture system of the cubical coal blocks. The
effect of the pre-existing fracture system and different combinations of confining
stresses on the strength of coal masses was investigated at a preliminary level using
some true triaxial test results and the computed fracture tensor components (see
Kulatilake et al. (1993) for details on the fracture tensor components). The strength
of the cubical coal blocks in the loading direction was found to be closely related to the
summation of the fracture tensor components in the two perpendicular directions to
the loading direction and the level of the confining stress system. Further research on
this aspect is currently in progress.

2.3 Jointed block testing with a few fractures in the laboratory
to study rock fracture mechanics behavior

Many investigators who perform research in the rock fracture mechanics field have
performed experiments on different materials such as glass, PMMA (Poly Methyl
Meth Acrylate), resins, Plaster of Paris, molded gypsum and different rock types to
study fracture initiation, propagation and coalescence resulting from one to three
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two-dimensional pre-existing flaws under uniaxial loading (Hoek & Bieniawski,
1965; Bombolakis, 1968; Lajtai, 1971; Bobet & Einstein, 1998; Wong & Einstein,
2009; Lee & Jeon, 2011; Wong et al., 2001). Almost all studies have observed initiation
of primary tensile wing cracks at flaw tips or at other locations and propagation of that
toward parallel to the loading direction. In addition, some studies have observed initia-
tion of tensile or shear secondary cracks. One of the studies (Lee & Jeon, 2011) has
reported not seeing wing cracks when the flaw is parallel to the loading direction. Many
different coalescence possibilities have been reported in these studies. It seems that
even in the same material, initiation, propagation and especially the coalescence are
very much dependent on the flaw geometry and heterogeneity. In addition, different
materials have produced different initiation, propagation and coalescence patterns.
Coalescence produced through the linkage of shear cracks only have occurred at a
higher stress level than the coalescence produced by a combination of shear and wing
cracks. The smallest coalescence stress has resulted only by wing cracks (Park &
Bobet, 2009). Experimental results from open and closed flaws have shown that the
initiation stresses and coalescence are higher for closed flaws than for open (Park &
Bobet, 2009). This is explained by the existence of friction along the closed flaws,
which needs to be overcome before a crack can initiate, and also by the capability of
closed flaws to transmit normal stresses.

Uniaxial laboratory testing of a single 3-D flaw in a transparentMaterial have shown
that unlike 2-D cracking, there are intrinsic limits on 3-D crack growth and the
maximum possible size of wings is about the size of the initial crack sprouting them
(Dyskin et al., 1999). In other words a different type of behavior has been observed
with 3-D flaws compared to 2-D flaws under the same type of loading. Biaxial loading
on a few 2-D flaws have shown that the crack initiation, propagation and coalescence
behavior is significantly different to that under uniaxial conditions (Bobet & Einstein,
1998). Based on the experiments performed, Sahouryeh et al. (2002) have stated that
the experimental results on 2-D crack growth in uniaxial and biaxial compression
cannot be used to model fracture in biaxial compression in 3-D for the following
reasons: firstly, in the case of a 2-D shear crack (through crack) under biaxial compres-
sion, the loads act on the surface and the tips of the crack. In the 3-D case, the loads act
only on the contour of the crack, i.e. the surface is free from loading. Secondly, splitting
routinely observed in uniaxial compression of plates or blocks with through cracks (the
2-D problem) is not observed in uniaxial compression tests on blocks with internal 3-D
cracks. In summary, even though much research has been conducted for more than
45 years, still it is not possible to predict fracture initiation, propagation and coales-
cence accurately for a given material with a given flaw geometry.

3 EMPIRICAL STRENGTH CRITERIA

3.1 Mohr-Coulomb and Hoek-Brown strength criteria

An indirect approach to obtain estimates of the strength of a jointed rock mass is by
empirical correlation. In this approach, the rock mass properties determined through
laboratory or field tests are linked to a representative rock mass classification index or
rock mass joint geometry properties which reflect rock mass quality. Several empirical
rockmass strength criteria have been suggested in the literature. Out of these, the oldest
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and most widely used strength criteria are Mohr-Coulomb and Hoek-Brown. The
Mohr-Coulomb criterion is given in Equation 1 as follows:

σ01 ¼ σc þ kσ03 ð1aÞ
σc ¼ 2c0cos�0ð Þ= 1� sin�0ð Þ ð1bÞ

and

k ¼ 1þ sin�0ð Þ= 1� sin�0ð Þ ð1cÞ
where σ01; σ03; σc; c0 and �0 are respectively the effective major principal stress, effective
minor principal stress, uniaxial compressive strength, effective cohesion and effective
angle of internal friction for the rock mass. Equation 1 shows that it is a linear criterion
which does not include the intermediate principal stress (σ2). On the other hand the
experimental test results indicate that the rock mass strength exhibits non-linear proper-
ties and dependence on intermediate principal stress. Also the intercept given by the
Mohr-Coulomb criterion on the negative σ3-axis does not provide a reasonable value for
the tensile strength. Therefore, usually a tension cut off is used in using the Mohr-
Coulomb criterion. In addition to the above shortcomings no guidelines are available
to relate the two strength parameters given in Equation 1 to discontinuity geometry and
mechanical parameters. It has been used in practice mainly because of simplicity.

Hoek and Brown rock mass strength criterion (Hoek & Brown, 1980) was
introduced in 1980 as an attempt to provide input data for the analyses required
for the design of underground excavations in hard rock. It is an empirical criterion
developed through trial and error curve fitting of different parabolic functions to
triaxial test data. Choose of a parabolic function seems to have originated from one
part of the equation given for Griffith’s crack theory (Griffith, 1920, 1924). It also
involved Hoek’s experience on research results with respect to the brittle failure of
intact rock (Hoek, 1968) and Brown’s experience on research results of model
studies of jointed rock mass behavior (Brown, 1970). The empirical parameters of
the criterion were first developed for intact rock and then those parameter values
were reduced by linking them to Bieniawski’s (1976) Rock Mass Rating (RMR)
classification system. The criterion developed in 1980 has been updated several
times (Hoek et al., 1992; Hoek& Brown 1997; Hoek et al., 2002). The most current
one seems to be the Generalized Hoek-Brown criterion (Hoek et al., 2002). Note
that the empirical parameters of the criterion were lately directly linked to the
Geological Strength Index (GSI) introduced by Hoek et al. (1992, 1995). GSI is
determined based on the structure of the rock blocks and the surface conditions of
the joints. Number of joint sets and fracturing level are considered in evaluating
the structure of the rock blocks. Roughness/smoothness, degree of weathering,
degree of alteration and presence and type of filling are considered in evaluating
the surface conditions of the joints. Cai et al. (2004) modified the descriptive term
“the structure of the rock blocks” to quantitative block volume and the descriptive
term “the joint surface condition” to quantitative joint condition factor in estimat-
ing the GSI value for a rock mass. Cai et al. (2007) have proposed a methodology to
extend the GSI system for the estimation of a rock mass’s residual strength. It was
proposed to adjust the peak GSI to the residual GSIr value based on the two major
controlling factors in the GSI system—the residual block volume Vr

b and the
residual joint condition factor Jrc. Methods to estimate the residual block volume
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and joint condition factor are presented. The Generalized Hoek-Brown criterion is
expressed by the following equation:

σ01 ¼ σ03 þ σci mb
σ03
σci

þ s
� �a

ð2aÞ

where σci is the uniaxial compressive strength of the intact rock;mb is a reduced value of
the material constant mi given in the Hoek-Brown equation for intact rock, and the
relation between the two is given by

mb ¼ mi exp
GSI� 100
28� 14D

� �
ð2bÞ

s and a are constants for the rock mass given by the following relations:

s ¼ exp
GSI� 100
9� 3D

� �
ð2cÞ

a ¼ 1
2
þ 1
6

e�GSI=15 � e�20=3
 �

ð2dÞ

D is a factor which depends upon the degree of disturbance to which the rock mass has
been subjected by blast damage and stress relaxation. It varies from0 for undisturbed in
situ rock masses to 1 for very disturbed rock masses. Guidelines for the selection of D
are given in Hoek et al. (2002).

Relations are also available between GSI and RMR as well as GSI and Q system
(Barton et al., 1974) as given below:

(a) For better quality rockmasses (GSI > 25): for RMR76 > 18, GSI = RMR76 and for
RMR89 > 23, GSI = RMR89 − 5

(b) For rock masses having GSI values less than 25, Hoek et al. (1995) suggested
using the Q system (Barton et al., 1974) to obtain the GSI value

GSI ¼ 9lnQþ 44 ð3Þ
Because it is a non-linear criterion, conceptually, Hoek-Brown criterion is better than
the Mohr-Coulomb criterion. In addition, a lot of information is available to estimate
the empirical parameters given in the Hoek-Brown criterion. Both the Mohr-Coulomb
and Hoek-Brown are easy to use simple empirical equations. Therefore, in practice,
Hoek-Brown criterion has been used more often than the Mohr-Coulomb criterion.
One of the shortcomings of theHoek-Brown criterion is the absence of the intermediate
principal stress. A few investigators (Pan&Hudson, 1988; Priest, 2005; Zhang&Zhu,
2007; Zhang et al., 2013; Melkoumian et al., 2009) have extended the Hoek-Brown
criterion to three dimensions by including the intermediate principal stress. All
these criteria are limited to rock masses having isotropic strength. It is important to
note that the Generalized Hoek-Brown criterion as well as the modified 3-D Hoek-
Brown strength criteria do not include the orientation of discontinuity sets as well as
discontinuity size/rock block size explicitly. Because these discontinuity geometry
parameters are not included in GSI, RMR and Q systems explicitly, these rock mass
criteria do not have the capability of predicting the anisotropic strength and the
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strength reduction that takes place as a function of increasing block size that are
observed in majority of the rock masses.

These criteria may have applicability for highly fractured rock masses having dis-
continuity orientations in many directions. Such rock masses have the potential to
show isotropic strength characteristics. Also, it is important to point out that both
RMR andQ systems include RQD. For the same rockmass, infinite many values can be
obtained for RQD by considering different directions. This creates significant uncer-
tainty and variability in estimating a single value for RMR or Q. Note that both RQD
and fracture frequency are included in the RMR system. These two parameters are
dependent. That means double counting for fracture frequency exists in estimating a
RMR value.

3.2 Yudhbir et al. strength criterion

Yudhbir et al. (1983) proposed the following equation based on some test results
obtained from gypsum-celite-water mixtures. It is a slightly modified version of
Bieniawski’s empirical strength criterion. The constant a has been linked to the degree
of jointedness and varies between 0 and 1. The constant b depends on the rock type,
ranges between 2 and 5 and is independent of jointedness. The exponent α is a constant
having a value less than 1 and is independent of the rock type and jointedness. It is
important to note that this equation does not exist in the tensile quadrant. This
criterion does not include the intermediate principal stress. In addition, it is important
to note that all the shortcomings mentioned for Generalized Hoek-Brown criterion are
applicable for this criterion too.

σ1=σc ¼ aþ b σ3=σcð Þα ð4Þ

3.3 Sheorey et al. strength criterion

Sheorey et al. (1989) proposed the following equation to represent the intact
rock strength. It was fitted successfully to 23 sets of triaxial test data covering coal,
sandstone, shale, shaley sandstone, marble, granite and slate rocks.

σ1 ¼ σc 1þ σ3
σt

� �b
ð5Þ

In Equation 5, σc and σt (tensile strength) are related to the cohesion and coefficient of
friction. The parameter b is related to σc, σt and the coefficient of friction. Equation 5
was extended to Equation 6 to represent the rock mass strength.

σ1 ¼ σcnσc 1þ σ3
σtnσc

� �b
ð6Þ

where σc = unconfined intact rock strength

σcn ¼ σcj=σc
σtn ¼ σtj=σc

Physical, empirical and numerical modeling of jointed rock mass strength 375



Estimations of σcn, σtn, b are linked to the Q system. σcj and σtj are the uniaxial
compressive and tensile strengths for the rock mass, respectively. It is important to
note that all the shortcomings mentioned for Generalized Hoek-Brown criterion are
applicable for this criterion too. In addition this criterion does not include the inter-
mediate principal stress.

3.4 Ramamurthy et al. strength criterion

Ramamurthy (2001) proposed the following rock mass strength criterion:

σ01 � σ03
σ03

¼ Bj
σcj
σ03

� �αj
ð7Þ

where σ01 and σ03 are the effective major and minor principal stresses, respectively,
and σcj is the uniaxial compressive strength of the jointed specimen obtained from
Equation 8 given below (Ramamurthy & Arora, 1994). Bj and αj are the empirical
strength parameters of the jointed rock.

σcj=σci ¼ exp½�0:008Jf � ð8Þ
In Equation 8, σci is the uniaxial compressive strength of the intact rock and the joint
factor Jf is expressed as:

Jf ¼ Jn=rn ð9Þ
where, Jn is the joint frequency, i.e. the number of joints per meter depth of rock in
the direction of loading (major principal stress), n is a coefficient for the effect of
joint inclination and r is the coefficient of friction on the sliding joint or joint set.
Table 8 of Ramamurthy’s (2001) paper provides the n value corresponding to the
joint inclination angle. The values of αj and Bj are estimated according Equations 10
and 11.

αj=αi ¼ σcj=σci
� �0:5 ð10Þ

Bi=Bj ¼ 0:13exp½2:04αj=αi� ð11Þ
In Equations 10 and 11, αi and Bi are the values of the strength parameters obtained
from the triaxial tests on intact rock specimens. Compared to the previously men-
tioned strength criteria, one positive aspect of this criterion is the inclusion of the
effect of the orientation of a sliding joint or joint set. In most of the rock masses,
usually more than one joint set exist. Orientation and intensities of all these joint sets
make a contribution to the rock mass strength. This aspect is not included in
Ramamurthy’s rock mass strength criterion. Also note that the joint orientation is
not included explicitly in the strength criterion. Therefore, it cannot predict the rock
mass strength in different directions to ultimately find the direction that provides the
minimum strength. The strength criterion also does not include the joint size/block
size. Therefore, the strength criterion does not have the capability of predicting rock
mass strength variation with block size. In addition this criterion does not include the
intermediate principal stress.
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3.5 Kulatilake et al. strength criterion

Kulatilake et al. (2006) performed uniaxial and biaxial compression tests on model
material intact prismatic samples of size 35.6 × 17.8 × 2.5 cm to determine the strength
of the intact model material. The failure process was captured by a video camera to
investigate the failure mode of each sample. For intact prismatic samples, the main
mechanism of failure was the tensile failure through the intact model material. This
failure mode is also known as the splitting mode. Tensile fractures almost perpendicular
to σ2 (intermediate principal stress) directionwere observed for samples subjected to low
levels of σ2/σu ≤ 0.03. Note that σu is the uniaxial compressive strength of the intact
modelmaterial. Fracturing parallel, or slightly inclined, to the σ1 (major principal stress)-
σ2 plane (i.e. normal to σ3 (minor principal stress) = 0)was observed formost of the intact
samples that were subjected to high levels of σ2 (σ2/σu > 0.03). A new intact rock failure
criterion in 3-D given by Equation 12 was proposed by Kulatilake et al. (2006). In the
equation, J1 and J2D represent the mean stress (one third of the first invariant of stress
tensor) and the second invariant of deviatoric stress tensor, respectively.

J2D ¼ Aþ BJ1 þ CJ2I ð12aÞ
where

J1 ¼ 1
3

σ1;I þ σ2 þ σ3
� � ð12bÞ

J2D ¼ 1
6

σ1;I � σ2
� �2 þ σ2 � σ3ð Þ2 þ σ3 � σ1ð Þ2
 �

ð12cÞ

and A, B and C are empirical material constants.
In Equation 12b and 12c, σ1,I, σ2, and σ3 represent respectively, the major principal

stress applied on intact rock sample at failure, intermediate principal stress, and minor
principal stress. In the case of biaxial state of stress, J1 and J2D reduce to 1=2�
σ1;I þ σ2
� �

and 1=3� σ1;I2 � σ1;Iσ2 þ σ22
� �

, respectively. Therefore, the new intact
rock failure criterion in the case of biaxial state of stress can be expressed as:

σ1;I
2 � σ1;Iσ2 þ σ2

2� � ¼ 3Aþ 3B
2

σ1;I þ σ2
� �þ 3C

4
σ1;I þ σ2
� �2 ð13Þ

A very good fit (regression coefficient of determination of 0.97) of Equation 13 was
obtained for the intact material strength data of glastone. Figure 2 shows the results of
the fit obtained for the new proposed strength criterion along with the fits obtained for
the existing failure criteria such as Drucker & Prager (1952), Mogi (1971) and
modified Wiebols & Cook (Zhou, 1994). It is clear from Figure 2 that the intact
material strength data of glastone fit the new criterion the best followed up with an
almost equally strong fit for modifiedWiebols & Cook criterion. However, Drucker &
Prager and Mogi criteria show poor fits for the considered data.

Uniaxial and biaxial compression tests on prismatic jointed blocks of size 35.6 × 17.8 ×
2.5 cm were performed using the same biaxial load frame used to test intact prismatic
samples. Both persistent and impersistent joint configurations were included in produ-
cing jointed model material blocks. A novel method was used in producing blocks with
impersistent joints. Note that all the joints of the produced jointedmodelmaterial blocks
were smooth. In other words, effect of roughness of joints on the mechanical behavior of
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jointed model material blocks was not investigated. The failure process was captured by
a video camera to investigate the failure mode of samples. Results indicated three failure
modes for jointed blocks: (a) tensile failure through intact material; (b) combined shear
and tensile failure or only shear failure on joints; and (c) mixed failure of the above two
modes depending on the joint geometry. The fracture tensor component (Kulatilake
et al., 1993) was used to quantify the directional effect of the joint geometry, including
the number of fracture sets, fracture density, and probability distributions for size and
orientation of the fracture sets. The strength results obtained for the jointed glastone
blockswere used alongwith the strength results obtained for the intact glastone blocks in
developing the following new rock mass failure criterion (see Equation 14) for biaxial
loading conditions. In Equation 14a, σ1,b and F22 are respectively, the jointed rock block
strength under biaxial loading and the fracture tensor component in σ2 direction; σ1,I is
the intact rock strength under biaxial loading condition and is estimated using Equation
12 or 13. In Equation 14b,ω0, a and b are parameters of the rockmass strength criterion.

σ1;b=σ1;I ¼ exp �ωF22ð Þ ð14aÞ
where ω ¼ ω0

�
a σ2=σu;I
� �b þ 1

 �
ð14bÞ

The parameter ω0 is obtained from the relation given in Equation 15 between the
uniaxial compressive strength of the jointed block, σu,b, F22 and σu,I.
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σu;b=σu;I ¼ exp �ω0F22ð Þ ð15Þ
Figure 3 shows the comparison obtained between the predictions and observed values
for the relation between ω and σ2/σu,I for glastone material. Figure 4 shows the rock
mass failure criterion on σ1/σu,I versus σ2/σu,I space for different F22 values. This figure
clearly shows the importance of σ2 on jointed rock mass strength.

Extension of this research to development of a new 3-D rock mass strength criterion
based on true triaxial data is currently in progress.

4 ANALYTICAL DECOMPOSITION TECHNIQUE

The second indirect approach to study rock mass strength behavior is through the
analytical decomposition technique. Jennings (1970) expressed the combined strength
of joint and rock bridges through the following equation by simple linear weighing of
the strength contributed by each fraction of material:

τ ¼ k cj þ σ tan�j

 �
þ 1� kð Þ cr þ σ tan�rð Þ ð16aÞ

In Equation 16a, (cj, ϕj) and (cr, ϕr) represent the cohesion and friction angle of the joint
and intact rock, respectively, and k is the joint continuity factor given by

k ¼ Lj= Lj þ Lr
� � ð16bÞ

where Lj and Lr are the length of the joint and rock bridge, respectively. Note that
Equation 16 ignores the interaction between the joints and intact rock and assumes
simultaneous failure of the intact rock and joints. That means it disregards the possibility
of progressive failure. Amadei (1988) has also used analytical superposition theorem to
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Figure 3 Variation of the decay parameter, ω, with σ2/σu,I (from Kulatilake et al., 2006).
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describe the strength of a regularly jointed rock mass under the full range of states of
stress that are likely to be encountered in situwith one or several stress components being
tensile. The intact rock was modeled using the Hoek and Brown criterion. The joints
were modeled with no tensile strength and the shear strength described by the Coulomb
criterion. Again the interactions between the intact rock and joints were ignored in
coming up with the derivation. In these derivations, simplified fracture systems have
been used with constant deterministic spacing and deterministic size and orientations for
joint sets. In reality, joints are of finite size and all the joint geometry parameters are
inherently statistical. Therefore, even though these early research has given some analy-
tical thinking with respect to developing rock mass strength criteria, the assumptions
made in these models are quite difficult to satisfy for most in situ rock masses.

5 NUMERICAL MODELING

The third indirect approach available is the numerical decomposition technique. This
technique calculates strength of rock masses using a numerical method, incorporating
the strength and deformability properties of the intact rock and joints. This technique
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Figure 4 Obtained biaxial failure criterion for glastone jointed blocks on σ1,b/σu,I versus σ2/σu,I space
(from Kulatilake et al., 2006).
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allows incorporation of any joint network to the jointed rock mass and also includes
interaction between joints and intact rock. Mainly the following three types of numer-
ical modeling have been used to model rockmass strength: (a) Finite ElementModeling
(FEM); (b) Particle Flow Modeling through PFC2D or PFC3D (Itasca, 2003; Ivars
et al., 2011) and (c) Distinct Element Modeling through UDEC and 3DEC (Itasca,
2008). In addition to that, even though the rockmass strength is not directly addressed,
some fracture mechanics based analytical and numerical modeling have been used to
study the crack initiation, propagation and coalescence in jointed blocks having a few
fractures with extremely low fracture density. Because this aspect is important in
modeling rock mass strength, it is briefly covered in this paper. The following sections
provide a summary of the literature available on the aforementioned numerical model-
ing categories.

5.1 FEM based numerical modeling

A pioneering scale effect research performed using this approach at the two dimen-
sional level using the finite element method (Kulatilake, 1985) with Goodman’s joint
element Goodman et al. (1968) has shown anisotropic, scale dependent mechanical
behavior for jointed rock masses. The REV and the equivalent continuum behavior for
mechanical properties have been investigated at the 2-D level using the finite element
method (Kulatilake et al., 1985; Pouya&Ghoreychi, 2001; Chalhoub& Pouya, 2008;
Yang et al., 2015). However, since the finite element method is based on continuum
mechanics, simulation of large displacements and large rotations is difficult with the
method, even though they may occur in jointed rock masses.

5.2 Fracture mechanics based analytical and numerical modeling

Several analytical and numerical procedures have been suggested to simulate crack
initiation, propagation and coalescence in blocks having very few flaws with extremely
low flaw density (Dyskin et al., 1999; Chan et al., 1990; Tang et al., 2001). These
numerical methods include the finite element method (FEM), boundary element
method (BEM), and displacement discontinuity method (DDM). During the last few
decades, various criteria have been proposed for crack initiation and propagation at the
flaw tips. Three main criteria suggested are: the maximum tangential stress theory
(Erdogan& Sih, 1990), maximum energy release rate theory (Hussain et al., 1974) and
minimum energy density theory (Sih, 1974). The FEM based numerical simulation
code, RFPA2D (Rock Failure Process Analysis), has been used to simulate crack
propagation and coalescence in a rock bridge area (Tang et al., 2001). All of the
aforementioned analytical and numerical procedures have made strong material prop-
erty assumptions with respect to homogeneity/heterogeneity and isotropy/anisotropy
of the medium around the flaws. One of the main questions is the applicability of these
assumptions especially when the crack density increases in the considered medium.

5.3 PFC based numerical modeling

To avoid the assumptions used in fracture mechanics approaches, some investigators
have resorted to particle flow codes (PFC2D and PFC3D) (Itasca, 2003; Potyondy, 2007;
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Ivars et al., 2011) to model jointed rock behavior under uniaxial loading (Kulatilake
et al., 2001b; Koyama & Jing, 2007; Lee & Jeon, 2011; Zhang & Wong, 2012;
Bahaaddini et al., 2013; Gao et al., 2014; Zhang et al., 2015; Fan et al., 2015).
PFC3D allows one to study the mechanical interaction behavior between intact rock
and joints incorporating a significant number of joints without making unrealistic
assumptions about the surrounding medium around each joint. In addition, it allows
failure through both the intact rock and joints under both tensile and shear modes
leading to progressive failure which usually occur in jointed blocks having non-
persistent joints. Kulatilake et al. (2001b) performed pioneering research in providing
a realistic calibration procedure for micro-mechanical parameters of PFC3D for a
contact bonded particle flow model. Using this model they have studied jointed rock
behavior of blocks having persistent joints under uniaxial loading. They included
spherical particles to model both intact material and joints. In other words they
considered closed flaws. Their focus was on global mechanical behavior of jointed
blocks and possible failure modes. Lee& Jeon (2011) and Zhang&Wong (2012) have
used PFC2D to study crack initiation, propagation and coalescence using one or two
flaws. In their models they have removed particles to simulate open flaws. They have
reported about the successes, failures and difficulties they encountered in comparing
their PFC results with experimental results.

By selecting appropriate micro-mechanical parameter values through a trial and
error procedure, Fan et al. (2015) used the computer code PFC3D to study the macro-
mechanical behavior of jointed blocks having multi-non-persistent joints with high
joint density under uniaxial loading. The focus was to study the effect of joint orienta-
tion, size and joint mechanical properties on jointed block strength, deformability,
stress-strain relation and failure modes at the jointed block level. The uniaxial com-
pressive strength of the block, UCSB, was found to depend heavily on the joint dip
angle, β, and joint continuity factor, k (see Fig. 5). The jointed blocks produced three
types of stress-strain curves labeled as Type I through Type III (see Fig. 6). A relation
was found to exist between the types of curves and β and k values (see Fig. 6 and
Section 4 of Fan et al. (2015)). The dominance of tensile failures over the shear failures
was observed for all three types of curves based on the micro-mechanical parameter
values used in the paper. The UCSB, rate of bond failures and the number of bond
breakages were found to decrease as the curve type moves from Type I to Type III
through Type II (see Fig. 7). The jointed blocks resulted in 4 failure modes as follows:
(1) splitting failure; (2) plane failure; (3) stepped path and (4) intact material failure.
These failure modes were compared with the corresponding experimental results
obtained from Chen et al. (2011, 2012) (see Fig. 8). The main features of each failure
mode and possible relations between the failure modes, UCSB and β and k values are
given in Section 5 of Fan et al. (2015).

5.4 Distinct element based numerical modeling

The distinct element method introduced by Cundall (1971) and further developed
by Lemos et al. (1985), Cundall (1988) and Hart et al. (1988) is a powerful
technique to perform stress analyses in blocky rock masses formed by persistent
discontinuities. In this method, the rock mass is modeled as an assemblage of rigid or
deformable blocks. Discontinuities are considered as distinct boundary interactions
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between these blocks; joint behavior is prescribed for these interactions. The distinct
element algorithm includes not only continuum theory representation for the
blocks, but also force displacement laws which specify forces between blocks and
a motion law which specifies the motion of each block due to unbalanced forces
acting on the block. By taking into account the interaction of intact blocks and
joints, the distinct element method can effectively calculate the mechanical behavior
of block systems under different stress and displacement boundary conditions. The
method employs an explicit solution procedure. An advantage of the explicit
method is that, because matrices are never formed, large displacements, rotations
and complex constitutive behavior for both intact material and joints are possible
with no additional computing effort.
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To use the distinct element method for stress analysis, first the problem domain
should be discretized into polygons in 2-D and polyhedra in 3-D. To achieve that for
rock masses having finite size actual joint configurations, Kulatilake et al. (1992) and
Wang & Kulatilake (1993) introduced some fictitious joints that behave as intact
rock to the domain to interact with actual joints. After performing a detailed study
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Figure 6 Stress-strain curves obtained for all jointed blocks studied through numerical modeling (from
Fan et al., 2015).
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under different stress paths, Kulatilake et al. (1992) have provided recommendations
to select proper mechanical property values for these fictitious joints to reflect
the intact rock behavior. Using these techniques, pioneering detailed investigations
have been performed to study the effect of finite size joint geometry networks on the
deformability and strength of jointed rock blocks, REV size and equivalent conti-
nuum behavior at the 2-D (Kulatilake et al., 1994) and 3-D levels (Kulatilake et al.,
1993, 2004). Results of these studies have shown anisotropic, scale dependent
mechanical behavior for jointed rock masses. Also, an incrementally linear elastic,

(a1) Numerical (a2) Experimental

(b1) Numerical (b2) Experimental

(c1) Numerical (c2) Experimental

(d2) Experimental(d1) Numerical

Figure 8 Failure mode comparisons between experimental and numerical results: (a) Sample S-15-0.6
for failure mode I (splitting failure mode); (b) Sample S-45-0.4 for failure mode II (plane failure
mode); c) Sample S-60-0.2 for failure mode III (step path failure mode); (d) Sample S-90-0.8 for
failure mode IV (intact material failure mode) (from Fan et al., 2015).
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orthotropic constitutive model has been suggested at the 3-D level to represent the
pre-failure mechanical behavior of jointed rock blocks (Kulatilake et al., 1993). This
constitutive model has the capability to capture the anisotropic, scale-dependent
behavior of jointed rock blocks. In that model, the effect of the joint geometry
network in the rock mass is incorporated in terms of fracture tensor components
which captures the effect of all the joint geometry parameters- the number of joint
sets, joint density, orientation and size.

In a recent study, Wu & Kulatilake (2012) and Kulatilake & Wu (2013) applied
similar procedures as stated above to investigate the effect of a fracture system that
exist in a limestone rock mass located at the Yujian River Dam site, China on rock
block strength and deformability, REV sizes for mechanical properties and equiva-
lent continuum behavior by performing numerical stress analyses in three perpendi-
cular directions (x, y and z) on different block sizes ranging between 5 m and 50 m.
Fig. 9 shows the relation obtained between jointed rock block strength in the i
direction/intact rock block strength (Si/SI) and block size for the investigated lime-
stone rock mass. This plot shows the rock mass strength scale effect, anisotropy,
REV behavior and equivalent continuum behavior. Fig. 10 shows the unique relation
obtained between the jointed rock block strength in the i direction/intact rock block
strength (Si/SI) and the addition of the fracture tensor components in the j and k
directions, which are perpendicular to the i direction. The fracture tensor component
in a certain direction combines the effect of orientation and size probability distribu-
tions and mean 3-D intensity of fractures coming from all the fracture sets in the rock
mass in the selected direction (Kulatilake et al., 1993). It is important to note that in
Fig. 10, the calculated values obtained from three perpendicular directions are given.
Also, an incrementally linear elastic, orthotropic constitutive model has been sug-
gested to represent the pre-failure mechanical behavior of the jointed rock mass at a
refined level. In summary, these numerical studies showed the possibility of devel-
oping relations between the rock mass strength and rock mass joint geometry
properties.
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Currently, research is underway to develop a new 3-D rock mass strength criterion
by extending the rockmass strengthmodels discussed in Kulatilake et al. (2006),Wu&
Kulatilake (2012) and Kulatilake & Wu (2013) by using both experimental and
numerical modeling data in 3-D.

6 SUMMARY

The intermediate principal stress does not exist in most of the available strength criteria.
However, the intermediate principal stress plays a major role with respect to rock mass
strength. Majority of the available strength criteria can be applied only to isotropic rock
masses. These can be applied only to rock masses that are heavily fractured and do not
have preferred discontinuity orientation directions. On the other hand most of the rock
masses contain a few fracture sets which provide distinct discontinuity orientation
directions. Such rock masses exhibit anisotropic rock mass strength. Majority of the
available strength criteria do not include joint size/block size as a parameter in the
strength criterion equation. These strength criteria do not have the capability to predict
change of rock mass strength with the block size. This author feels that the rock mass
strength criteria should be developed at the 3-D level incorporating the intermediate
principal stress. In addition, each of the strength criteria should include the intensity of all
the fracture sets and probability distributions of orientations and size explicitly in the
strength criterion. Significant progress has been made in this direction (see Kulatilake
et al., 1993, 2004, 2006; Wu & Kulatilake, 2012; Kulatilake & Wu, 2013; He et al.,
2014). Research is in progress at present to extend these developed strength criteria.
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Chapter 13

Some recent progress in physical
modeling of rock stability of tunnels
or underground caverns in China

W.S. Zhu, Q.Y. Zhang, L.P. Li & Y. Li
Geotechnical and Structural Engineering Research Center, Shandong University,
Jinan Shandong, P. R. China

Abstract: In this chapter, first the similarity principal of the geological mechanical
model test is introduced, and then the research and production method for a new
advanced materials model are introduced. After that, as an example of its application
and as a case study, three practical projects are simulated by model testing. The first
simulates the phenomenon of zonal disintegration in rock surrounding a deep mine
tunnel; the second is a simulation study of the stability of rock surrounding an under-
ground power house cavern group under the condition of high initial stress; the third is
a study on a seepage flow from rock surrounding a subsea tunnel. In most of the tests, a
new type of true three-dimensional stress state load system and many advanced
measurement test technologies are used. The results of the experiments were verified
by field monitoring or by numerical simulation.

1 INTRODUCTION

A large variety of numerical methods have been used to study the stability of rock
masses surrounding large underground cavern complexes. These include the finite
element method (FEM), the finite difference method (FDM), and the discrete element
method (DEM). These methods have contributed to improvements in design, especially
where scale effects and heterogeneities are present and the response of the rock mass is
non-linear. However, as the physical settings of underground projects become increas-
ingly more complex, it is becoming increasingly difficult to represent responses using
numerical methods with any degree of confidence. This is because the complexities of
the physics involved in complex processes such as rock bursting or splitting or spalling
failures are difficult to accommodate with confidence. So although some discontinuum-
based numerical methods (3DEC, DDA and PFC3D) can be applied to simulate and
analyze failure modes and processes, they remain innately limited by computational
constraints and inadequate understanding of correct physical response of complex
media under complex loading conditions. Although physical model testing is not a
panacea, well designed experiments may yield important insights into behavior that are
not available from numerical models.

A variety of testing methods have developed to allow high fidelity physical modeling
of structures in brittle rocks, including the monitoring of various signals of stress,
deformation, the evolution of fluid pressures, and identification of separations and
differential movements and rotations. These methods have evolved since the 1960s and



include experiments on a variety of structures on, and in, rock. Heuer & Hendron
(1971) conducted geomechanical model tests on the excavation of underground
caverns under static loading. However, to represent the true behavior of underground
structures in rock, the effects of reinforcement must also be considered, including
loading to failure.

This has been the focus of some experimental work in China where significant
extensions to previous work have resulted. Li et al. (2003, 2004) developed several
new techniques in physical experimentation. These methods have been successfully
applied in three-dimensional physical models of the underground complex of the
Xiluodu hydropower station. Chen et al. (2004) and Chen (1994) developed a new,
three-dimensional steel frame, which can be used to apply tri-axial loading with
either a uniform or an inverted trapezoid distribution. Zhang (2007) developed
another type of steel structural frame for three-dimensional geomechanical experi-
ments. This frame combines high stiffness and rigidity with the flexibility of assembly
and easy adjustment of cell dimensions. Wang (2002), and Wang (2006) developed a
new type of modeling material (called IBSCM) which can simulate a broad variety of
rock types and rock masses. Zeng (2001) conducted a physical model experiment on
underground caverns in a hydropower station and obtained the stress distributions,
displacement distributions, and failure modes and mechanisms of the surrounding
rock masses. All of these physical model tests have not confronted the difficult
problems of large overburden depths, high in situ stresses, and fractured and weak
rockmasses common in contemporary design and construction, andmost of them did
not consider the seepage effect of underground water. The authors explore the
application of physical model experimentation in the following: in relation to a
deeply-embedded gallery in the Huainan Coal Mining project in Anhui Province,
China; a cavern complex’s stability in the Shuangjiangkou Hydropower station in
Sichuan Province, China; and a subsea tunnel in Qingdao, Shandong Province,
China.

2 THE SIMILARITY PRINCIPLE AND MODEL MATERIAL
SELECTION

The similarity requirements of a geomechanics model test can be expressed as if the
model and the prototype are two similarity systems, and their geometric features − as
well as various physical quantities − need to keep a certain proportional relationship.
These similarity proportion relations are the similarity requirements of the ratios of a
geomechanics model test.

2.1 Similarity scale

We put the ratios of the same physical quantities between the prototype (P) and the
model (M), called the similarity scale. The following symbols represent the various
physical or geometric parameters in various scales of Ci on behalf of the above, that are:
L (length), γ (density), δ (displacement), σ (stress), ε (strain), σt (tensile strength),
σc (compressive strength), c (cohesion), φ friction angle, μ (Poisson’s ratio), f (friction
coefficient),X (boundary surface force),X (volume force) and T (time). Corresponding
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geometric; stress; strain; the elastic modulus; Poisson’s ratio; density; the coefficient of
friction; the internal friction angle and displacement; the boundary surface; volume
forces; and time of the similarity scale definition have the following form, viz. Ci ¼ Cp

Cm

in whichCp,Cm are respectively the model of the physical or geometric parameters. See
Zhang et al. (2005)

2.2 Establishment of the similarity conditions

According to the equilibrium equation; geometric equation; physical equation; and the
stress boundary condition and displacement boundary conditions of the prototype and
the model, the similarity condition of the geological mechanical model test can be
established (Zhang et al., 2005).

1) Establishing the similarity conditions
According to the equilibrium equation for the model and prototype (Zhang et al.,
2005) the relationship between the stress similarity ratio Cσ, the bulk similarity
ratio Cr and the geometric similarity ratio CL can be derived as:

CrCL

Cσ
¼ 1 ð1Þ

2) Setting up the geometrical similarity conditions of the prototype and the model
According to the geometric equations in Zhang et al. (2005), the relationship
between the displacement similarity ratio Cδ, the geometrical similarity ratio CL

and the strain similarity ratio Cε can be derived as:

CLCε

Cδ
¼ 1 ð2Þ

3) Setting up the stress similarity conditions of the prototype and the model
According to the physical equations of the prototype and the model, the similarity
relationship between the ratios of stress, strain and the elastic modulus can be
obtained as:

Cσ

CεCE
¼ 1 ð3Þ

At the same time, the Poisson’s similarity ratio, which is non-dimensional, can be
obtained as Cμ ¼ 1.

4) Time similarity conditions
In the model experiments, to consider the influence of the time factor, a formula
on the basis of Newton’s second law can be derived by a dimensional analysis
method of the time similarity ratioCt from the relationship between the geometric
similarity ratio CL, and the time similarity ratio under the effect of gravity and
inertia force, from which the similarity condition of the prototype and the model
of time can be obtained (Zhang et al., 2005)

Ct ¼ TP

TM
¼

ffiffiffiffiffiffiffi
LP

LM

s
¼

ffiffiffiffiffiffi
CL

p
ð4Þ
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2.3 Similarity conditions of geomechanics model test

1) The relationship between the stress similarity ratio Cσ, the bulk density similarity
ratio Cr and the geometric similarity ratio is CL

Cσ ¼ CrCL ð5Þ
2) The relationship between the displacement similarity ratio Cδ, the geometrical

similarity ratio CL and the strain similarity ratio is Cε

Cδ ¼ CεCL ð6Þ
3) The relationship between the stress similarity ratio Cσ, the elastic modulus simi-

larity ratio CE and the strain similarity ratio is Cε

Cσ ¼ CεCE ð7Þ
4) A geomechanics model test requires that the similarity ratio of all dimensionless

parameters (such as strain, internal friction angle, friction coefficient, Poisson
ratio, etc.) should be equal to 1, namely:

Cε ¼ 1; Cf ¼ 1; Cφ ¼ 1; Cμ ¼ 1 ð8Þ
5) The relationship between time similarity ratioCt and geometric similarity scaleCL

should be:

Ct ¼
ffiffiffiffiffiffi
CL

p
ð9Þ

2.4 Basic principles of model material development

The precondition of a geomechanical model test is to choose a material similar to the
similarity requirements conditions. For the model test it is impossible to satisfy all the
similarity criteria; therefore, satisfy only the main parameters of similarity. The second-
ary parameters should be matched as closely as possible, dependent upon what is
required. For an underground cavern project, the prototypes of the main material of
rock mass must be considered. Rock mass is often a very complex anisotropic geological
material, and its mechanical characteristics may change over a wide range. In order to
simulate the wide range of stiffness and strength characteristics of an actual rock mass,
mechanical properties need to be developed in the model to reflect changes over a big
enough range, and it needs to have similar enough stable mechanical properties.

A geomechanics model test requires that the constitution of the prototype and the
model material are as similar as possible, and that the model’s gravity should simulate
the prototypematerial density as closely as possible. For a geomechanics model test, the
key is the choice of model material.

The relationship of the similarity ratio for the model for stress, the elastic modulus,
bulk density and geometry parameters should be:

CE

Cr ⋅CL
¼ Cσ

Cr ⋅CL
¼ 1 ð10Þ
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It can be seen that, in order to make the model simulate more closely the qualities of
the prototype rock mass, in terms of geometrical scale, it is necessary to increase the
valueCL. Tomeet the requirements of formula (1, 2), a corresponding increase in stress
similarity coefficient Cσ and reduction in the bulk density similarity coefficient, Cr, are
needed. Therefore, in order to satisfy the similarity criteria, the model material devel-
oped should meet the high density, low strength, low modulus of deformation, but,
unfortunately, this kind of the material does not exist in nature; the only way is
fabricate of a new one by artificial means.

The basic principle in developingmodel materials is to use particle cementing materials
which have a reasonable aggregate gradation.Model materials have the characteristics of
low strength, low modulus of deformation, speedy drying, low cost, convenient proces-
sing, stable mechanical property, flexible material preparation, and nontoxicity as well as
harmlessness. At home and abroad, the range of common modeling materials with the
mechanical parameters of with low bulk density, slow drying time, poor stability of
mechanical properties etc. is very narrow. So new materials with a superior performance
need to be developed. After testing more than 300 combinations of materials, giving
nearly 1000 test specimens with different material mechanical parameters, the author
himself developed a new material using pure iron powder, barite powder, quartz sand,
gypsum powder, and a proportion of rosin and alcohol solution evenly mixed for
compaction, which became a kind of composite material, called iron-sand-cemented
rock similarity material (Zhang et al., 2008). The material has pure iron powder, barite
powder, and quartz sand as aggregate, gypsum powder as a regulator, and the rosin–
alcohol solution as an adhesive. By changing the component content and the concentra-
tion of the binder the material mechanical parameters can be greatly adjusted, which has
the advantages of mechanical parameters with a wide change range of properties, stable
behavior, a low cost, fast drying, and simple, non-toxic and harmless, etc. to make.

2.5 Materials selection and specimens making

In the experiment, we chose the barite powder, pure iron powder, quartz sand, rosin, a
concentration of 95% above the level of medical alcohol, and gypsum for raw materi-
als. As pure iron powder and barite powder are too thin on their own, to optimize
grading and adjust the mechanical properties of the materials, the quartz sand is added
as aggregate (Figure 1).

In order to test the physical and mechanical parameters of the materials, two sets of
molds were designed and processed: one, a 50 × 100 mm round double open steel
mound, used to compress a 50 × 100mm standard specimen; the other a 62.8 × 200mm
round double open steel mound used to compress a 62.8 × 200 mm specimen for direct
shear test of the specimen.

The detailed material production process of the specimens in this paper is shown as
below: firstly, the pure iron powder, barite powder, quartz sand, and a small amount of
gypsum powder are mixed together. Secondly, according to the design ratio of speci-
men made of weighing, we pour them into the mound, and place demolding specimens
in a ventilated place to dry in 2−3 days at room temperature. Then the specimens can
then be used to laboratory tests for physico-mechanical parameters. Results show that,
at room temperature, the specimens can be completely dried in 60 hours (shown in
Figure 2).
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For more than 300 sets of materials prepared in different proportions for the tests,
nearly 1000 specimens were created for testing mechanical parameters.

2.6 Mechanical properties of iron-crystal-sand cemented rock
similar material

Figures 3 and 4 show the material stress−strain curve and Moore strength envelope,
respectively.

By testing many different material proportions for their mechanical parameters, the
effect of material content on the mechanical behavior of similarity material can be
summarized as follows.

(1) Through adjusting the molar concentration of the cementing agent − i.e. the rosin
and alcohol solution − to adjust the compressive strength and elastic modulus of
materials and their cohesion, the higher themolar concentration of the cementing
agent, the higher the compressive strength of similarity materials, elastic modulus
and the cohesion.
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Figure 2 Specimens under room temperature of 20 °C drying time curve.

Figure 1 Model of raw material.
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(2) Pure iron powder content has the greatest influence on the material density: with
an increase of the content of fine iron powder the material density also increases.
However, this is not a linear relationship; by adjusting the proportion, the
material density will reach up to 29 kN/m3. In addition, when adjusting the
proportions of iron powder and barite powder the material’s elastic modulus
may reach maximum.

(3) Quartz sand mesh will affect the material cohesion and internal friction angle of
the material; the bigger the quartz sand mesh, the greater the cohesion, but the
smaller the angle of internal friction.

The test results of the material physical and mechanical parameters of the similarity
material show us that the crystal−iron−sand similarity material has the widest range of
physical and mechanical parameters: the material density range is 23−30 kN/m3, the
modulus of elasticity change range is 30−1400 MPa, the compressive strength change
range is 0.3−5.0 MPa, the cohesive change range is 20−350 kPa, the internal friction
angle range is 27−50°. Therefore, it can be used to simulate most of the middle-hard to
hard rock materials with hard-brittle behavior. The material has advantages as follows.
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Figure 4 Typical Mohr-Coulomb envelope.
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Figure 3 Typical stress−strain relationship curve of materials.
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(1) A wide range of material physico-mechanical parameters, greatly simplifying the
difficulty in finding the appropriate material for the model test.

(2) The material’s mechanics characteristics are stable, so are not affected by tem-
perature and humidity.

(3) The main raw materials are cheap.
(4) Alcohol is easy to volatilize, so the material has a short drying time.
(5) Materials are non-toxic and harmless.
(6) The material synthesized formed blocks that are easy to cut, and easy to manu-

facture in any form.
(7) If the block surface is wetted with alcohol, it has an adhesive ability, so seams of

blocks can be self-adhesive.
(8) Materials with the same contents can be used repeatedly, greatly improving the

utilization rate of material.

3.1 Introduction

The condition of surrounding rock with an increase in mining depth will be one of
significant nonlinear deformation and damage intensity, and zonal fracture phenom-
enon is one of the typical characters of nonlinear deformation and fractures of deep
rock mass excavation. When a cavity or roadway is excavated in deep rock, it can
produce an alternating fracture zone and zonal fracture on both sides and the front of
the surrounding rock, a phenomenon known as partition burst phenomenon. This
phenomenon is confirmed in many deep cavern excavations at home and abroad,
through a variety of physical detection methods. Authors such as Shemyakin in the
1980s (Shemyakin, 1986) researched in deep mines in the Taimyrskii mining field
and found the zonal fractures phenomenon using resistivity meter cracking for rock
(Figure 5).

Adams & Jager (1980) at Witwatersrand gold mine in South Africa observed the
zonal rupture of a deep stope from 2000 m to 3000 m between using a borehole
periscope.

Figure 5 Mine zonal fractures phenomenon at Taimyrskii (Qian et al., 2008).
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Li Shucai et al. (2008) observed at a deep roadway surrounding rock in a mine in the
Huainan mining area, using a kind of borehole TV instrument, the breakdown phe-
nomenon of zonal fractures. Therefore, the existence of the zonal fracture of a deep
roadway surrounding rock has been verified again (Figure 6).

In biggest buried for now as deep as 2375 m of Jinpin II hydropower station at phase
of the auxiliary tunnel for loose circle, the observed data show that the surrounding
rock loose circle includes several fracture zone and the non-fracture section appeared
alternatively (Qian, 2008) (Figure 3).

The mechanism that forms zonal fractures in rock mass is unclear, so it is necessary
to study through experiment their formation, i.e. the mechanism and process of
their formation, and their development by the geomechanics model test. Based
on the known engineering background of the deep mine at Huainan coal mine road-
way, the newly developed similarity material is applied. A high-stress, true

Figure 6 Zonal fractures phenomenon at Huainan coal mine roadway (Qian et al., 2008).

Figure 7 Zonal fracture phenomenon of Jinpin II hydropower project auxiliary diversion tunnel at east
end cross sectional (Qian et al., 2008).
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three-dimensional loading model test system and a displacement monitoring
system (Zhang Qiangyong, 2010) are also adopted here. Therefore, a geomechanics
model test is conducted successfully, which reflects a true three-dimensional
roadway excavation under high in-situ stress conditions. The result shows the
partition of similar zonal fracture phenomenon appearing in the surrounding rock
of Huainan mine project during excavations. It is the first time to obtain the radial
strain and the interval distribution of peaks and troughs in the surrounding rock mass
during excavations. (Zhang Qiangyong, 2009).

3.2 Model construction and modeling conduction

(1) Model discussion
In the model test for the Huainan coal mine roadway project, the roadway cross
section shape is of semicircle arch, where the cross section size is 5000 x 3880mm
and it is 910 m in depth. The surrounding rocks are mainly sandstone and a silty
sand rock stratum, the mining ground stress field is mainly composed of
horizontal tectonic stress.

The model geometry is similar, taking CL = 50, consider density scale similar
Cr = 1, depending on the similarity principle and the original physical and
mechanical parameters of the rock roadway model available material physical
and mechanical parameters, see Table 1.

The axis of the tunnel, i.e. y-direction, to height (along the height direction, i.e.
the z-direction) = 30 × 30 × 30 m. At a 1:50 geometric scale the model sizes are,
accordingly, for length x height x width, 0.6 × 0.6 × 0.6 m. The tunnel cross-
section size in the model is 100.0 × 77.6 mm (Figure 9).

(2) Construction process of the model
The test model was formed using a layer-by-layer compaction method. In the test
bed frame each layer of material was laid down, compacted, and dried. Different
measuring gauges were embedded within the model, and the process repeated
until the whole model was finished.

(3) Measuring gauges arrangement in the model
In order to effective observing the surrounding rock of zonal disintegration
phenomenon, along the far distance from the roofs or side wall surfaces of the
tunnel. There are setting with certain spacing planted produced a variety of
measurement gauges, including: strain brick by the strain gage adhesive, high-
precision micro extensometers, fiber grating strain sensors.

Table 1 The physical and mechanical parameters of prototype rock and model materials.

Material type Bulk density
(kN/m3)

Young’s modulus
(MPa)

Cohesion
(MPa)

Friction
angle (°)

Compressive
strength (MPa)

Poisson’s
ratio

The original rock 26.2 12970 10−15 40−43 88.55 0.268
Prototype 26.2 259.4 0.2−0.3 40−43 1.771 0.268

Prototype simulation range: long (along the axis of the tunnel, i.e. x-direction) to width (perpendicular,
i.e. y-direction).
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(4) Modeling test of tunnel excavation
In order to ensure tunnel excavation in true three-dimensional stress conditions,
the tunnel model should have all the loading in three directions applied first, then
the excavation conducted. With regard to the true three-dimensional loading of
themodel, themaximumprincipal stress σy is applied at the tunnel axis direction,
and kept to σy > σx > σz always.

When the loading is completed and maintaining an unchanged load, then begin
to excavate using artificial excavation drilling to form the roadway section.
Whenever a footage (40 mm) of the excavation is reached, the relevant
measuring instruments would automatically record the changes on the stress and
deformation of the surrounding rock mass. A footage of excavation would be
continued and the monitoring data would be recorded again until the tunnel
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m- 910m

Geometric similarity ratio 
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Volume weight 
similarity ratio 1rC =

cover depth

Figure 8 Prototype, and model, dimensions.

Figure 9 Site of tunnel excavation test photographs.
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excavation is completed.With the help of the micro endoscope high-speed camera
system and high-precision digital photogrammetry system making dynamic real-
time observations, the zonal fracture processes are recorded. At the end of the
experiment, the model of the tunnel is cut into sections along the lateral and
longitudinal axes. Through horizontal and vertical profiles the observations of
the full range of the splitting fracture phenomenon and the laws of deformation
and failure are observed. Fractures are recorded very clearly; Figure 9 is a
photograph showing the testing field.

3.3 Analysis of model test results of zonal disintegration

(1) Variation of radial strain around tunnel
Figure 10 shows the radial strain changes around the tunnel; as can be seen from
the figure, around the tunnel the radial strain appeared in regularly spaced peaks
and troughs attenuated regularly, indicating the peripheral existence of ruptured
and unruptured alternating zonal fractures after excavation in the near area of
tunnel.

(2) Fracture morphology around the tunnel
Figure 10 shows some characteristics along the lateral axis of the tunnel at
different distances away from the surfaces of tunnel as follows.

(3) With the depth increase, the zonal fracture phenomenon is more and more
obvious; it is appeared of obvious rupture and non-rupture in spacing distribution
of the zonal fracture phenomenon.

(4) The four fracture zones and the four non-fracture zone are distributed at inter-
vals, see Figure 11. The outermost rupture zone from the opening surface con-
version into a prototype of about 7 m, which compares to the field value
measured value of fracture layers and rupture range being consistent, indicating
generally that the model test verifies effectively the zonal disintegration phenom-
enon for the deep roadway of surrounding rock.

Figure 10 Radial strain around tunnel.
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3.4 Discussion of the model test

Using similarity material and three-dimensional geomechanical model testing to represent
the Huainan deep mine roadway, we can reach the following conclusions from the study

(1) Using the iron-crystal-cemented sand model of rock similarity materials manufac-
tured in the laboratory, and an accurate high loading force three-dimensionalmodel
testing system, and by conducting a three dimensional geomechanicalmodel test, the
zonal fracture of rock around the deep roadway is successfully reproduced.

(2) Under high stress conditions the radial strain around a deep tunnel showed a
characteristic distribution of peaks and troughs, with intervals of shock attenua-
tion variation, which verifies the existence of the zonal fracture phenomenon
which is reproduced by zonal disintegration in the laboratory.

(3) The key conditions that cause the zonal disintegration phenomenon are the initial
maximum principal stress, parallel to the tunnel axis, and the amount by which
this value exceeds the rock compressive strength.

(4) The amount of zonal fracture layers and the rupture zone distribution range
obtained from themodel testing, comparedwith the fieldmeasured ones, are very
close. This indicates that the geomechanical model test can effectively simulate
the deep roadway in true three-dimensional high stress conditions with regard to
nonlinear deformation characteristics and the mechanical failure of the sur-
rounding rock.

4. MODELING FOR CAVERN COMPLEX CASE STUDY II

4.1 Quasi-three-dimensional physical model tests on a cavern
complex under high in situ stresses

4.1.1 Project descriptions

The Shuangjiangkou Hydropower Station is located on the Dadu River in Sichuan
Province, China. The stream is in a valley with slope heights to 1000m and inclinations
of between 35° and 60°. In situ stress fields near the underground cavern complex are
strongly influenced by the incised terrain, and active tectonics, with in situ stresses

Figure 11 At 40 cm from the mouth of the tunnel.
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reaching 38 MPa at a depth of only 600 m. The rock mass comprises medium- to fine-
grained granites.

The underground power house contains four turbines with a total capacity of 2 GW.
The underground cavern complex consists mainly of the main power house, the
transformer house, and the surge chamber. The spacing is 45 m between the main
power house and the transformer house, and 40 m between the transformer house and
the surge chamber. For the main power house, the transformer house and the surge
chamber, the heights are 67.05 m, 26.5 m and 80.2 m, respectively. Their spans are
28.3 m, 18 m and 20 m, respectively.

4.1.1.1 Quasi-three-dimensional model tests on the cavern complex of the
Shuangjiangkou project

Physical model tests were conducted to investigate the stability of this cavern complex,
which contains a power house, a transformer house, a tail water surge chamber and
other openings under high in situ stresses. Figure 12 shows the layout of the center part
of cavern complex and the dimensions of the whole model.

The dimensions of the physical model are 2.5 m (length) × 0.5 m (width) × 2.0 m
(height).

4.1.1.2 Geomechanical analogous material

After considering the above factors in an integrated way, the similarity constant for
geometry CL ¼ 200 was determined. Table 2 shows the physico-mechanical para-
meters of both the prototype and the model.
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Figure 12 The layout of the whole model with the cavern complex.

408 Zhu et al.



4.1.1.3 Measurement technologies and instrumentation

The instruments used in this study include strain bricks, internal caliper gauges, high-
accuracymini extensometers, and a digital vision displacementmeasuring system.Only
a few of them are introduced below.

4.1.1.4 The high-accuracy mini extensometer system

In order to perform real-time displacement measurements of the surrounding rock masses
in the underground complex in the excavation procedure of themodeling, twomonitoring
sections are set up along the axis direction of the caverns (see Figure 13). Themeasurement
is focused on the principal displacements on the pivotal points around the main power
house. In total there are 15 measuring points in each section, three are above the arch
crown and 12 near the side walls. The precision of this measuring technology is 1μm.

The new mini extensometer system is made up of the displacement sensors, the
displacement transfer device, the data receiving device, and the data processing soft-
ware. The high-accuracy grating fiber sensor is selected as the displacement sensor. The
processing software can automatically receive and save the real-time data and generate
all types of displacement curves.

4.1.1.5 The digital video convergence measuring system

A digital video convergence measuring system provides non-contact displacement
measurements. In the process of excavation, the variations in the co-ordinate values

Table 2 The physico-mechanical parameters of the prototype and the model.

Type of Material Density
(kN/m3)

Young’s
Modulus (MPa)

Cohesion
(MPa)

Friction
Angle (°)

Compressive
Strength (MPa)

Poisson’s
Ratio

Rock Mass 26.5 3000 2 40.36 80 0.2
Analog Material 26.5 15 0.01 40.36 0.4 0.2
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Figure 13 Layout of mini extensometers at Section I of the main power house (Unit: mm).
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of the monitoring points are automatically saved. Figure 14 shows the co-ordinates of
the three monitoring points in the digital video image.

4.1.2 Development of rock bolts and pre-stressed cables

(1) The rock bolts
To simplify the construction process, one bolt in the model is used to simulate six
bolts in field through the method of equal rigidity. After evaluating the physico-
mechanical parameters of a number of materials, bamboo is identified being an
appropriate material for the bolts in the model. The spacing of the horizontal and
vertical bolts is 5 cm. For simplification of the difficult drilling in modeling to
form the boreholes for the bolts, some columns are used, which are made of an
analogous material and pre-embedded at the position of the bolts. When the
excavation reaches the columns, the columns are pulled out and the bamboo
bolts are placed and grouted in the hole as the model bolts.

(2) The pre-stressed cables
The specifications of the pre-stressed cables used in the field are as follows: the
pre-stressed force T is 2000 kN; with the length and the spacing of 25 m and 4.5
m, respectively. For the feasibility of the tests, one cable in themodel is equivalent
to four cables in the field, based on the mechanical equivalence principle. To
make the mini cable, a small spring is welded and connected to a screw at the end,
which can be tightened afterwards. A strain gauge is installed on the cable to
measure the stress. The cables are pre-embedded in the model. When excavated
to the location of screw, the screw is tightened to apply a pre-stress to the cable.
The figure below shows the cables used in the model tests.

4.1.3 The construction of the model and the design of loading

The model is constructed within the steel structural frame. The analogous material is
placed in the frame and compacted by a hammer. In the process of construction forming
the model, the measuring sensors are embedded at the designated locations. The whole

Figure 14 Co-ordinates of three monitoring points of the main power house in the digital video image.
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model is a rectangular solid with a dimension of 2.0x2.5x0.5m3. The model is 0.5 m
thick and has two generating sets. The caverns include the main power house, the
transformer house, the surge chamber, the busbar chamber, and partial tailrace tunnels
(see Figure 16). The whole model can be considered as a quasi-three-dimensional model.
The vertical depth of the caverns to be modeled is approximately 600 m. Two loading
schemes are utilized in the model test. One scheme is to simulate the actual excavation
process, and the vertical load on the model is equal to the dead weight of 600 m depth
rock masses. According to the in situ stress field, the coefficient of horizontal pressure is
determined to be Ko ¼ 1:5. The loads applied by five lateral hydraulic loading systems
are trapezoidally distributed, simulating the real in situ stresses.

The other scheme is to evaluate the behavior of themodel under higher in situ stresses
by overloading. The higher in situ stresses are equal to the dead weights of rock masses
at 1000, 1300, 1600, 1900, and 2200 m under the ground surface. When the vertical

2007.06.29 2007.06.29

Figure 15 Fabrication of the pre-stressed cables used in the model test.
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Figure 16 Layout and excavating sub-sequences of the cavern complex.
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load reached 2200m overburden stresses, the loading is terminated. At this stage, a few
cracks appear around the caverns even though they do not completely fail. Then the
model is unloaded gradually.

4.1.4 Cavern excavation and measurement of the model

Due to the space restriction of the model, twenty excavation sub-sequences in the field
were simplified to ten sub-sequences in the model test (see Figure 16). They are Ⅰ1, Ⅱ1,
Ⅲ1, Ⅰ2, Ⅱ2, Ⅲ2, Ⅰ3, Ⅲ3, Ⅰ4 and Ⅲ4.

The actual caverns were excavated by drilling tools with sharp heads. The amount of
excavation for every sub-step is 5 cm. The whole excavation sub-sequences can be
divided into 10 circles, and the last two sub-steps are to excavate the busbar chambers
and the other openings, so there are 102 steps in total. During the excavation, the
internal digital video system monitored the whole excavation and the pre-installed
sensors took monitoring data automatically. When a circle was completed, the column
bolts pre-embedded for bolt holes were pulled out, the rock bolts were placed, and
grouting was applied (the column bolts are the same size as the rock bolts, made of slim
iron rods). All the pre-installed sensors recorded the data during the excavation. The
next circle continued until the whole excavation was completed. Figure 17 shows the
layout of the convergence measurement points, the head of pre-stressed cables, and the
head of rock bolts inside the main power house after excavation.

4.1.5 Test results and numerical analyses

Numerical simulation is carried out and used to compare with the model test results. In
the numerical analysis, a three-dimensional finite difference analytical model was set up
using FLAC3D for the underground cavern complex. The whole numerical model has
20754 nodes and 96662 elements.

It is worth noting that the first scheme (the actual load test) can be greatly simulated
by FLAC3D, but the second scheme (the overload test) cannot be absolutely simulated
by FLAC3D and other continuum-based numerical methods. As during the overload

Figure 17 Layout of the convergence measurement points, the pre-stressed cables, and the rock bolts
inside the main power house after excavation.
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test, the splitting or spalling failure phenomena appear. The deformation of the key
points in the surrounding rock mass in the process of the overload test is not only the
elasto-plastic displacement, but also the opening displacement induced by the splitting
or spalling failures. However, it is difficult to simulate the failures using the present
continuum-based numerical methods. That is the reason why the physical model tests
should be necessarily performed in some complicated circumstances.

The test results analyses of the mini extensometers

The displacements of the typical key points, No. 7 and No. 4, are shown in Figure 18.
No. 7 is at the arch crown of the main power house, and No. 4 is at the side walls.
Figure 18 shows the displacement variation of the arch crown of themain power house.
It shows that the variation trends of the test and numerical results are consistent, and
their ultimate total displacements are almost the same.

Based on the maximum displacements presented in Figure 19, the maximum dis-
placement in the field can be predicted to be 2 cm. The figures show that the deforma-
tion of the surrounding rockmass is regular, indicating that the reinforced surrounding
rock mass is stable.

(1) The test results analyses of the convergence measuring system

Figure 20 shows the layout of the convergence measurement points in the main power
house. From the experiences during the test, the convergence measuring system is
greatly influenced by human factors, for instance, the visual errors and the installed
locations of the five marks. After finishing half of the excavations of the main power
house, the five marks are installed at the designated locations. Therefore, the monitor-
ing data starts from excavation step 10. In numerical analyses, the displacement of
excavation step 10 is assumed to be zero and then the displacements induced by the
subsequent excavation steps are compared with the measured values. From the com-
parison analyses, the curves of monitoring No. 2 point display reasonable closeness, as
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Figure 18 Comparison between the measured by extensometer and calculated displacements at the
No. 7 measurement point at the arch crown of the main power house.
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shown in Figure 21. It is concluded that the measured values are greater than the
calculated values generally, which can demonstrate that some splitting failures have
appeared in the surface layer of the surrounding rock mass and the additional displace-
ment cannot be simulated by the present continuous deformation numerical methods.

4.1.6 Summary and discussions

(1) In this study, a steel structural frame for physical model tests and hydraulic
loading systems for simulating high in situ stresses and great overburden depth
(2200 m) are successfully developed. At the front and back sides of the steel
frame, two transparent tempered glass windows are installed so that the cracks in
the surrounding rock masses can be monitored.

(2) For the newly-developed mini extensometer, high-precision fiber grating sensors,
linear transfer system and relevant tension technology, and a fast data processing
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Figure 20 Layout of the convergence measurement points in the main power house (unit: cm).
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technique is adopted. The digital video measuring system is successfully
employed for the first time to measure the displacement convergence around
the cavern, and excellent results are achieved.

(3) For the simulation of anchoring, pre-stressed mini cables and a unique grouting
technique are developed and successfully used in the model test. It is also con-
cluded that the physical model test has more advantages than numerical methods
in studying the reinforcement effect of the surrounding rock mass.

(4) The model test results and the numerical modeling results are found to be
consistent with each other under the condition of the actual load test.

(5) The test results show that if the overloading increases by three times or higher, the
displacement in the surrounding rockwill be relatively large; however, no apparent
failure occurs. Therefore, the anchoring reinforcement is considered to be effective.

(6) The interim results for model tests under high in situ stresses are presented in the
paper. Some techniques and methods need to be further improved. However, the
study has achieved satisfactory results and can provide guidance for the design
and construction of the Shuangjiangkou project and future research.

4.2 Large-scale geomechanical model testing of an
underground cavern group in a true three-dimensional (3-D)
stress state

In the previous section, the physical model test is conducted in a quasi-three-dimen-
sional state. Here a true three-dimensional physical model test would be introduced
based on the latter physical model test.

4.2.1 Development of the steel structural frame

A new self-balanced true three-dimensional loading is developed. The steel structural
frame for the three-dimensional model tests is shown in Figure 22. The frame
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Figure 21 Comparison between the measured and calculated displacements at No. 2 point in Figure 20.
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accommodated the model and served as a reaction device for loading. The frame
consisted of a base, a door-shaped reaction frame, a layered reaction frame, structural
walls, loading jacks, and a combination of sliding walls. Many combinational ball
sliding blocks are installed between the model surfaces and the structural walls, as
well as at the model bottom, to reduce the friction. The friction coefficient of the new
sliding wall is measured to be less than 0.005 compared with the conventional
method using PTFE films, therefore, the sliding blocks can reduce the friction by
30 times.

4.2.2 Advanced deformation measurement methods and techniques of
surrounding rock masses

(1) Digital photogrammetric system
The close-range photogrammetric technique used in this study for determining
displacement and strain has recently been applied to a number of geotechnical
engineering problems.

In these model tests, the digital photogrammetric system consisted of four 10.2
megapixel Nikon D200 digital single-lens reflex cameras, twelve 200W ordinary
incandescent lamps, a number of color marks, and the digital image-processing
software PhotoInfo.

Considering that the model material was brittle and that the location for
displacement measurement was to be excavated, color marks were affixed to
the model surface in a step by step manner.
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Figure 22 Design drawing of the steel frame for three-dimensional geomechanical model tests (unit:
mm): (a) front view; (b) side view. 1, door-shaped reaction frame; 2, structural wall; 3,
transmission kit; 4, hydraulic jack; 5, reaction beam; 6, base; 7, combinational sliding wall; 8,
layered reaction frame; 9, high-strength steel rod.
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(2) FBG sensing bars for displacement monitoring
FBG sensing bars were adopted to measure the displacement of the surrounding
rock masses. Fiber Bragg gratings are intrinsic sensing elements that are written
into optical fibers through exposure to ultraviolet light. A grating acts as a
selective spectral reflector at a characteristic wavelength, which is strain and
temperature dependent. In this study, one piece of FBG that was not under the
influence of any external force was added to compensate for temperature. FBG
sensing bars were embedded into the model in order to measure the deformation
of the surrounding rock masses. According to the mechanical properties of the
model material, plastic bars with good elasticity and stiffness were selected as the
parentmaterial for the fiber Bragg grating. The designed bar diameter was 10mm
with a length of 1000 mm. Two fibers were affixed to the bar surface. Each fiber
was connected by using five FBGs of different initial central wavelength (the
spacing is 200 mm) forming a quasi-distributed strain-sensing array. Deflection
was imposed simultaneously on different points of the sensing bar, and a
number of linear variable displacement transducers (LVDT) were used to
record the actual deflection. The results show that the sensing bar can
measure the deflection distribution along the bar with a precision of 0.1 μm.
During the production of the model, three holes were prepared for the
installation of FBG sensing bars near the main power house and the surge
chamber. The holes were 2000 mm in length and 18 mm in diameter. The
center of the hole was 20 mm away from the side wall of the cavern, as shown
in Figure 23. When the sensing bars were vertically embedded in the model, in

Figure 23 Layout of the convergence measurement points, pre-stressed cables, and rock bolts inside
the power house. DPDM, digital photogrammetric deformation method.
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order to satisfy the deformation compatibility between the bar and the model,
the bonding material had to be selected. Silica gel was selected as the bonding
material following a large number of trials. After the 24-hour curing of the silica
gel, the bonding between the sensors and the model was determined to be
sufficiently strong.

4.2.3 Construction and excavation of the model

Many precast blocks made from the analogy material were used to construct the
model, and monitoring holes were prepared beforehand in the relevant blocks.
Then the individual blocks are adhered to each other with glue. In this way, the
consistency of the model’s mechanical properties can be guaranteed. The model
dimensions (width × height × thickness) are 2.5×2 ×0.5 m. The caverns were
excavated by manual drilling and boring. The entire excavation process was
divided into twenty-one 10 cm steps (for example, the first step included excava-
tion of I1, followed by the second excavation II1, and so forth, at 10 cm
increments).

4.2.4 Overloading tests

During the construction of the modeling, different measures are recorded step by
step. After finishing the excavations, supporting and monitoring work in the
design loads, and the overloading tests are performed. Vertical and horizontal
loads (with same coefficients of K1 and K2) were applied gradually in the over-
loading test. The load was equivalent to the overburden at depths of 800, 1000,
1200, 1400, 1600 and 1800 m. The deformation trend and failure process were
monitored to investigate the stability of the caverns. The model was then
unloaded in steps.
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Figure 24 Layout of the fiber Bragg grating (FBG) sensing bars.
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4.3 Numerical simulations

In the numerical simulations, a three-dimensional finite element model, which had the
same dimensions as the physical model, was built. The shotcrete layer and the sur-
rounding rock masses were represented by elements with only axial stiffness taken into
account. The model was divided into 39798 nodes and 35440 elements, as shown in
Figure 25. The surrounding rockmasses of the underground cavern groupwere of good
integrity, joints did not develop, and seepage of water was not observed in the initial
exploration adits. These factors were therefore not considered in the numerical simula-
tions. The Drucker−Prager criterion was adopted and the material properties were
obtained according to in situ physico-mechanical parameters provided by Hydro-
China Chengdu Engineering Corporation and the scaling ratio was 150:1, as shown
in Table 2. Stability analysis was performed by using the finite-difference method and
the FLAC-3D code. The corresponding numerical simulations were applied to the
simulated overloading tests.

4.3.1 Results and discussion

(1) The scheme of the design engineering project
The monitoring results were compared with the displacement values obtained
from the numerical simulations. During excavation of the model, the
surrounding rock masses were stable. No obvious cracks or catastrophic
deformations were observed at the peripheries of the caverns. The displacement
value at the actual project site can be estimated by multiplying the monitoring
results by the similarity ratio. The maximum displacement of the cavern side wall
at the project site is approximately 42 mm. The displacement measured in the
model test was generally larger than that obtained by the numerical simulation.
The displacement profile in the surrounding rock masses and at the key points on

Figure 25 Model for numerical simulation.
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the side walls were regular. The deformation characters shown in this model test
provide valuable information for the design of this project.

(2) The overloading tests
The deformation in the surrounding rock masses measured during the
overloading test is shown in Figure 26.

As shown by the above results, the numerical values increased nearly linearly
with an increase in overburden depth. The monitoring results, however, showed
that the displacement rate increased dramatically when the overburden depth
increased from 800 to 1000 m. According to the similarity ratio, the maximum
relative displacement in the surrounding rock masses in the field should reach
about 36 cm for the depths of 600 to 1800 m, compared with about 20 cm as
indicated by the numerical simulations.

The software adopted for numerical simulations is based on the continuum
method. The model material, however, was brittle and the number of micro-
cracks increased gradually as the external load increased to extreme values. The
micro-cracks open and spread with a gradually increased load, and eventually
large splitting cracks occur. The opening displacements in the surrounding rock
masses account for a large portion of the total deformation. A similar
phenomenon was reported in other large-scale cavern groups. Opening
displacement accounted for a large portion of the total deformation in the
surrounding rock masses, and an even larger portion in igneous rock. The
study showed that discontinuous deformation induced by cracks accounted for
a large portion of the total deformation in the side wall.

Visible cracks during the overloading test are shown in Figure 27. When the
loading surpassed the equivalent overburden depth of 800 m, split rock masses
dropped from the crown and side walls of the power house and local cracks were
observed in the surrounding rock masses of the surge chamber. When the
overburden depth reached 1000 to 1400 m, small flakes fell from the side walls
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Figure 26 Comparison of calculated andmeasured deformation near the upstream side wall of the main
power house using a multipoint extensometer and near the downstream side wall of the
surge chamber using a fiber Bragg grating (FBG) bar.
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of the power house.With a gradual increase in overburden pressure, the number of
cracks in the surrounding rockmasses increased, and cracks occurred in the crown
and larger blocks collapse. Wide-ranging collapse occurred in the crown and side
walls of the surge chamber. When the equivalent overburden depth was between
1600 and 1800 m, flake spalling in the side walls of the power house increased
remarkably, but no wide-ranging collapse occurred. Cracking and collapsing were
more severe in the crown. In the crown and side walls of the surge chamber, block
collapses were prevalent. (No analogy rock bolts and cables were installed for the
surge chamber in themodel test.) This showed that the rock bolts and cables played
an effective role in the reinforcement and stability of the caverns.

(3) Discussion
In this study, a quasi three-dimensional test and a true three-dimensional
geomechanical model test and numerical simulations of a large underground
power house were conducted in order to investigate phenomena related to
excavation, such as deformation and failure mechanisms. Based on
experimental and simulation results, the following conclusions were obtained.

(a) In the quasi three-dimensional physical model test study, a steel structural
frame for physical model tests and hydraulic loading systems for simulating
high in situ stresses and great overburden depth (2200 m) are successfully
developed. In the front and back sides of the steel frame, two transparent
tempered glass windows are installed so that the cracks in the surrounding
rock masses can be monitored. In the true three-dimensional physical
model test, a strong steel frame including a new type of sliding wall was
developed and successfully applied in geomechanical model tests. The
hydraulic loading system successfully simulated high in situ stresses and

Busbar chamberBusbar chamber

Rock boltsRock bolts

Figure 27 Failure pattern of the main power house under an overburden depth of 1800 m.
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great overburden depth in true axial stress condition. High-precision mini
multipoint extensometers were developed and applied for measurement of
deformation in the surrounding rock masses. Digital photogrammetric
technology and fibre Bragg-grating sensing bars were used to measure
small deformations on the surface and inside of the surrounding rock
masses. Reliable and accurate results have been obtained for engineering
design applications.

(b) For the newly-developed mini extensometer, high-precision fibre grating
sensors, linear transfer system and relevant tension technology, and a fast
data processing technique is adopted. The digital videomeasuring system is
successfully employed for the first time to measure the displacement con-
vergence around the cavern, and excellent results are achieved.

(c) For the simulation of anchoring, pre-stressed mini cables and a unique
grouting technique are developed and successfully used in the model test. It
is also concluded that the physical model test has more advantages than
numerical methods in studying the reinforcement effect of the surrounding
rock mass.

(d) The model test results and the numerical modeling results are found to be
consistent with each other under the condition of the actual load test.

(e) The test results show that if the overloading increase by three times or
higher, the displacement in the surrounding rock will be relatively large,
however, no apparent failure occurs. Therefore, the anchoring reinforce-
ment is considered to be effective.

(f) The interim results for model tests under high in situ stresses are presented
in the paper. Some techniques and methods need to be further improved.
However, the study has achieved satisfactory results and can provide
guidance for the design and construction of the Shuangjiangkou project
and future research.

5 MODELING OF A SUBSEA TUNNEL CONSIDERING
FLUID−SOLID COUPLED EFFECT

5.1 Introduction

In recent years, underwater tunnel technology has been developing rapidly. Based on
the Qingdao Jiaochow Bay tunnel, the fluid−solid interaction model test was carried
out to capture the response of surrounding rock during subsea tunnel excavation.

During the excavation of the subsea tunnel, the original equilibrium state of the
surrounding rock will be disturbed, causing change to the stress field and seepage field
of the surrounding rock. That is, the seepage body force will be developed due to water
seepage, and the permeability of surrounding rock will be changed because of the
variation of stress state. Furthermore, the presence of water can also cause a decrease
of rock mass strength and elastic modulus (Li, 2013).

Due to the complexity of the subsea tunnel, a fluid−solid coupling model experiment
can be used to simulate the engineering actual situation. The current test commonlyused is
an airtight space composed of a single material, but the seepage and deformation
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characteristics of surrounding rock in the process of the test have poor visibility. In order
to solve the shortcomings of the existing model test system, a fluid−solid coupling
similarity material with controllable hydraulic characteristics was developed, and a
model experimental study on the subsea tunnel construction process was carried out
using the large-scale fluid−solid coupling model test system that was developed in the
laboratory. The space−time change law of the surrounding rock displacement field, the
stress field and the seepage field in the experimental process are analyzed in the present
paper.

5.2 New similarity material for a fluid−solid coupling test

5.2.1 The similarity theory

According to the elastic mechanics equation and the dimensional analysis method
combined with the fluid−solid coupling theory, the following similarity relationships
were derived (Li, 2012; Yu, 2010)

Cε ¼ Cφ ¼ Cμ ¼ 1 ð11Þ
Cσ ¼ Cσt ¼ Cσc ¼ CE ¼ CC ð12Þ
Cφ ¼ Cε ⋅CL; Cσ ¼ Cγ ⋅CL; Cσ ¼ Cε ⋅CE ð13Þ
CK ¼

ffiffiffiffiffi
CL

p .
Cγ

ð14Þ

where γ is bulk density;L is length; δ is displacement; ε is strain;E is elastic modulus; σ is
stress; σt is tensile strength; σc is uniaxial compressive strength; c is cohesion; φ is
friction angle; μ is Poisson ratio; and K is permeability coefficient.

5.2.2 New similarity material (Li, 2012)

Traditional geomechanics model tests use materials which most closely resemble
natural ingredients, such as iron powder, gypsum, barite powder, quartz sand etc. as
major core materials. These are combined with cementitious materials, or directly
experiment on a certain proportion of mortar materials. Hence, a reasonable and
reliable similarity material is the key to the success of a model test. The traditional
simulation materials are all single solids which are liable to demonstrate softening or
plastic deformation and as a result it is impossible for them to fulfill the demand of the
fluid−solid coupling model test (Huang, 2010; Li, 2010).

Considering the requirements of permeability, new similarity material without
hydrophilic organic gel materials as a cementing agent tend to be chosen. Based on
the research achievements of predecessors, it combined with seawater and material
coupling effect. We achieved effective control over material strength, deformation
characteristics and hydraulic properties, and proposed a similarity material prepara-
tion over which we have overall control and retroregulation. The test material has
cement as the main adhesion agent and uses standard sand as major core material. In
this test, barite powder, talc, silicon oil and Vaseline are used as modifying elements.
We strived to achieve a main index of materials that can be adjusted by two

Some recent progress in physical modeling of rock stability of tunnels or caverns in China 423



components. In addition to cement, adjusting other parts of the composition have little
impact on other material qualities, thus improving the similarity material for various
analogue simulation tests.

According to the geological data and field sampling and experimental results of
rock mass parameters, the similitude ratio of the similarity material test of physical
and mechanical parameters was 1:35. Several group tests of similarity materials’
physical and mechanical parameters and fluid−solid coupling effects were
carried out. The tensile compressive strength value of the reference blocks are
shown in Table 3.

Table 3 shows that the tension and compression strength ratio σt=σc of the
similarity material is between 1/8 and 1/11. The ratio is very close to the average of
the rock tension and compression strength ratio 1/10. This indicates that the present
similarity materials can be used to simulate the tensile properties of the rock.
Mechanical parameters are shown in Table 4, proportions of the model materials are
shown in Table 5.

Table 3 Tensile and compressive strength values of the similarity materials.

Ratio of constituent substances in
the similarity material (S:B:T:V:S:C)

Compressive strength σc
/MPa

Strength of extension σt
/MPa

σt /σc

1 1:0.12:0.08:0.06:0.06:0.065 0.61 0.058 1/10.5
2 1:0.12:0.08:0.08:0.04:0.065 0.48 0.053 1/9.1
3 1:0.12:0.08:0.08:0.04:0.10 1.16 0.114 1/9.4
4 1:0.18:0.12:0.08:0.04:0.065 0.51 0.052 1/9.8

Note: S:B:T:V:S:C show the quality ratio of sand, barite powder, talcum powder, Vaseline, silicone oil,
cement.

Table 4 Parameters of prototype and model material.

Medium Bulk density
(g/cm3)

Pressure-proof
MPa

Elastic modulus
(MPa)

Permeability coefficient
(cm−1)

Poisson
ratio

Original rock 2.0−2.3 15−21 1300−1950 5.79×10−5−1.18×10−4 0.30−0.35
Model
material

2.144 0.43 47 6.39×10−6 0.31

Table 5 Proportions within the similarity model material.

Aggregate : colloid
ratio

Sand : earth
ratio

Talcum : barite powder
ratio

Vaseline : silicon oil
ratio

Sand : ash
ratio

10∶1 8∶1 1∶1.5 2∶1 15∶1
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In detail, the colloid in the aggregate-to-colloid ratio mainly means the quality
combination of silicon oil and Vaseline, while the earth in the sand-to-earth ratio refers
to fine aggregates which consist of barite powder and talcum powder.

5.3 The development of the fluid−solid coupling model test
system (Song, 2010)

The system for the fluid−solid coupling model test was composed of a steel structural
frame, hydraulic loading system, water seepage flow collection device and multivariate
information monitoring system, as shown in Figure 28.

5.3.1 Steel structural frame

The steel structural frame was built following the similarity scale of 1:35 and com-
posed of a rack body with a steel structure and a test chamber with toughened glass,
designed as 3400 mm in length, 3000 mm in height and 800 mm in width. The
internal sketch of steel structure rack body was toughened glass test chamber. The
size of the glass was equal to that of the corresponding alloy steel members, and
explosion-proof film was used in the whole internal structure to ensure that the test
chamber was leak-proof.

5.3.2 Hydraulic loading system

The hydraulic loading system was composed of the pressure tank, the centrifugal
pump and pressure indicator, which together can provide enough water for
model test.

5.3.3 Water seepage flow collection device

In order to measure the tunnel seepage quantity and seepage flow velocity changes, a
water seepage flow collection device was built.

Figure 28 Test system illustration.
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5.3.4 Multivariate information monitoring system

The multivariate information monitoring system is mainly composed of a fibre Bragg
grating sensor, a micro pressure sensor, a demodulation instrument and an automatic
data acquisition system. This system can realize parallel experiment information
acquisition, and can achieve real-time monitoring of surrounding rock deformation,
stress, osmotic pressure, temperature and pressure of rock mass.

Furthermore, a DZ-I miniature pressure sensor was adopted to obtain the
pressure of the surrounding rock. The size of a DZ-I miniature pressure sensor
is 16×7 mm.

5.4 Model test of Qingdao Subsea Tunnel

A fluid−solid coupling model test was used to assess the longitudinal deformation profile
and seepage characteristics of rock surrounding theQingdao Subsea Tunnel. The section
located betweenZK7+053.2 andZK7+080 in the left line ofQingdao Subsea Tunnelwas
taken as a prototype. Rock in this section was mainly composed of slightly weathered
diabase. The depth of water was 23 m, the height and width of the tunnel was 11.2 m to
12.0mand 15.23m to 16.03m, respectively. The dimensions (length ×width × height) of

pressure tank

water

model material 2.
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65

7

Figure 29 Layout of the model body.

Figure 30 Photograph of test process; (a) model excavation (b) top bench link.
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the model were 3.4×1.43×0.8m. The direction of length was vertical with the axes of the
tunnel and the direction of width parallel with the axes of the tunnel.

The model was filled by consolidated method. Sensors were embedded in the model
around the tunnel during the process of filling the model with the similarity material.

The tunnel sectionwas separated into twobenches.Longitudinal excavationwasdivided
into 18 steps with each step being 6 cm long. The tunnel was excavated in sequence from
the top bench down to the bottombench. The length of the top benchwas 30 cm.After the
top benchwas excavated forfive steps, the bottombenchwas then excavated togetherwith
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the top bench when the cross section was 80 cm. The seepage collection device was
arranged to collect the seepage. The following procedure is summarized as below.

5.5 Data analysis

5.5.1 Analysis of water inflow

The relationships between water inflow and time is shown in Figure 31. Figure 32
shows that water inflow increases with increasing time, while the growth rate slowed
slightly.Water inflow increases obviously after 3071min, which is because the hydrau-
lic characteristics of the similarity material were changed.

5.5.2 Analysis of stress

Stress curves of crown and side wall with excavation steps are shown in Figure 32.
Figure 5.5 shows that the stress reduces when the distance from themodel tunnel face to
the monitoring section is about 0.5 times the model tunnel diameter. When the
excavation of the top bench reached the monitoring section, vertical stress entered
into a phase of rapid change. When excavation of the bottom bench reached the
monitoring section, vertical stress reached its minimum. When the model tunnel face
across the monitoring section, the crown settlement tends to be stable.

5.5.3 Analysis of osmotic pressure

The relationships between osmotic pressure at the crown position and excavation steps
are shown in Figure 33.

Figure 33 shows that osmotic pressure reduces as the excavation steps proceed.
When excavation of the top bench reaches the monitoring section, vertical stress
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Figure 33 Osmotic pressure curves with excavation steps.
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entered into a phase of rapid change, and the value of osmotic pressure changed from
0.43 MPa to 0.1 MPa; excavation of the bottom bench is the main factor affecting the
reduction in osmotic pressure of the side wall position.

5.6 Discussion

(1) A new, bigger fluid−solid coupling model test system was designed and produced
in the laboratory, which can be assembled conveniently. This system was devised
to capture the response of surrounding rock during subsea tunnel excavation.

(2) Water inflow increases with increasing time, while the growth rate slowed
slightly. Water inflow increases obviously since the height of sea water reached
76 cm. After that, water inflow increases sharply and presents a non-linear curve.

(3) Vertical stress of the monitoring section experienced three stages with the exca-
vation steps: slowly changing, sharply reducing and stable. When the excavation
of the bottom bench reached the monitoring section, the value of vertical stress
reached the minimum.

(4) Osmotic pressure at the crown is mainly affected by the excavation of the top
bench, while osmotic pressure at the sidewall ismainly affected by the excavation
of the bottom bench. The influence of excavation on the seepage field is about
once the model tunnel diameter.
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Abstract: This overview of Underground Research Laboratories (URLs) is based on
studies by the International Society for RockMechanics (ISRM) Commission on URL
Networking, which was formed after an URL workshop associated with the ISRM
Congress in 2011.We also held another URLworkshop in 2015, and several meetings
and sessions in between. Recent progress in heater tests in radioactive waste URLs,
designs of large excavations in deep physics facilities, and other underground studies
are reviewed in this article. Rock mechanics findings and multi-disciplinary studies
are among topics of interest to the ISRM Commission. Heater tests for better under-
standing of the coupled thermal-hydro-mechanical-chemical processes are of interest
to radioactive repository assessments and for other thermal storage and geothermal
energy production projects. Large excavations in physics laboratories are driven by
the needs associated with designing and housing next generation of experiments to
detect rare events. Some existing physics laboratories are interested to use available
spaces for geo-sciences studies, including microbiological search for deep life.
Examples of energy/environmental and inter-disciplinary studies and networking
activities are also discussed. We review the progress in these topics and welcome
inputs on case histories and planned developments in URLs. Each URL could provide
lessons learned and offer as an analog for other sites. The inputs from the geo-
engineering, rock mechanics, geoscience, and physics communities are essential for
our continuing efforts of the ISRM URL Networking Commission.

1 INTRODUCTION

From 2011 to 2015, we have attended and organized the following URL-related meet-
ings. We started with a 3rd URL workshop associated with the 12th ISRM Congress at
Beijing, China. In 2012, we attended the DEvelopment of COupled models and their
VALidation against EXperiments (DECOVALEX) workshop at Berkeley, U.S.A.; the
3rd inter-Disciplinary Underground Science and Technology (iDUST) conference at
Apt, France; the 2012 EUropean ROCK mechanics symposium (EUROCK) at
Stockholm, Sweden; the 46th American Rock Mechanics Association (ARMA) sympo-
sium in Chicago, U.S.A.; the 2012 American Geophysical Union (AGU) meeting at San
Francisco, U.S.A.; and the AStroparticle Physics European Research Area network
(ASPERA) workshop at Durham, U.K. In 2013, we attended the Deep Underground
Research Association (DURA) meeting at Palo Alto, U.S.A.; the 3rd Chinese ROCK



mechanics symposium (SINOROCK) at Shanghai, China; 47th ARMA symposium at
San Francisco, U.S.A; the 13th Topics in Astroparticle and Underground Physics
(TAUP) conference at Asilimor, U.S.A.; the 2013 EUROCK symposium at Wroclaw,
Poland; and the 2013 AGU meeting at San Francisco, U.S.A. In 2014, we attended the
4th iDUST conference at Apt, France and the 8th Asian Rock Mechanics Symposium
(ARMS) at Sapporo, Japan. Note that the 3rd URL workshop in Beijing, China,
follows the 1st URL workshop 2003 at Johannesburg, South Africa (Ellsworth
et al., 2003) and the 2nd workshop 2007 at Lisbon, Portugal. We had the 4th URL
workshop 2015 at Montreal, Canada, associated with the 13th ISRM Congress. The
abbreviations of meetings in this paragraph are used are used in following Sections
and in the Reference List.

Wang et al. (2010) presented an early literature review at the 6th ARMS in New
Delhi, India, for URL activities before the 3rd URL workshop. Wang et al. (2015)
presented an overview of the 3rd URLworkshop lectures and other subsequent meeting
sessions in following years in the 13th ISRM Congress. Underground studies have been
conducted primarily either to evaluate the capacities of different formations to isolate
wastes, to explore resources, or to house detectors at depths. (For the ISRM URL
Networking Commission, we use the termURL for any facility and sites dedicated to all
these research activities.) We focus on recent advances in understanding various
processes conducted in URLs, and on known plans and designs for expansions.

In the following three sections, we summarize Asian, European, North and South
American URLs, alphabetically for countries in each continent. We discuss recent
presentations and publications on rock mechanics and geoscience investigations, phy-
sics and multi-disciplinary interactions, and examples of energy/environmental and
inter-disciplinary studies and networking activities in communities interested in under-
ground studies, followed by a summary section.

2 RADIOACTIVE WASTE URLS

Hudson (2010) presented an overview of radioactive waste URLs. Hudson (2015b)
discussed the contributions of rock mechanics to radioactive waste disposal in the 4th

URL workshop, and Hudson et al. (2013) discussed the value of URLs in reducing rock
engineering risk in the 3rd SINOROCK. In addition to laboratory and field studies, the
reproducibility of numericalmodeling, associate technical auditing, and validation of the
models against experiments, are important for radioactive waste assessments. Existing
and future URLs are required for in situ experiments to support design premises which
need thorough and relevant suitable checking to ensure all aspects of the design are
included and appropriately accommodated. The DECOVALEX project (Hudson et al.,
2011) addresses verification through benchmarking and validation against field experi-
ments for nuclearwaste assessments since 1992. Hudson (2015a) summarized the 2012–
2015 phase of DECOVALEX. The DECOVALEX project contributes to networking
among URLs by organizing validation efforts from different URLs.

Figure 1 shows that three of the test cases in DECOVALEX-2015 are using experi-
ments conducted along horizontal tunnels and one of the test cases is in an URL
accessible through vertical shafts, as illustrated in Figure 1. Currently the test cases
for DECOVALEX-2015 project include heater tests from Japan’s Horonobe URL and

434 Wang et al.



Switzerland Mont Terri Laboratory, hydro-mechanical tests at France’s Tournemire
URL, water inflow distributions at the Czech Republic’s Bedrichov tunnel, and a
thermos-hydro-mechanical-mechanical coupled processes in fracture experiment.

2.1 Asian URLs

In Asia, we have URL activities in China, Japan, and Korea. Wang Ju (2010, 2015),
Wang Ju&Chen (2015) regarded the Beishan granite site in China, for a planned URL
operational in 2020-2030, as an area-specific URL. During 1999-2013, 11 deep bore-
holes and 8 shallow boreholes have been drilled and a series of pumping, injection tests,
televiewer, radar surveys, water-sampling, and geo-stress measured were conducted.
Wang Ju (2004) showed that the Beishan granite has cores over 2 m long. The Beishan
granite massif was shown to have enough volume with favorable conditions.

To simulate heat from radioactive decays, electrical heater tests have been planned,
in progress, or conducted in different URLs to understand thermally induced coupled
processes, dependence on features/properties in response to temperature and pressure
increases in different media, and designs of expansions in different waste emplacement
configurations. Tsusaka et al. (2011) and Sugita & Nakama (2012) described an
Engineered Barrier System (EBS) test at the Japan’s Horonobe URL in sedimentary
formations with levels to depths of 140, 250, 350, and to 500 m. Aoyagi et al. (2014)

Figure 1 Four field test cases considered in ECOVALEX-2015 project, with URLs accessible through
horizontal and roadways and vertical shafts. Modified from Wang et al. (2013) from inputs of
Sugita & Nakama (2012), Gaus (2012), Barnichon & Millard (2012), and Hokr (2012).
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and Asahina et al. (2014) described the testing and modeling of fracturing and excava-
tion damage processes for the Horonobe URL. The heater is surrounded by an EBS of
sorbing backfilled materials emplaced between the heater and the host rocks.

The Korea Atomic Energy Research Institute (KAERI) Underground Research Tunnel
(KURL) with originally maximum depth of 90 m has two research tunnels total 75 m
long, with the access tunnel 180 m long in granite. Lee and Jeon (2015) described an
ongoing extension phase II for KURT which started the test and experiments in 2015.
Ongoing tests include application of hydrochemical properties to streaming potential,
geochemical investigation of redox disturbance, hydro-mechanical coupled behavior of
bentonite buffer, and planned long-term sorption and diffusion experiment and mon-
itoring of the THM evolution of the EBS.

2.2 European URLs

Figure 2 shows that the URLs in Europe are in hard crystalline rocks, in soft argillac-
eous rocks, and in rock salts. Belgium’s HADES, France’s Meuse/Haute-Marne, and
German’s Gorleben URLs are accessed through vertical shafts for access, Finland’s
ONKOLO and Sweden’s HRL are accessed through a combination sloped ramps, and
Switzerland’s Monte Terri and GTS are through horizontal roadways.

In Europe, recent advances include the PRACLAY heater experiment in Belgium’s
HADES URL in Boom clay. The HADES URL is at a depth of 225 m. Li (2011b), Li
et al. (2012b) and Sneyers and Li (2012) described the HADES URL site and the design

Figure 2 European radioactive waste URLs with access via vertical shafts, via horizontal roadways, and
via a combination of vertical shafts and sloped ramps. Modified from Wang et al. (2015), with
inputs from Li et al. (2015a), Armand (2011), Fahland et al. (2015a), Svemar et al. (2011),
Vomvoris (2011) and URL web sites.
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of the PRACLAY heater experiment. The temperature at the lining-rock interface is
designed to be held at 80oC during a 10-year heating phase (Sneyers & Li, 2012). Li
et al. (2015a,b) described the first results of the heater test with heating started in
November 2014.

Siren and Johansson (2011) discussed the ONKALO URL in crystalline gneiss and
pegmatite in Finland. ONKALO facility has reached the depth of 455 m. In addition to
the 1:10 sloped access ramp, there are also one personnel and two ventilation shafts
excavated. ONKALO is regarded as an underground site characterization facility for in-
situ testing for a future radioactivewaste repository. Rock spalling is one of the processes
being evaluated. Johansson et al. (2015a, b) described in-situ test of thermal diffusivity,
buffer material, EDZ studies, POsiva’s spalling experiment, hydrological interference
tests, water matrix diffusion, through diffusion, gas matrix diffusion, sulfate reduction,
prediction-outcome studies, rock suitability criteria, and a demonstration area for final
disposal concept. Tests are conducted at ~140, 345, 360, 400, and 437 m levels.

Armand (2011) and Lebon (2012) presented the status of and experiments at the
Meuse/Haute-Marne URL in French in Callovo Oxfordien claystone with galleries and
experiment sites continuously excavated starting at 1999 until at least 2016. Meuse/
Haute-Marne is 420-550 m in depth. Armand et al. (2015a,b) described the hydro-
mechanical behavior of parallel drifts excavated by different construction methods,
and pore pressure changes during excavation of drifts, micro tunnels, and a borehole.
In-situ stress states and rate of excavation have impacts on pore pressures.

Heusermann et al. (2013) and Fahland&Heusermann (2013) describedmodeling of
the Gorleben salt dome URL in Germany at depths of 860 to 1,170 m, and the analysis
of the q were at depths deeper than many other radioactive waste URLs. Fahland et al.
(2015a,b) and Vogel et al. (2015) described the geoscientific program, the three-
dimensional geological and geomechanical modeling, and the temperature measure-
ments in the Groleben site.

The first heater test in crystalline granite was first conducted in late 1970s at the
Stripamine in Sweden (Witherspoon et al., 1980) (see alsoWang&Hudson, 2012 for a
review). Svemar et al. (2011) and Hakimi & Christansson (2012) discussed additional
experiments at Sweden in the ÄspoHard Rock Laboratory (HRL) at depth from 220 to
460 m. Among many experiments, the rock spalling in canister borehole and pillar
stability under thermal stress were evaluated. Tests were conducted on groundwater
flow and radionuclide retention, comparison between blasted and bored drifts and
distributions of disturbances, spalling induced by heating, counter force applied to
prevent spalling, many completed and present projects for repository technology,
vertical vs. horizontal emplacement configurations, gas injection test, canister retrieval
test, and bentonite studies. There are international projects and NOVAR&D platform
with universities and companies.

Sweden’s Aspo Hard Rock Lab and Finland’ ONKALO Facility share common
interest in radioactive waste repository performance in granite. Both URLs have bore-
hole spalling and pillar stability studies conducted and compared.

Vomvoris (2011), Gaus (2012), Nussbaum & Bossart (2013) described research
program and key results of the Mont Terri laboratory, Switzerland, in Opalinus clay,
with many experiments including the fifth phase of heater experiment HE-E. The
experiments at Mont Terri include dry excavation with road header, pore pressure
changes due to stress redistributions, monitoring of excavation damage zone, self-sealing
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of EDZ fracture network, engineered barrier experiment, full scale emplacement experi-
ment, hydrogen transfer experiment, microbial activity experiment, and diffusion and
retention of radionuclide experiment. Switzerland also has theGrimsel Test Site (GTS) in
crystalline hard rocks with heater tests conducted. Blechschmidt & Martin (2012)
presented in-situ tracer tests using radioactive elements and presented models developed
to understand flow paths in a shear zone at the GTS.

2.3 North American URLs

In North America, Atomic Energy of Canada Limited (AECL) Whiteshell URL at
Manitoba is closed and floored. The ongoing effort in Canada is in Ontario for low
and intermediate waste site characterization. AECL Whiteshell URL was where 1992
observations of progressive failure in brittle rocks around a circular tunnel, brought
about a change to a stable configuration with V-shaped notches developed after the rock
falls in the minimum stress orientation (Martin et al., 1997, 2003), and 1987–2004
observations of induced seismicity from acoustic emissions, microseismic/ultrasonic
detections of crack creations, above, below, and around the tunnel network at the 420
m level into initially unfractured granite (Young et al., 2001, 2004). Both these studies
were major contributions to rock mechanics (Fairhurst, 2004). The characterization of
the excavation-disturbed-zonewas also carried out at theMount Terri Rock Laboratory,
in Switzerland, in a clay gallery parallel to a freeway tunnel under up to 400 m of
overburden (Martin et al., 2003; Blümling et al., 2008).

Tsang et al. (2009) reviewed the single heater test and the drift scale test, with four-
year-heating and four-year-cooling periods, in the U.S. Yucca Mountain Exploratory
Study Facility (ESF) in unsaturated welded tuff at a depth of 300 m. ESF is currently
closed. Alley &Alley (2013a,b) described the challenges in the science of nuclear waste
disposal. TheWaste Isolation Pilot Plant (WIPP) inNewMexico is open for transuranic
waste disposal, and research in salt disposal systems.

Flow and transport through the rocks and coupled processes induced by the waste
heat are sensitive to characterization of fractures in excavation disturbed and damaged
zones surrounding the waste emplacement tunnels and in faults intersecting the tunnels
connecting to the far field. These characterization studies and heater experiments are
among issues to be evaluated and resolved associated with URLs. These issues are the
focus of radioactive waste URLs worldwide, before radioactive waste problems can
be addressed and nuclear waste repositories for high-level wastes can be licensed for
geological time scale isolation.

2.4 International networking

For the radioactive waste URLs, the International Atomic Energy Agency (IAEA) has
conducted for decades training sessions, technical exchanges, and established centers of
excellence in countries with radioactive waste repository programs and for countries
interested in regional and international repositories. Clearly there are challenges to
solve the radioactive waste disposal problems in all counties as the future of nuclear
energy depends on the solutions to disposing the wastes. The 2012 IAEA underground
research facility network meeting at Albuquerque, U.S.A. in 3–7 December had pre-
sentations from Belgium, Switzerland, and U.S.A. and a field trip to the WIPP with
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participants from 19 member states including Philippines, Germany, South Africa,
Canada, South Korea, Kazakhstan, the Czech Republic, U.K. and the Ukraine.

There are clay and salt clubs established among countries conducting and interested
in housing radioactive waste repositories in different geological media. The clay club
has the latest gathering at Belgium in March 23–26, 2015, with presentations from
Belgium, France, Netherlands, Sweden, Switzerland, and U.S.A. on either large scale
heater tests, or on mass transfer, alternation, hydro-mechanical studies in smectite,
bentonite, and clay barriers. Belgium’s HADES and Switzerland’sMont Terri Lab have
collaborative microbiology studies for water collected in URLs. The salt club of
Nuclear Energy Agency (NEA) has working group members from Germany,
Netherlands, Poland, and U.S.A. Annual workshops and meetings on actinide and
brine has occurred since the salt club kick-off meeting in Paris on 20 April, 2012.

3 PHYSICS LABS WITH EXPANSION PLANS
AND WITH MULTI-DISCIPLINARY STUDIES

Bettini (2007, 2011, 2013) reviewed existing and new physics underground labora-
tories and facilities worldwide. With detectors for rare event detections growing in
sizes, and demands for shielding increasing, there is a need to have large halls excavated
to house experiments. Solid crystals, noble liquids, scintillators, and water are used for
detector materials. Water is also used for shielding against neutron and radiations.
Depth is a premier as the damping of cosmic ray derived muon increases with depth
with the rock in the crust provides the shielding and decreases the background. Bettini
(2014) summarized the expansion of deep laboratories worldwide, with some exam-
ples illustrated in Figure 3. The plans for LNGS in Italy, LSM in France, CUPP in
Finland, LSC in Spain, SNOLab in Canada, SURF in U.S.A., INO in India, CJPL in
China, CUNPA in Korea, and ANDES between Chiles and Argentina respond to the
needs for spaces for housing underground detectors.

3.1 Asian DULs

In Asia, China currently has the deepest physics laboratory with horizontal access,
along the JinPing tunnels excavated for a hydropower project at depths 1900–2525 m
in marble. Feng (2011), Feng et al. (2012), Zhang et al. (2012), Li et al. (2012a, 2013c)
measured excavation disturbed and damaged zones and rock bursts at the China
JinPing tunnel complexes associated with a hydropower project at depths 1900–2525
m in marble. The Ya Long River in Sichuan province makes a big U-turn around the
JinPing mountain. The JinPing tunnels were excavated to connect opposing sides of the
mountain before and after the U-turn, in order to exploit the difference in river water
levels over the length of the tunnels, to generate electric power in a hydropower station.
The project includes four headrace tunnels, two traffic tunnels, and one water drainage
tunnel, excavated initially by tunnel boring machines (TBM) and later by drill and blast
methods after some damages to the TBMs. Most rock bursts were observed associated
with tension failures immediate during excavation unloading, and some shear-failure
rock bursts were observed with time-delayed over days and tens of days and located up
to hundreds of meter away from newly excavated faces. A rock sliding micrometer and
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a borehole televiewer were used in and developed into two ISRM suggested methods to
characterize the excavation disturbed and damaged zones (Li et al., 2013b,d). The
challenges and progress in understanding rock burst, water inrush, and squeezing
processes in tunneling and underground construction at the JinPing II hydropower
station were discussed by Feng (2014, 2015).

One of the experiment hall excavated for rock mechanics studies for tunneling, 6.5 ×
6.5 × 40m, ~4,000m3, was converted to the China JinPing Laboratory (CJPL) for dark
matter search experiments (Li, 2011a). There is an extension of CJPL planned and
executed by additional excavations staring in 2015 along a bypass tunnel in the vicinity
of CJPL. Li (2013, 2015a) and Li et al. (2013a) discussed the CJPL-II, which plans to
have eight additional halls, each up to 14mwide, 14 m high, and over 60m long, being
excavated in 2015 (Li, 2015b) to accommodate next generation dark matter search
experiments, and have spaces available for additional darkmatter, neutrino-less double
beta decay, solar neutrino, astrophysics accelerator, and other geoscience experiments
accommodated, as discussed in the 1st CJPL-II Workshop associated with the 2013
TAUP Conference (Li et al., 2013a).

Dighe (2013) described that the India-based Neutrino Observatory (INO) is currently
being excavated by tunneling 2 km into the Bodi West Hills in southern India. The
vertical cover is 1,289m,with all around cover of ~ 1,000m.Cavern 1with dimension of
26 m × 32.5 m × 132 m will host a 50 kt (space for 100 kt) magnetized iron calorimeter
(ICAL) detector. There are three other caverns of dimensions 55 × 12.5 × 8.6m, 40 × 10×
10 m, and 10 × 10 × 10 m for multiple dark matter and neutrono-less double beta decay
experiments.

Figure 3 shows that DULs with plans for recent excavations or spaces for new experiments.
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The existing Super-Kamiokande (Super-K) cavern, in Japan’s Kamioka Observatory
at depth of 1,000m, is 40m in diameter and 55m in height. Yamatomi (2013)
described the Hyper-Kamiokande (Hyper-K), a proposed megaton water Cherenkov
detector for long-baseline neutrino physics, atmospheric neutrino detection, and pro-
ton decay detection, has currently a design in the configuration of twin cylindrical
caverns aligned horizontally and side-by-side, each 48 mwide, 54 m high, and 247.5 m
long. Such a wide-span design is very challenging, even at the relatively moderate
depths ~ 650 m planned for Hyper-K. The Hyper-K detector will be the world largest
underground physics detector. Jung (2015) described the physics and the experiments
ongoing at Super-K and planned at Hyper-K as detectors in the Tokai to Kamioka
(T2K) long baseline experiment. In Kamioka Observatory, there are two 3 km long
tunnels being excavated for large scale cryogenic gravitational wave telescope, using
laser interferometers. There are also a laser strain meter and a superconducting gravity
meter for geophysics studies.

The Centre for Underground Nuclear and Particle Astrophysics (CUNPA) in Korea
has plans to expand the existing space at the YangYang Laboratory (Y2L) at 700 m
depth in three alternative locations: 1,000 m2 in area and 7 m in height at the Y2L site,
at a site 1,050 m deep accessible by a 1.6 km accessible tunnel, or at an operating mine.
The dark matter search, double beta decay, nuclear astrophysics, and low temperature
detector research and development are programs evaluated for the expansion (Bettini,
2013).

3.2 European DULs

In Europe, there are underground laboratories in Finland, France, Italy, Spain, and U.K.
with physics experiments. The Centre for Underground Physics in Pyhasalmi (CUPP) in
Finland, 1,444m in depth andwith spaces in other mine levels, has cosmic-ray and other
geology and biology experiments, and is a candidate site for the European LAGANA
Long Baseline Neutrino Observatory (LBNO). Nuijten (2013) described the designs for
LBNO that include an ellipsoidal cavern to house the LBNO liquid argon detector with
dimensions 64 m wide, 51 m high, and 103 m long, and another cavern for liquid
scintillator 44 m wide, 120 m high, and 71 m long at 1,450 m depth. These designed
caverns are wider in spans than most excavations at shallower depths.

Piquermal (2013, 2015) described the Laboratoire Souterrain de Modane (LSM) in
France which is Europe’s deepest lab at a depth of 1,700 m, with existing spaces for
dark matter search, neutrino-less double beta decay, and low-radioactivity counting
experiments. LSM plans to excavate an additional multi-disciplinary underground
sciences hall, 19 m wide, 16 m high, and 40 m long, 12,000 m3 in volume, in an area
adjacent to the existing laboratory and between theModane highway tunnel and a new
safety gallery that will be bored parallel to the highway tunnel between France and
Italy. The existing non-physics experiments at LSM include the use of gamma spectro-
scopy for biological studies and 137Cs dating to determine if a win bottle is before or
after Chernobyl nuclear power plant accident.

Piquemal (2015), with inputs from Ragazzi (2015), Ianni (2015) and Paling (2015),
described all activities in four European DULs. The Deep Underground Laboratory
Integrated Activity (DULIA) aims to form toward a deep underground European dis-
tributed platform. Agralioti (2015) describedmulti-disciplinary studies in European deep
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underground laboratories organized by the Astroparticle Physics European Consortium
(APPEC), with examples from all four European DULs., and the low noise inter-dis-
ciplinary LSBB URL at France. The ASPERA-2 workshop in 2012 in a great source for
multi-disciplinary studies at Europe.

Ragazzi (2015) described the Laboratori Nazionali del Gran Sasso (LNGS) in Italy.
LNGS has three halls 20mwide, 18m high, 100 m long, along a highway tunnel. LNGS
has a rich programand is theworld largest undergroundphysics laboratorywith the total
volume of 180,000 m3, for many dark matter, neutrino-less double beta decay, long-
baseline neutrino beam, solar and geoneutrino experiments in the main halls, and
geoscience experiments in surrounding connecting tunnels. Some of these existing large
spaces are currently being made available for many next generation experiments con-
sidered by an international scientific committee (Bettini, 2014). In 2013, the geosciences
experiments: including 222Rn – 14C – 3He monitoring of environmental radioactivity,
crustal deformation, the maintenance of cryo-preserved biological materials in
reduced-radiation environments, studies of aseismic creep strain episodes that
might be associated with earthquakes, seismographic monitoring, and the effects of
reduced-radioactivity environments on the biochemical behavior of living organisms.
One example of geoscience study is the radioactivity measurements of water samples
in Wolfgango (2012).

Bettini (2013), Innai (2015) described the Laboratorio Subterráneo de Canfranc
(LSC) in Spain which has expanded to house dark matter search, neutrino-less double
beta decay, and low background assay experiments. LSC is at depth of 850 m along a
tunnel between Spain and France, with area 1,560 m2 and volume 10,500 m3. Hall A
has dimension of 14.5 × 10 × 40 m3 and can accommodate experiments considering
by a scientific program, including dark matter search, neutrino-less double beta
decay, and detector research and development. The GEODYN earth sciences obser-
vatory around LSC uses seismographs and laser strain meters mounted on ground
surfaces and within the tunnel to monitor the entire geodynamical spectrum, measur-
ing strain, velocity and acceleration. GEODYN is part of the European Plate
Observation System (Diaz, 2012; Bettini, 2013). LSC has nearby tunnels for micro-
biology studies (Ianni, 2015).

Paling (2015) described the Boulby Underground Laboratory (BUL) in U.K., at depth
of 1,100m, 1,500m2 in area, within a potash and rock-salt mine. BUL hosts dark
matter search experiments, a cosmoclimatology project, a muon tomography survey, a
radio-ecology, and other geology and engineering projects. The Palmer Laboratory
facility, 120 m long, where several dark matter and other physics experiments were
located, has been converted into the International Subsurface Astrobiology
Laboratory, where studies of the microbiology of deep subsurface salts are conducted
(Cockell et al., 2012).

3.3 North and South American DULs

In North America, Smith (2013), Smith and Larsson (2015) described the Sudbury
Neutrino Observatory (SNO) Laboratory (SNOLab) in Canada. SNOLab is the dee-
pest lab in North America at depth of 2,070 m, with a rich program of dark matter
searches with both cryogenic and room-temperature bubble chamber approaches.
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SNOLAb has newly excavated spaces including the barrel-shaped cryo-pit with 18.3 m
in diameter at the waist, 15.2 m in diameter at the base and top, and 19.8 m in height.
The original SNO cavern with similar shaped is 22 m in diameter at its waist and 34 m
in height, and is currently the site for SNO+, a double beta decay and geo-neutrino
detector currently under construction that will use Te-loaded scintillator. Similar barrel
designs could be considered at CJPL-II or in other laboratories.

The U.S. has four facilities with physics experiments, one has recent expansions.
Lesko (2013) described the Sanford Underground Science Facility (SURF) which is in
the former Homestake gold mine, at the depth of 1,480m (4850 Level). Near the Yates
shaft, the historic Davis Cavity was enlarged to 11 m wide, 13 m high, and 18 m long
space for a dark matter search experiment, and a 16 m wide, 5 m high, and 43 m long
space excavated for a neutrino-less double beta decay experiment. Vardiman (2012)
and Roggenthen (2015) described the geotechnical and geological study of SURF.
Seismic surveys in multiple levels at Homestake continue for a gravity wave study.
Elsworth (2012) summarized other earlier bio-geo-engineering investigations in multi-
ple levels at Homestake.

Nuitjen (2014) described the cost and other geoengineering comparisons between
European LAGUNA-LBNO detector at Pyhasalmi mine and U.S.A. LBNE detector at
Homestake. Jung (2015) described the physics of and the plan for a long baseline
neutrino experiment from a westward neutrino beam from Fermi Laboratory near
Chicago to SURF in South Dakota. The new collaboration of Deep Underground
Neutrino Experiment (DUNE) is being considered to be located near the Ross Shaft,
1 km away from the Yates Shaft. Bettini (2011) and Laughton (2011, 2015) compared
the costs for underground excavations between European and North American DULs.
Laughton (2015) noted that the U.S.A underground costs were over twice as much as in
Scandinavian countries due to likely union cost differences but near-surface excava-
tions were comparable.

Marshak (2013) described the Sudan Underground Laboratory (SUL) that has a
rectangular room 16 m wide, 14 m high, 89 m long, oriented along a northward
neutrino beam from Fermi Laboratory, to house iron plate neutrino detectors. The
other hall houses a low background counting facility. SUL conducted proton decay and
dark matter search experiments, and also geology, geochemical and microbiological
studies of salty water.

Link&Vogelar (2013) described the KimballtonUnderground Facility (KURT)with
spaces accessible in a drive-in limestone mine. The current experiments at KURT
include neutron spectroscopy and neutrino-less double beta decay in a deep level, and
a spallation isotope production in water experiments in a shallow level.

Gratta (2013) described the neutrino-less double beta decay experiments located
away from the waste storage area in the Waste Isolation Pilot Plant (WIPP). WIPP has
also experimental spaces available for other scientific investigations.

In South America, Dib (2013) described the future ANDES laboratory along the
Argentina-Chiles Agua Negtashi Koshibara tunnel was. ANDES will provide an over-
burden of 1,750 m, has a large pit planned, 30 m in diameter and 42 m in height. There
are other halls, caverns, and pit planned for neutrino detector, dark matter search,
double beta decay, and nuclear astrophysics experiments. Geophysics experiments for
this geo-active region are planned by linking seismograph networks in the region.
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3.4 History of using mines and UULs in the neutrino sector

Frederick Reines was co-winner of the 1995 Nobel Prize for physics for the detection of
neutrino. Atmospheric neutrinos were detected in 1995 in the East Rand gold mine in
South Africa and in the Kolar Gold Field mine in India. Raymond Davis and Masatoshi
Koshiba shared the 2002 Nobel Prize for the detection of solar neutrinos at the
Homestake gold mine and the detection of supernovae neutrinos at the Kamioka mine.
These discoveries led to the onset of the field of neutrono astrophysics. Neutrinos
associated with electron, muon, and tau particle are now known to have masses, with
the mass differences among neutrinos known, but the absolute masses unknown. Only
one-third of electron neutrinos from fusions in the interior of sun reach the earthwith the
remaining two third converted to other two types of neutrinos.

Neutron studies are currently joined by the dark matter searches, neutrino-less
double beta decay, proton decay, gravitational wave detection, and other rare event
detections. The dark energy idea to explain the acceleration of the universe presents
an even more challenging concept in fundamental understandings of the big band,
evolution of the universe, and disappearance of anti-matters and creation of the
matters. This is an exciting time for physics research in astrophysics and using deep
mines and DULs.

4 EXAMPLES OF ENERGY/ENVIRONMENTAL,
INTER-DISCLIPLINARY, AND NETWORKING STUDIES

In this section, we summarize several underground studies beyond radioactive waste
URLs and physics deep underground facilities. These examples address additional rock
mechanics, geoscience, and inter-disciplinary studies discussed in some recent meetings
associated with AGU, iDUST, ISRM, and information in the literature.

4.1 Energy and environmental assessments

Brinkman (2012), Hitzman et al. (2012), Hitzman (2012), and Tester (2012), discussed
various alternative energy evaluations to reduction of CO2 by energy productions,
including critical elements needed for renewable solar and wind energy and for car
batteries, geothermal resources for electric generation and for district heating, and
shale gas production through hydraulic fracturing and the associated environmental
concerns. Increases in renewables, in liquid biofuels, and in natural gas are expected,
while nuclear energy may not change, and decreases in coal and in petroleum and other
liquid products are expected. McNutt (2012) discussed challenges in energy and
resource recovery associated with undiscovered oil and gas reserves. Shephard (2013)
discussed the development of shale reserves and water use strategies for a sustainable
future. Wakimoto (2013) presented impacts on energy production from storms, hurri-
canes, earthquakes, tsunamis, and melting of the Arctic ice. Uhle & Anooshepoor
(2012) described the aftermath of the Fukushima Daiichi Nuclear Power Plant in
Japan and the associated regulatory concerns.

Elsworth (2011, 2013) discussed the uncertainties in sustaining energy recovery and
the roles of underground experiments and URLs in resolving the issues. Elsworth et al.
(2015) discussed the use of super-saturated and under-saturated gases in addition to
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water in hydraulic fracturing and in enhanced geothermal system and in CO2 seques-
tration. Sosna et al. (2014) described a heating, cooling, and heating experiment with
water heater and heat exchanger for temperature, stress and deformation changes in
the Josef URL in Czech Republic for thermal storage evaluation.

The need for development of earth resource engineering was discussed by Fairhurst
(2015). The development of shale gas and oil depends on hydraulic fracturing (or
fracking) along mainly horizontal wells. Tutuncu & Gutierrez (2011) presented site
characterization and injection/withdrawal assessment of a proposed in situ laboratory
in shale gas and shale oil. Dusseault (2013) presented the theory, reality and uncer-
tainty of hydraulic fracturing operations. Hydraulic fracturing may be used in under-
ground mining, and in deep slurried solid injections. Dusseault (2011) explained that
saline water and sold slurry injection practices into deep fractured and porous layers
had been used in oilfields for over more than 20 years, could be practiced in China in
identified areas, occurred at Alberta Canada in 1996, had a zero discharge oil field solid
injection site in Indonesia, and applied to municipal biosolids in Los Angeles. Doe
(2011) discussed flow quantifications in fractured rocks. Rutqvist (2011) presented the
geo-mechanical aspects of CO2 sequestration andmodeling of the in Salah CO2 storage
project in Algebra, which is 1.8-1.9 km deep. The ground surface uplift and micro-
seismic events were shown to be caused by tensile opening of faults intersecting the
injection zone. Examples for injection and withdraw fluids through boreholes are
illustrated in Figure 4.

Figure 4 Examples for energy and environmental studies, modified fromWang et al. (2013), with inputs
from Doe (2011), Dusseault (2011), Rutqvist (2011), Tutuncu & Gutierrez (2011).
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4.2 Inter-disciplinary studies

Gaffet (2012, 2013), Guglielmi (2011), Guglielmi et al. (2012), Waysand (2006), and
Waysand et al. (2010), and Fourie et al. (2013) described various studies at the
Laboratoire Souterrain à Bas Bruit (LSBB) in France with a depth of 518 m, with
laboratory spaces along ~ 4 km horizontal tunnel spaces in a low anthropogenic
environment away from through-going traffic. The infrastructure includes at the
center of LSBB an electromagnetic shield capsule 8 m in diameter and 28m long.
The original experiments at LSBB include the use of [SQUID]2 detector for global and
regional seismic-magnetic observations (Waysand, 2006), and the SIMPLE detector
for dark matter search (Girard et al., 2013).

LSBB is unique in practicing and promoting inter-disciplinary underground science
and technology under low noise conditions. There are seismic sensors on the ground
surface and along underground horizontal tunnel segments, with the planned MIGA
tunnels for matter wave laser interferometer (Farah et al., 2012), water and petroleum
resource evaluation in a carbonic aquifer, HPPPCO2 project for fault zone character-
ization and CO2 sequestration evaluation (Jeanne et al., 2012; Guglielmi et al., 2012),
and many other projects.

A step-rated injection method for fracture in-situ properties (SIMFIP) was accepted
in 2013 as one of the ISRM Suggested Methods, as discussed in Guglielmi et al. (2013)
(see also Wang et al., 2013). Guglielmi (2015) described that the SIMFIP has been
applied and planned to be deployed in studies of fault zones intersected in tunnels at
LSBB and Tournemire URL in France and at Mont Terri Lab in Switzerland.

A France-South Africa network of SQUID toward global magnetic network for
earthquake evaluation has been proposed (Febvre et al., 2012; Fourie et al., 2013).
SQUID detectors are used to form toward global magnetic earthquake evaluation. Very
long wavelength magnetic signals can detect earthquake signals from locations thou-
sands of kilometers away. Underground installations of similar sensors in different
URLs can form network for global evaluations. The i-DUST-2014 Proceedings pre-
sented many presentations on inter-disciplinary studies.

4.3 Examples of networking in mines, URLs, and DULs

Kaiser et al. (2011) and Duff & Kaiser (2015) discussed that a networked deep mine
observatory could be formed from deep mines and fromDULs, similar to what achieved
among physics DULs. The Smart UndergroundMonitoring and Integrated Technologies
(SUMIT) was planned for up to ten deep mines in Canada, Australia, and U.S.A.,
including in Canada the Creighton mine where SNOLab was excavated, NiRim South,
Kidd mine, etc. SUMIT is part of the Center for Excellence in Mining Innovations
(CEMI).

Sherwood Lollar (2013) described the microbiology studies in between Sweden’s
AspoHRL, Finland’s ONKALO, andCanada’s SNOLab andmany other URLs, DULs,
and facilities worldwide contribute to understanding deep life in subsurface. Sherwood
Lollar et al. (2014) described the global H2 production and distribution in Precambrian
continental lithosphere. Hydrogen, methane, and other fluids can be energy and food
sources in the dark for underground microbes without photosynthesis processes.
Holland et al. (2013) showed that oldest fracture fluid samples a billion years of age
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were collected in the Timmiins mine in Ontario, Canada, based on noble element
isotope analyses. Deep levels in mines such as Creghton mine over 2. 5 km deep are
of interests to the microbiology communities for deep life searches.

High pressure pockets were observed at CJPL in China at depth over 2 km. This may
indicate that at such great depths, the hydrostatic-lithostatic transition occur and water
pressure is no longer controlled by continuously-connected water paths from the sur-
face to depths but by the high rock stressed states of rock formations. Perhaps deep
facilities can be studied for this transition. The collection of uncontaminated water can
contribute for understanding of deep life distributions.

4.4 Networking with underground nuclear power plant studies

Duffaut (2007, 2011, 2013) and Duffaut & Vasku (2014) pointed out that many
hydropower plants were excavated underground worldwide; extensive studies occurred
in 1960–1978 on underground nuclear power plants in Norway, Switzerland, France,
Sweden, and studies in Canada, ThreeMile Island, Chernobyl, and Fukushima were the
accidents since these events that slow down the development of nuclear energy. There
were 439 nuclear power reactors operated in 31 countries as at January 2013. Since some
of reactors are over the typical 40 year design operation period, the future of nuclear
energy may depend on siting the nuclear power plants underground, by excavated into
hills near existing and licensed locations or in shallow depths to be covered by dirt to
protect from natural hazards and terrorism. There also has to be a co-located source of
cooling water. Perhaps underground sittings with dry cask waste storage near existing
costal nuclear power plants will be one solution to nuclear energy and waste problems.
Large caverns needed for underground nuclear power plants may be located near urban
centers with high demands for electricity. Melnikov et al. (2014) pointed out the use of
underground space could increase the safety of nuclear power plants. Varun& Fairhurst
(2014) described seismic advantage of underground nuclear power plant. Sakurai (2014)
presented case histories of seismic monitoring for underground tunnels in Japan after an
earthquake.

5 SUMMARY

The ISRM URLNetworking Commission, since its formation in 2011 after the URL
Workshop in Beijing, China associated with the 12th ISRM Congress, has activities
in 2012–2015 for meeting sessions, including the 4th URL Workshop in Montreal,
Canada associated with the 13th ISRMCongress. We focus up to now on interacting
with the communities and to collect presentations and publications related to under-
ground studies in different URLs. These activities are summarized in the last three
sections for an overview of available information for each URL’s case history and
planned development. Heater tests and quantifications of excavation damaged
zones were discussed for radioactive waste URLs. Many deep underground labora-
tories for physics experiments plan to expansions in space. Some deep physics
laboratories and facilities have additional earth and multi-disciplinary programs.
We also present examples of energy/environmental, inter-disciplinary, and net-
working among URLs.
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The URL Networking Commission currently relies on workshop and meetings
organized in association with different rock mechanics, geosciences, underground
physics, and multi-disciplinary conferences. In the foreseeable future, we plan to
learn more about lessons learned from different URLs and uses of existing URLs as
analogs for other related studies and/or at other sites. This effort will tailor to supple-
ment many related presentations in the past Congresses and various meetings.We hope
that we can in the long run contribute to better understanding of underground settings.
Underground studies are critical for contributing to technologic advances. We hope
that our periodic compilation of key references and presentations in key conferences
contribute to better interactions and networking among different underground activ-
ities.We plan to continue gatheringmaterials collected during studies conducted by the
ISRM URL Commission to document for case histories and planned developments.
Inputs from the Commissioners and Authors on lessons learned are crucial for the
success for future activity for the continuance of the ISRM URL Commission.
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Chapter 15

The Mont Terri rock laboratory

Paul Bossart1, Fabrice Burrus2, David Jaeggi1 & Christophe
Nussbaum1

1Swiss Geological Survey at swisstopo, Wabern, Switzerland
2GGT, Delémont, Switzerland

Abstract: The Mont Terri Project is an international research project to investigate the
hydrogeological, geochemical and geotechnical characterization of the Opalinus Clay
formation. Clay formations are being considered in various countries for deep geolo-
gical disposal of radioactivewaste. Our research is carried out in the genericMont Terri
rock laboratory, an underground facility near the security gallery of the Mont Terri
highway tunnel in northwestern Switzerland. Sixteen partners from eight countries
participate in this project. The experiments are designed to better understand the
processes and mechanisms in undisturbed argillaceous formations. These include
experiments related to excavation- and repository-induced perturbations and to repo-
sitory performance during operational and post-closure phases. Here we outline a
timescale for key processes affecting repository performance and relate the ongoing
experiments to this timescale. The main focus is placed on the applied in-situ testing
methods and the corresponding equipment and materials. We start with excavation
and drilling techniques, then proceed to hydrogeological, geochemical and geophysical
experiments. Finally, a recent mine-by experiment is presented where acoustic emission
signals were used to identify the temporal and spatial evolution of the excavation
damaged zone.

1 INTRODUCTION

The Mont Terri rock laboratory is located in the security gallery of the Mont Terri
motorway tunnel in Northwest Switzerland (Figure 1a). This tunnel belongs to the A16
highway connecting Switzerland with France. The Mont Terri rock laboratory is
located 300 m below the surface in the Opalinus Clay, a claystone formation of
lower Jurassic age. In total 700 m of tunnels and niches have been excavated from
1996 to 2012 (Figure 1).

The aim of the Mont Terri research program is to analyze hydrogeological, geo-
chemical, and rock-mechanical properties of the Opalinus Clay. In particular, we
investigate the changes induced by excavation of galleries and by heating of the
formation, including testing of sealing and canister emplacement techniques, and
evaluating and improving appropriate investigation techniques and methodologies.

The research in the Mont Terri rock laboratory is being conducted and financed by
sixteen organizations from five European countries, Canada, Japan, and the United
States. These comprise ANDRA (Agence Nationale pour la Gestion des Déchets



a)

b)

Belfort

France

Porrentruy

Mont Terri tunnel

Mont Terri tunnel

St-Ursanne

Delémont

A 16
Transjurane

N

S

OW

Biel/Bienne
Bern

5 km

Genève

Bern

Luzern

Basel Zürich

Mont Terri rock laboratory

Mont Terri Rock Laboratory

Security Gallery

Motorway Tunnel

2012
2008
2004
2003
1998
1996

50 m

20
10

0 10
20 m

Figure 1 The Mont Terri rock laboratory a) geographic location and b) perspective view.



Radioactifs, France), BGR (Bundesanstalt für Geowissenschaften und Rohstoffe,
Germany), CHEVRON (Chevron Energy Technology Company, Houston, USA),
CRIEPI (Central Research Institute of Electric Power Industry, Japan), DOE
(Department of Energy, Washington D.C., USA), ENRESA (Empresa Nacional de
Residuos Radiactivos, Spain), ENSI (Swiss Federal Nuclear Safety Inspectorate), FANC
(Federaal AgentschapVoorNucleaire Controle, Belgium), GRS (Gesellschaft für Anlagen-
und Reaktorsicherheit mbH, Germany), IRSN (Institut de Radioprotection et de
Sûreté Nucléaire, France), JAEA (Japan Atomic Energy Agency), NAGRA (National
Cooperative for the Disposal of Radioactive Waste, Switzerland), NWMO (Nuclear
Waste Management Organisation, Toronto, Canada) OBAYASHI (Obayashi
Corporation, Japan), SCK·CEN (Studiecentrum voor Kernenergie, Belgium) and the
Swiss Geological Survey at SWISSTOPO (Federal Office of Topography), the latter is
the rock laboratory operator and is also responsible for the underground safety. The
owner of the underground facilities is the Republic and Canton of Jura (RCJU).

In the first chapter, we present the geological setting in relation to the possible
performance of a repository for deep geological disposal in relation with the ongoing
experiments. In the second chapter, we outline the in-situ testing methods, show
compilations in tables and present some selected examples in more detail. In the third
chapter, we describe the excavation damaged zone and discuss a recent mine-by test in
more detail.

1.1 Geological setting

A geological profile along the tunnels of Mont Russelin and Mont Terri is shown in
Figure 2a. The Mont Terri anticline was formed between 10 and 5 million years ago.
This anticline was sheared off and thrust over the Tabular Jura. The Opalinus Clay is
thus accessible by an existing horizontal security tunnel; a vertical shaft was not
necessary, thus reducing access costs considerably. As shown in Figure 2b, the
Opalinus Clay can be grouped into three main facies, a shaly facies, a sandy facies,
and a carbonate-rich sandy facies (Nussbaum et al., 2011). These three facies are the
result of different sedimentary environments in a shallow marine basin during the time
of deposition. A larger fault zone, called the main fault, was encountered in the center
of the Opalinus Clay.

The Opalinus Clay consists mainly of sheet silicates, framework silicates, and car-
bonates. The qualitative mineralogical composition is identical in all facies that occur
at Mont Terri and includes calcite, dolomite, ankerite, siderite, quartz, albite,
K-feldspar, muscovite, illite, illite/smectite mixed-layer phases, chlorite, kaolinite,
pyrite, and organic carbon. Typical values for the shaly facies are: 66% clay minerals,
16% carbonates, 14% quartz, 2% feldspars, 1.1% pyrite and 0.8% organic carbon.
Compared to the shaly facies, the sandy facies containsmore quartz (25%) and less clay
minerals (50%). Locally, there may be a considerable variability of these mineralogy
values. Key parameters of the shaly and sandy facies are shown in Table 1.

We found two types of discontinuities: 1) tectonic fractures and 2) EDZ (excavation
damaged zone) fractures. The first type of discontinuities, tectonic fractures, are shown
in Figure 2b, consisting of a main fault and numerous single faults, the latter dispersed
over the whole formation. The main fault has a thickness between 0.5–3 m, a lateral
extent of several tens to a few 100s of m and is characterized by a large number of fault
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Table 1 Key parameters of Opalinus Clay, derived in the Mont Terri rock laboratory (Jaeggi et al., 2014). The ranges and best estimates are presented for the
shaly and sandy facies, respectively. Anisotropy is mentioned as P and N (parallel and normal to bedding, respectively). The number of analyses are
shown in parenthesis.

Parameters Shaly facies Sandy facies

Range Best estimate Range Best estimate

Water content [Weight%] 5.0–8.9 (22) 6.6 2–6 (112) 4
Density (wet) [g/cm3] 2.40–2.53 (239) 2.45 2.42–2.63 (65) 2.52
Total physical porosity [Vol%] 14–25 (17) 18 5.3–17.7 (17) 11.1
Water loss porosity [Vol%] 13–21 16 4.9–17.5 (19) 10.5
Seismic P-wave velocity Vp (N) [m/s] 2220–3020 (48) 2620 1470–4610 (61) 3280
Seismic P-wave velocity Vp (P) [m/s] 3170–3650 (111) 3410 2870–5940 (112) 3860
Hydraulic conductivity (N and P) [m/s] 2·10−14–1·10−12 (57) 2·10−13 1·10−13–5·10−12 (10) 1·10−12

Specific storage coefficient [m−1] 1·10−7–5·10−4 (6) 2·10−13 – –

Uniaxial compressive strength, UCS (N) [MPa] 4–17 (22) 10.5 4–37 (60) 18.0
Uniaxial compressive strength, UCS (P) [MPa] 5–10 (19) 7 6–37 (51) 16
Elastic modulus, E-Modulus (N) [GPa] 2.1–3.5 (34) 2.8 0.4–19.0 (51) 6.0
Elastic modulus, E-Modulus (P) [GPa] 6.3–8.1 (39) 7.2 2.0–36.7 (60) 13.8
Poisson ratio (N) [−] 0.28–0.38 (73) 0.33 0.06–0.42 (51) 0.22
Poisson ratio (P) [−] 0.16–0.32 (73) 0.24 0.13–1.23 (59) 0.44
Thermal conductivity (N) [Wm−1K−1] 1.0–3.1 (9) 1.2 – –

Thermal conductivity (P) [Wm−1K−1] 2.1 – –

Heat capacity [JKg−1K−1] – 860 – –

Total cation exchange capacity CEC 9.4–13.4 (24) 16 (24) 7.3–21.9 (13) 14.4
(Co-Hexamine, Ni-en, bold) [meq/100 g of rock] – 16 (24)
Gas entry pressure [MPa] 1.2–3.2 (11) 2.2 1.8–2.5 2.2



planes running subparallel to the bedding. Most of these fault planes show slickensides
and shear fibers on polished surfaces with sense of movement consistently indicating
overthrusting. In parts with higher tectonic shear strain, we observe loss of cohesion,
which results in crumbly fault gouges and scaly clays.

The second type of discontinuities, the EDZ fractures, were formed during excava-
tion of the tunnels. The redistribution of stress during the excavation indicates that the
tangential stresses in the tunnel walls are higher than the uniaxial compressive strength,
leading to extensile fracturing. Lower compressive and tensile strengths of bedding
planes result in bedding-parallel slip, which is often observed at the tunnel ceiling and
floor. The EDZ fractures form an interconnected network within the outermost 1 m of
the tunnel wall. The geometry of this network is characterized by high fracture fre-
quency in the outermost 70 cm of the tunnel wall. Local observations, such as gypsum
spots on fracture surfaces and resin injections into the network, indicate that the EDZ
fractures are interconnected, directly related to the tunnel itself, and appear not to be
water-saturated, but rather filled with air and water vapor.

The Opalinus Clay can be considered to be an aquiclude. Although its pore space is
water-saturated, water circulation is almost absent. The Opalinus Clay is overlain by
Middle Jurassic karstic aquifers (Passwang Formation and Hauptrogenstein, see
Figure 2a) and underlain by Liassic marls and limestone (Staffelegg Formation). The
latter are karstic aquifers with advective water flow. The average water content of an
Opalinus Clay sample fromMont Terri is 6.6 wt% in the shaly facies and 4 wt% in the
sandy facies (see Table 1). Around 55% of these water molecules are attached to the
surface of clay aggregates or are incorporated into the clay minerals. The remaining
45% fill the available pore space, but cannot move freely in this space because the
extremely fine pore diameters (generally in the range of several to some tens of
nanometers) prevent water circulation. The physical or total porosity is 18% for the
shaly and 11.1% for the sandy facies, water loss porosity is 16% and 10.5%, respec-
tively (Table 1). Hydrotests carried out on rock samples, but also in different boreholes,
result in hydraulic conductivities ranging between 2·10−14 and 5·10−12 m/s, with a
mean of 2·10−13 m/s for the shaly and 1·10−12 m/s for the sandy facies. The main
conclusion is that water barely flows – it stagnates in the pores.

1.2 Repository performance and on-going experiments

Experimental results provide input for assessing different phases of repository evolu-
tion and performance (Bossart, 2007). A generic repository evolution with causes and
effects is shown in Figure 3, where we distinguish a disequilibrium and an equilibrium
phase. During the construction of a repository (time period of several years), stress
redistribution leads to the formation of an excavation damaged zone (EDZ) around the
access and emplacement galleries. During the operational phase (waste emplacement,
backfilling, monitoring and sealing, time period of up to 100 years), an unsaturated
zone will evolve in the nearfield due to ventilation, and redox conditions will become
oxidizing. In the first few hundred years after closure, significant changes in the
repository evolution will occur, including heat transport from the canister across the
bentonite toward the rock with canister surface temperatures up to 150 °C, and
temperatures still reaching about 90 °C at the bentonite-rock interface (Nagra,
2002). Heat flow into the rock will cause excess pore water pressures and reduction
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of effective stresses in the nearfield, due to the fact that expansion of pore water is
higher than expansion of the rock fabric. Later on, heat flow will decrease with time,
leading to enhanced saturation in the nearfield and swelling of the bentonite backfill.
These processes take place concurrently with the self-sealing of EDZ fractures. Both
swelling of clay minerals in the EDZ fractures and mechanical fracture closure (swel-
ling bentonite) contribute to self-sealing. Redox conditions in the nearfield are clearly
reducing and anaerobic corrosion of the steel canisters prevails together with hydrogen
production. During this period, microbial activity becomes important: bacteria are
involved in redox reactions, on one hand, degrading hydrogen (pore water sulfates are
reduced to sulfides such as H2S) and, on the other hand, enhancing steel canister
corrosion. Finally, the first steel canister failure is expected to occur after some 1000
to 10,000 years. This is the earliest time when radionuclides will be released into the
backfill and host rock. This is also the time when equilibrium conditions in the
claystone are reached and hydraulic and thermal conditions are comparable to those
before the repository was constructed. Radionuclide sorption and diffusion into the
bentonite and the natural clay barrier is then the final process in the repository
evolution.

Most of the Mont Terri experiments are related to repository evolution and
performance, as outlined in Figure 3. In Figure 4, the ongoing experiments in the
Mont Terri rock laboratory are related to the different repository phases, starting
from evaluation of safety parameters until the radionuclide release and transport at
the end of a repository lifetime. These ongoing experiments can be further divided
into observation and monitoring experiments over real timescales, such as

Equilibrium
Disequilibrium. Thermo-Hydraulic-

Mechanical-Chemical (THMC) Processes

Release of radionuclides
sorption and diffusion

Canister failure

Canister corrosion with hydrogene generation, microbial activity

Sealing of EDZ
Saturation of bentonite

Heat transport from canister
into bentonite and rock

Oxidising conditions Reducing conditions

Formation of EDZ

Access sealing

Monitoring
Gallery backfilling

Waste emplacement
Repository construction

100 101 102 103 104 105 106 (years)

normal hydrological conditions

normal geothermal conditions

Figure 3 The generic performance of a repository.
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Figure 4 Ongoing experiments (2015) in the context of the repository evolution.



experiments dealing with repository construction, mine-by testing, backfilling and
sealing. On the other hand, many experiments are designed to investigate long-term
processes on timescales that are not directly accessible through conventional labora-
tory work. These are e.g. self-sealing of the excavation damaged zone, anaerobic
corrosion, or sorption and diffusion. These experiments aim to identify and under-
stand the processes and thus provide robust parameters. The results form the basis
for long-term safety analyses.

Different countries have different repository construction and safety concepts with
different conditions. Experiments can be planned and carried out by taking into
account such concepts and conditions. Especially important are demonstration experi-
ments where the interaction of differently designed and engineered barrier systems is
assessed in a natural clay barrier environment, such as the Opalinus Clay in the Mont
Terri rock laboratory.

2 APPLIED IN-SITU TESTING METHODS

In this chapter we present the applied in-situ testing methods. We start with excavation
and drilling techniques. Then we describe the applied methods and equipment of the
hydrogeological, geochemical, and rockmechanical experiments. Emphasis is placed
on the material used for the different surface and downhole equipment. The tables in
the subsequent subchapters compile differently applied testing methods and list the
corresponding equipment.

2.1 Excavation and drilling techniques

2.1.1 Excavation methods

Several excavation methods were used for the construction of the Mont Terri under-
ground rock laboratory. We adapted the techniques to the experimental require-
ments, namely stability of galleries, dimensions of the profile, length of the galleries,
and costs and time constraints. The methods and their applied equipment are outlined in
Table 2.

We applied mainly drilling and blasting excavation techniques for Gallery 98, a road
header excavation for Gallery 04, and a pneumatic hammer technique for the niches
(Figure 5a, for location see Figure 2b). A horizontal, raised boring technique was used
to excavate the RBmicrotunnel in Gallery 98 and a steel auger was used to excavate the
HG-A microtunnel in Gallery 04. Progress rates are in the order of 1–2 m per day for
drilling and blasting and road heading, but slower for pneumatic hammering. In the
Mont Terri laboratory, the lining consists of a shotcrete hull with a mean thickness of
15 cm. The strength of the shotcrete lining is increased with metal or plastic fibers. In
sections of reduced stability, steel meshes are fixed on rock surfaces; anchors are
installed around the sections and then covered with shotcrete. Particular sections
require the installation of steel arches or a concrete pillar in order to allow transfer of
the load to the invert. The gallery invert usually consists of a plane horizontal concrete
bedwith a principal slope toward the security gallery. No drainage pipes are installed in
the invert because nowater inflow occurs in theOpalinus Clay sections. The evacuation
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of very fine clay dust requires a very powerful ventilator, which aspirates the dust at the
tunnel face and removes it to a dust extraction system (Figure 5b). Thus the dust
concentrations at the tunnel face can be kept to a minimum and the environmental
requirements can be fulfilled. A safety concept was developed by the rock laboratory
operator for monitoring tunnel stability after excavation. It consists of qualitative
observation of deformation in the galleries, quantitative monitoring of convergence
and regular maintenance of the galleries and niches. Shotcrete renovation on selected
locations have to be carried out in the average once every decade.

2.1.2 Drilling techniques

Most of the experiments are performed in short boreholes of 5 to 20 m length. Special
emphasis was thus placed on adapting drilling methods to a claystone environment.
Single, double and triple core barrels with diameters between 10 and 600mmwere used.
It became obvious that the triple core barrel delivered the best core quality, particularly
when cores from tectonically deformed zones are required (Figure 6a). The overcoring
technique, particularly the recovery of overcores in the Opalinus Clay, has been devel-
oped and improved.Now, overcoring to a depth of 12mwith diameters up to 600mm is
standardized (Figure 6b). Boreholes in claystones are usually drilled with air as the
drilling medium because the use of water must be avoided due to the swelling of the
claystone; use of drilling water would directly result in borehole collapse. Alternatively,
other fluids such as oil-based fluids or nitrogen were used, particularly for experiments
requiring saturated samples or samples which are not to be contaminated by bacteria
from outside. The use of nitrogen required the development of a new ventilation and
evacuation technique and special securitymeasures. Drillcores are documented (mapped,
photographed and sealed in plastic and aluminum foil) and, if not used for laboratory
investigations, stored in the core library.

Table 2 Applied methods and corresponding equipment used for excavation and drilling.

Method Equipment

Drill- and blast technique Drilling rig allows dryly drilled blasting holes, nitro-glycerine explosives
electrical & electronic detonators.

Hydraulic or pneumatic
hammer techniques

Pneumatic hammer installed on excavator or hydraulic shovel,
different sizes, joystick technique for vertical excavations. No deduster
necessary.

Road header technique Longitudinal and transverse cutting heads, small head can be installed
on hydraulic shovel. Deduster, air ventilation system. No use of water.
See Figure 5.

Tunnel boring machine (TBM) Not applied in Mont Terri rock laboratory (too expensive for short
tunnels). Method has been applied elsewhere. See e.g. Li et al., 2012.

Horizontal raise boring Drilling rig for central borehole, reamer, Robbins machine to pull
reamer, aspiration system to evacuate cuttings.

Steel auger technique Auger head reinforced with tungsten teeth and industrial diamond grains.
Core drilling, overcoring Drilling rig with single, double, and triple-core-barrels of different

diameters (from 35–600 mm), deduster at borehole mouth. Air
drilling, no water used. See Figure 6.
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2.2 Hydrogeological, gas and diffusion experiments

The major emphasis of hydrogeological, gas, and diffusion experiments was placed on
the methodology, mainly test equipment, reliable measurements, parameter estimation,
and test interpretation. Applied methods and correspondent equipment are compiled in
Table 3. A good example is the PP (pore pressure)-piezometer, which was developed to
measure pore water pressures in formations with very low hydraulic conductivity and
very low free-water content (Volckaert & Fierz, 1999). The design of this PP-piezometer
is shown in Figure 7awith the following requirements 1) prevention of bypass flowalong
borehole walls with the help of a resin seal, 2) minimization of dead volumes (the smaller

b)

a)

Dust collector Primary axial fan
Dry-type
deduster

Axial
fan with
silencers

Air supply

Flexible
ventilation

duct

Figure 5 Excavation techniques applied in the Opalinus Clay a) road header at the gallery front, without
utilization of any water and b) evacuation of dust.
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the volume, the faster hydraulic and chemical equilibrium is obtained), and 3) minimiza-
tion of system-compressibility. The application of a two-interval PP-piezometer is shown
in Figure 7b, which was installed in 1997 and which still works perfectly almost 20 years
later. This PP-piezometer not only functions in different hydraulic gradient situations
(pressure increase from 22 to 28 bar due to stress redistributions during the construction
of the Gallery 97 in 1997, Figure 7b), but it was also used for in-situ water sampling and
hydrotesting. For the proper estimation of hydraulic parameters, particular attention has
to be paid to wellbore storage times, which can be quite long (days rather than hours).
Experimental evidence was provided for a permeability increase at low effective stresses,
known as pressure-dependent permeability. This process is reversible, i.e. reconsolida-
tion of the rock leads to a return to the initial low hydraulic conductivities (mechanical
self-sealing). The impact of chemico-osmotic phenomenaonpore pressuremeasurements
was also demonstrated with PP-piezometers. Nevertheless, the osmotic efficiency of the
OpalinusClay atMontTerri is quitemoderate (meanof 6%). The hydraulic conductivity
of theOpalinusClay ranges between 2·10−14 and 5·10−12m/s,with amean of 2·10−13m/s
(Table 1). A significant change in hydraulic conductivity between the different facies was
not observed. The tectonic fractures were also shown to be tight (sealed during their
tectonic formation), i.e. they do not increase rock permeability. Due to the very low
hydraulic conductivity of Opalinus Clay, molecular diffusion is the dominant transport
process. Advection-dispersion can be ignored, provided that hydraulic gradients are not
abnormally high.

Table 3 Methods and applied equipment for hydrogeological, gas and diffusion experiments.

Method Equipment

Borehole logging for evaluation of bulk
density, porosity and water content

Nuclear radiation logging tools (natural gamma logger,
gamma-gamma density log, neutron-water content log)
Time-domain-reflectometry (water content).

Vapor pressure measurements for
evaluation of matrix potential

Thermo-couple psychrometer in small diameter boreholes.

In-situ pore pressure evaluation
Hydraulic testing for parameter
estimation
– Constant head and rate tests, slug and

pulse tests
– Crosshole tests
– Osmotic pressure tests
– Evapometer tests

Inflatable single and multi-packer systems, PP-piezometer
(Figure 7) and mini-packers, installed in boreholes. Resin-
sealed systems are not retrievable. Flow meters, pressure
sensors and data monitoring at surface. Concentration of
borehole fluids should not differ from in-situ pore waters to
avoid chemico-osmotic effects. Borehole evapometer to
measure absolute humidity- and temperature-changes.

Gas testing
– Pneumatic tests
– Gas entry tests

Pneumatic test equipment shown in Figure 8, applicable in
excavation damaged zone. Gas entry test with retrievable
double-packer systems, which are moved along borehole.

Fluid logging, detection of advective
inflows

Electric conductivity and temperature probe moved along
fluid-filled vertical borehole.

Hydraulic fracturing, estimation of in-
situ stress

Straddle packer moved along borehole. Fluid injections and
pressure controlled at surface. Borehole TV and impression
packer to identify orientation of new fracks.

Diffusion testing, estimation of in-situ
diffusion parameters

Diffusion equipment shown in Figure 9a.
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In-situ methods for the determination of gas-related parameters, such as gas thresh-
old pressure tests and multi-step gas injection tests, were elaborated and successfully
refined (Marschall et al., 2008). Also here, PP-piezometers were used, together with
other removable multipacker systems. The favorable conditions in theMont Terri rock
laboratory allowed for long-term gas injection periods of many months. Optimization
of test procedures made it possible to measure the gas entry pressure with a higher
degree of confidence and to obtain a more complete picture of the two-phase flow
characteristics of the Opalinus Clay, such as capillary pressures and relative perme-
ability. Multiple evidence on different experimental scales was found for visco-capil-
lary flow of gas in the existing pore space of the Opalinus Clay, suggesting that classical
flow concepts of immiscible displacement in porous media can be applied to such
problems when the gas entry pressure is less than the minimum principal effective
stress acting within the rock. In contrast to classical porous media, gas transport
through the Opalinus Clay does not cause a major desaturation of the rock. The
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Figure 7 Hydraulic testing a) design of the PP-piezometer (not to scale), and b) example of long-term
pore pressure evolution in borehole BPP-1. For location see Figure 2b.

470 Bossart et al.



shape of the capillary pressure curve suggests that high gas pressures are needed to
displace pore water and only a small fraction of the total porosity of the Opalinus Clay
is accessible by a gas phase, typically in the order of a few percent of the total porosity.
Microscopic pathway dilation with an increase in gas permeability was observed at
pressures around 2 MPa, which is considerably lower than the fracking pressure of
around 9 MPa and the refrac pressure of 4 to 5 MPa.

We also carried out special role-play pneumatic gas injections, or withdrawal tests,
in the excavation damaged zone (EDZ) in which air or nitrogen is injected in a
borehole and the crosshole response observed in neighboring boreholes. The aim of
such pneumatic tests is to obtain permeability profiles across the EDZ and to evaluate
the heterogeneity and connectivity of the EDZ fracture network. The principle of
such pneumatic testing is shown in Figure 8a. Injection tests were performed in very
high permeability zones, but extraction tests are more appropriate for less permeable
parts of the EDZ (Trick, 1999). Figure 8b shows an example of an EDZ permeability
profile. Zones of very high permeability greater than 1·10−14 m2 are located in all
boreholes within the first 10–20 cm after the shotcrete-rock interface. This is con-
sistent with results from resin-filled EDZ fractures, which were sampled by
overcoring.

We carried out several in-situ diffusion experiments, each using a single borehole,
usually drilled downwards and sealed off with a packer system to isolate the test
interval. A general design of such a test is shown in Figure 9a. Once hydraulic and
chemical conditions in the test interval were stable and considered to be close to
those of the in-situ pore water, we injected tracers into the circulation system.
Evolution of tracer concentration in the circulation system was followed by sam-
pling and analysis or by online analysis. After one to several years, the test interval
was overcored to obtain the rock section around the interval. The tracer concentra-
tions in the overcore were analyzed in the laboratory of the Paul Scherrer Institute
PSI (Gimmi et al., 2014), followed by modelling and interpretation. Examples of
tritiated water tracer profiles are shown in Figure 9b. The decline at near the
injection borehole is due to pore water evaporation, when the retrieved overcore
was exposed to air. We obtained diffusion parameters by inverse modelling of these
tracer profiles (Palut et al., 2003). For tritiated water, the effective diffusion coeffi-
cient parallel to bedding is 5.4·10−11 m2/s and normal to bedding 1.5·10−11 m2/s respec-
tively; effective porosity is 16 vol% (same as water loss porosity, see Table 1); sorption is
negligible.

Diffusion is the governing transport process in the Opalinus Clay at Mont Terri,
even in the highly fractured main fault zone. Advection-dispersion can be neglected.
This is entirely in line with profile data along the Opalinus Clay formation, such as
natural chloride or helium profiles (Mazurek et al., 2011). In general, data obtained
from tracer evolution in boreholes and rock profiles showed good consistency between
different diffusion experiments and also with diffusion data from laboratory-obtained
results for small-scale samples. The derived diffusion data show that diffusive flux of
anions (I−, Br−) is lower than that of water tracers (HTO, HDO), while that of cations
(Na+, Sr2+, Cs+) tends to be higher (Wersin et al., 2006). The reason for the lower
anionic flux is anion exclusion. The higher effective diffusion coefficients of cations are
explained by preferential entry into diffusive double layers of clay minerals. Sorption
values for Na+ and Sr2+ derived from in-situ experiments show good agreement with
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those from laboratory studies. Diffusion data for the more strongly sorbing Cs+

indicate a lower sorption capacity compared to batch sorption data, suggesting that
fewer sorption sites in the claystones are available in-situ compared to powdered
laboratory material. Profile data obtained from high-resolution spectroscopic methods
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for Cs+ and Co2+ indicate inhomogeneous spreading into the rock. As a general result,
the concept for in-situ diffusion experiments developed and improved in the Mont
Terri rock laboratory has proved to be successful for investigating diffusion of non-
reactive and reactive tracers.
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2.3 Geochemistry and microbiology experiments

The Mont Terri rock laboratory has provided a unique opportunity to measure
complete hydro-chemical profiles across the entire low permeability Opalinus Clay
formation that is normally accessible only by means of deep boreholes drilled from the
surface. The accessibility of the formation to geochemists and microbiologists and the
development of in-situ sampling and measurement techniques such as squeezing, aqu-
eous leaching and diffusive equilibration allowed the collection of pore water samples
and chemical data on fluids and solids under in-situ conditions. We focused our main
efforts on geochemical characterization of water in the Opalinus Clay formation under
undisturbed conditions by gradually improving sampling and measurement techniques
(Pearson et al., 2003). However, it is virtually impossible to have access to an
undisturbed, pristine system despite taking considerable precautions. Oxidation by
atmospheric oxygen was minimized, exchange of dissolved gases with those in the
atmosphere was prevented, and sampled water was protected from contamination
with undesirable borehole equipment and materials. Carefully controlled drilling
conditions using inert nitrogen, and different techniques and equipment have made
it possible to identify bacterially mediated perturbations. The resulting geochemical
data can be used to perform geochemical modelling of local water-rock equilibria and
to study the spatial distribution of chemical data along the security gallery, leading to
an understanding of the long-term evolution of pore water.

The methods and applied equipment for in-situ geochemistry and microbiology
experiments are compiled in Table 4. Many methods for pore water characterization,
such as water squeezing and aqueous leaching, cannot be carried out in-situ and are
reserved to laboratory investigation (Pearson et al., 2003). Transporting unperturbed
and equilibrated pore water and rock samples to the laboratory without chemical
change is challenging. More promising are direct in-situ analyzing techniques to
monitor the pore water at different sites and different. Such experiments are called
in-situ diffusive equilibration experiments.

Solute transport in the Opalinus Clay occurs mainly through diffusion. Hydraulic
conductivity with a mean of 2·10−13 m/s is simply too small for detectable advective
flows. The basic idea of an in-situ diffusive equilibration experiment is to circulate
artificial water similar to that of the formation water into a packed-off borehole. This
artificial water then equilibrates with the in-situ pore water by diffusion. Measuring
pore water parameters in the circuit gives directly true in-situ values. Figure 10a shows
the downhole and surface equipment of such an equilibration experiment. A 10 m long
vertical borehole is filled with argon immediately after drilling. The downhole equip-
ment consists of a 4.5 m long porous polyethylene screen with a hydraulic mechanical
packer out of polyurethane on the top. The upper empty part of the borehole was
isolated with epoxy resin. The surface equipment consists of a membrane pump for
circulation, flow-through cells made of inert PEEK material and equipped with
Xerolyt-pH and Eh electrodes, a graphite-type electrical conductivity electrode, pres-
sure transducers, a data acquisition system, and three teflon coated sampling cylinders
for more sophisticated laboratory analyses (De Cannière et al., 2011). The whole
surface equipment is contained in an argon-filled cabinet in order to avoid oxidation.

Synthetic pore water was circulated for 5 years and during this time we monitored
the pH, Eh, electrical conductivity and temperature (Figure 10b). These measurements

474 Bossart et al.



show that diffusive equilibrationwith the surrounding pore water of the clay formation
was reached after about 2 years. The interpretation of these measurements is outlined
in Wersin et al. (2011), who came to the conclusion that the measured pH was
considerably lower than indicated by complementary laboratory investigations and
was also different from conditions in near-by boreholes. They explained these differ-
ences by microbiologically induced redox reactions occurring in the borehole that were
caused by one or several degrading organic sources. These findings motivated experi-
ments focusing on microbial activity.

The general aim of microbial activity experiments in the Mont Terri rock laboratory
is to characterize the phylogenetic diversity of themicrobial community in theOpalinus
Clay as well as its metabolic potential (Bagnoud, 2015). The concept of such an
experiment consists of installing an in-situ bioreactor, where artificial water is circulat-
ing into a borehole containing electron donors such as acetate, hydrogen or lactate.
After the bioreactor equilibrates with the pore water and the clay, fluid samples are
taken for geochemical analyses, such as hydrogen, sulfides, methane and total organic
carbon, and for microbial analyses to assess the microbial communities in the Opalinus
Clay when electron acceptors are depleted.

A design of downhole and surface equipment that we applied in such a microbial
experiment is shown in Figure 11a. Lettry et al. (2012) describe the closed circuit for

Table 4 Methods and applied equipment of geochemistry and microbiology experiments.

Method Equipment

Pore water sampling Upwards-directed borehole, isolated (packed off) test interval. For design
and selection of appropriate materials see Figure 16. Passive water inflow
into borehole may need time (order of weeks to months).

Pore water monitoring Vertical downward borehole drilled with argon, packed off test interval
consisting of inert materials such as PVC, PEEK, polyamide, or polyethylene
porous screens. Surface equipment: membrane pump for fluid circulation,
flow through cells (PEEK) equipped with pH, Eh, and electrical conductivity
electrodes (protected from atmosphere by argon cabinet), pressure
transducer for monitoring test interval pressure. Sampling by Swagelok
stainless-steel sampling cylinders. Design see Figure 10a.

Microbial sampling Downhole equipment: borehole-drilling and design of test interval are same as
those of pore water monitoring. Surface equipment: closed fluid circulation
unit connected to test interval. Fluid circulation driven by peristaltic pumpwith
low flow rates controlled by flowmeter. Monitoring of pH, Eh, and sulfides in
circuit. Sterile sampling devices such as Plexiglas cylinders and needle valve
sampling ports for bacterial probes. Balance for fluid samples weighing in blood
bags. Optional: hydrogen injection device with dosage into fluid circulation by
semi-permeablemembrane. Surface equipment is protected from atmosphere
by argon filled cabinet. For details see Figure 11a.

Natural gas monitoring
Hydrogen injection and
retrieval

Ascending borehole, drilled with argon, packed-off for gas circulation, and
pore water sampling. Test interval consisting of PFA-coated stainless steel
screen. Gas circulation module at surface consisting of gas circulation pump,
Swagelok stainless-steel sampling cylinders (for lab analyses), and on-site gas
analytics with Raman spectrometer. Monitoring of interval pressure, gas flow
rate and pressure, permanent supervision of hydrogen gas concentrations.
For appropriate materials and design see Figures 17a and Figures 17b,
respectively.
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sampling and hydrogen injection. A peristaltic pump is used as driving force for the
circulation. To avoid oxygen entering the circuit, components of the surfacemodule are
placed within a Plexiglas cabinet filled with argon. In order to keep the pressure within
the circuit less than 3 bar, a hydraulic flow line of the packed-off borehole section is
connected to a pressure regulation valve. This valve is connected to a tedlar bag, which
is continuously weight-monitored in order to observe the outflow rate. Hydrogen
injection into the circuit is realized by means of a semi-permeable membrane that is
permeable for gas but impermeable for water. The dosage device contains two flow-
through chambers, one for pore water and one for gas, separated by a semi-permeable
membrane. The hydrogen dosage rate can be adjusted by pressure increase or decrease
within the reservoir tank. Caution is needed to keep hydrogen concentrations less than
4 vol%; higher concentration could lead to self-ignition and explosion. In order to
avoid or to minimize chemical interactions between pore water, downhole sampling
interval, and surface equipment, we used only inert materials such as PVC, PEEK and
polyamide. We sampled pore water at the needle valves under most sterile conditions
and geochemically and analyzed the samples for their microbial content.

The results of these analyses are nicely outlined in Bagnoud (2015). He identified
chemical reactions together with the bacterial species involved (Figure 11b). During the
first 48 days, no hydrogen was added. Reduction of oxygen and iron could clearly be
identified, together with the associated bacterial species. After 48 days, injection of
hydrogen began.After 100 days, the porewater sulfates started to get reduced to sulfides.
Sulfate-reducing bacteria became abundant as soon as hydrogen was added. DNA-
analyses of different bacterial species led to the conclusion that most of these micro-
organisms were brought artificially into the rock laboratory. However, at least two
indigenous bacteria species could be identified (Poulain et al., 2008), indicating that
bacteriamay survive in exotic environments such as deeply buried dense clay formations.

These findings have implications for the performance of a repository in the Opalinus
Clay. On one hand, steel canister corrosion leads to the formation of hydrogen, and the
sulfates in the pore water are reduced to sulfides such as H2S, decreasing the hydrogen
concentrations. Thus high hydrogen overpressures with subsequent processes like two-
phase flow into the clay and mechanical dilation of bedding planes are not likely. On
the other hand, H2S dissolves easily into the pore water and will enhance corrosion
once in contact with the steel canisters.

2.4 Heating experiments

A variety of in-situ and laboratory observations and results have been obtained for the
thermal characterization of the Opalinus Clay. Two key in-situ heater tests were
carried out in the Mont Terri rock laboratory. They consisted of equipping a vertical
and a horizontal borehole with heating devices, the latter shown in Figure 12a.
Observation boreholes arranged around the horizontal heater borehole were used to
install temperature, pore water pressure, and deformation sensors at several locations.
Heat was applied over a period of 15 months. The heater test field of the vertical
borehole was fully dismantled after a recovery period.

Generally, the thermal expansion of a porous medium in saturated condition is gov-
erned mainly by thermal expansion of both pore water and solid minerals. The thermal
volumetric expansion coefficient of porewater in theOpalinusClay (3.4·10−4K−1) is about
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two orders of magnitude higher than that of solid clay grains (4.5·10−6 K−1). This is
also the reason why a pore water pressure increase during heating is observed, which
is shown in Figure 12b for the three boreholes BHE-D14, 15 and 16 outlined in
Figure 12a (Wileveau, 2005). The first heating with a power supply of 650W caused a
rapid increase in the pore pressure up to 2.4 MPa at a distance of 0.8–1.4 m from the
heater. The maximum heating power of 1950 W during the second heating phase
resulted in peak pressures between 2.6–4.0 MPa. During the subsequent cooling
phase, pressure dropped slowly down to 1.8–2.5 MPa. These measurements were
then used to model temperatures and pore water pressures and to estimate thermal
parameters (Zhang et al., 2007).

We carried out additional field investigations such as gas sampling, gas pressure
surveys, geoelectrical, and seismic surveys before, during, and after the heating period.
With respect to the possibility of constructing a repository for heat-generating waste in
clay-rich formations, the heating of the Opalinus Clay to 90 °C should be considered as
the upper limit since self-sealing properties are hampered due to conversion of mixed-
layer smectite-illite to illite). The maximum temperature to which the Opalinus Clay at
Mont Terri has been exposed in the geological past was 85±5 °C. As a rule of thumb,
artificial temperatures obtained from heat-producing waste should not exceed the
natural peak temperatures of the geological past. Observations on dismantled bore-
holes used in the heating experiments clearly showed that thermally induced macro-
fractures were not formed at these temperatures.

Although determination of thermal conductivity depends on accuracy of sensor
locations, the quality of measurement of electric power injected, and the environment
and accuracy of the probes, the thermal in-situ properties for the shaly facies are
consistent with a mean value of 2.1 Wm−1K−1 parallel and 1.2 Wm−1K−1 normal to
bedding, respectively (Table 1). The best estimate for the heat capacity is 860 Jkg−1K−1.

2.5 Geophysical and geotechnical experiments

During the last 10 years, we have carried out a very large number of rock mechanical
laboratory tests on differently drilled Opalinus Clay drillcores and several in-situ experi-
ments with the main objective of understanding deformation mechanisms under different
in-situ and laboratory conditions. A further important objective was to derive in-situ
primary stresses and to follow stress redistributions and related rock deformations during
excavation of differently directed galleries. Finally, an important goal was to obtain
reliable and robust rock mechanical parameters from the Opalinus Clay. During the in-
situ investigations, major emphasis was placed on geophysical methods: downhole seismic
measurements, seismic and electric tomography experiments, geoelectrical resistivity mea-
surements on tunnel surfaces and in boreholes, and acoustic emission measurements.

The deformation mechanism of Opalinus Clay is cataclastic flow, which is the
dominant deformation mechanism at relatively low effective confining pressures, low
temperatures, and high strain rates, all conditions that exist in the Mont Terri rock
laboratory. Creep behavior (stationary or transient) could not be confirmed by in-situ
experiments. Non-linear and time-dependent behavior can be explained and reliably
modeled using a coupled hydro-mechanical approach. Of special interest is the shrink-
age (desaturation) and swelling (saturation) of Opalinus Clay (Möri et al., 2010).
Desaturated Opalinus Clay shows a significantly higher strength. Thus, strong air
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ventilation may stabilize newly excavated galleries. Shrinkage cracks will be sealed by
subsequent saturation and swelling.

Opalinus Clay behaves as a mechanically transverse isotropic material with five
independent elastic parameters: Young’s modulus normal to bedding (2800 MPa),
Young’s modulus parallel to bedding (7200 MPa), Poisson’s ratio normal to bedding
(0.33), Poisson’s ratio parallel to bedding (0.24) and shear modulus (1200 MPa). The
uniaxial compressive strength is around 7MPa parallel and 11MPa normal to bedding,
provided that undrained conditions prevail. These values are valid for the shaly facies;
the sandy facies results in different values as shown in Table 1.

We carried out three different types of experiments to determine the in-situ stresses:
1) over- and undercoring experiments, 2) borehole slotter experiments, and 3) hydrau-
lic fracturing experiments. The in-situ stresses are not yet well constrained. The major
principal stress axis σ1 is subvertically oriented with a magnitude of 6–7.5 MPa. The
intermediate andminimal principal stresses σ2 and σ3 are subhorizontally orientedwith
magnitudes of 4–5 and 2–3MPa (NNW-SSE directed), respectively (Martin&Lanyon,
2004). Anisotropy-controlled breakouts occur mainly at locations where bedding
planes are tangent to the gallery circumference.

Seismic and geoelectrical methods are well suited for determining heterogeneities in
the Opalinus Clay, e.g. in the excavation damaged zone, but also in tectonic fault zones
(Schuster & Alheid, 2002). Undeformed and saturated Opalinus Clay shows electrical
resistivities between 8 and 16 Ωm, while desaturated and loosened Opalinus Clay has
resistivities between 20 and 60~Ωm. Best estimates of seismic P-wave velocities of
normally consolidated and undeformed shaly Opalinus Clay are 2600 m/s normal
and 3400 m/s parallel to bedding, while Opalinus Clay from tectonically deformed
zones and from the excavation damaged zone shows considerable lower velocities in
the range of 1500–2500 m/s.

An overview of applied methods and equipment of geophysical and geotechnical
experiments is shown in Table 5. In the following we present three selected examples
of these tests. The first example deals with geoelectrical measurements, the second
presents ultrasonic interval velocity measurements and the third shows a load-plate
test.

Geoelectrical measurements are often used in claystones to identify changes in
saturation. Figure 13a shows a demonstration experiment, where a canister was placed
onto bentonite blocks in 2001. The space between the canister and the rock wall was
filled with a granular bentonite and artificially saturated over several years (Mayor
et al., 2007). Before backfilling, the test section, a longitudinal and circular array of
electrodes was installed on the tunnel wall (Kruschwitz & Yaramanci, 2002). The
different saturation steps of the bentonite and the rock wall were continuously mon-
itored by geoelectrical measurements over more than 10 years. Figure 13b shows the
spatial resistivity distribution just before dismantling in 2013 (Furche & Schuster,
2014). It can be seen that the concrete floor and the canister are highly resistive
(order of 100 Ωm), as expected, whereas the saturated bentonite below and above
the canister shows the lowest resistivity values (below 3Ωm). This corresponds directly
with the spatial distribution of water content (Figure 13c), which was measured on
bentonite samples just after the dismantling of the granular backfill (Palacios et al.,
2013). The positive correlation of resistivity measurements and water content is pre-
sented in Figure 13d. Thus the resistivity shown in Figure 13b provides a good pattern
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Table 5 Methods and applied equipment of geophysical and geotechnical experiments.

Method Equipment

Hyperspectral imaging Thermal light spectra are induced by illuminating a tunnel face with
standard spot lights. The light spectra are captured by a hyperspectral
digital camera. A large number of contiguous spectral bands are
recorded and analyzed subsequently with digital image analysis software.
The spectral signature can be calibrated to display mineralogy.

Geoelectrical measurements
at tunnel walls and in
boreholes

Array of 4 grounded electrodes, with 2 inner current, and 2 outer
potential electrodes. Different geometries are used such asWenner-
and Schlumberger arrays. Apparent resistivities are obtained by
applying Ohm’s law. An example of resistivity distribution is shown in
Figure 13b.

Seismic (ultrasonic) interval
velocity measurements

Array consisting of 1 ultrasonic borehole source with a piezoelectric
transducer, and 3 piezoelectric receivers at distances of 10, 20 and 30
cm from the source. Transducers are pneumatically attached to the
borehole wall. Measurements are shown in Figure 14.

Seismic tomography String of geophones or hydrophones installed in a dry, resp. water-
filled borehole. A seismic source, for instance a seismic sparker, is
moved to well-defined positions in a neighboring parallel source
borehole.

Seismic monitoring Hydrostatic leveling system (frequency range: 1·10−6 to 1·10−2),
broad-band seismometer (1·10−3 to 10 Hz), seismic navigating
system array (1·10−1 to 100 Hz).

Acoustic emission
measurements

Acoustic emitter (20 kHz to 55 kHz) and array of acoustic receivers
(2 Hz to 60 kHz). Identification of P- and S-waves. An example is
shown in Figure 21.

Deformation measurements

– Tunnel convergences
– Strain measurements in

boreholes

– Convergences: Temperature resistant Invar wires are spanned
across tunnel profiles. Relative length changes are measured
with a distometer

– Classical strain measurements: sliding micrometer,
inclinometer, conventional multipoint extensometer, magnetic
extensometer, CSIRO cells

– Strains measured with fiber-optic sensors: distributed sensors
with BOTDA cables and point sensors with FBGs. Problem of
de-convolution between temperature and strain signal with
common Brillouin interrogators. Hybrid systems (NeubrexTM)
measure both Brillouin and Rayleigh-peak of the spectra enabling
measurement of both temperature and strain.

Swelling-pressure
measurements

– Pressure cell with different types of pressure transducers
(piezo-resistive, vibrating wire, resistance and semi-conductive
strain gages)

– Load plate (see Figure 15), simulating swelling pressures of
bentonite.

Stress measurements In-situ stress tensor measured by stress-relief methods such as
– borehole slotter (InterfelsTM), undercoring, overcoring using 12

elements strain gauges (CISRO strain relief cells). With these
methods deformation due to the stress release induced by cutting
or drilling is measured in different directions.

– Hydraulic fracturing method using a double packer system to
pressurize intervals along a vertical borehole. Shut-in pressure
and re-opening pressure define stress magnitudes, impression
packer tests (imprints of discontinuities on soft rubber) or optical
logs define stress orientation.
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of the spatial distribution of water content in a non-destructive way (without excava-
tion and collection of samples).

Ultrasonic interval velocity measurements in boreholes are a powerful tool to detect
small-scale rock heterogeneities. Figure 14a shows the ultrasonic traces and Figure 14b
the P-wave velocities and normalized amplitudes derived from a 30 m-long horizontal
borehole, which crosses a tectonic fault zone (Schuster, 2009). This fault zone is visible
between 18 and 22m and is characterized by clearly reduced P-wave velocities. But also
small-scale heterogeneities can be detected, such as sandy intercalations on the centi-
meter scale with P-wave velocity peaks. Reduced velocities and amplitudes in the first 3
m reflect the excavation damaged zone of the tunnel. The rather pronounced velocity
differences of three receivers in the undeformed sections can be explained by bedding
anisotropy. The highest velocities were obtained with receiver 3 where the P-waves
travelled parallel or slightly oblique to the bedding planes (see also Table 1). In the fault
zone, this anisotropy is less developed, especially in the fault gouge and scaly clay zones.
There the P-waves of the three receivers are almost identical.

We applied a load-plate test to simulate the swelling pressure of bentonite around a
tunnel (Heitz et al., 2003). Special emphasis was placed on the transmissivity changes in
the EDZ. Hydrotests were carried out before the load plate was installed and also
during the load-plate test. The test installations together with the borehole array are
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shown in Figure 15a, and the transmissivity results are plotted in Figure 15b. During
the first 850 days, without loading, transmissivity decreased from 4·10−7 to 2·10−9 m2/s.
Then the load plate was installed from 850 to 1000 days, exerting an external stress
stepping up froman initial 1 to 5MPa, resulting in a further decrease of the transmissivity
from 2·10−9 to 4·10−11 m2/s. As a result, the transmissivity decreased by 4 orders of
magnitudes. The results of this test are interpreted as a follows: the EDZ fractures
become sealed, first by swelling of the clay minerals on the fracture surfaces, and second
by fracture closure due tomechanical stress exerted by bentonite swelling pressure. Both,
swelling of the clay minerals in the EDZ fractures and mechanical fracture closure
(swelling bentonite) contribute to the EDZ self-sealing. Thus transport of released radio-
nuclides in the EDZ is governed by molecular diffusion and advection-dispersion can be
neglected.

2.6 New equipment and materials

Since the initiation of the Mont Terri project, development of novel methodologies
and new equipment has been a key issue. Materials science plays an important role in
the development and application of surface and downhole equipment. Figure 16a
presents a catalogue of applied materials and Figure 16b shows two examples where
these materials were used for manufacturing downhole equipment (Fierz et al., 2008).
Adequate materials are especially important in pore water sampling, in-situ diffusive
equilibration and long-term diffusion experiments. For redox-sensitive measure-
ments, polyamide or PEEK (poly-ether-ether-ketone) materials were used instead of
stainless steel. However, polyamide is less inert than PEEK and the latter is therefore
favored in diffusion and retention experiments. The PP-piezometer shown in Figure 7
contains hydraulically inflated polyurethane packers, which do not suffer from
corrosion. Protective coating of surface and downhole equipment is often required
to minimize interaction between experimental equipment surfaces and test fluids; a
well-suited material is PFA (tetrafluoroethylene-perfluoro-copolymer). Recent mate-
rial developments are related to ceramics, which are used for test interval filters and
are applied in the field of geochemical evolution of pore water and dissolved gases.
Ceramic filters do not serve as nutrients for bacteria, whichmay perturb the chemistry
of pore water. Quite possibly, ceramics will also play an important role in the future
for canisters containing radioactive high-level vitrified waste or spent uranium fuel:
steel canisters could be replaced by ceramics, provided that their mechanical para-
meters (strength, elastic moduli) are comparable to those of steel. If such a material is
found, processes such as anaerobic corrosion and hydrogen production would no
longer pose problems.

3 MINE-BY TESTING

Several mine-by tests have been carried out in the Mont Terri rock laboratory (Martin
& Lanyon, 2004;Martin et al., 2013).Major aims were characterization of excavation
disturbed and damaged zones, estimation of its hydro-mechanical parameters, and
determination of primary and secondary stress fields. The concept of mine-by testing
consists of drilling an array of boreholes from an existing gallery. Downhole equipment
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Figure 16 Material used for designing in-situ experiments a) material catalogue of different key experi-
ments and b) schematic illustrations of a simple water sampling experiment and a complex gas
injection experiment.



is installed in these boreholes to monitor deformations, pore pressure, acoustic emis-
sion and geophysical properties. Then a new gallery is excavated in the vicinity of these
boreholes and the hydraulic and mechanical changes are carefully monitored in the
boreholes. Hydro-mechanical modelling is used to simulate strains and pore water
pressures, determination of hydro-mechanical parameters, and the stress field.

3.1 The Excavation Damaged Zone (EDZ)

We applied a variety of methods and in-situ experiments to understand the formation
of the excavation damaged zone (EDZ) around underground openings in the Opalinus
Clay. Key experiments included small-scale mapping and fracture-line counting of
EDZ fractures on newly excavated surfaces, overcoring and fracture network analyses
of resin-filled EDZ fractures, seismic single and cross-hole measurements, repeated
pneumatic and hydraulic testing in order to record decreasing transmissivity in the
EDZ fracture network with time, and mine-by testing to investigate hydro-mechanical
coupled processes in the EDZ.

Figure 17 shows an example of an EDZ fracture network that formed due to stress
redistribution during construction of Gallery 04 (Nussbaum et al., 2004). The
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technique consists of excavating a sidewall niche into the existing Gallery 04, followed
by small-scale mapping of the fracture network in the wall of the Gallery 04. In the first
70 cm of the tunnel wall, an interconnected fracture network forms, which is then filled
with tunnel air, thus supporting oxidation of pyrites. Deeper in the tunnel wall,
extensile fractures become less frequent, and are isolated. These show no oxidation
spots and are limited to a depth of one tunnel radius.

The redistribution of in-situ stresses during excavation is clearly one reason for the
formation of EDZ fractures. On the other hand, the EDZ fractures are also governed
by bedding anisotropy. Figure 19 shows an example of an EDZ around a borehole,
which is mainly controlled by the bedding anisotropy and the bedding-parallel
orientation of the borehole (Badertscher et al., 2008). Borehole breakouts initiate
where the bedding planes are tangent to the circumference of the borehole and they
propagate into the rock in both directions, toward the ceiling and toward the floor.
The resulting EDZ has the shape of a chimney, which extends several borehole
diameters into the rock.

From these observations we conclude that two processes contribute to the formation
of an EDZ: 1) a stress-induced EDZ caused by stress redistribution and increase of
tangential stresses normal to the maximum principal stress direction. This results in an
extensile fracture network as shown in Figure 17, and 2) an anisotropy-induced EDZ,
which is observed along tunnels and boreholes oriented parallel to the bedding aniso-
tropy where bedding planes become sheared and buckled until breakouts into the
opening occur, as shown in Figure 18 (Kupferschmid et al., 2015). In terms of stability
and lining, this anisotropy-induced EDZ is much trickier to handle than the stress-
induced one since its development is an ongoing process that still continues long after
excavation is completed. In order to avoid tunnel deformation and breakouts from an
anisotropy-induced EDZ, tunnels in claystones should not be drilled parallel to the
bedding anisotropy but rather oblique or normal to it.

Pore water pressure plays an important role during creation of the EDZ. During
excavation, we can assume an undrained response of the tunnel wall, since hydraulic
conductivity is far too small and excavation times too short for a liquid-water discharge
into the tunnel. Measured pore water over-pressures during excavations are mainly
observed in the tunnel walls (Figures 19a and 7b), whereas normal or even under-
pressures have been measured in the roof and bottom of the galleries. These low pore
pressures in the bottom and ceiling may prevent bedding failure and bedding slip, until
the pore pressure is recovered. On the other hand, overpressures in the tunnel wall may
enhance bedding slip and reactivation of tectonic fractures. Furthermore, desaturation
effects during ventilation of the tunnel have to be taken into account. Deformation such
as extensile fracturing and shear deformation along bedding and fracture planesmay be
limited or even blocked if a strong ventilation, sufficient to maintain an unsaturated
zone around the tunnel, is running. In this case uniaxial compressive strength immedi-
ately increases and this period should be used by the miners to install the lining.

Martin& Lanyon, 2004 developed a hydro-mechanical conceptual model that takes
into account most of the above-mentioned observations and measurements such as
pore water pressure changes at different sections around the tunnel, measured defor-
mations on the tunnel walls and stress redistribution around the tunnels (Figure 19b).
This model also illustrates the extent of the EDZ, which is on the order of 1 tunnel
radius parallel to σ1 and 0.5 tunnel radius parallel to σ3. Also shown is the fracture
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criterion: locations with deviatoric stresses σ1-σ3 ≥10 MPa are subjected to extensile
fracturing.

Self-sealing of the fracture network was demonstrated by repeated hydrotesting carried
out overmore than 2 years in twodifferent experiments. These show that the EDZ fracture
transmissivity decreased by almost two orders of magnitude over a period of 3 years (see
also Figure 15b). The relevant self-sealing process may be due to osmotic swelling of
fracture walls, but other processes such as rock creep are also likely (Bossart et al., 2004).

3.2 The EZ-G experiment

Geophysical surveys are useful methods for unraveling the development and evolution
of the excavation damaged zone in time and space (Nussbaum & Bossart, 2014). The
excavation of Gallery 08 provided the opportunity to study the junction between two
galleries: an existing one represented by the end-face of Gallery 04 and a gallery under
construction, called Gallery 08 (see location in Figure 2b). The rock-mass segment in
between, called “EZG-08 segment,”was excavated in July and August 2008. Before its
excavation, this rock mass had been instrumented from the end-face Gallery 04 with
several boreholes to conduct acoustic experiments and to monitor evolution of the
EDZ of Gallery 08 during its excavation. The experiments consisted in two comple-
mentary measurements. The first was an active seismic method involving a controlled
acoustic source. This method is applied to characterize elastic properties of a rock mass
in terms of P-wave velocity. The second dealt with a passive seismic method based on
the detection of acoustic emissions, i.e. micro-seismic events (MSEs). A MSE is a
sudden release of elastic energy induced by microcracking in response to local stress
variations, e.g. to stress redistribution around an excavated gallery.

The acoustic experiments consisted in three main experimental setups (Figure 20):
(1) an acoustic source dedicated to the seismic survey experiments in order to probe the
EZ-G08 segment by the use of a controlled acoustic signal inserted in the central BEZ-
G5 borehole, (2) an array, A1, composed of 64 acoustic receivers located close to the
acoustic source (not shown in Figure 20) and (3) a second array, A2, composed of 16
acoustic receivers installed in the four boreholes BEZ-G16 to BEZ-G19 to detect and
record MSEs.

More than 56,000 events have been detected and recorded by the multichannel
acoustic monitoring system (Le Gonidec et al., 2012). Not all of these corresponded
to naturalMSEs induced by gallery excavation. For instance, some events are related to
human activities such as a sledgehammer, which has an acoustic frequency of 3 kHz per
impact. In order to avoid any confusion, only the MSEs monitored after excavation
stopped (i.e. in the early morning of July 11) are considered for the analysis. In the A1
array configuration, the 16 acoustic receivers of one holding pole are aligned inside one
borehole and the source is located at the end-face of Gallery 08, i.e. the source is nearly
aligned with the receivers. With this alignment P- and S-wave velocities can be esti-
mated as illustrated in Figure 21. The active acoustic experiment enables us to deter-
mine the P-wave velocity field that is required to locate the MSEs induced by the
excavation process monitored by the acoustic array A2 (passive acoustic monitoring).
Thanks to the efficiency of the location algorithm determined by the active acoustic
survey, we could locate three groups of MSEs, i.e. the burst of hundreds of MSEs
identified on July 11, the 71MSEs on July 12, and the 16MSEs on July 13 (Figure 22).
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TheMSEs located on July 11 are plotted in blue in Figure 22where the events cluster on
the right-hand side of Gallery 08. It is of prime importance to note that this location
corresponds to the shaly facies sidewall and that no microseismic activity was observed
in the sandy facies of the opposite sidewall. On July 12, the events located on the
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Figure 20 In July–August 2008, the excavation of the last rock-mass segment took place at the interface
between Gallery 04 and 08 (for location see Figure 2b). The end-face of Gallery 04 was
instrumented for acoustic experiments conducted to monitor the EZG-08 rock-mass segment.
Instrumented Ga04 face with location of the boreholes: an acoustic source introduced in BEZ-
G5 (black dot) and two arrays of acoustic receivers introduced in BEZ-G16-19 (black dots).
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Figure 21 Identification of P- and S-waves and their velocities (red lines) from a recorded event induced
at Gallery 08 front during the excavation procedure (modified from Le Gonidec et al., 2012).
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excavated front are plotted as green points in Figure 22. Interestingly, the MSEs
detected one day later, on July 13, cluster in the same area. This suggests that both
series of events located behind the tunnel face correspond to a similar failure mechan-
ism (Le Gonidec et al., 2014). To identify the failure mechanism we used an inversion
algorithm based on the time-domain Moment Tensor (MT) implemented with the
Insite software (Pettitt, 1998; Young et al., 2000). In that method, both the first motion
and associated amplitude of the P-waves are considered for the algorithm. The result of
the MT inversion is plotted in the Hudson T-k plot and shown in Figure 23. In this
diagram (T,k) = (0,1) corresponds to pure dilatationmechanism (ISO), (T,k) = (–1,0) to
compensated linear vector dipolemechanism (CLVD), and (T,k) = (0,0) to pure double-
couple (DC). The distribution of failure mechanisms is not random but clusters in the
DC and positive CLVD domain (Le Gonidec et al., 2014). CLVD mechanisms are
found to be dominant in the sidewall of Gallery 08 in the shaly facies and may be
assigned to extensional fracturing. DC mechanisms are restricted to behind the tunnel
face and may be interpreted as activation of bedding planes and/or reactivation of
bedding-parallel fault planes that are free to slip after excavation.

4 SUMMARY

A rock laboratory generally provides direct access to the geological environment
under realistic repository conditions. The generic Mont Terri Rock Laboratory is
purely for research purposes and no waste will ever be disposed of there. The
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Figure 22 Spatial location of the events identified as micro-seismic events (MSEs) detected on July 11
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experiments being carried out provide the basis for understanding the hydrogeolo-
gical, rock mechanical and geochemical characteristics, and coupled processes that
control the performance of natural (rock) and engineered barriers (canister, bento-
nite backfill) of a geological repository. Furthermore, rock laboratories are ideal
locations for developing technologies required for the construction, operation,
monitoring and closure of a repository. They are essential in providing information
on the long-term performance of engineered barriers and monitoring systems. In
addition, they increase public acceptance of geological disposal, especially when
citizens critical of waste repositories can visit the underground facilities and discuss
issues with scientists and engineers.
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Chapter 16

Thermal properties and experiment
at Äspö HRL

Jan Sundberg
Division of Geoengineering, Department of Civil and Environmental Engineering, Chalmers University
of Technology, Gothenburg, Sweden

Abstract: The underground hard rock laboratory at Äspö (ÄspöHRL), situated north of
Oskarshamn, Sweden, is where much of the research about the final repository for spent
nuclear fuel is taking place. The Äspö HRL is a unique research facility situated 450
meters underground. One part of the investigations at Äspö HRL, and the adjacent
Simpevarp and Laxemar areas, has focused on thermal transport properties in the rock.
The thermal properties of the rock have large influence on the thermal design of an
underground repository for spent fuel. Temperature requirements on the canister or the
surrounding buffer influence the distances between canisters and tunnels. The relevant
scale for the thermal processes is of importance. This chapter discusses influences on
thermal transport properties in crystalline rock with respect of e.g. scale, mineral com-
position and anisotropy. Primarily these processes are discussed according to methods
for determination of thermal conductivity, from laboratory measurements to large scale
experiments. The chapter also discusses indirect methods that make it possible to
calculate the thermal conductivity from mineral composition and from the density log,
including the theoretical base. Results on thermal conductivity and heat capacity from
common rock types are reported. The development of prediction methods in different
scales are exemplified with large scale thermal response test and inverse modeling at the
prototype repository. Finally the strategy is outlined for the site descriptive thermal
modeling in the Swedish site investigation program for nuclear waste disposal.

1 INTRODUCTION

1.1 General

Thermal properties in the area of engineering geology have large influence on a number
of different processes, e.g.:

• The thermal design of buried high voltage cables. Temperature requirements on the
cable influence the design of the cable and distances between cables.

• The heat losses from a geothermal storage. Higher thermal conductivity gives
larger thermal losses.

• The extraction rate from geothermal applications. High thermal conductivity
means more effective heat exchange in the rock.

• The thermal dimensioning of underground repository for spent fuel. Temperature
requirements on the canister or the surrounding buffer influence the thermal design
of distances between canisters.



The latter bullet has relevance for Äspö and the adjacent Laxemar area, described in
this chapter. The prototype repository is situated at ÄspöHRL and Laxemarwas one of
the candidate areas for the final repository for spent nuclear fuel in Sweden. The heat
generated by the spent nuclear fuel will increase the temperature of all components of
the repository: barriers, tunnels, seals and the host rock itself. To ensure the long-term
sealing capacity and the mechanical function of the bentonite buffer surrounding each
individual canister, a maximum bentonite temperature is prescribed in the design
premises. This requirement, which relates to the safety assessment, implies that the
canisters cannot be deposited arbitrarily close to each other. Unnecessarily large dis-
tances between the canisters, on the other hand, will mean inefficient and costly use of
the repository rock volume. In order to determine the minimum canister spacing
required to meet the temperature criterion for all canister positions it is necessary to
establish an adequate description of the site’s rock thermal properties and their spatial
variation at the relevant canister scale. In addition to being needed for the design and
layout, this thermal site model will be important for predicting the thermo-mechanical
evolution of the repository host rock at different scales.

1.2 Influence on thermal transport properties

Thedominating thermal transport process in crystalline rock is thermal conduction. Forced
convectionor convectionby gravitationmayoccur only in hydraulic conductive structures.
The thermal conductivity of crystalline rock is mainly influenced by the following factors:

• Mineral composition
• Temperature
• Porosity and pressure
• Anisotropy and heterogeneity

Variations in the mineral distribution for a rock type results in differences in the
thermal conductivity. Quartz has 3-4 times higher thermal conductivity than most
other commonminerals. Thus, the quartz content normally has a great influence on the
total thermal conductivity. However, for rock types with low quartz content other
minerals have a dominating effect. The thermal conductivity of some minerals, for
example plagioclase, depends on the chemical composition of the mineral. Compared
to thermal conductivity, the heat capacity of different minerals has a lower variation.

Studies of the temperature dependence of the thermal conductivity of common rocks
normally shows a decrease in thermal conductivity and increase in heat capacity with
increasing temperature. The porosity of crystalline rock is low, in general less than 1%.
The pressure dependency of thermal conductivity is also generally low, provided that
the rock is water saturated (Walsh & Decker, 1966).

In anisotropic rocks, the thermal conductivity is different in different directions. The
anisotropy factor is defined as the ratio of thermal conductivity of the high-conductive
and low-conductive directions. Thus the anisotropy factor is always ≥1 (equal to 1 for
an isotropic rock). There are different types of thermal anisotropy to consider. The first
type is a structural anisotropy caused by foliation and lineation which occur within a
rock type. The foliation and lineation imply a directional orientation of the minerals in
the rock mass. A second type of anisotropy occurs in a larger scale and is a result of the
spatial orientation of magmatic rock bodies, primarily subordinate rocks (e.g.
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Amphibolites in a granite). Anisotropy may also be caused by heterogeneity within a
rock type, i.e. by different spatial trends in the composition of a rock type in different
directions.

Heterogeneity in thermal properties is an effect of the lithology in combination with
heterogeneous mineral composition of individual rock types. Homogeneity is a ques-
tion of scale. A homogenous rock as granite is of heterogeneous in the small mineral
scale. The difference between anisotropy and heterogeneity is illustrated in Figure 1.

1.3 Definitions

Thermal conductivity and heat capacity is needed to describe the transient thermal
transport process. The thermal conductivity, λ [W/(m·K)], describes the ability of a
material to transport heat. The heat capacity denotes the capacity for amaterial to store
thermal energy. The volumetric heat capacity,C [J/(m3·K)], is the product of density, ρ,
and specific heat capacity, c [J/(kg·K)]. The thermal diffusivity, κ [m2/s], describes a
material’s ability to level temperature differences. It is defined as the ratio between
thermal conductivity and volumetric heat capacity:

κ ¼ λ= ρ � cð Þ ð1Þ
The natural temperature field in the ground is a function of boundary conditions, internal
heat production and thermal transport properties in the rock mass. In a crystalline rock
mass, the thermal transport mainly results from conduction and locally, in fracture
zones, of convection due to ground water movement.

1.4 Dominant rock type in the Äspö area

The bedrock in the Laxemar and Äspö area is dominated by porphyritic intrusive rock
types that display a compositional variation between granite, granodiorite and quartz
monzodiorite. In addition, the rock types are commonly intimately mixed and the
contacts are gradational. Due to difficulties to distinguish between the different composi-
tional varieties during the bedrock mapping at the surface and mapping of the drill cores
without access to analytical data, they were collectively called Ävrö granite during the
initial stages of the site investigation at Laxemar and Simpevarp.However, in connection
with the final site modeling work at Laxemar (Wahlgren et al., 2008), the Ävrö granite
was subdivided in the two varieties Ävrö granodiorite and Ävrö quartz monzodiorite by

          A B               C        D

Figure 1 The concepts of heterogeneity and anisotropy: A) homogeneous isotropic material, B) homo-
geneous anisotropic material, C) heterogeneous isotropic material, and D) heterogeneous
anisotropic material (see e.g. Norrman, 2004).
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the evaluation of results from modal and chemical analyses, as well as density data
from the geophysical logging of the boreholes. This subdivision was of great impor-
tance, not the least for the rock mechanical modeling work and modeling of the
thermal properties, since the mineralogical composition affects the rock mechanical
and thermal properties of the rock types. The corresponding rock types at Äspö have
traditionally been called Ävrö (Småland) granite and Äspö diorite since the pre-
investigations and construction of the Äspö HRL. However, analytical data have
shown that the rock type that has been documented as Äspö diorite is not a true
diorite, but rather display a variation in composition between quartz monzodiorite
and granodiorite (Rhén et al., 1997), i.e. similar to the situation at Laxemar.

1.5 Data on thermal properties

Data on thermal properties comes from both Äspö HRL and the adjacent Laxemar area
(and to some extent from the adjacent Simevarp area)with similar rock types. In section 3
and 4 the data mainly come from the site investigations in Laxemar since the amount of
thermal data is much larger. Specific data from Äspö HRL are described in section 5.1
and 5.2. The varieties in terminology betweenÄspö and Laxemar are described in section
1.4. It should be emphasized that the name “Ävrö granite” has not identical meaning in
terminology used at Äspö HRL and the Laxemar site investigations.

2 USED METHODS

The methods used for determination of thermal conductivity can be subdivided in
different ways. Here thermal methods are divided in:

• Laboratory methods
• Field methods
• Large scale methods
• Indirect methods – mineralogical composition and density logging

Focus for themethods is on determination of the thermal conductivity. If themethod also
allows for determination of the thermal diffusivity, the volumetric heat capacity can be
calculated. Direct determination of heat capacity has only beenmade in laboratory scale.

2.1 Relevant scales

The thermal properties vary depending on the scale of observation. Heterogeneities exist
at the whole spectrum of scales and the resulting variability must be handled. A common
modeling approach is to use effective values to characterize the thermal conductivity at a
particular scale. The effective value for a larger scale than the measurements represents
can be approximated by calculations, i.e. upscaling (see e.g.Dagan 1979; Sundberg et al.,
2005). The geometricmean is a good approximation of the effective thermal conductivity
for a larger scale if the standard deviation is small (Dagan 1979; Sundberg et al., 2005).
The mean of the distribution is generally affected only to a small extent by upscaling.
However, the variance and standard deviation are usually reduced when the scale is
increased. Upscaling of thermal conductivity is further discussed in section 2.4.1, 5.3.2
and e.g. Back & Sundberg (2007).

502 Sundberg



The different rock forming minerals exist at a micro- or millimeter scale. Thus, there
is a large variation in thermal properties at this scale. If the rock is relatively homo-
geneous, variation of thermal conductivity at one scale is averaged out at a certain
distance (a larger scale).

The in situmethods usually give a characteristic value for a larger volume compared
to laboratory measurements. When laboratory measurements are used, upscaling may
be necessary. However, this involves uncertainties and measurements at a significant
scale for the actual problem are preferable.

2.2 Laboratory methods

2.2.1 TPS-method

There are a number of different types of laboratory methods to determine thermal
properties. At Äspö HRL and the site investigation in Laxemar the recommended
method is the TPS-method (Transient Plane Source). It is a transient method, unlike
the common used dived bar method. The method uses a sensor element with an
engraved pattern of a thin metal double spiral. The spiral is embedded in an insula-
tion material and installed between two rock samples. The sensor both emits heat
and measures the temperature. Both the thermal conductivity and diffusivity is
possible to evaluate, and from these the volumetric heat capacity is calculated.
Depending on desired measurement scale, different sensor sizes can be used. The
TPS method is described by Gustafsson (1991).

The TPS-method also allows for measurement of thermal anisotropic conditions.
However, such an evaluation demands that the sample is orientated due to the principal
axes of the anisotropy and that the heat capacity is known and determined separately
with an independent method.

2.2.2 Calorimetric method

In addition to the TPS-measurements, the calorimetric technique has been used in the
site descriptive modeling in Laxemar to determine the heat capacity. The samples are
placed in a temperature controlled water bath long enough to stabilize. The calorimeter
is filled with water to a defined level and at nearly steady state conditions. The
calorimeter is stirred and the temperature logged. The sample is quickly moved from
the bath into the calorimeter. The temperature rise of water is recorded during the
equalization process (Adl-Zarrabi, 2006).

2.3 Field and large scale methods

2.3.1 Multi-probe method

The multi probe method (Landström et al., 1979) is a development of the well-known
(single) probe method. The theory is originally based on the infinite line source theory.
The typical scale for single- or multi-probe measurements is in the range of 0.2-1 m. In
situmeasurements with the multi-probe method have been performed at the prototype
repository at Äspö HRL (Sundberg & Gabrielsson, 1999) and in the Laxemar area
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(Mossmark & Sundberg, 2007). The latter measurements were made in larger scale,
using a 2.4 m long heating probe.

Measurements with the multi-probe method can also be performed to analyze the
thermal conductivity in different directions in anisotropic rocks. However, this
demands simultaneously measurement of the temperature response in two directions,
parallel and perpendicular to the anisotropy, and a more advanced evaluation techni-
que (Mossmark & Sundberg, 2007).

2.3.2 Thermal response test

The method of thermal response tests has been suggested as a potential thermal
characterization method for the site investigations (SKB, 2001). The method can in
principle be described as a large-scale probe method that makes it possible to
evaluate the mean of the thermal conductivity and, theoretically, the thermal diffu-
sivity for the rock mass around a borehole, Figure 2. Primarily, an apparent thermal
conductivity is determined with this method. The analysis assumes heat transfer
through thermal conduction only but the measured actual heat transfer also
includes possible convective heat transport, e.g. along the borehole. The method is
described by (Gehlin, 2002) and has been tested and evaluated at Äspö HRL
(Sundberg, 2002). The typical measurement scale for thermal response tests is in
the range of 5–100 m.

H Q

Tf

Tb

rb

Tout

Tin

Heater
Pump

Qheater

Figure 2 The principle of the thermal response test (Gehlin, 2002).
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2.4 Indirect methods

2.4.1 Calculation from the mineralogical composition

The heat capacity of rock can be computed from volume integrations of the heat capacity
for the minerals. The thermal conductivity of composite materials, such as rock, is much
more complicated to calculate. In Sundberg (1988) an overview of different approaches
to the subject is given.

For calculations of thermal conductivity from mineral compositions, the self-con-
sistent approximation (SCA) of a 2-phase material was suggested by Bruggeman
(1935). For hydraulic conductivity, this has later been redeveloped for n-phase materi-
als (Dagan, 1979). Transformed to thermal conductivity (Sundberg, 1988), the method
assumes each grain to be surrounded by a uniform medium with the effective thermal
conductivity. In a n-phase material, the effective thermal conductivity, λe, can be
estimated from the following expression by a number of iterations:

λe ¼ 1
m

hPn
i¼1

vi
ðm� 1Þ � λe þ λi

i

where m is the dimensionality of the problem, λi the thermal conductivity of a grain, νi
the associated volume fraction of the grain and n the number of phases. The accuracy of
the method is depending on the accuracy of the thermal conductivities of the minerals,
possible alterations and the limitations associated with the point-counting method
used. For a log-normal distribution the more simply geometric mean is associated
with transport in 2 dimensions (Dagan, 1979).

2.4.2 Calculation from density logging

Density measurements have been used as an indicator to distinguish between
Smålands (Ävrö) granite (in the site investigations at Laxemar called Ävrö granodior-
ite) and Äspö diorite at Äspö HRL (Rhén et al., 1997). A relationship between density
and thermal conductivity for investigated rock types was later observed by Sundberg
(2002). Based on available measurements from Äspö HRL empirical relationships
between density and thermal properties were derived in Sundberg (2003) and are
shown in Figure 3. More recent data for Ävrö granite have led to a modified relation-
ship between density and thermal conductivity (Sundberg et al., 2008), see section
3.2. The typical scale for density measurements by means of gamma-logging is
approximately 0.2 m. Using the relationship it is possible to calculate the thermal
properties from density loggings in boreholes, and investigate the spatial correlation
structure. The theoretical base for the correlation between density and thermal
properties have been analyzed in Sundberg et al. (2009) and is illustrated in Figure 9.

3 THERMAL CONDUCTIVITY OF COMMON ROCK TYPES

3.1 Measurements results

Summary statistics of thermal conductivity for each rock type are presented in Table 1.
The statistics are mainly based on data from the Simpevarp and Laxemar subareas.
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The Ävrö granite has been recognized as bimodal with respect to thermal
conductivity (Wrafter et al., 2006). An investigation of the mineral composition
indicates a broadly bimodal quartz content, which has resulted in the subdivision
of Ävrö granite into two distinct rock types: Ävrö quartz monzodiorite and Ävrö
granodiorite (Wahlgren et al., 2008), see also section 1.4. The former is quartz
poor (commonly < 15 %) while the latter is quartz rich (usually > 20 %). In the
absence of modal analysis, a density of 2 710 kg/m3 has been identified as a
suitable threshold value for distinguishing between the two rock types (Wahlgren
et al., 2008). The thermal conductivity for each type are summarized in Table 1
and a histogram of thermal conductivity values for both types is presented in
Figure 4. The thermal conductivities of Ävrö quartz monzodiorite and Ävrö
granodiorite are clearly differentiated from each other; the distributions show
little or no overlap.

The thermal conductivities of Ävrö quartz monzodiorite and Ävrö granodiorite
versus elevation are presented in Figure 5.

Table 1 Measured thermal conductivity (W/(m·K)) of some rock types using the TPS method. Data
from the Laxemar and the Simpevarp subarea (Sundberg et al., 2008).

Rock name Mean St. dev Max Min Number of samples Mean density

Fine-grained granite 3.69 0.08 3.76 3.58 4
Ävrö quartz monzodiorite 2.36 0.20 2.71 2.01 33 2756
Ävrö granodiorite 3.17 0.17 3.76 2.81 60 2677
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Figure 3 Estimated relationships between density and thermal properties of investigated rock types at
Äspö HRL. Values of altered Äspö diorite in blue color (Sundberg, 2003).
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3.1.1 Temperature dependence

The temperature dependence of thermal conductivity and heat capacity has been
investigated by laboratory measurements, three to five different temperatures (mainly
at 20, 50 and 80°C). In Table 2 the thermal dependence of thermal conductivity for the
Ävrö quartz monzodiorite and the Ävrö granodiorite is summarized.

3.1.2 Influence of alteration

The degree of alteration has been classified as faint, weak, medium or strong, and is
dominated by both oxidation and saussuritisation. The available data indicates that the
thermal conductivity of rock, showing a weak or medium degree of alteration, is
generally higher than that of fresh rock. For Ävrö granodiorite, altered samples indicate
a 4 % higher thermal conductivity (Sundberg et al., 2008).

3.1.3 Pressure dependence

The thermal conductivity is lower for stress-released samples compared to determina-
tions at higher pressure (greater depths). The reason is assumed to be the closing of
micro cracks. However, the pressure influence up to 50 MPa seems to be low if the
samples are water saturated, approximately 1–2 % (Walsh & Decker, 1966). The
pressure dependence after closing of fractures can be estimated to approximately 0.5-
1 %/100 MPa, based on data presented in (Seipold & Hunges, 1998). All determina-
tions of thermal conductivity have beenmade onwater saturated samples. The pressure
dependence has therefore been neglected.

3.1.4 Anisotropy

In Laxemar, a faint to weak foliation, which is not uniformly distributed over the area,
is commonly present and affects all rock types (Wahlgren et al., 2008). Measurements
of anisotropy on core samples in laboratory have not been included in the thermal
investigation programme. The anisotropy has instead been evaluated based on the field
measurements with the multi probe method (Sundberg & Mossmark, 2007). Field
measurements in Ävrö granite indicate that thermal conductivity parallel to the folia-
tion plane are higher, by a factor of approximately 1.15, than conductivity perpendi-
cular to the foliation. The spatial variability of this anisotropy is not known (Sundberg
et al., 2008).

Table 2 Temperature dependence of thermal conductivity (per 100°C temperature increase) for some
rock types. Mean of temperature dependence calculated by linear regression (Sundberg et al.,
2008).

Rock name Sample location Mean St. dev Number of samples

Ävrö quartz monzodiorite Boreholes KLX04 and KA2599G01 −2.9 % 3.3 % 8
Ävrö granodiorite boreholes KLX02 and KA2599G01 −6.8 % 3.6 % 5
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3.2 Correlation with density

A relationship between density and measured (TPS) thermal conductivity for Ävrö
granite in the Laxemar-Simpevarp area is well established (Sundberg, 2003; Sundberg
et al., 2005, 2009; Wrafter et al., 2006). The observed relationships, see Figure 6, are
consistent with the results of theoretical calculations based on mineral composition
(Sundberg et al., 2009).

Establishing relationships between density and thermal conductivity allows a more
reliable use of borehole density data for analyzing the spatial distribution and correla-
tion structure of thermal properties. This has been utilized in the site investigations in
Laxemar (Sundberg et al., 2008).

Using the relationship in Figure 6 it is also possible to calculate the thermal properties
from density loggings in boreholes. An example of thermal conductivity versus depth
modeled from density logging in a borehole at Äspö HRL is shown in Figure 7.

The relationship between density and thermal conductivity for all other investigated
rock types is illustrated in Figure 8. Diorite-gabbro appears to display the reverse
relationship between thermal conductivity and density as compared to Ävrö
granite. Low density samples have low thermal conductivities (< 2.6 W/(m·K)), whereas
high density samples have more variable, but generally higher, conductivities (up to
3.65 W/(m·K)). Furthermore, the marked variation in thermal conductivity displayed
by samples with similar densities may be partly due to variable degrees of post-magmatic
mineralogical changes as a result of, for example, hydrothermal alteration. The observed
overall relationship between density and thermal conductivity for all igneous rock types

Ävrö granite (Laxemar and Simpevarp)

y = 0.0000353×2 – 0.2014617× + 289.8102777
R2 = 0.9150004
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Figure 6 Relationships between density and thermal conductivity (TPS) for Ävrö granite. The equation
is valid within the density interval 2 640 – 2 820 kg/m3 (Sundberg et al., 2008).

Thermal properties and experiment at Äspö HRL 509



together is consistent with the results of theoretical calculations presented in Sundberg
et al. (2009) and in Figure 9. In the analysis, it was established that, for felsic rocks the
thermal conductivity decreases with density, whereas for mafic rocks the opposite
relationship applies. For example, the high-density mafic rocks (e.g. gabbros) contain
abundant pyroxene and amphibole (and in some cases chlorite), minerals which, com-
pared to the feldspars, have relatively high thermal conductivities.

It is reasonable to assume that there exists a corresponding relationship between
density and heat capacity. Such a relationship can be seen in Figure 3 and Figure 11, but
it is weaker than that for thermal conductivity vs. density.

3.3 Comparison of results with different methods

3.3.1 TPS-measurements versus calculation from modal analysis

For several of the drill cores in the Laxemar area from which samples have been taken
for laboratory determination of thermal conductivity (TPS method), sampling for
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Figure 7 Calculated thermal conductivity (from density logging result) versus depth for borehole
KF0069A01 at Äspö HRL (Sundberg, 2003).
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modal analysis and SCA calculations has also been carried out, see equation in section
2.4.1. The objective is to compare determinations from the different methods as well as
to evaluate the validity of the SCA calculations. In Table 3 a comparison of TPS and
SCA data is presented on a rock type basis. A comparison of individual samples is
illustrated in Figure 10. It should be emphasized that the samples are not exactly the
same, but come from adjacent sections of the borehole. Therefore, some of the observed
differences are probably a result of the sampling.

The results indicate a quite a good agreement between the measured (TPS) and
calculated thermal conductivity values for most rock types. An exception to this
are the samples of Ävrö quartz monzodiorite with thermal conductivities less than
2.3 W/(m·K) as indicated by the TPS data. The SCA values of these four samples
overestimate the thermal conductivity by on average 12 %. Possible explanations for
this are (1): the degree of alteration assumed in the calculations of “fresh” samples
may not have been affected by alteration to the same extent as other Ävrö quartz
monzodiorite samples and may therefore not be representative for these samples;
(2): the anorthite content of plagioclase influences the thermal conductivity and may
be significantly higher in this type of Ävrö quartz monzodiorite than in more quartz
rich varieties.

The comparison of SCA results with TPS data indicates that the SCA method yields
quite good estimates of the mean thermal conductivities for the different rock types.

2.00

2.20

2.40

2.60

2.80

3.00

3.20

3.40

3.60

3.80

2600 2700 2800 2900 3000 3100
Density, kg/m3

Th
er

m
al

 c
on

du
ct

iv
ity

, W
/(m

·K
)

Fine-grained dioritoid
Diorite-gabbro

Quartz monzodiorite
Granite

Fine-grained granite
Fine-grained diorite-gabbro

Figure 8 Relationships between density and thermal conductivity for rock types other than Ävrö
granite (Sundberg et al., 2008).

Thermal properties and experiment at Äspö HRL 511



3.3.2 TPS versus divided bar

In Sundberg et al. (2003) a comparable study on 17 samples of measurements with the
TPS method and the divided bar method were performed. The result indicated slightly
higher thermal conductivity mean with the divided bar method than the TPS method in
average 3.4 %. The difference between individual samples show larger variations,
ranges between −8.9 % to +10.6 %.

Reasons for the differences are estimated mainly to be dependent on differences
between the samples. The TPS measurements are performed using two pieces

Table 3 Comparison of thermal conductivity of some rock types calculated from mineralogical
compositions by the SCA method and measured with the TPS method.

Method Ävrö quartz monzodiorite Ävrö granodiorite Diorite-gabbro

Calculated (SCA): Mean λ, (W/(m·K)) 2.56 3.16 2.69
Measured (TPS): Mean λ, (W/(m·K)) 2.48 3.17 2.72
Number of sample pairs 11 19 11
DIff. (SCA – TPS)/TPS 3.3 % −0.3 % −1.1 %
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Figure 9 Thermal conductivity vs. density for synthetically defined data with different mineral composi-
tions (Sundberg et al., 2009).
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(subsamples) of rock. Only one of these two subsamples were sent to the Geological
Survey of Finland and measured using the divided bar method. Further, sample pre-
paration for the divided bar method involved changes in the size of some of the samples
(smaller size). The mean differences between the methods are for most samples within
the margins of error reported by the measuring laboratories.

4 HEAT CAPACITY OF COMMON ROCK TYPES

4.1 Measurement results

Heat capacity has been determined indirectly from thermal conductivity and diffusivity
measurements using the TPS (Transient Plane Source) method, and directly by calori-
metric measurement. In Table 4 the results from heat capacity calculations from TPS
measurements are summarized on a rock type basis. Ävrö granite has been divided into
Ävrö quartz monzodiorite and Ävrö granodiorite. Comparison between indirect and
direct method is made in section 4.4.

4.2 Temperature dependence

Temperature dependence of heat capacity have been investigated in the temperature
interval 20 – 80°C. Results for main rock types are presented in Table 5, per 100°C
temperature increase.
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4.3 Correlation with density

The relationship between thermal conductivity and density was described earlier.
To investigate if a corresponding relationship between heat capacity and density
exists, density was plotted against both indirectly and directly determined heat
capacity values. The results show a wide range in indirectly determined heat capa-
city values within a restricted density range, see section 4.4. Figure 11 on the other
hand shows a more consistent pattern of increasing heat capacity (direct measure-
ments) with increasing density.

Table 5 Temperature dependence of heat capacity (per 100°C temperature increase). The mean
temperature dependence is estimated by linear regression (Sundberg et al., 2008).

Rock name (name code) (sample location) Mean St. dev Number of samples

Ävrö quartz monzodiorite (Boreholes KLX04 and KA2599G01) 26.0 % 7.04 % 8
Ävrö granodiorite (boreholes KLX02 and KA2599G01) 23.8 % 2.92 % 5

Table 4 Results of heat capacity (MJ/m3·K) determinations from TPS measure-
ments on common rock types (Sundberg et al., 2008).

Rock name Ävrö quartz monzodiorite Ävrö granodiorite Fine-grained granite

Mean 2.23 2.20 2.04
St. dev. 0.17 0.16 0.08
N 33 60 4
Max 2.52 2.50 2.12
Min 1.73 1.81 1.93
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4.4 Comparisons of different methods

A comparison of direct (calorimetric) and indirect methods (calculation from diffu-
sivity by the TPS-method) on the same samples is presented in Table 6 and Figure 12.
Standard deviations are higher for the indirect determinations than for the direct
measurement data and differences in the heat capacity values of up to c. 20 % are
observed for individual rock samples. However, the average difference between
the results of the two methods is less than 1 %, which indicates that the calculated
values based on TPS determinations, although more uncertain, do not suffer
from bias.

Table 6 Comparison between heat capacities (MJ/m3·K) from TPS measurement and the calorimetric
method for the same samples. Data from existing rock types in the Laxemar area (from
Sundberg et al., 2008).

Method Rock name Diorite-
gabbro

Quartz
monzodiorite

Ävrö quartz
monzodiorite

Ävrö
granodiorite

Fine-grained
diorite-gabbro

All rock
types

Rock code 501033 501036 501046 501056 505102

TPS Mean 2.37 2.22 2.19 2.13 2.20 2.23
St. dev. 0.22 0.10 0.13 0.17 0.164
N 9 16 9 9 2 45

Calorimetric Mean 2.44 2.24 2.17 2.12 2.29 2.24
St. dev. 0.04 0.05 0.05 0.10 0.125
N 9 16 9 9 2 45
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Figure 12 Comparison between heat capacities from TPS measurement and the direct calorimetric
method. Data from existing rock types in the Laxemar area (Sundberg et al., 2008).
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5 DEVELOPMENT OF PREDICTION METHODS IN DIFFERENT
SCALES

The thermal function of a repository can be studied in different scales, see section 5.3.1.
Thermal data can be determined by measurement in a relevant scale or by modeling
involving upscaling. In this section prediction methods are discussed and analyzed.
Further, a strategy for thermal modeling in a relevant scale are described.

5.1 Large scale thermal response test

5.1.1 Introduction

A method to determine the thermal properties on a large scale in a borehole, thermal
response test, has been tested at the Äspö Hard Rock Laboratory. The borehole,
KA 2599 G01, was specially drilled for in-situ measurement of rock stress. The core
has a total length of 128.3 m and is drilled vertically from the gallery in Äspö HRL at
chainage 2599 m, see Figure 13. Parallel to the response test other methods have been
used to determine the thermal properties of the rockmass in order to make a prediction
of the result of the large scale thermal response test (Sundberg, 2002).

The objective with the study was:

• To investigate the possibility to predict the result of large scale measurement with
other methods and to evaluate the results of the different methods andmethodologies

• To investigate the influence on the prediction of the quality of the rock typemapping

Figure 13 View of Äspö HRL from SSW. Borehole KA2599G01 is indicated (borehole top is located at
level –344.5 m) (Sundberg, 2002).
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• To compare the thermal properties of different rock types according to different
methods and earlier results

5.1.2 Predictions

Laboratorymeasurements of 11 samplesweremadewith the TPS-method. Calculations of
the thermal conductivity were performed with the SCA-method, based on the mineralo-
gical distribution of the samples. The drill core was originally mapped as Äspö diorite,
Fine-grained granite, and Meta-basite. However, during the project a more detailed
mapping was performed and it became clear that the term Äspö diorite involved a range
of varieties including what has previously been mapped as Ävrö granite in the Äspö area
and hybrid rocks (mingled types) between Ävrö granite and Äspö diorite, see section 1.4.

The thermal conductivity for the entire borehole has been predicted by using differ-
ent assumptions and methods, as follows

1. The laboratory TPS-measurements are representative for equal parts of the drill
core (irrespective of actual rock type distribution).

2. The laboratory measured thermal properties of each rock type are representative
for all parts of the drill core where the particular rock type has been mapped
according to the original mapping.

3. Themeasured thermal properties of each rock type are representative for all parts
of the drill core where the particular rock type has been mapped according to the
revised mapping.

4. The calculated thermal properties of each rock type are representative for all parts
of the drill core where the particular rock type has been mapped according to the
revised mapping.

The results for thermal conductivity are shown in Table 7. It is interesting to observe
that quite different assumptions regarding representation of the measured values give

Table 7 Prediction of thermal response test in KA2599G01 with different assumptions and methods.
values corrected for temperature a difference (25 ºC – 14 ºC) are in brackets (Sundberg,
2002).

Assumpt. method Distribution of rock types / thermal conductivity (W/(m·K))

Äspö Diorite Altered Äspö DIorite Ävrö Granite Fine-grained
granite

Mingled Meta-Basite

1 Distribution irrelevant
2.96

2 85 % – – 10 % – 5 %
2.83 – – 3.63 – 2.58

2.89
3 54.5 % 1 % 25 % 11 % 3.7 % 4.8 %

2.56 3.11 3.24 3.63 2.90 2.58
2.84 (2.85)

4 54.5 % 1 % 25 % 11 % 3.7 % 4.8 %
2.35 3.38 3.01 3.45 2.68 2.58

2.64
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rather small differences in thermal conductivity (assumptions 1–3). The thermal
conductivity varies between 2.64 and 2.96 W/(m∙K) depending on assumed rock
type distribution and method. The corresponding heat capacity varies within a
smaller interval (2.08–2.11 MJ/(m³∙K).

5.1.3 Evaluation of results from different methods

The thermal conductivity obtained from the thermal response test in borehole KA 2599
G01 has been estimated at 3.55 W/(m∙K). The predicted thermal conductivity is in the
interval 2.64 – 2.96W/(m∙K), depending on different assumptions and methods. Thus,
a large difference in evaluated thermal conductivity exists between different methods,
for the rock mass in borehole KA 2599 G01. The full-scale thermal response test
resulted in a 25 % higher value compared to the mean thermal conductivity based on
the different predictions.

With the thermal response tests an apparent or effective thermal conductivity is
determined. The measured value is influenced by the specific natural conditions in the
field. In the present case, large hydraulic pressure gradients exist, that probably induce
convection, and increase the uncertainty of the measurements. This can also be seen as
disturbances on the temperature response, see Figure 14. Conditions influencing mea-
surements of samples in the laboratory are more easily controlled and observed. A more
adequate determination of the thermal conductivity of the surrounding rockmassmay be
performed by filling the borehole with impermeable and thermal conductive material.
The most reliable result, due to the discussion above, is the predicted thermal conductiv-
ity based on laboratory measurements and revised rock mapping, assumption No. 3.

5.2 Inverse modeling at the prototype repository

5.2.1 Methodology

The Prototype Repository, at the Äspö HRL (Hard Rock Laboratory), is a demonstra-
tion project for the deposition of spent nuclear fuel and provides a full-scale reference for
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Figure 14 Time vs. temperature from thermal response test (Sundberg, 2002).
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testing predictivemodels relating to a spent nuclear fuel repository, see recent description
in Svemar et al. (2016). The layout involves six deposition holes, four in an inner section
and two in an outer, each fitted with an electrically heated canister. The access tunnel is
backfilledwith amixture of bentonite and crushed rock, see Figure 15. In 2001, the inner
section was completed and monitoring of the heating process started. Temperature
measurements in the rock mass are performed at 37 different points.

The measured thermal response in the surrounding rock was analyzed by inverse
modeling of the thermal conductivity of the rockmass (Sundberg et al., 2005; Sundberg
& Hellström, 2009). A three-dimensional finite difference model of the prototype
repository (canisters, buffers, tunnel, etc.) was used to calculate the transient tempera-
ture increase due to the heat generation in the canisters. The homogeneous rock
thermal conductivity was varied until the best fit with measured data for each of the
37 temperature sensor points were obtained. The evaluation period for the fitting
procedure was varied in order to study sensitivity to different time-scales and to
avoid initial disturbances. Approximately 1.5 years of temperature data were available
at the time for evaluation.

5.2.2 Prediction

The thermal properties were predicted based on both field and laboratory measure-
ments. These predictions are verified by comparison with thermal conductivity values
calculated through inverse modeling.

Prediction of the thermal properties has been made based on data from laboratory
measurements on rock samples with the TPS method (Gustafsson, 1991; Sundberg &
Gabrielsson, 1999; Sundberg, 2002) and by direct field measurements (Sundberg &
Gabrielsson, 1999) with the multi probe method in the prototype tunnel. Different

Figure 15 Schematic view of the layout of the Prototype Repository (not to scale) (SKB, 2005).
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prognosis models were established depending on where and how the samples were
obtained, see Table 8.

Reasonable predictions may be based on all laboratory measurements or field
measurements, see prognosis #3 and #4 in Table 8. The number of measurements
is quite small and there is no reason to believe that the variability detected in different
parts of the Prototype Repository would not be representative of the inner part where
the temperature measurements have been conducted. The results for the field mea-
surements are somewhat higher than the laboratory measurements. The field mea-
surements are made 0.6 m below the tunnel floor and are possibly influenced by
groundwater movements, partly induced by hydraulic gradient at 450 m depth
toward the open tunnel.

However, the results from the temperature measurements at the prototype reposi-
tory are also influenced by water movements, especially in the initial stage after
installation of the backfill, and should consequently influence the back-calculated
thermal conductivities from the inverse modeling. The prediction of the effective
thermal conductivity, it could be argued, should therefore be based on field measure-
ments only. However, the water movements are probably highest close to the tunnel,
so that field measurements made near the tunnel floor probably overestimate the
effective thermal conductivity in a scale relevant for the thermal impact on the
canister. A combination of #3 (laboratory measurement-pure conduction) and #4
(field measurements-including a convective part) may be a reasonable prognosis (#5)
of the effective thermal conductivity.

5.2.3 Inverse numerical modeling of the rock thermal conductivity

The material used in this study consists of data on mean canister power rates,
rock temperatures at 37 temperature sensor locations for 525 days, initial
temperatures and temperature on the canisters. In Figure 16, the heat sources
are indicated as rectangles, and the sensors are indicated as circles. The thermal
properties of the canister, buffer and tunnel backfill are given and held constant.
Also the rock heat capacity is given. Ideally the heat capacity should be evaluated

Table 8 Results from different predictions of thermal properties (Sundberg et al., 2005).

Prognosis Population Mean W/(m·K) Std.dev W/(m·K) Number of
samples

Distribution

#1 Section 1 (inner), laboratory
measurements

2.44 0.08 6 Lognormal

#2 Section 2 (outer), laboratory
measurements

2.63 0.15 4 Lognormal

#3 Section 1+2, all Laboratory
Measurements

2.52 0.15 10 Lognormal

#4 Section 1+2, field measurements 2.83 0.19 5 Lognormal
#5 Section 1+2, field and laboratory

measurements. Combination of
prognosis #3 and #4

2.62 0.22 15 Lognormal
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from the fitting procedure. However, the sensitivity is small in this pseudo steady-
state process.

The study focuses on the thermal conditions in the rock mass. Thus, the conditions at
the canister and in the bentonite buffer are not of primary interest in this study. Similar to
the evaluation of thermal probe methods, it is assumed that these conditions have little
influence on the evolution of rock temperatures after a certain initial time period.Most of
the heat released during the initial period is absorbed by the canister and buffer. An initial
period is therefore ignored during the parameter fitting procedure.

The water saturation of the bentonite buffers can be mentioned as an example of the
complexity of the boundary conditions close to canister. Saturation of bentonite
buffers around the canisters, which affects the thermal properties, is predicted to take
2-6 years if water is available.

The thermal properties of the different materials involved in the large-scale thermal
process are assumed to be homogeneous. Thus, convection caused by the inflow to the
backfilled tunnel is ignored.

This means that the thermal problem is linear. Different solutions to the heat
conduction problem can then be superimposed on each other to form the complete
temperature field. Here, this technique is used by superimposing two parts of the
thermal response – the initial temperature field and the temperature increase due to
the heat generation in the canisters. The initial temperature is assumed to be uniform,
although it is apparent from the initial rock temperatures that there is also a certain
superimposed thermal disturbance from activities in the deposition tunnel. Since this
disturbance will decline with time, the influence on the evaluation will be reduced if a
certain initial time period is omitted from the fitting procedure.

5.2.4 Fitting procedure

Themeasured temperature response is used to find the thermal conductivity that results
in the best fit with the simulated thermal response. The thermal conductivity of the rock
is set to a constant homogeneous value for each calculation of the temperature dis-
turbance resulting from heat generation within each canister. The value of thermal
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Figure 16 Location temperature sensors (Sundberg et al., 2005). The inner part of the prototype tunnel
is to the left. The numbering of canisters is from the left.
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conductivity is varied from 1.9 to 3.7 W/(m·K) with an increment of 0.1 W/(m·K).
During the simulation for each value of thermal conductivity, the temperature increase
at each temperature sensor location is calculated.

In the second step, the simulated values are interpolated in time to match the times
at which the measured data were collected for each sensor. The third step involves
comparison of the measured and simulated temperatures for each point and for each
thermal conductivity during the chosen evaluation interval. The square of the differ-
ence between measured and simulated temperature for each measured time in the
evaluation period is summed. This procedure is repeated for each value of thermal
conductivity. Finally, we have the square sum for 19 values of thermal conductivity in
the range from 1.9 to 3.7 W/(m∙K) for each sensor. The thermal conductivity of the
best match between measured and simulated values for a given sensor is found by
minimizing a polynomial fit to the 19 values.

It should be emphasized that the fitted thermal conductivity values are calculated for
each sensor point individually without regard to the thermal response of any other point.
However, it is also possible to achieve an overall thermal conductivity by considering the
best fit for all 37 sensor points. To obtain the overall thermal conductivity value the
average square sum of the difference between measured and calculated temperatures for
each of the 37 sensor points are summed up for each value of the thermal conductivity.
The thermal conductivity of the best overall match between measured and simulated
values taking all sensors into account is found by minimizing a polynomial fit to the 19
values.

5.2.5 Results

High thermal conductivity values are modeled in the inner parts of the tunnel, espe-
cially close to the tunnel surface, see Figure 17. These high values may be caused by
water movements, which have been reported in the actual parts of the tunnel. Due to
the limited period of heating, evaluated thermal conductivity close to the canister are
probably the most reliable. The influence of a relative error in the measurements and
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Figure 17 Thermal conductivity from simulation including curve fitting for 160 through 525 d (Sundberg
& Hellström, 2009).
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local deviations in the initial temperatures will be less, see Figure 18. Consequently,
sensors with largest deviation (>0.01) are usually not close to the canister or influenced
by water movements.

5.2.6 Verification of predictive model

The measured thermal response has been used to estimate the effective thermal con-
ductivity by finding the best fit with results obtained by a numerical simulation of the
thermal process around the repository.

In Table 9 comparisons are made between different prognoses (Table 8) and inverse
modeling results for all and individual sensors.We have argued above that a reasonable
prediction of the effective thermal conductivity is a combination of laboratory (thermal
conductivity) and field measurements (effective thermal conductivity) at the prototype
repository (prognosis #5).

Prognosis #5 (Table 8) displays good agreement with back-calculated thermal con-
ductivities from the inverse modeling and the above statement of a reasonable
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Figure 18 Average deviation between measured and simulated temperatures (ºC) in relation to
simulated temperature increase for each of the 37 simulated sensors. The period 160–365
days is used for fitting the measured and simulated response (Sundberg & Hellström, 2009).
The sensors have been ordered according to magnitude of average simulated temperature
increase. This reflects to some degree the temperature sensor’s proximity to a canister. The
influence of a relative error in the measurements and local deviations in the initial tempera-
tures will be less for sensors close to canister.
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prediction of the effective thermal conductivity seems to be verified. Values in bold are
judged to be the most reliable and relevant.

5.2.7 Conclusions

There is good agreement between the prediction of thermal conductivity in the proto-
type repository and the result from inverse modeling based on 37 different temperature
sensors. The rather low mean thermal conductivity value of around 2.6 W/(m∙K) is
verified. The estimated thermal conductivity gives an effective value that includes a
small contribution from convection and is therefore probably overestimating the actual
“pure” thermal conductivity.

There is a large discrepancy between the individual fit for some sensors and the overall
best fit, see Figure 19. Sensors with the largest distance to canisters, or located near the
tunnel floor or hydraulic structures, are overrepresented.

The accuracy of the evaluation would have been improved if the rock temperature
had been allowed to equilibrate after the sealing of the tunnel and verified to be stable,
before the heating of the canisters began.

The results of the inverse modeling indicate that data is influenced by a temperature
drift in the rock mass and/or by water movements. These “errors” are probably most
significant in early data. Evaluation of data from a longer time period would probably
improve the inverse modeling and also allowmore initial data to be omitted in order to
improve accuracy. This would also enhance prediction of groundwater flow effects.

5.3 Strategy for thermal modeling in relevant scale

5.3.1 Scale of thermal processes in a repository

The thermal function of a repository for spent nuclear fuel can be studied at different
scales. The following scales are believed to be relevant:

Table 9 Modeled thermal conductivity (W/(m·K)) compared with prognosis (mean values). Most
relevant values are in bold (judgment). Prognosis refers to Table 8 (Sundberg & Hellström,
2009).

Case Modeled conductivity
Best fit to

Prognosis Comment

all sensors individual
sensors

Inverse modeling (160–525 days) 2.72 2.91
(N=37)

Ditto but including possible global
temp change −0.2°C/year

2.65 2.73
(N=37)

Ditto but values above 3.4 excluded 2.65
(N=34)

Laboratory measurements section 1
+2 (prognosis #3)

2.52 “Best” prediction of thermal
conductivity

Combination of prognosis #3 and #4
(prognosis #5)

2.62 “Best” prediction of effective
thermal conductivity
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• 1–10 m for the thermal function of the canister (canister scale or local scale)
• 10–100 m for the thermal function of the tunnel (tunnel scale)
• 100–1000 m for the thermal function of the whole repository (repository scale)

The “global” temperature field around a repository mainly depends on the time-
dependent generated heat, boundary conditions, initial temperature conditions and
mean values of large-scale thermal transport properties. The thermal processes at this
scale are quite slow and insensitive to local variations in the thermal properties. The
demands for high accuracy in the thermal property distribution are lower compared
to the local scale.

The local temperature field is of primary concern for the design of a repository.
During the site investigations a design criterion was specified as the maximum tem-
perature allowed in the bentonite buffer outside the canisters (SKB, 2006). A low
thermal conductivity leads to larger distances between canisters than in the case of a
high thermal conductivity. It is therefore of special interest to analyze the thermal
impact on the canister if there is a variation in the thermal properties in the rockmass at
the canister scale, 1-10 m, that will influence the canister temperature.

5.3.2 Strategy for thermal modeling

The strategy for thermal modeling in the site investigation in Laxemar is summarized
below. A complete description is made in Back & Sundberg (2007), and further
developed in Back et al. (2007) and Sundberg et al. (2008).

Accesses

Deposition area

Caverns

5.5m

R<D

D = 1.75m

5.5m

R = 15m

8m

1 Repository
Scale

3 Local scale
2 Tunnel scale

Figure 19 Illustration of the various scales of importance for rock mechanics considerations for siting
and constructing a KBS-3 repository, from Andersson et al. (2002).

Thermal properties and experiment at Äspö HRL 525



The spatial variability of the thermal properties of the rock mass is important for the
canister spacing. The strategy for the thermal site descriptive modeling is to produce
spatial statistical models of both lithology’s and thermal properties and perform
stochastic simulations to generate a spatial distribution of thermal properties that is
representative of the modeled rock domain in canister scale. The properties must be
determined and upscaled with such a degree of certainty and resolution that the
temperature field around the repository can be described with sufficiently high degree
of confidence.

The total variability within a rock domain thus depends on the lithology and the
thermal properties of each rock type. Although the thermal conductivity of a single
rock type may be close to normally distributed, the statistical distribution of thermal
conductivity for the rock domain as a whole is far from normally distributed.
Depending on their fraction of the total volume, the low-conducting rock types
may determine the lower tail of the thermal conductivity distribution and influence
the canister spacing.

The methodology involves a series of steps, see Figure 20, e.g. choice of
simulation scale, upscaling in several steps, definition of Thermal Rock Classes
(TRCs) within the rock domain, stochastic simulation of TRCs (lithology in the
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Figure 20 Schematic description of the procedure for thermal modeling (λ represents thermal con-
ductivity) (Sundberg et al., 2008).
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domain), stochastic simulation of thermal conductivity within each TRC, and
finally merging of the realizations of TRCs (lithology) with the thermal conduc-
tivity realizations. The result is a set of 3D realizations describing the spatial
variability of thermal conductivity within the rock domain. These realizations
can thereafter be upscaled to a desired scale. The described methodology can
also be used for other types of rock properties.

The distribution of thermal conductivities comes primarily from TPS-measure-
ments on rock samples in laboratory. In order to describe the spatial structure of
thermal conductivity a very large number of samples are needed. A correlation
between thermal conductivity and density has been found and described above. The
relationship can be explained by the mineral distribution for different rock types and
the density and thermal conductivity for the minerals (Sundberg et al., 2009). The
relationshipmakes it possible to use density logging to estimate the spatial correlation
structure within each rock type, instead of huge amount of thermal conductivity
determinations.

The described strategy has been used in the thermal site models in both Laxemar
and Forsmark. Some example results on rock domain level is showed in Figure 21
(rock domain RSMM01 includes the Ävrö granite and the distribution is
bimodal).
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Figure 21 Histogram of thermal conductivity of domain RSMM01 in Laxemar simulated at the 2 m scale
but upscaled to 5 m. The main result of the thermal modeling is the set of 1 000 realizations of
thermal conductivity from the 2 m-simulations. The lower tail is a result of the low-
conductive rocks, mainly Ävrö quartz monzodiorite and diorite-gabbro. Upscaling of the
realizations to 5 m has the effect of smoothing the histogram (Sundberg et al., 2008).
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6 SOME CONCLUSIONS

TheÄvrö granite showahigh variability and bimodal distribution in thermal conductivity,
ranging from 2.01W/(m∙K) up to 3.76W/(m∙K). The sub division of the Ävrö granite into
Ävrö quartz monzodiorite and Ävrö granodiorite have considerable lowered the variation
respectively. The temperature dependence is quite low, especially for Ävrö quartz
monzodiorite.

The found relationship between thermal conductivity and density is very useful to
calculate the thermal conductivity from density logging and allows a more reliable use
of borehole density data for analyzing the spatial distribution and correlation structure
of thermal properties. The relationship shows that thermal conductivity decreases with
density for felsic rocks, whereas for mafic rocks the opposite relationship applies. This
can be explained by theoretical calculations on synthetic samples.

The comparison between TPS measurements and SCA calculations from the miner-
alogy indicates a good agreement for most rock types, in average. For individual
samples the discrepancies are larger.

In large scale thermal conductivity tests it is important to have full control over the
ground water situation in order to avoid disturbances that may influence the evaluated
result. The thermal response test at Äspö HRL overestimated the thermal conductivity
with 25% compared to the different predictions. The main reason is judged to be
induced water movements. Quite different approach for the predictions resulted in
small variations in thermal conductivity.

The inverse modeling of the thermal properties at the prototype repository at
Äspö HRL are in good agreement with the prediction of thermal conductivity
based on laboratory and field measurements. The rather low mean thermal
conductivity value of around 2.6 W/(m∙K) in the prototype repository is verified.
The estimated thermal conductivity gives an effective value that includes a small
contribution from convection and is therefore probably somewhat overestimating
the actual thermal conductivity.

The thermal site descriptive model for Laxemar provides a spatial statistical descrip-
tion of the rockmass thermal conductivity in canister scale (Sundberg et al., 2008). The
developed methodology employed for the thermal modeling, involving stochastic
simulation of both lithologies and thermal conductivity, takes into account the spatial
variability of thermal conductivity both within and between different rock types, and
allows for upscaling to a relevant scale.
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Chapter 17

Excavation response studies at
AECL’s underground research
laboratory—1982 to 2010

Rodney S. Read
RSRead Consulting Inc., Okotoks, Alberta, Canada

Abstract: This chapter provides an overview of the major excavation response
experiments conducted at AECL’s Underground Research Laboratory (URL) between
1982 and 2010. Excavation response research was initially conducted as part of shaft
construction. An excavation response test at the 240 Level of the URL involved a
horizontal tunnel excavated through a subvertical water-bearing fracture. These precursor
studies led to a series of experiments in themore highly stressed rock at the 420Level of the
URL to investigate the formation of rock damage around tunnels, and to assess the factors
that influence the stability of underground excavations. These experiments included the
Mine-by Experiment, the Heated Failure Tests, studies of borehole breakouts, the
Excavation Stability Study, and the Tunnel Sealing Experiment. The excavation response
experiments at the URL culminated in the Thermal-Mechanical Stability Study (TMSS), a
comprehensive study to link characterization, numerical modeling, monitoring, and
design of underground excavations. As part of decommissioning of AECL’s URL, under-
ground openings were flooded and the shaft was sealed. The facility was closed in 2010.

1 INTRODUCTION

Understanding the rock mass response to the creation of an underground opening is
important in designing civil structures (e.g., transportation tunnels and hydroelectric
powerhouses), developing underground mines, and drilling deep boreholes for petro-
leum production, gas storage, or other purposes. Rock mass response to excavation is
particularly relevant in concepts for long-term geologic isolation of spent nuclear fuel
and high-level radioactive waste.

Based on conceptual designs developed by Atomic Energy of Canada Limited
(AECL), a deep geologic repository would comprise a series of underground openings
including shafts and/or ramps, access tunnels, emplacement rooms, and other excava-
tions required for underground operations and testing. Shafts, or ramps, and important
access tunnels would remain open for the construction and operation stages of the
repository, while emplacement rooms would be backfilled and sealed following
emplacement of spent fuel. Temporary ground support would be used in the short-
term to provide a safe working environment, but would likely be removed prior to
filling of the tunnels, depending on restrictions regarding gas generating materials.

Excavation-induced damage (i.e., increased crack density or crack volume) in the
near-field rock mass is anticipated around repository excavations. This damage may
increase connected permeability, and thereby increase potential for groundwater-borne



transport of radionuclides away from the emplaced waste. Under certain in situ con-
ditions, progressive damage development may create instability at the periphery of an
underground opening.

In designing repository excavations, the key objectives therefore are to maintain
stable rockmass conditions around each opening, and tominimize excavation damage.
Over the repository’s life cycle, the rock mass will be subjected to mechanical loads
generated by stress redistribution around openings, support loads introduced by swel-
ling buffer and backfill materials, and thermal loads generated by emplaced spent
nuclear fuel. Other loads, such as those associated with glaciation, are also anticipated.
To meet the design objectives, factors that may affect the rock mass response to
excavation and to subsequent loading must be understood.

Over a period of almost 30 years, AECL conducted extensive research and develop-
ment related to excavation response of the rock mass at its Underground Research
Laboratory (URL). Investigations started with monitoring of the URL shaft construc-
tion, and progressed through several major in situ experiments focused on excavation
damage development and progressive failure. The work conducted in granite at the
URL is complemented by international research and development programs in similar
rock types with different in situ conditions (i.e., fracture frequency, in situ stresses, and
groundwater), and in other media (e.g., salt, argillite, tuff, and clay).

This chapter provides an overview of various excavation experiments and studies
conducted at the URL from 1982 to its closure in 2010. The information is updated
from an original publication (Read, 2004) that was part of a special issue of the
International Journal of RockMechanics featuring AECL’s URL. This chapter highlights
the advances in our fundamental understanding of rock mechanics related to under-
ground excavations, and in our means of designing stable underground openings with
minimal excavation damage. The findings from this research are relevant to the design of
not only nuclear fuel waste repositories, but also other underground excavations.

2 AECL’S UNDERGROUND RESEARCH LABORATORY

Prior to its closure and decommissioning, AECL’s URL was located approximately 120
kmNE ofWinnipeg,Manitoba, Canadawithin the Lac du Bonnet granite batholith near
the western edge of the Canadian Shield. As shown in Figure 1, the granite contains
subvertical joint sets and several major low-dipping thrust faults (referred to as Fracture
Zones) within the first few hundred meters of the surface at this site. The URL shaft
intersected the most prominent of these thrust faults (Fracture Zone 2) at about 270 m
below surface. Below Fracture Zone 2 and its splays, the granite is interrupted by a
granodiorite dyke swarm, but is sparsely fractured and relatively unaltered.

During its operation, the URL consisted of four levels: two minor experimental/
drilling stations at depths of 130 and 300 m (referred to as the 130 and 300 m Levels,
respectively), and two major experimental levels at depths of 240 and 420 m (referred
to as the 240 and 420 Levels, respectively). The levels were connected to ground surface
by a 443-m-deep shaft. The shaft was rectangular (2.8 × 4.9 m) from surface to 255 m
depth, and circular (4.6-m-diameter) from 255 to 443mdepth. A rectangular vent raise
connected the 240 Level to ground surface. A circular bored vent raise was constructed
to connect the 420 and 240 Level.
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In situ stresses to the depth of Fracture Zone 2 are typical of other sites at similar
depths in the Canadian Shield. Stress magnitudes and orientations (given as trend/
plunge) at the 240 Level are σ1 = 26 MPa (228°/08°), σ2 = 17 MPa (132°/23°) and σ3 =
13MPa (335°/65°). The tangential stresses around openings at this level do not exceed
the unconfined strength of intact rock, and the rock mass behaves essentially elastically
outside of a blast-induced zone of damage.

Below Fracture Zone 2, the sub-horizontal principal in situ stresses are significantly
higher. Stress magnitudes and orientations at the 420 Level are σ1 = 60MPa (145°/11°),
σ2 = 45 MPa (054°/08°) and σ3 = 11 MPa (290°/77°), resulting in a maximum stress
ratio of almost 6:1. These conditions tend to promote stress-induced damage develop-
ment and progressive failure around underground openings, and are considered
adverse in terms of excavation design and construction (Read et al., 1998). In this
environment, the rock mass response to excavation varies from linear-elastic further
than about 1 m from a typical 3.5-m-diameter opening to non-linear/non-elastic with
micro- and macro-scale fracturing near the opening.

3 EXCAVATION RESPONSE STUDIES

Incremental development of a rockmechanics, rock fracturing, and excavation stability
knowledge base at the URL commenced with shaft sinking in 1982 (Martin &
Simmons, 1993). Early results included data from instrument arrays and overcoring
stress determinations in the URL shaft and at the 240 Level in moderately to sparsely

Sub-vertically jointed
granite

Fracture Zone 3130 Level

240 Level

300 Level

420 Level

Fracture Zone 2

Sparsely fractured
granite

Figure 1 AECL’s Underground Research Laboratory surface facilities, and generalized geology of the
Lac du Bonnet batholith in the vicinity of the underground developments.
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fractured rock subjected to moderate in situ stresses. The knowledge base was
expanded through in situ experiments at the highly stressed 420 Level, culminating in
the Thermal-Mechanical Stability Study (TMSS). An overview of the major excavation
experiments and studies conducted at AECL’s URL, and a summary of pertinent results
related to rock mass response to excavation, are presented in the following sections.

3.1 URL shaft studies

Seven excavation response tests using arrays of mechanical and hydrogeological instru-
ments were conducted between 1982 and 1988 during shaft construction. These instru-
ment arrays included triaxial strain cells, extensometers, convergence pins, and, in some
cases, hydraulic borehole packers. An array of microseismic (MS) sensors supplemented
the other instruments in the lower shaft. The upper rectangular and lower circular shafts
were excavated using the drill-and-blast method. Responses weremeasured in relation to
blast rounds following installation of instruments. Mapping of the shaft walls was
carried out during excavation from a specially-designed platform. Particular attention
was paid to mapping Fracture Zone 2 where it was intersected by the shaft, and the 300
Level shaft station. Core from each array of instrumentation boreholes was logged. In
addition, Colorado School of Mines (CSM) dilatometer tests were conducted in 15-m-
long boreholes around the upper section of the URL shaft in moderately fractured rock
conditions to measure the deformation modulus of the rock mass.

The results of monitoring and characterization in the upper shaft in fractured granite
showed variable mechanical responses dominated by subvertical joints. Continuum
models used to analyze the results did not predict excavation responses very well;
discontinuummodels provided a better match between predicted and measured results
assuming a linear increase in elastic modulus from 10 to 40GPa from the shaft wall out
to 1.5 m from the opening. Dilatometer tests measured an increase in modulus from
about 20 GPa near the opening to 70 GPa about 9 m from the opening, and variability
inmodulus values near known and assumed subvertical fractures. Calculated hydraulic
conductivity of subvertical fractures decreased as a result of excavation. At the 300
Level, tangential excavation-induced fractures on the micro- and macro-scale devel-
oped within 300 mm of the circular shaft perimeter (Martino & Chandler, 2004).
Displacements within 2.5 m of the circular shaft wall in unjointed granite exceeded
those predicted by linear elastic theory.

These early results suggested that rock mass response around drill-and-blast excava-
tions can differ substantially from linear elastic assumptions, even in the absence of
discrete jointing. The combination of instruments used in the shaft excavations simul-
taneously measured stress changes, displacement, and pore pressure responses. These
types of instruments were used in later studies.

3.2 Room 209 excavation response test

The Room 209 Excavation Response Test (Simmons, 1992) was conducted in 1986 at
the 240 Level to determine the hydraulic and mechanical response of a rock
mass containing a narrow zone of en echelon permeable fractures. In addition, the
test was used to estimate the mechanical and hydraulic properties of the rock mass, and
to assess modeling capabilities.
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Ahorizontal horse-shoe shaped tunnel (3.84-m-wide by 3.45-m-high) was excavated
through the subvertical water-bearing fracture zone using a pilot-and-slash, drill-and-
blast method. Displacement was measured using convergence arrays, three types of
radial extensometers, and an ISETH slidingmicrometer installed from a parallel tunnel.
Stress changes were monitored using eight CSIROHollow Inclusion (HI) triaxial strain
cells installed ahead and outside of the tunnel face. Hydraulic pressure was measured
using pneumatic straddle packers installed across the fracture zone in ten boreholes.
GEOKON vibrating-wire piezometers were used to monitor piezometric pressures in
the fracture zone. Thermistors were installed with each of the extensometers, CSIRO
cells, and convergence arrays. In addition, single and multi-step drawdown tests were
performed in nine boreholes intersecting the fracture zone prior to tunnel excavation to
estimate hydraulic transmissivity. CSM dilatometer tests measured rock mass modulus
near the tunnel wall.

Displacement measurements showed a decrease in elastic modulus near the tunnel
wall, suggesting confining-pressure-dependent behavior, and damage within 0.5 m of
the wall. The rock mass modulus decreased by 10 to 20 GPa near the sidewall, and
increased by 15GPa near the crown, as a result of tunnel excavation. The zone in which
the modulus was affected by excavation was limited to within 2 m from the tunnel
perimeter. Dilatometer tests measured lower modulus values near the tunnel sidewall.

The calculated equivalent hydraulic aperture for the fracture zone ranged from 14 to
155 μm. Tunnel excavation reduced inflow from the fracture zone from 11 L/min
flowing into boreholes prior to excavation to measured inflows to the pilot and slash
excavations of 0.35 and 0.45 L/min, respectively. The measured transmissivity of the
fracture zone decreased with the pilot tunnel excavation, then recovered slightly with
the slash excavation. Transmissivity in two boreholes showed a permanent five-fold
decrease following completion of the slash excavation.

Numerical modeling using three different models adequately predicted the mechan-
ical response of the unfractured rock mass, but the hydraulic response was not simu-
lated well by any of the models. These results indicated that the excavation response of
even relatively simple fracture networks adjacent to underground openings can be
complex, and difficult to simulate using the conceptual models for hydro-mechanical
fracture response available at the time.

3.3 Mine-by experiment

The Mine-by Experiment (MBE) (Read & Martin, 1996; Martin & Read, 1996) was
the first major excavation response experiment at the 420 Level. It was conducted
between 1989 and 1995 to study the processes involved in excavation-induced damage
development and progressive failure around an underground opening subjected to high
differential stresses under ambient temperature conditions. The experiment involved a
3.5-m-diameter, 46-m-long test tunnel (Figure 2) excavated using a non-explosive
hydraulic rock-splitting technique. The tunnel was advanced in 1-m rounds subparallel
to the intermediate principal stress direction to maximize the stress ratio acting on the
tunnel, and thereby promote rock mass failure.

An essential feature of the MBE was that monitoring instrumentation was installed
and operating prior to excavation of the test tunnel. Instruments included extens-
ometers, convergence arrays, triaxial strain cells, thermistors, and an acoustic
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emission/microseismic (AE/MS) monitoring system. By pre-installing the instruments,
it was possible to monitor the complete excavation-induced response of the rock mass,
including effects ahead of the advancing tunnel face. New instruments, such as the
excavation damage extensometer (Ed-ex) (Thompson et al., 1993), were also devel-
oped to take detailed measurements close to the tunnel wall during excavation.

During excavation of theMBE test tunnel, a multi-stage process of progressive brittle
failure was observed. This process resulted in the development of v-shaped ‘notches’,
typical of borehole breakouts under high stress conditions. These notches developed in
the areas of compressive stress concentration in the crown and invert of the tunnel
(Figure 3).

(a) (b)

(c)

Figure 3 MBE test tunnel showing (a) final shape of v-shaped breakout notches, (b) cross-section
through the notch in the tunnel invert, and (c) close-up of the notch tip in the tunnel invert.

Triaxial Strain Cells

AE/MS SensorsExtensometers

Test Tunnel

Figure 2 Layout of the Mine-by Experiment at the 420 Level.
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Breakouts were more evident, and developed more readily, in areas of granite versus
granodiorite lithology. The breakout notches were found to be in a state of meta-stable
equilibrium, and were extremely sensitive to minor changes in boundary conditions
such as confinement, stress changes from adjacent excavations, humidity, and
temperature.

The progressive failure process and a typical slab generated during the process are
shown in Figure 4. The sequence of events leading to failure was similar to that
observed in laboratory compression tests on block samples containing a central hole.

 

 

Stage 1 – Initiation 
Critically oriented flaws are 
exploited in the zone of maximum 
tangential stress.  The process 
initiates at the boundary of the 
tunnel. 

Stage 2 – Dilation 
Shearing and crushing occurs in a 
very narrow process zone about 5 
to 10 cm wide.  Extensive dilation 
at the grain scale occurs in this 
process zone. 

Stage 3 – Slabbing and Spalling
Development of the process zone 
leads to formation of thin slabs.  
These thin slabs form by: 1) shearing, 
2) splitting, and 3) buckling.  The 
thickness of the slabs varies from 1 to 
5 cm.  The thickest slabs form as the 
notch reaches its maximum size.  
Near the notch tip, the slabs are 
curved. 

Stage 4 – Stabilization 
The development of the notch stops 
when the notch geometry provides 
sufficient confinement to stabilize the 
process zone at the notch tip.  This 
usually means that there is a slight 
tear-drop like curvature to the notch 
shape.  Alternatively, if the slabs 
from the notch flanks are held in 
place by artificial support, notch 
development will also stop. 

Figure 4 Progressive failure process in the MBE test tunnel.
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However, the compressive stress at the point of failure on the tunnel wall in situ was
only about 50 to 60% of the rock strength determined from uniaxial compression tests
(Martin et al., 1997).

The difference between the laboratory strength of 200 MPa and the back-calculated
in situ strength of 120 MPa at the tunnel periphery was attributed, in part, to complex
three-dimensional stress changes that occurred during excavation of the tunnel, espe-
cially in the vicinity of the advancing face (Read &Martin, 1996). It was hypothesized
that as the tunnel advances, the magnitudes and orientations of the principal stresses in
parts of this region change significantly, causing micro-scale damage which locally
weakens (or pre-conditions) the rock mass. This process can lead to failure localization
in the form of breakouts. These three-dimensional stress effects are not simulated in
standard laboratory tests.

Another factor contributing to the discrepancy between the laboratory and in situ
strength was the loading conditions associated with the standard unconfined compres-
sion test. Results from a series of modified laboratory tests demonstrated that the long-
term strength of the rock corresponded with the point of volumetric strain reversal on a
typical stress-strain curve (Martin, 1993; Lau & Chandler, 2004). The stress level
associated with this point was termed the crack damage stress σcd. Long-term triaxial
loading tests conducted in later studies confirmed that σcd represents a lower bound on
strength under both unconfined and confined conditions.

Based largely on results from AE/MS monitoring (Figure 5), the MBE showed that
rock damage occurred near the advancing face of the tunnel.Microseismic events in the

Side View looking NW

Isometric View

End View A-A

SE NW

A

A

Plan View

N

Figure 5 Microseismic monitoring results from the MBE test tunnel showing microseismicity ahead of
the tunnel face in regions where breakouts eventually develop as the tunnel advances.
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50 Hz to 10 kHz frequency range occurred up to 0.6 m ahead of the tunnel face, and
clustered in regions of compressive stress concentration where breakouts eventually
developed as the tunnel was advanced. Where microseismicity was evident, the max-
imum deviatoric stress (σ3−σ3) exceeded a lower threshold of 70 MPa. This threshold
was consistent with crack initiation stress σci measured in laboratory tests on Lac du
Bonnet granite.

Studies were conducted to establish the extent and characteristics of the EDZ around
the MBE test tunnel (Read, 1996). Results from underground characterization, geo-
physics surveys, a focused AE study in the tunnel sidewall, and numerical modeling
indicated that excavation damage was most evident in areas of compressive stress
concentration in the tunnel crown and invert, and in areas of tensile stress concentra-
tion (or unloading) in the sidewalls. These results also showed that the EDZ associated
with the 3.5-m-diameter MBE test tunnel was limited to within about 1 m from the
original tunnel perimeter, and was three-dimensional, extending some distance ahead
of the tunnel face (Figure 6).

The EDZ characteristics were found to vary with position around the tunnel
(Figure 7), and were controlled or influenced by several factors. These factors included
the nature of the stress concentration (i.e., compressive versus tensile); mineralogy,
grain size distribution, and fabric of the various lithologic units; in situ stress state
(particularly the σ1/σ3 ratio) and the orientation of the principal stresses relative to the
tunnel axis; excavation method and sequence; and internal confinement created by
excavation debris and ballast on the tunnel invert.

A staged numerical modeling approach was adopted for the MBE to assess the
state-of-the-art in numerical models, and the ability of available models to predict
the in situ rock mass behavior. It was recognized early in the experiment that none of
the numerical models available at the time was capable of simulating the complex
processes involved in the progressive failure of brittle rock. Consequently, instead of
comparing forward predictions with measured results, the emphasis of the numerical
modeling component of the experiment was to improve our fundamental under-
standing of rock mass failure. It was reasoned that, by advancing understanding of
processes involved in progressive failure, predictive numerical models could then be
developed.

Excavation Disturbed
Zone

Excavation 
Damaged 
Zone

σ3

σ1

σ3

σ2σ1

σ3 σ3

σ2

Failed
Zone

Figure 6 Three-dimensional EDZ around the MBE test tunnel. Stress orientations are generalized as
horizontal and vertical to illustrate the various zones.
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Numerical modeling for the MBE involved a variety of methods (Read & Martin,
1996). In assessing these methods, linear elastic models were shown to be useful for back
analyzing monitoring results from the MBE test tunnel if observed changes in tunnel
geometry were taken into account. Results showed that, with the exception of regions of
failed rock near the surface of the tunnel, the rock mass could be modeled as a linear
elastic continuum (Read, 1994). However, neither linear nor non-linear continuum
analyses adequately predicted beforehand the extent of damage around the test tunnel,
or the shape of the damaged and failed zones. As part of this study, in situ stresses and
material properties were established through back analysis of measured displacements
and strains from radial extensometers and convergence arrays (Read, 1994).

A comparison of different continuum and discontinuum codes available at the time
of the MBE identified several shortcomings. Continuum codes were found to require
complex constitutive relations to account for damage to the rock mass, and did not
capture the observed transition from continuum to discontinuum behavior (i.e., large
dilation leading to buckling and slabbing). Discontinuum codes were also of limited use
because simulation results were dependent on the network of discontinuities assumed
in each analysis. Distinct element codes such as the Particle Flow Code (PFC) were
considered for simulating the continuum-discontinuum transition, but were difficult to
calibrate, and were limited by the state of computing technology as to the level of
discretization that could be incorporated into simulations. Nonetheless, this latter type
of model was considered the best candidate to simulate progressive brittle failure of the
rock mass.

PFC was initially introduced to the MBE as a means of calibrating a constitutive
‘lattice’ model implemented in the Fast Lagrangian Analysis of Continua (FLAC)
code (Cundall et al., 1996). Initial results from application of PFC suggested that this

Tensile
region

Compressive
region

s3

s1

s1

s3

AE event

SE NW
Softened and weakened zone
(Compressive region)

Weakened zone
(Compressive region)

Failed zone Softened and 
weakened zone
(Tensile region)

MS event

Figure 7 EDZ characteristics around the MBE test tunnel. Characteristics are position-dependent
relative to the tunnel periphery and stress directions.
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code could be refined to directly model the complex failure process associated with the
MBE. These conclusions led to a multi-phase modeling program (Read & Chandler,
2002; Potyondy & Cundall, 2004) involving the refinement of PFC input routines to
assess tunnel stability and excavation damage.

3.4 Borehole breakout studies

In conjunctionwith theMBE, borehole breakouts were studied extensively in situ at the
URL (Martin et al., 1994). In a series of boreholes with diameters ranging from 150 to
1240 mm, observed borehole breakouts did not form diametrically opposite one
another. None of the boreholes were drilled parallel to a principal stress direction.
The same observation was true of breakouts in the 3.5-m-diameter MBE test tunnel.
This phenomenon is contrary to the idea that breakouts initiate at the points of
maximum tangential stress concentration around a circular opening because, in an
elastic medium subjected to an anisotropic stress field, these points are diametrically
opposite one another on the borehole wall.

Analysis of the MBE showed that three-dimensional stress history effects can result
in non-uniform pre-conditioning of the rock mass near the tunnel periphery, and can
lead to asymmetric breakout development (Read et al., 1995). In the analysis, it was
shown that the distribution of maximum deviatoric stress (σ1−σ3) ahead of the face
is significantly affected by the orientation of the tunnel relative to the principal stress
directions (Figure 8). In conditions where the excavation is oriented parallel to a
principal stress direction, themaximumdeviatoric stress ahead of the face is distributed
symmetrically with respect to the tunnel axis. However, for situations where the tunnel
axis is not parallel to a principal stress direction, such as the MBE, the distribution of
the maximum deviatoric stress ahead of the face becomes asymmetric with respect to
the projected tunnel axis.

6060

65
65

7070

NW NWSE

(a) Tunnel parallel to s2 (b) Tunnel at ~10° to s3 

SE

s1 – s3
contours

Figure 8 Pattern of maximum deviatoric stress in a plane 0.6 m ahead of a 3.5-m-diameter tunnel (a)
parallel to the intermediate principal stress direction and (b) at 10° to the intermediate
principal stress direction. Far-field stresses are those at the 420 Level.
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A conclusion from theMBEwas that the combination of high deviatoric stresses and
rotation of principal stresses ahead of the tunnel face generated local weakened zones
that were eventually exposed at the tunnel perimeter as excavation advanced. These
zones were distributed asymmetrically with respect to the tunnel axis because the
tunnel was not aligned with a principal stress direction. Recorded microseismic events
ahead of the tunnel face provided evidence that weakening due to cracking occurred in
the region of this calculated asymmetric stress distribution (Figure 8). Consequently,
even though the points of maximum tangential stress at the tunnel wall resulting from
tunnel advance were distributed symmetrically with respect to the tunnel axis, break-
outs developed asymmetrically, initiating in these regions of reduced strength.

A similar effect was observed in a 1.24m diameter vertical borehole drilled at the 420
Level. As shown in Figure 9, the breakout pattern was asymmetric in both orientation
and depth. Stresses 0.1 diameters ahead of the borehole face at the projected borehole
perimeter were computed using a 3D boundary element program; the maximum
deviatoric stress is plotted versus azimuth in the lower part of Figure 9. Themagnitudes
of the maximum deviatoric stress concentrations were compared with the crack-initia-
tion threshold determined from AEmonitoring. The numerical model results showed a
pattern of maximum deviatoric stress ahead of the face that was consistent with
the observed pattern of breakouts. The azimuths of maximum stress concentrations
coincided closelywith the observed azimuths of the asymmetric breakouts (Figure 10a).
Also, the breakout at azimuth 048° was predicted to be the deeper of the two
breakouts, as was observed in situ.

To confirm the influence of stress orientation on borehole breakouts, a 600-mm-
diameter borehole was drilled parallel to the σ3 direction at the 420 Level (Figure 10b).
The asymmetry in the borehole breakouts was virtually eliminated compared to the
adjacent vertical 1.24-m-diameter borehole, both in terms of the difference in breakout
azimuths, and in breakout depths (Read, 1994). The orientations and magnitudes of the
calculated maximum deviatoric stress concentrations ahead of the borehole face, which
in this case were symmetric about the borehole axis, were consistent with the field
observations in this inclined borehole. The study supported the hypothesis that the
stresses ahead of the tunnel face influenced the characteristics of breakouts at the bore-
hole perimeter, suggesting that cracking and rock failure is a three-dimensional issue.

3.5 Heated failure tests

The rock mass response to thermal loading is important in situations where tempera-
ture conditions vary significantly from ambient conditions (e.g., steam-assisted petro-
leum recovery processes, geothermal applications, and nuclear waste repositories). The
underground emplacement of nuclear fuel waste in the Canadian concept, for example,
is expected to cause an increase in temperature of up to 85°C within the rock around a
repository, depending on design. Under these elevated temperature conditions, the rock
mass will experience increased rock stresses and pore pressures, which may contribute
to the development of excavation damage and progressive failure. The elevated
temperature may also induce changes in the material properties, including strength
characteristics of the rock mass.

In order to investigate the effects of thermal loading on excavation damage develop-
ment and progressive failure, theHeated Failure Tests (HFT) (Read&Martino, 1996a, b;
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Martino & Read, 1996) were conducted between 1993 and 1996 in the same area as the
MBE at the 420 Level (Figure 11). These tests constituted a multi-stage in situ thermal
experiment comprising four investigations designed to assess the effects of drilling/heating
sequence (i.e., loading path), borehole interaction, and internal confining pressure on the
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progressive development of excavation damage around underground openings (Read
et al., 1997a). The various stages of the experiment incorporated 600-mm-diameter
vertical boreholes subjected to different drilling/heating sequences and confining
conditions.

The strategy adopted for the HFT was to monitor the development of excavation
damage, characterize the extent of damage in situ, then use thermal-mechanical mod-
elling to assess the relation between damage development and near-field in situ stresses.
Monitoring was conducted using an AE system, extensometers, convergence arrays,
piezometers, and thermistors/thermocouples. Characterization activities included geo-
logical mapping and photography/videotaping of lithology, induced fractures, and
breakouts in each of five observation boreholes. Numerical modelling was carried
out using linear elastic models to correlate stresses with breakouts, and with AE

Figure 11 The Heated Failure Tests at the 420 Level: installation of instrumentation borehole casing in
invert of widened MBE test tunnel (left), and completed experiment construction (right).

(a) (b)

Figure 10 Borehole breakouts: (a) asymmetric breakouts in a vertical 1.24 m diameter borehole and (b)
symmetric breakout notches developed in a 600-mm-diameter borehole aligned parallel to
the minimum principal stress direction at the 420 Level.
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response, in order to assess the relation of progressive failure and excavation damage
development to thermal-mechanical loading history.

Results from the four stages of testing showed that AE activity correlated well with
observed damage development. AE monitoring delineated the extent, and captured the
temporal and spatial history, of rock mass damage, including microcracking (or ‘pre-
conditioning’) ahead of the base of the borehole associated with face advance, and
macroscopic failure manifested as breakout development. AE monitoring results
showed that the crack initiation stress established from the MBE (i.e., σci ≈ 70 MPa)
roughly correlated with stresses back calculated at AE locations ahead of the advancing
borehole face recorded in Stage 1 of the tests. AE events along the borehole wall were
associated with breakouts, which occurred at higher deviatoric stress levels than
microcracking ahead of the borehole face.

The AE monitoring results illustrated that breakouts initiated through localized
damage. Once initiated, the combination of stress localization due to the developing
breakout geometry and increasing tangential stress due to either borehole advance or
heating caused the breakouts to extend into relatively undamaged rock. The breakout
terminus (Figure 12) was taken to be the point of equilibrium between failed and non-
failed rock. The calculated stress at this location would, in theory, represent the in situ
strength of the rock mass. The results of the experiment indicated that damage devel-
opment, as indicated by AE activity, occurred primarily during periods of drilling,
heating, and, to a lesser extent, cooling, and tended to decrease during periods of
constant temperature (Figure 13).

The terminus of breakouts observed in Stage 1 of the HFT, where heating com-
menced after completion of drilling, were consistent with the thermal-mechanical
tangential stresses calculated around the borehole, and with previous measurements
of long-term rock strength. Geological variability in this borehole influenced develop-
ment of breakouts, with granodiorite dykes less susceptible to breakouts than granite.
Granodiorite dykes in this setting tend to be finer-grained and more equigranular than
the host granite. Breakouts were limited to within 45 mm radially of the borehole
periphery (i.e., 15% of the borehole radius).

Figure 12 Breakouts developed in Stage 1 of the HFT: view from top of borehole HFT1 (left), and close-
up of breakout terminus showing three-dimensional nature of the failure process (right).
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Results from Stage 2 of testing, where the drilling/heating sequence was reversed,
indicated more substantive weakening of the rock mass ahead of the advancing face in
the regions eventually exposed at the borehole wall. This increased damage was
believed to be caused by the combined thermal-mechanical load resulting in high
deviatoric stresses generated near the advancing borehole face. Breakouts extended
further vertically up and down along the borehole wall than those observed in Stage 1.
These breakouts also extended up to 60 mm radially beyond the original borehole
surface (i.e., 20% of the borehole radius).

In Stage 3, the interaction of two adjacent boreholes caused breakouts between the
holes that were more extensive than those in Stage 1, and resulted in up to a 40%
reduction in the thickness of the 400-mm-thick rock web between the holes. However,
even in this case, breakouts on theweb-side of the boreholeswere limited towithin 95mm
of the borehole wall (i.e., 32% of the borehole radius). Breakouts on the opposite sides of
the boreholes were of similar radial extent as those observed in Stage 1 (i.e., ~45 mm).

In Stage 4, the influence of a small (~100 kPa) internal confining pressure on the
development of thermally-induced excavation damage was assessed. Prior to heating
the surrounding rock, a vinyl liner was installed in the 600-mm-diameter borehole and
a nominal 100 kPa of internal pressure was provided by a 10 m static head of water. The
rate of observed AE activity showed that the confining pressure acted to inhibit the
development of rock mass damage before heating (Figure 13). Pressurizing the lined
borehole to approximately 100 kPa, or simply filling it with water, likewise reduced AE
activity during heating. Removal of the confining pressure led to an increase in AE activity
both before and during heating. The suppression of both AE activity and the associated
damage demonstrated the highly sensitive nature of the breakout process to confining
pressure, and reinforced the idea that the breakout is in a state ofmeta-stable equilibrium.

The findings from the HFT indicated that the extent of excavation damage was
dependent mainly on the magnitudes of the radial and tangential boundary stresses at
the borehole periphery, but could also be influenced by the thermal-mechanical loading
sequence (i.e., stress loading path). The dominant thermal effect in each of the four
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stages appeared to be the increased tangential stress at the borehole periphery.
Thermally-induced pore pressure changes, although relatively minor by comparison
(i.e., about 1 MPa at 100°C) in this experiment, may have also contributed to the AE
activity recorded and to changes in ultrasonic velocity in the experiment area.

Using the tangential boundary stress calculated at the upper and lower terminus of
the breakout in each observation borehole as a measure of the in situ unconfined
compressive strength of the rock mass, finer-grained granodiorite in this alignment
was consistently stronger and less susceptible to pre-conditioning damage than the
medium-grained granite. The in situ strength at the borehole periphery ranged from
about 120 to 185 MPa for granite, and from about 170 to 210 MPa for granodiorite,
for the different stages of testing. The lowest strength was associated with a borehole
drilled into heated, and hence more highly stressed, granite, indicating significant pre-
conditioning damage during drilling.

3.6 Excavation stability study

Based on the results of the previous experiments and associated studies, the Excavation
Stability Study (ESS) (Read & Chandler, 1996, 1997) was undertaken between 1995
and 1997 to evaluate stability and the extent of excavation damage in underground
openings as a function of tunnel geometry and orientation, geology, and excavation
method. The ESS consisted of a series of drill-and-blast excavations at the 420 Level
with different near-field stress distributions and stress histories, excavated in both
granite and granodiorite lithology. Different near-field stress conditions were achieved
by varying tunnel geometry and orientation. As part of the study, results from two
circular drill-and-blast openings were compared to those from the mechanically-exca-
vated MBE test tunnel (see Figure 3).

Under the adverse stress conditions at the 420 Level and a practical limitation on
room aspect ratio of approximately 2.2:1, it was shown that for certain conditions,
openings of an ‘ovaloid’ shape (Greenspan, 1944) produced lower peak tangential
stresses and less stress localization than elliptical openings of the same aspect ratio
(Figure 14). These conditions required that themajor cross-sectional axis of the ovaloid
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tunnel was aligned with the maximum principal stress σ1, which at this level plunges at
11° from horizontal. For non-circular tunnels with a horizontal major axis, elliptical
openings at the 420 Level were shown to have a lower peak tangential boundary stress
than ovaloid openings with the same aspect ratio. These results illustrate the impor-
tance of thorough characterization of the in situ stress tensor in excavation design,
particularly if non-traditional tunnel shapes are planned.

The generalized ovaloid geometry is described by two parametric equations:

x ¼ p cos βð Þ þ r cos 3βð Þ ð1Þ
y ¼ q sin βð Þ � r sin 3βð Þ ð2Þ

For sub-optimum room aspect ratios (i.e., the room aspect ratio is less than the
maximum-to-minimum stress ratio in the cross-sectional plane), the parameter r can be
optimized to minimize the peak tangential stress, and to reduce stress localization,
around the opening.

In total, eight ovaloid openings with different aspect ratios and/or inclination relative
to the maximum principal stress direction, and two circular openings, were excavated
for the experiment. The experiment arrangement and excavation cross-sections used in
the ESS, and their associated peak compressive stress concentrations, are shown in
Figure 15. Nine of these openings were excavated parallel to the intermediate principal
stress direction (similar to the MBE tunnel); the other (M4) was aligned parallel to the
maximum principal stress direction.

Observations in the ten tunnel segments showed that instability leading to breakout
formation occurred only in those segments that were excavated in granite and had a
calculated peak boundary stress exceeding 120 MPa. Tunnels that were optimized to
the stress conditions (i.e., with the major cross-sectional axis parallel to σ1) were found
to be inherently more stable than those openings with a horizontal major axis and peak
compressive stress concentration localized at two points on the boundary. A compar-
ison of segments U1 andM1 (Figure 16), both with an aspect ratio of 2.2:1 but different
cross-sectional alignments relative to σ1, illustrates the difference in performance.
Progressive failure involving large-scale slabbing occurred in segment M1, but not in
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Figure 15 Arrangement of the ESS at the 420 Level and cross-sections of the 10 tunnels segments
showing peak compressive boundary stress magnitude and distribution.
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U1. The difference in tunnel stability in these two tunnel segments was related primarily
to the difference in stress magnitude and stress distribution around the two tunnels.

Segment U3 (Figure 17), with a calculated boundary stress of 120 MPa, was also
stable despite being excavated in the weakest rock type (coarse-grained granite) at the
420 Level, and exhibiting marked geological variability. By achieving a uniformly-
distributed boundary stress, blast-damaged rock that spalled initially from the tunnel
crown tended to smooth the tunnel profile without the localization of damage that
could potentially lead to breakout formation. This spalling process did not change the
trajectory of the maximum principal stress around the opening, and effectively reduced
the thickness of damaged rock around the tunnel.

In addition to initial observations related to tunnel stability (Read & Chandler,
1996), characterization and monitoring activities conducted for the ESS provided
further insight into the relation between in situ stress, damage, and acoustic velocity
of the rockmass (Read et al., 1997b).Microseismic monitoring confirmed that damage
development (characterized by induced microseismicity) was more prevalent for open-
ings with higher compressive boundary stresses, particularly those with stress concen-
trations localized at single points on the tunnel periphery, and for those tunnels
excavated in granite versus granodiorite. Convergence measurements confirmed that

Figure 16 Tunnel segment U1 (left) with a uniformly-distributed boundary stress of 100 MPa over the
crown and invert of the tunnel, and tunnel segment M1 with a localized peak boundary stress
of 125 MPa in the crown and invert of the tunnel.
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most of the ESS excavations, with the exception of those that experienced macroscopic
progressive failure, displayed linear elastic displacement behavior. Openings that
experienced progressive failure were located in granite lithology, and had localized
stress concentrations at the tunnel periphery. Deformation in these openings exceeded
the predicted elastic response, and exhibited a time-dependent component.

The characteristics of excavation damage inferred from MVP measurements were
found to correlate with damage expected in regions of high deviatoric stress, and
reduced confining stress (Read et al., 1997b). This suggests that damage development
occurs in both highly compressed regions and those that have experienced unloading,
confirming observations from the MBE.

The outer extent of damage, as indicated by borehole velocity measurements, was
limited to less than 0.5 m from the tunnel wall in each of the ESS openings, with the
exception of the circular tunnel segment M3, which had evidence of damage in the
sidewall up to 1.5 m from the tunnel wall. Although a greater amount of damage was
apparent in segment M1 (Figure 16), velocity measurements for this tunnel segment
were conducted in boreholes in granodiorite where damage was less severe. This
influence of subtle changes in rock characteristics on stability at AECL’s URL is
discussed in more detail by Everitt & Lajtai (2004).

Compared to the mechanically-excavated MBE test tunnel, the breakout in the
crown of the parallel circular drill-and-blast tunnel in the ESS was of similar shape
and extent. However, damage in the tensile sidewall region of the drill-and-blast tunnel
included discrete radial fracturing, and extended further into the rock mass than in the
MBE test tunnel.

The ESS confirmed that it is possible to construct large stable underground openings
with only limited excavation damage in the adverse stress conditions at the 420 Level.
Excavation geometries were selected based on comprehensive knowledge of the in situ
stresses and a two-dimensional elastic analysis. For the most part, this analysis method
was sufficient to design tunnels with damage in the crown and invert limited to a depth

Figure 17 Stable tunnel segment U3.
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of about 20 cm in the same stress conditions that produced the large breakout notches
around the MBE test tunnel. However, the ESS also highlighted the influence of
geological variability on rock mass stability. There is a reasonably high degree of
uncertainty associated with the two-dimensional, homogeneous, isotropic, linear elas-
tic approach to excavation design. This uncertainty can be reduced by accounting for
the three-dimensional stress paths leading to rock failure around excavations (Read
et al., 1998), and by characterizing the geological variability and the potential influence
of rock fabric on excavation stability (Everitt & Lajtai, 2004).

3.7 Tunnel sealing experiment

Unlike other excavation experiments, the Tunnel Sealing Experiment (TSX) (Chandler
et al., 1998) was undertaken in 1995 to develop sealing technologies and to demon-
strate their effectiveness in minimizing flow along a full-scale emplacement room under
ambient and elevated temperature conditions. However, the effects of tunnel geometry,
tunnel orientation, and excavation method on rock strength, failure mechanisms and
damage zone development were also investigated. The nature of the EDZ in granite and
its relationship to hydraulic properties was of particular interest in this case.

The rock engineering design objectives in the TSX were to minimize, within limits
dictated by practical construction considerations, the effects of access and instrumen-
tation excavations on the test chamber; and to achieve a stable test chamber with
limited excavation damage in the rock surrounding the opening, typical of conditions
expected in repository rooms. Effectiveness of cut-off keys in bulkhead design, and
numerical modelling advances, were also investigated.

The experiment involved excavating access tunnels and a 30-m-long, 3.5-m-high ellip-
tical test chamber (aspect ratio 1.25:1). Access excavations for the experiment were
completed in 1997 using a full-face drill-and-blast method. To assess the likely perfor-
mance of the main test chamber and bulkhead keys, a short test tunnel (Room 419) was
excavated parallel to, and with the same aspect ratio as, the test chamber. These excava-
tions provided additional observations of the effects of excavation shape, room orienta-
tion, and excavation method on excavation damage development. The test chamber was
excavated between January and March 1997 using a full-face drill-and-blast technique,
and optimized blast patterns/sequencing developed in the access excavations. The cross-
sectional dimensions of the test chamber were large enough to be representative of a
repository room, allowing sealing technologies to be tested at full-scale.

The sealing system design incorporated a 2.3-m-long clay bulkhead, and a 3-m-long
concrete bulkhead, installed 12 m apart to seal the test chamber (Figure 18). The
segment of the chamber between the two bulkheads was filled with permeable sand,
and seal performance was tested by pressurizing the sand-filled chamber between the
bulkheads with water. Based on experience gained in other experiments at the 420
Level of the URL, the excavation damage around the test chamber was expected to be
limited to a thin annulus, typical of conditions expected in a repository room.
Experience from the MBE and numerical modelling suggested that, by keying the
tunnel bulkheads into the rock mass, the potential for connected permeability along
the tunnel in a continuous damage zone would be reduced (Martin et al., 1996).

A sensitivity study of various shapes and sizes of keyed slots (Dzik & Read, 1997)
showed that annular keys of rectangular or triangular (with one vertical face) cross-
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section cut off connected damage along the tunnel without creating significant addi-
tional stress-induced damage. To minimize the induced damage associated with the
excavation of such keys, a method incorporating line-drilling and hydraulic rock
splitters was used in lieu of blasting, similar to the technique used in the MBE. The
rectangular clay-bulkhead key (Figure 18) was excavated between June and August
1997. The triangular concrete-bulkhead key (with the shape resembling a bathtub
stopper) was completed between September and November 1997.

Rock instruments, including a microseismic (MS) array, thermistors, and hydrogeo-
logical instruments, were installed in the experiment area prior to excavation of the test
chamber. Other hydrogeological instruments and boreholes for geophysical monitor-
ingwere installed around the seal locations following excavation of the test chamber. In
addition, a smaller-scale acoustic emission (AE) array was installed around the clay
bulkhead location to provide high frequencymonitoring of acoustic events and velocity
changes associated with damage development and changes in rock properties. The AE
array was installed prior to excavation of the bulkhead keys to provide a complete
record of AE activity associated with bulkhead performance.

Characterization of the rock mass surrounding the excavation using a variety of
techniques indicated that most of the rock damage was limited to within 0.5 m of the
tunnel surface (Martino & Chandler, 2004). Borehole velocity measurements, perme-
ability measurements and observations of visible fracturing indicated an inner zone of
severe velocity reduction within about 0.2 m of the TSX tunnel wall and an outer, less
severe, damaged zone between 0.2 and 0.5 m. The inner damaged zone included visible
fracturing oriented subparallel to the excavation surface, resulting from the drill-and-

Figure 18 Test chamber for the Tunnel Sealing Experiment, showing the clay-bulkhead key (rectangular
cross-section).
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blast excavation method. In the sidewalls of the tunnel, where the high in situ stresses
caused by excavation result in extensional strain, permeability andMVPmeasurements
indicatedmicrocrack damage as far as 1m from the tunnel surface. Repeated ultrasonic
velocity surveys through the damaged zone showed a decrease in both P- and S-wave
velocity with time over a period of one year after excavation, supporting the use of
time-dependent damage development models in numerical simulations.

Results from the TSX showed that the tunnel design was successful in limiting the
extent of excavation damage around the main test chamber. The hydrogeological
instruments installed prior to the test chamber excavation indicated pore pressure
increase in the region of increased compressive stress in the tunnel crown, and a
decrease in pore pressure in the sidewall area where the compressive stress was reduced.
These results were consistent with expected behavior.

The TSXprovided perhaps themost comprehensivemonitoring and characterization
associated with any of the experiments at the URL. The integration of data from these
different techniques and instruments provided a unique understanding of the nature of
excavation-induced damage.

4 THERMAL MECHANICAL STABILITY STUDY

The Thermal-Mechanical Stability Study (TMSS) (Read&Chandler, 2002) was under-
taken between 1996 and 2001 to refine tools and capabilities for characterization,
monitoring, and numerical modelling, and to develop an integrated system (or ‘tool-
box’) for engineering design of repository excavations. Such a rock engineering toolbox
would ultimately be used to assess stability of repository excavations under loading
conditions expected over a repository’s lifetime.

The tools identified or developed during the TMSSwere aimed at quantifying expected
change inmaterial properties induced by stress changes in the rock adjacent to excavated
openings. The project involved parallel development, followed by systematic integration,
of tools and capabilities related to numerical modelling and complementary analytical
approaches, AE monitoring, in situ characterization, and laboratory testing.

4.1 Numerical modeling

Significant advances weremade in the use of discrete element codes and other models to
investigate excavation damage development and excavation stability. The TMSS
demonstrated that the PFC modeling approach has the following advantages when
compared to a conventional continuum approach:

– Damage and its evolution are explicitly represented in the model as broken bonds;
no empirical relations are needed to define damage or to quantify its effect on
material behavior.

– Localizedmicrocracks form and coalesce into macroscopic fractures automatically
without the need for re-meshing or grid reformulation.

– Complex non-linear behaviors, such as hysteresis, dependence of strength on
confining stress, dilatancy and evolution of material anisotropy arise as emergent
features, given simple behavior at the particle level. There is no need to develop
constitutive laws to represent these effects.
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– Secondary phenomena, such as acoustic emission, occur in the PFC model without
additional assumptions. In general, the model is believed to reproduce qualitatively
all of the mechanical mechanisms and phenomena that occur in rock, although
adjustments andmodificationsmay be necessary to achieve quantitativematches in
particular cases.

Tests conducted as part of the TMSS demonstrated that the PFC model for rock
(Potyondy & Cundall, 2001, 2004) was capable of successfully tracking the develop-
ment of damage and the progressive failure process observed in situ around various
excavations at the URL. The comparison tests illustrated that minimal damage and no
breakouts were predicted if the normal and shear strengths of the PFC bonds between
particles were selected to reproduce only the laboratory-derived unconfined compres-
sive strength of the rock.

Further analysis showed that observed damage and breakout development could be
replicated by either reducing the bond strengths by 30 to 40%, or by activating a stress
corrosion algorithm. The stress-corrosion algorithm simulates subcritical crack growth
by introducing a time-dependent strength reduction for the bonds between particles
when the local tensile stress exceeds a specified threshold. In PFC, tension will develop
between some particles even when the overall stresses are compressive. These micro-
tensions are dependent on both the stresses applied to themodel boundaries, and on the
redistribution of interparticle forces caused by the progressive development of bond
breakages (which are analogous to microcracking).

A key finding of the PFCmodelling was that model results wouldmatch observations
if the process within the model was time-dependent, and directly related to the magni-
tude of local micro-tensions between particles. For unconfined conditions at the per-
iphery of tunnels, the simulated inter-particle tensile forces orthogonal to the free
surface increased as the tangential boundary stress increased. For tangential boundary
stress distributions that are characterized by a localized peak compressive stress, the
PFCmodel would predict damage localization and non-uniformweakening of the rock
mass if a micro-activation stress threshold (i.e., the limit above which stress corrosion
becomes active) is exceeded. Depending on the applied stress, this damage development
process would lead to localized dilation, and large-scale progressive slabbing of mate-
rial from the tunnel periphery (Figure 19).

With developments in the application of continuum damage mechanics, modeling of
important aspects of the brittle failure process came nearly full circle. PFC was initially
used to develop a constitutive model for rock damage for input into a continuum code
to simulate the MBE. More recently, a continuum damage formulation has been
implemented to capture many of the important characteristics of the rock damage
process as observed in the URL experiments (Mitaim & Detournay, 2004). One of the
outcomes of the TMSS is the recognition that the incorporation of dilation is a critical
element in models of the brittle failure process. This work will eventually result in fully
functional T-M-H continuum modeling tools to complement PFC (Read & Chandler,
2002).

Thermoporoelastic modeling of the rock surrounding repository excavations pro-
vided another tool for assessing the effects of heating a low permeability rockmass. The
fundamental theory of thermoporoelasticity is not new, but its application to reposi-
tory analyses was an important advancement of technology brought about through the
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TMSS. In particular, the laboratory and in situ characterization of thermoporoelastic
parameters was an important contribution to coupled T-H-M analysis of rock
(Berchenko et al., 2004; Detournay et al., 2004; Lau & Chandler, 2004). Thermally-
induced propagation of fractures was examined using fundamental fracture mechanics
theories, providing another tool for assessing the stability of existing fractures and
faults under combined thermal and hydraulic loads (Berchenko et al., 1997).

4.2 Monitoring and instrumentation

The TMSS focused on the advancement of AE/MS technology as a means of remotely
monitoring underground excavations. It is likely that AE/MS technology will play an
important role in the various phases involved in repository design, construction,
operation, and post-closure monitoring. This includes site characterization and perfor-
mance monitoring at a wide range of monitoring scales. The advantage of AE/MS
technology is in the non-invasive and remote monitoring capabilities of these systems,
and in combining active and passive monitoring methods. These techniques also have
applications for investigating the behavior of man-made engineered barriers such as
concrete seals. AE/MS technology currently provides one of the few methods available
to validate numerical models used to predict the behavior of repository excavations.

Figure 19 Photograph of slabs developed in the breakout region of the MBE test tunnel (top) and
simulated damage in the PFC model of the MBE test tunnel after activating stress corrosion
for two months (bottom).
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Developments in AE/MS technology and application to monitoring URL underground
excavations are discussed by Young & Collins (1999).

In the course of the TMSS, techniques to model and predict AE/MS activity were
explored. The successful use of PFC to conduct dynamic modeling and analysis of AE
events was a major step forward in understanding the underlying micromechanics of
damage development and rock fracture (Young et al., 2004), and in linking numerical
models directly to measurable damage characteristics. This technique is described by
Hazzard & Young (2004).

The monitoring and instrumentation tools and capabilities that were added to the
repository excavation design toolbox during the TMSS include state-of-the-art AE and
MS monitoring tools including hardware, software, and methodologies for in situ
monitoring of different rock volumes; processing algorithms; a cross-correlation tech-
nique; dynamic modeling capabilities for AE events; data management capabilities
including internet access to data; sophisticated visualization capabilities; quality assur-
ance procedures; and a systematic approach to applying AE/MS technology to analyze
AE, MS, and velocity data to assess excavation damage.

4.3 Characterization

The characterization tools and techniques employed in the TSX tunnel demonstrated
that no single characterization method can provide a complete understanding of
excavation damage. However, by using multiple techniques ranging from remote
sensing to invasive borehole-based tomographic surveys, a systematic approach to
damage characterization was successful in identifying important features associated
with excavation damage (Martino & Chandler, 2004). Integrated application of AE
and velocity surveys using a damagemodel based on these characterization data proved
effective in defining the nature of damage in different locations around the tunnel.
Numerical modeling conducted in conjunction with these activities provided a possible
tool to differentiate between stress-related effects and those related to excavation
damage. Specialized laboratory testing provided data for calibration of models for
the short- and long-term responses of granite and granodiorite at ambient and elevated
temperature (Lau&Chandler, 2004). The data from these tests also complemented the
in situ characterization studies.

4.4 Integration and design

The TMSS established a systematic excavation design approach that integrates char-
acterization, monitoring, and numerical modeling tools and capabilities. The collective
set of engineering tools can be applied to both back analysis and forward prediction of
short- and long-term rock mass responses, and can be used to predict associated
changes in material properties.

The excavation design approach developed from the TMSS includes an integrated
sequence of steps related to in situ characterization, laboratory testing, numerical
modeling, in situ monitoring, and in situ calibration tests (Read & Chandler, 2002).
In this approach, preliminary repository excavation designs can be established using
two-dimensional linear elastic modeling to compare the calculated peak compressive
stress on the tunnel perimeter with the long-term strength of the various rock types
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(Read & Martino, 2002). A fractured rock mass may require a discrete element
simulation using codes such as UDEC. Detailed analyses using PFC are then conducted
on the selected excavation design to assess the short- and long-term behavior under a
range of expected boundary conditions.

Integration tools and capabilities that were added to the repository excavation
design toolbox during the TMSS include strategies for data management, analysis,
and comparison; technical coordination; project integration; in situ validation tests;
and a systematic approach for integrating results from numerical modeling, character-
ization, and monitoring activities to assess damage development and stability of
repository excavations.

4.5 Outstanding issues

While there were still technological gaps and limitations of the tools and capabilities
available for repository excavation design, the advances in the TMSSwere significant. The
results of the TMSS provided convincing evidence that the basic physics of rock damage
and fracturing are better understood than they were at the completion of the MBE, and
that the tools and capabilities needed to design stable repository excavationswithminimal
excavation damage were either within the toolbox, or reasonably within reach.

Tools and capabilities have continued to advance as researchers and practitioners
build on the experience from the TMSS. For example, as computing technology
has advanced (e.g., Potyondy, 2014), it is feasible to conduct full-scale tunnel simula-
tions using particle discretization in two- and three-dimensions. This provides the
means to address some of the outstanding issues from the TMSS such as the role of
3D stress effects near the advancing tunnel face in pre-conditioning the rock mass. The
effect of geological heterogeneity and variability can also be addressed as tools continue
to advance, and the use of multiple shear wave sensors in conjunction with AE/MS
monitoring becomes standard practice for anisotropic analysis.

The collective work from the TMSS has resulted in the development of practical
engineering tools and the advancement of our understanding of rock mechanics, the
application of this understanding to investigate implications of a deep geologic repo-
sitory in other rock types (e.g., Read, 2008a, b), and has spawned extensive research by
various universities and international agencies.

5 SHAFT SEALING AND FACILITY DECOMMISSIONING

As part of the Nuclear Legacy Liability Program (NLLP) funded by Natural Resources
Canada (NRCan), a program was undertaken to decommission facilities that are no
longer part of AECL’s mandate or operations. Included in these facilities was AECL’s
URL. A decision was taken in 2003 to discontinue operation of AECL’s URL and
ultimately to decommission and permanently close the underground portion of this
facility. The facility was permanently closed in 2010.

In addition to removal of underground appurtenances and flooding of underground
openings, part of this decommissioning work involved the installation of seals at the
intersection of the access shaft and ventilation shaft to limit the potential for mixing of
deeper saline and shallower, less saline groundwater. The Enhanced Sealing Project
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(ESP), a joint international project involving agencies from Canada, Finland, Sweden
and France, was implemented to design, construct and monitor the evolution of a full-
scale repository-type shaft seal. This project was aided by the well-characterized nature
of the URL site, lessons learned from the precursor rock mass response studies, and the
otherwise undisturbed rock mass in which the URL was constructed.

Full-scale shaft plugs of the types that might be used in various international
repositories were installed where the shaft and vent raise intersect Fracture Zone 2 at
about 270mdepth. The plug in themain shaft at the URL consists of a 6-m long vertical
section of in situ compacted backfill bounded by two 3-m-thick concrete segments
keyed into the rock wall of the shaft. The backfill is a 60-40% aggregate-bentonite clay
mixture, mixed and compacted using conventional engineering techniques and equip-
ment. The ventilation shaft plug was constructed using pre-compacted blocks that were
field fit to the opening.

The ESP design included a suite of sensors installed in the shaft seal components to
allow monitoring of the evolution of temperature, concrete strains, pore water pres-
sure, total stress and water uptake by the clay component (Dixon et al., 2009, 2012;
Martino et al., 2011).

Initial curing of the concrete was complete after three years, and the structures
reached temperature equilibrium. As of 2012, hydration of the clay component was
progressing with saturation achieved in the perimeter regions, and swelling pressures
developing. Monitoring showed that groundwater table recovery has begun, and that
there is no open hydraulic connection between the top and bottom of the seal
(Holowick et al., 2011; Dixon et al., 2012), with a hydraulic head difference of more
than 20 m maintained across the plug.

6 DISCUSSION

The results of the experiments described in the previous sections have implications in
terms of the Canadian waste isolation concept, and in designing tunnels for other
applications. In each of the experiments involving horizontal excavations under ambi-
ent conditions, the in situ strength of the rock mass at the tunnel periphery was
significantly less than that expected based on laboratory tests. The discrepancy
is attributable to the difference in accumulated damage between laboratory samples
and the in situ rock mass associated with different stress histories and loading paths.
The stress path experienced by the rock mass is a function of the far-field in situ stress
conditions, tunnel geometry and orientation, excavation method, and position with
respect to the tunnel centreline. At AECL’s URL, three-dimensional stress effects
around, and ahead of, the advancing tunnel face could reduce the strength of the
rock mass near the tunnel periphery to 50% of the laboratory-derived unconfined
compressive strength. In each of the experiments described, AE and/or MS monitoring
was shown to be an effective tool in identifying damage development and assessing the
likelihood of strength reduction around underground excavations.

For circular and other tunnel geometries that result in the peak tangential stress being
localized at a point on the tunnel periphery, progressive failure in the form of breakouts
occurred once the tangential stress exceeded the in situ strength at the tunnel wall. This
process, once initiated, is meta-stable, and highly sensitive to subtle changes in
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boundary conditions, including confining pressure, thermally-induced stresses, and
moisture. By applying design criteria that account for the stress history and three-
dimensional stress path effects, it is possible to design openings that are stable under
adverse stress conditions, thus avoiding conditions of meta-stable equilibrium. The
effects of thermal-mechanical stress history can be taken into account in the same way.

Studies at AECL’s URL have shown that excavation damage can increase the con-
nected permeability of the near-field rockmass. The extent of damagewas found to be a
function of near-field stresses, stress history, excavation method, and geology. For
typical horizontal openings at the 420 Level of the URL, damage (including breakouts)
was limited to within about 0.5 to 1 m of the tunnel wall both in regions of increased
compression, and tension (or reduced hydrostatic or mean stress). In bored vertical
openings, the findings suggest that excavation damage will be limited to within a small
distance (i.e., less than 33% of the hole radius) from the opening, even when multiple
openings are spaced close enough to interact. By employing refined excavation techni-
ques, and accounting for near-field stress effects in excavation design, excavation
damage around openings can be minimized.

Bulkhead keys were shown through numerical modeling to be effective in mitigating
the effects of excavation damage. Experience from the TSX suggests that construction
of bulkhead keys of both rectangular and triangular shape is feasible. As shown in the
HFT, the use of sealingmaterials that apply even a small active confining pressure to the
rockmass will reduce the likelihood of instability andwill inhibit damage development,
or continued growth of an existing excavation damage zone. Similar effects were
observed from gravitational loading of the tunnel invert by rock debris during excava-
tion of the MBE test tunnel, and by the sand fill in the TSX tunnel. This understanding
was applied in the ESP shaft seal design.

Comparison of the peak tangential boundary stress for different excavations at the 420
Level suggests that slight variations in geology can also influence the susceptibility of the
rock mass to damage and strength reduction. Granite at this level is generally coarsely
crystalline with an inequigranular structure, whereas granodiorite is finely crystalline
with an equigranular structure. The finer and more uniform crystal structure of grano-
diorite makes it less susceptible to damage development in particular tunnel orientations
(Read&Martin, 1996). A key component in successfully constructing stable openings is
therefore the thorough characterization of in situ conditions in the excavation area, such
as lithologic variation, anisotropy, and in situ stress magnitudes and directions.

Based on the experimental work conducted at the URL, the following key factors
affecting excavation damage and stability have been identified:

1. In situ stress – The magnitude of in situ stresses and stress ratios relative to the
strength of the rock mass, and the orientation of the excavation relative to the
principal stress directions, strongly influence the development of excavation
damage.

2. Geologic variability – Subtle variations in lithologic composition, grain size
distribution, rock fabric, and micro-structure can affect the macroscopic
strength characteristics of rock around underground openings, and can result
in variable and/or anisotropic mechanical properties.

3. Excavation method – The effects of excavation method were assessed by com-
paring a circular tunnel excavated by drill-and-blast in the ESS with the
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mechanically-excavated MBE test tunnel. The extent of the failed zone in the
compressive regions of the crown and invert of the two tunnels was similar, but
the drill-and-blast tunnel showed more damage in the tensile sidewall region,
including some evidence of discrete tensile cracking.

4. Tunnel geometry and orientation – The ESS and the TSX tunnels showed that
excavation damage can be reduced through selection of tunnel geometries and
orientations that reduce the near-field compressive stress concentrations, and
avoid tensile regimes in the sidewalls. Results suggest that the optimum tunnel
shape is one that avoids stress localization around the tunnel periphery (i.e.,
creates conditions approaching a uniform boundary stress).

5. Adjacent excavations – In high horizontal stress environments, the development
of excavations close to an existing opening can alter the near-field stresses
enough to affect the extent and severity of excavation damage.

6. Operational practices – The use of excessive scaling (i.e., removal of loose rock)
from a failed region has been shown in the MBE to increase the level of damage
development ongoing in regions of high compressive stress concentrations.
Removal of tunnel supports during decommissioning may reinitiate instability,
and requires careful execution to ensure worker safety. Decommissioning of
AECL’s URL has demonstrated that this can be achieved safely.

7. Thermal and humidity effects – Excavation damage is exacerbated by fluctua-
tions in temperature and humidity in the ventilation air in underground open-
ings. Thermally-induced stresses add to the compressive stress concentrations in
the near-field, and humidity increases the rate of development of induced frac-
turing. Seasonal and daily fluctuations in these conditions are common in mining
environments, and even small changes in environmental conditions can cause
minor rock instability. These effects can be controlled during construction by
ventilation and temperature control.

8. Rock mass quality – The quality of the rock mass will determine, to some extent,
the size and nature of excavation damage (Read, 1997). Naturally-fractured
rock masses may have excavation-induced deformations that localize along
existing fractures rather than creating new fractures. Sparsely-fractured rock
masses are expected to be more highly stressed owing to a greater rock mass
stiffness, and hence, a greater capacity to carry lithologic stresses in the absence
of stress-relief resulting from shear displacements along fractures.

9. Confining pressure – Application of a small confining pressure, either as ballast
or as pressure on against an excavation surface, was shown to be effective in
controlling damage development. This provides evidence that active seals with
swelling materials, such as that in the ESP, will be effective in reducing excava-
tion damage.

10. Chemical and biological effects –Natural chemical infilling and the development
of biological growth in fractures in the damaged rock may alter transmissivity,
either by plugging existing fractures, or by enhancing permeability through
dissolution or biological action. Calcium carbonate leaching from bulkheads
constructed using standard concrete mixtures and other structures (e.g., grout,
cement used in rock bolting or other support) may have similar plugging effects,
and may change the pH of the disposal environment. Gas generation from
corroding metal fixtures or rock bolts is also a consideration.

560 Read



The design of excavations in sparsely fractured brittle rock must take into account
these many factors. Thorough characterization of geological and geotechnical condi-
tions of the rock mass for a proposed excavation is necessary to rank the various
contributing factors, and to provide input data for numerical analyses. This is particu-
larly true for designs aimed at avoiding progressive damage development and tunnel
instability.

The TMSS provided insight into the micro-mechanics of damage development and
progressive failure. This insight resulted in a detailed design approach for repository
excavations. As part of this approach, preliminary design involves scoping analyses
using relatively simple tools to identify tunnel geometries (Figure 20) that meet specific
design requirements, such as tunnel size, shape, or orientation. Scoping analyses based
on conditions at AECL’s URL (Read & Martino, 2002) have shown that subtle
differences between oval and elliptical geometries impact the magnitude and distribu-
tion of tangential boundary stresses. Likewise, misalignment of the tunnel cross-sec-
tional axes with respect to the principal stress directions has the potential to affect the
boundary stress distribution for oval, elliptical, and rectangular geometries. Fractured
or layered rock conditions add complexity in terms of the behavior of jointed rock
around openings, and the potential for block or wedge failure, and may require more
sophisticated scoping analysis tools.

7 CONCLUSIONS

The findings from in situ experiments conducted at the URL since 1982 illustrate that
excavation damage and stability are affected by a number of factors including the near-
field stress history, geological variability, excavation method, tunnel geometry and
confining pressure. The studies confirm that it is possible to construct large stable
underground openings, with only limited excavation damage, under adverse in situ
stress conditions. Keyed bulkhead seals were also shown to be an important

(a) 

(c) 

(b) 

(d) 

Figure 20 Options for tunnel geometry at the 420 Level of the URL: (a) rectangular, (b) oval,
(c) elliptical, and (d) elliptical or notched shape to create controlled damage.
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consideration inmitigating the effects of excavation damage on connected permeability
along the tunnel. These findings are relevant in terms of defining characterization
methods and specifications for use in siting a disposal vault, and in designing openings
at depth in rock masses typified by the Canadian Shield.

The findings from the TMSS and other rock mechanics experiments at the URL have
advanced our understanding of excavation damage development and progressive fail-
ure in brittle rock. In addition, these experiments have led to improvements in available
tools and capabilities for repository excavation design. The design approach developed
as part of the TMSS is an integrated sequence of characterization, monitoring, model-
ing, and testing activities. The integration of the technologies and associated meth-
odologies from the TMSS and from previous experiments provides the basis (i.e., the
design tools and capabilities) for predicting and back analyzing rock mass behavior
around underground excavations under different boundary conditions. These tools
and capabilities, together with associated calibration and scoping studies, will be
required early in a repository siting program to establish preliminary repository
designs, and to assess the significance of various rockmass characteristics on repository
excavation design. These same tools and capabilities also have potential application
outside the nuclear waste disposal sector.
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Chapter 18

URL and rock mechanics in Finland

Erik Johansson
Saanio & Riekkola Oy, Helsinki, Finland

1 BACKGROUND

1.1 History of rock mechanics in Finland

Rock engineering in Finland has a long history with the first undergroundmining going
as far back as the sixteenth century (Rönkä & Ritola, 1997). Civil engineering work
began with the construction of railway tunnels – excavation of the first one began in
1896. Construction of the infrastructure began in the 1920s with the excavation of the
main water tunnels. Good description of the current rock engineering projects in
Finland is found in Särkkä & Aho (2011).

Rock mechanics as a science can be considered to start in Finland at the turn of the
1950s and 1960s. Underground constructionwas also initiated in the early 1960s in the
Helsinki region with the requirement by Finnish legislation to construct more civil
defense rock shelters for citizens.

The birth of the Finnish rock mechanics community took place in early 1967 when a
sub-committee under the Finnish Mining and Metallurgical Society was established.
The first annual Finnish Rock Mechanics Symposium was held in 1967. The Finnish
Rock Mechanics Symposia have been held annually since then. The Finnish Rock
Mechanics Society was established in 1971 with 51 members and later that same
year it was accepted as a member of ISRM (International Society for RockMechanics).

One of the first pioneer rock mechanic projects was the Tytyri limestone mine that
was presented in our first Rock Mechanics Symposium in 1967 (Finnish Mining and
Metallurgical Society, 1967). Since 1964 several stress measurements mainly using
Hast’s overcoring method had been conducted in the mine. Understanding the stress
state there markedly changed the shapes and volumes of stopes and pillars in the mine
resulting in larger open rooms andmore effective mining. This was first time horizontal
in situ stresses were utilized in the mine planning.

1.2 Basic data to describe rock mechanics conditions in Finland
(geology, rock properties, rock stress)

The Precambrian bedrock of Finland forms the core of the Fennoscandian Shield
(Figure 1). Areas of similar hard bedrock areas are also found in different regions of
the world for instance in Africa, Australia, Canada, China and South America (see e.g.
Rönkä & Ritola, 1997).



The Finnish bedrock is divided into an Archaean complex (3.50–2.50 Ga) in the
north and east and an Early Proterozoic (1.92–1.77 Ga) Svecofennian domain which
dominates in the central and southern Finland. TheMiddle Proterozoic (1.65–1.54Ga)
rapakivi granites of southern Finland represent the predominant post-orogenic rock
type. The old Finnish bedrock is mainly composed of granites, gneisses, migmatites and
schistose rocks.

Only little sedimentary rock is found in continental Finland. Most of the layers have
been eroded, thus exposing the bedrock. The Satakunta (sandstone) and Muhos
(mostly siltstone, shales) formations in impact structures represent the two largest
sedimentary rock areas in continental Finland.

The present features of the Finnish landscape are primarily the result of the erosion
that took place during the numerous ice ages of the last hundred thousand years. Soil
cover is then typically thin due to the glaciation.

The bedrock in Finland is sometimes intensively jointed near the surface, which is
subjected to the effects of glaciation and tectonic movements as well as climatic and
other erosive forces. The fracture, brittle deformation or weakness zones are also typical
features in the Finnish bedrock, which present certain challenges for the rock engineering.

The solid, crystalline bedrock is typically very strong. The average uniaxial compres-
sive strengths are around 150 ± 20 MPa as shown in Figure 2 (Johansson et al., 1996).
Tensile strengths are around 5 −10MPa indicating the Finnish rocks to be quite brittle.
The rocks are also stiff with Young’s modulus being typically between 50-70 GPa.

A typical feature of the Finnish bedrock is also high horizontal stresses due to the
plate tectonics. In Fennoscandia, the orientation of the major principal stress is attrib-
uted to an E-W compression from the mid-Atlantic ridge push and a N-S compression
from the Alpine margin, resulting in a roughly NW-SE orientation of the major

Figure 1 Precambrian bedrock of Finland (Rönkä & Ritola, 1997).
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principal stress (Heidbach et al., 2008). A thrust faulting stress regime is typically present
in Finland, i.e. the horizontal stresses are larger than the vertical stress, σH > σh > σv. The
magnitudes of horizontal stresses are increasing with depth as shown in Figure 3
(Tolppanen & Johansson, 1996) and since the rock properties do not change with
depth high stresses in relation to rock strengthmay cause instability problems or damage
for underground facilities. On the other hand the horizontal stresses can also be utilized
in stabilizing large rock rooms like caverns.

2 ROCK MECHANICS PRACTICE IN CIVIL ENGINEERING
PROJECTS

Rock mechanics design in Finland follows the methodologies commonly used world-
wide. They are based either on analytical, computational, empirical or observational
methods or on the combination of those. Analytical methods are only suitable for
simple geometries and for the complex situations and excavation geometries the
computational (numerical) methods are commonly used. The empirical methods i.e.
the rock mass classifications (mostly Q-system) are nowadays very commonly used to
support the numerical methods in underground projects in Finland.

Also, some technical ordinances, guidelines or regulations exist in Finland such as the
Civil DefenseOrdinance that defines for instance the thickness of the rock cover and the
amount of rock support (rock bolts and shotcrete). Currently also, the Eurocodes have
been started to utilize but they do not explicitly state how to design rock spaces, but
they define the minimum requirements on how to design structures. However, work is
still to be done to revise the Eurocode 7 or EC7 to become a key design standard for
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Figure 2 Peak strength (UCS) of some typical Finnish rock types (Johansson et al., 1996).
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geotechnical engineering. The next version of EC7 will be written by 2018, and will
then be published in 2018 for adoption in 2020.

Rock performance monitoring is typically performed during the project execution. The
objective is to compare the measured results with the predicted ones to ensure the
mechanical stability of the excavated rooms. Monitoring is typically done during the
excavation and construction phases but also sometimes depending on the project demands
during the operation phase to ensure the long term stability. The two examples belowwill
demonstrate the use of the rock mechanics design in the civil engineering projects.

2.1 Underground library cavern

2.1.1 General

Since the number of publications had continued to grow, the University of Helsinki has
constructed an underground library extension (book archive) in the central Helsinki.
An underground rock cavern was recognized as being the only solution which would
overcome future storage problems.

The volume of the rock cavern is approximately 80,000 m3 and it has a length of
180 m, a span of 21 m and a height of 17 m (Figure 4). The basement floor lies 23 m
below sea level. A four-story prefabricated building with a volume of 10,000 m3 was
constructed inside the cavern. Four stairs and elevators lead to the surface. At the same
time nearby Kluuvi parking caverns were excavated.
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2.1.2 Site conditions

The rock mass at site was migmatic gneiss-granite, which is typical rock type in the
Helsinki area. Based on the borehole investigations the average fracture density was 2.8-
4.3 pcs/m and the average RQD (Rock Quality Designation) value was 85 - 96% (i.e.
good). A small number of narrow zones of weakness were encountered in one borehole.
Rock quality according to the Q-classes varied from very poor in fracture zones to fair-
good in the rockmass.Hydraulic testing indicated that the rockmass was tight and had a
low hydraulic conductivity. Water inflow over the total cavern was estimated to be a
maximum of approximately 7 l/minute, so, no pre-grouting was considered necessary.

2.1.3 Stability analyses

Rock mechanics stability analyses were performed using discontinuum finite element
code UDEC (Johansson et al., 2000). The parameters employed in the numerical

 

KIRKKOKATU
YLIOPISTONKATU

LIBRARY MAIN BUILDING0 35 m

PORTHANIA HELSINKI
VUORIKATU

FABIANINKATU

KLUUVI PARKING CAVERN LIBRARY CAVERN FUTURE EXTENSION

UNIVERSITY

Figure 4 Library cavern under the library main building (top) and close to the Kluuvi underground
parking caverns (below) (Johansson et al., 2000).
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analyses were chosen on the basis of both the field investigations and the rock
mechanics information obtained from existing underground facilities in the vicinity.
The UDEC-model included jointing, support structures (rock bolts) and monitoring
points (Figure 5). Special attention was also paid to effects of the excavation of the
nearby Kluuvi parking facilities. The overall rock mechanics conditions (in-situ stress,
rock strength, joint properties) were assumed to be normal. The maximum horizontal
stress of 5 MPa at the cavern level was used in the analysis.

The results obtained from the numerical analyses indicated that the library cavern
remain stable in all excavation cases. The in-situ stresses acting at the site were found
favorable enough to stabilize the roof of the cavern.

2.1.4 Excavation

Excavation of the library cavern was carried out in sequences using the conventional
drill-and-blast technique. Systematic rock bolting was used and galvanized rebar rock
bolts 4–7 metres long were installed at a spacing of 1.6–2.5 metres. The roof and the
walls were shotcreted to a thickness of 60–150 mm using fibre-reinforced shotcrete
(wet mix). In the northern part of the cavern the rock quality was worse than predicted,
which resulted in additional rock support being required. In those rock conditions (very
poor) 20 meter-long Ischebeck-anchors were used. No other problems were encoun-
tered during the excavation work. The cavern was also found to be dry as predicted
with a total measured water leakage of approximately 5-7 l/minute.

2.1.5 Rock monitoring

From a rock mechanics point of view, the library cavern was considered to be excep-
tional since the two large caverns of the Kluuvi parking facility were to be excavated at
about the same time and the rock pillar separating the two projects was only 19 metres
wide. All three caverns were also situated relatively close to the surface and had old
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Figure 5 UDEC model for the library cavern (left) and one realization of excavation sequences (right)
(Johansson et al., 2000).
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historic buildings with wooden foundations situated on it. For all these reasons,
extensive monitoring of the rock was carried out during the excavation and construc-
tion works to confirm that the underground facilities would remain stable. The mon-
itoring programme consisted of rock displacement measurements (extensometers,
convergence measurements and precision leveling), precision leveling of the above-
ground buildings, rock quality control and groundwater monitoring.

The extensometers that had been installed prior to excavation indicated only very small
displacements in the cavern roof, less than 1mm (Figure 6). Upwards displacements in the
top-heading phase indicated stabilizing horizontal stresses, which is very typical behavior
in such projects in Finland.The displacements in the rock pillar between the library cavern
and the Kluuvi parking facility were also very small. The measured behavior of the rock
mass corresponded well with the predicted behavior, especially the final displacements.
The displacements were within the anticipated displacements. The results indicated that
the stability of the library cavern remained good, aswell as the stability of the two parking
cavers (Hakala et al., 1999). Precision leveling measurements of the above-ground build-
ings were carried out once a week and no significant displacements were found. Also, no
significant changes were noted in the level of the groundwater table.

2.2 Viikinmäki sewage treatment plant

2.2.1 General

The city ofHelsinki constructed the Viikinmäki wastewater treatment plant (Figure 7) at a
central underground location to replace seven separate old above-ground plants. The plant
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serves around 800 000 inhabitants and it was taken into operation in 1994. It was later in
2004 extended in order to boost nitrogen removal. The treated, purifiedwater is conveyed
in a 16 km long outlet tunnel to the sea. The 1.2 million cubic meters of total excavated
volume made it at that time one of the largest civil underground projects in Europe.
Currently, above the underground plant there is residential area of 3 500 inhabitants.

The seven main underground processing caverns are 17 m to 19 m wide and 10 m to
15 m high and are separated by 10 m to 12 m rock pillars.

2.2.2 Site conditions

Viikinmäki was typical hilly topographic site that is found in southern Finland with its
soil layers and hard, crystalline bedrock. The area consists predominantly of granite
and mica gneiss combined to form migmatite. Rock quality is uniformly good with
weakness zones clearly linked to dips in the surface. Rock mass is typically fractured
and some caverns were located in highly fractured and weathered rock (Q values from
0.01 to 4.0 and the joint spacing from 0.01 to 0.1 m). Rock cover was also in some
locations only a few meters and serious consideration was even given to construct
portions of the caverns in open excavations.

2.2.3 Stability analyses

It was decided early in the design process that the caverns should be placed
above the sea level to limit the possibilities for sea water flooding so the caverns
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Figure 7 The Viikinmäki underground sewage treatment plant in Helsinki (Johansson & Kuula, 1996).
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were located as close to the surface as possible. Due to the extreme conditions
this was first time in Finland that stability analyses were required by the autho-
rities. It was also the first time that numerical methods were extensively used to
assist the design process of an underground project (Johansson et al., 1988;
Johansson & Lorig, 1990).

Preliminary modelling was performed for several major cross-sections using 2D-
continuum code FLAC. Primary purpose of the analyses was to identify potential
areas where stability problems might be encountered, so support was not included.
Following this more detailed analyses were carried out with FLAC and weakness
zones and with discontinuum code UDEC where fracturing was also included
(Figure 8). In case where rock mass behavior was unacceptable, the analyses were
repeated and adequacy of various rock support options (rock bolts, cable bolts,
shotcrete) were evaluated. Finally, calculated support forces were compared to
allowable forces. In Viikinmäki case, support was judged to be adequate if support
forces were less than 40% of the allowable (Johansson et al., 1988). Potential for
surface loading from the planned above-ground buildings were estimated and
recommendations were given to the city planning, e.g. no buildings were suggested
in the areas of the weakness zones and how much can surface excavations for
buildings be allowed.

Figure 8 Preliminary Viikinmäki cavern cross-section analyses (top) and example of the more detailed
analyses (bottom) with fracturing and support (Johansson et al., 1988).
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2.2.4 Rock monitoring

Rock monitoring was performed to control the excavation process (Johansson &
Lorig, 1990). The instrumentation was primarily used in the areas where instability
might have occurred. The objectives of the rock monitoring were to control the roof
areas with low rock cover, pillar behavior, verify the modeling work and overall
stability control. The instrumentation consisted of extensometers installed from sur-
face and in caverns, strain gages in pillars, load cells in rock bolts, pressure cells in
shotcrete and convergence measurements in some cross-sections.

Monitoring results indicated that the predicted rock behavior based on the stability
analyses were reasonably close to the measured behavior, although there were slight
differences in the magnitude of the displacements (Figure 9). Monitoring also revealed
that the assumption of the zero horizontal stress in highly-fractured areas was overly
conservative. This led to a better roof stability that was then taken account in the
further analyses.

2.2.5 Back analyses

Three 3D numerical models were later used to model the deformation behavior of a
rock mass and also, to confirm the description of geological structures and the validity
of input parameters (Figure 10) (Johansson & Kuula, 1996). The geological features:
joints, fracture zones and rock types were determined to the models with a close co-
operation of a project geologist. Two of the models consisted of weakness zones where
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the strength of the rockmass was remarkable lower than that of themassive, intact rock
mass.

The analyses confirmed the field observations that the rock mass around the exca-
vated rooms was stable. The modeled results and the measured data were generally
close to each other. Measured displacements were generally small in most monitoring
points. However, in the pillar extensometer VP3, larger displacements from 2 to 7 mm,
depending on the joint parameters, were observed in jointed rock mass area. The
corresponding displacement was in the model only about 0.1 mm. This was caused
by a larger rock block movement that was also seen as cracking in the shotcrete layer.

In the extensometer VP7, the measured and calculated displacements were identical
in the fracture zone (Figure 11). The negative values in Figure 11 correspond to the
deformation inwards in the cavern. The overall results of the performed three dimen-
sional back-analysis calculations showed a good agreement between the calculated and
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Figure 10 3DEC-models of Viikinmäki sewage treatment plant and locations of rock monitoring
instrumentation marked as VP, M and K (Johansson & Kuula, 1996).
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the measured results. This was basically true with respect to the input parameters of in
situ stress state, the intact rock and the weakness zones, whereas the simple elastic-
plastic joint constitutive law seemed to give somewhat misleading results. Thus, there
are needs to define inmore detail the rock joint behavior at laboratory and to use a non-
linear jointmodel to understand the jointed rockmass behavior accurately enough. The
results also showed the importance of the extensive rock pre-characterization program
for understanding the multi-structured rock mass behavior during the excavation
sequences in large underground projects.

3 ROCK MECHANICS IN NUCLEAR WASTE MANAGEMENT
PROJECTS

3.1 Repositories for operating waste

There are two underground repositories (VLJ repository) for the final disposal of
operating nuclear waste in Finland. They are both located at nuclear power plant
sites in Olkiluoto, Eurajoki, western Finland and in Hästholmen, Loviisa, southern
Finland. The operation of the low- and medium-level reactor waste repository at
Olkiluoto started in 1992 and at Hästholmen in 1997. Both repositories are placed in
hard, crystalline bedrock and their layout is based on the local geological conditions.
The long-term safety of the repositories is ensured by surrounding the wastes with
multiple barriers. Themost effective barrier is the bedrock and accordingly the bedrock
conditions have to be confirmed for disposal purposes. Rock mechanics stability
analyses were performed in the design phase followed by extensive rock monitoring
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that started already during the repository construction phase and still continued. Later,
these facilities will be enlarged to accommodate the decommissioning waste.

3.1.1 Olkiluoto repository

Olkiluoto silo-type VLJ repository has been constructed in a tonalitic formation which
is less fractured than surrounding mica gneiss formation. Excavation of the final
repository started in 1988, and the disposal of waste began in 1992. The waste
packages are emplaced in the two silos, which are located at the depth between 60
and 100 m below the ground level (Figure 12). The rock silos are 24 m in diameter and
34 m high. The total excavated volume of bedrock is about 90,000 m3.

Prior to the excavations, extensive rock mechanics analyses were made to ensure the
stability of the repository (Johansson, 1999). The analyses were performed both with
the continuum finite-difference code FLAC and with the distinct-element codes UDEC
and 3DEC. The input parameters for numerical calculations were based mainly on the
field investigations and the laboratory test results. One of the key issues in the analyses
were to determine the width of the pillar between large silos and to analyze the effects of
sequential excavations of the crane hall to rock mass behavior. Analyses were also
performed to predict the long-term effects of the rock mass responses during the
operation phase due to the operational temperature increase.

Since the construction of the repository in the end of 1980’s, the bedrock has been
monitored systematically. The rock monitoring programme mostly concerns the mea-
surements of rock stability, hydrogeology and groundwater chemistry and the instru-
ments are mostly automatic and read daily by the datalogger. The bedrock stability in
Olkiluoto has also been monitored with the microseismic monitoring since 2002 and
the GPS measurements since 1995.

The results indicate that the rock conditions in the bedrock have been very stable
during the last 25 years and that the environmental impact has been very small. The
measured displacements in the extensometers have been small (< 0.7 mm) and they are

Extensometers (E1–E17, F1))
Load measurement in rock bolts (W1–W18)
Convergence measurements (K1–K6)
Temperature monitoring (E3, E5, E7, E8, E14, E16)

Figure 12 Layout of the Olkiluoto VLJ repository (left) and the rock monitoring system (right) (Figure:
Teollisuuden Voima Oy).
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due to the operational temperatures of the rock caverns as predicted (Öhberg et al.,
2011).

3.1.2 Hästholmen repository

Hästholmen tunnel-type VLJ repository has been constructed in a Precambrian rapa-
kivi granite. The repository is located in an intact rock mass between the two upper-
most sub-horizontal fractured zones in a stagnant brackish groundwater regime. The
repository construction was started in 1993, and the disposal of low-level waste began
in 1997. The repository includes two tunnels for maintenance waste (third one is under
construction) and one cavern for solidified waste between depth levels -110-120 m
(Figure 13). The interior of the solidified waste cavern was finalized in 2005-2008 and
the disposal operation there should start soon. The total excavated rock volume is some
126,000 m3.

Prior to the excavations, rock mechanics stability analyses were performed with the
FLAC code (Johansson, 1999). The input parameters for numerical calculations were
based on field investigation and the laboratory test results. Except for the normal
stability analyses of the three waste caverns, special attention was paid to the behavior
of one major fracture zone that cut the access tunnel. The fracture zone was assumed to
cut the tunnel in different locations. Several support options were also analyzed.
Relatively large leakages occurred in that zone during excavation. The analyses showed
that sequential excavation and support method was necessary to stabilize the tunnel.
The final support structure was based on rock bolts and shotcrete aided by pre-bolting.
The actual excavation through the fracture zone succeeded well, and no stability
problems occurred.

In the stability analyses of the waste caverns, several options were analyzed with
respect to the magnitude and orientation of in-situ stresses, since some disagreement
existed in the results of overcoring and hydraulic fracturing methods. However, later
measurements and feed-back analyses confirmed the right option.

 

–120.0

Solidified waste

Exhaust air shaft

Transport tunnel
Lift- and staircase shaft

+10.0

Control and service

Maintenance
waste

Figure 13 Layout of the Hästholmen VLJ repository, rooms for decommissioning waste shows on right
figure (Figure: Fortum Oy).
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The monitoring programme of the bedrock of the Hästholmen VLJ repository is
based on continuous (automatic) and repeated (1-12 times per year) manual measure-
ments. The automated system consists of 14 extensometers, 7 load gauges, 9 thermal
gauges and one fissurometer. Rock mechanics monitoring began right after the excava-
tions in late 1996 in the VLJ repository, and the readings are taken daily by a
datalogger. After fifteen years, the displacements around the caverns have been small,
as expected (generally < 0.1 mm), indicating stable rock mechanics conditions in the
repository (Öhberg et al., 2011). The fissurometer that monitors movements in one
particular open fracture in the tunnel roof has indicated a small 0.15 mm fracture
opening.

In addition to the mechanical stability analyses, thermomechanical analyses were
performed to evaluate the long-term effects of the operational temperatures on rock
displacements and, especially, on rock monitoring points (Figure 14).

Also, excavation induced seismicity was monitored during the construction of the
transport tunnel and the repository itself. The events revealed structures of fractured
rock within 50 meters from the excavation. The events close to the transport tunnel
were related to horizontal fracture/weakness zones. The events induced by the excava-
tion of the repository seem to be associated with right-lateral strike-slip movement in
the set of vertical fractures running in the direction SW-NE (Öhberg et al., 2011).

3.2 Site investigations for HLW repository

The development of the siting programme for Finnish nuclear fuel waste disposal began
in 1979. The work progressed from regional studies, to identification of investigation
areas (time period 1983–1986, desk studies), to selection of five sites for preliminary
characterization (time period 1987–1992) and to detailed characterization of four sites
(time period 1993-2000) (Posiva, 2003). These investigation and research phases ended
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Figure 14 Calculated (prognosis) temperature distribution around the rooms of Hästholmen reposi-
tory after ten years of operation (Johansson, 1999).
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in 2001 when Olkiluoto site was selected by the Finnish Parliament for further site
investigations. This phase is called site confirmation phase with an objective to launch
an underground rock characterization programme in three stages (Posiva, 2003). The
first stage consisted of surface-based investigations before construction of the first
underground access. During this phase, the baseline conditions of the Olkiluoto site
were established. An improved description of the potential target rock volumes was
provided and the basis was set for the choice of the access locations of an underground
facility. The summary of the different site characterization phases (surface based field
investigations) before going underground are shown in Figure 15.

In the second stage of the underground characterization programme, Posiva started
to construct an underground characterization facility called the ‘ONKALO’. Methods
and equipment were further developed and tested for the investigations at greater
depth. In the third stage, the actual characterization of the target rock volumes was
commenced. The goal of this stage was to determine the final suitability of the rock
volume for repository purposes and to define the locations of the first deposition panels.

3.3 ONKALO underground rock characterization facility

Except the extensive surface based investigations described above, Posiva Oy started in
2004 the construction of an underground characterization facility. The ONKALO has
now been completely excavated to the anticipated repository depth i.e. –430–450 m.
The research conducted in the ONKALO gives further information on the bedrock
(rockmechanics) and groundwater conditions of the final disposal site, as well as on the
impact of the construction. The ONKALO has provided an excellent opportunity to
investigate the rock at tunnel scale, to conduct in-situ testing in rock, to develop
excavation and final disposal techniques in realistic conditions (Johansson et al.,
2015a). The ONKALO has aided in collecting the data needed, supported by a
Preliminary Safety Assessment, for the application of the construction license that
was submitted in the end of 2012. The Finnish Regulator STUK concluded in its
statement in February, 2015 that the criteria set forth in the Nuclear Energy Act are
fulfilled and the final disposal facility can be built to be safe. According to STUK, both
STUK’s own experts and other Finnish and international experts were used for the
review of the construction license application. The statement supports Posiva’s
research findings that the final disposal of spent nuclear fuel can be carried out in a
safe manner in Olkiluoto, in the municipality of Eurajoki. The project can now be
continued with detailed engineering on the basis of STUK's statement, and the devel-
opment areas presented by STUK will be incorporated in the forward plans. The target
is to begin disposal operations in 2022. According to current plans, the final disposal
would end in 2112 and the repository would be sealed up by 2120.

3.3.1 ONKALO layout

The ONKALO consists of the access tunnel (~5 km) and three shafts that have been
excavated to anticipated repository level i.e. around –430m (Figure 16). The access ramp
has been excavated by using the D&B method to a depth level of about –450 m. Three
shafts (one personnel shaft Ø4.5 m and two ventilation shafts Ø3.5 m) have been raise
bored to the depth of 450m. Technical facilities are located at the depth of –437m. In the
ONKALO, one of the main focuses of investigations is also currently in the
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PRELIMINARY SITE INVESTIGATIONS at five sites (1987–1992)
• Geological mappings, drilling of deep boreholes KR1-KR6 and shallow boreholes 
• Geophysical studies (airborne, ground survey, borehole logging)
• Network of multi-level piezometers
• Installation of multi-packer systems into deep boreholes KR1-KR5
• Monitoring of groundwater/hydraulic heads in shallow and deep boreholes (start)
• Sampling of groundwater and rain water from the surrounding area, from wells, piezometers, 

deep boreholes KR1-KR5
• Measurements of hydraulic conductivity of deep boreholes KR1-KR6
• Rock stress measurements in borehole KR1 at depth level of 470–900 m
• Rock mechanics laboratory tests from deep boreholes KR1-KR3, KR5
• Rock mechanics field tests (point load) from deep boreholes 
• Thermal property laboratory tests from boreholes KR2, KR3 and KR5

DETAILED SITE INVESTIGATIONS/ PHASE I (1993–1996) and PHASE 
II (1997-2000) at four sites
• Geological mappings including research trenches TK1 and TK2, drilling of deep boreholes 

KR7-KR12 and extension drilling of KR2, KR4, KR6 and KR7
• Regional geological studies (lineament interpretation, gravimetric survey, mapping)
• Geophysical studies (ground survey, borehole logging, acoustic-seismic study of the seabed)
• Groundwater sampling from deep boreholes including pressurised water sampling 
• Measurements of hydraulic conductivity of deep boreholes, long-term pumping tests
• Installation of shallow groundwater observation tubes
• Ecological studies related to EIA, EIA/nature survey
• Rock stress measurements in boreholes KR2, KR4 and KR10 at depth level of 300–800 m
• Extensive rock mechanics laboratory tests from deep borehole KR10 and few from KR2, KR4 
• Rock mechanics field tests (point load) from deep boreholes 
• Thermal property laboratory tests from boreholes KR1, KR2, KR4, KR9, KR11
• Monitoring of the deformation of  bedrock with GPS network (start)

SITE CONFIRMATION  (PRE-ONKALO) PHASE, Olkiluoto site (2001–
2004)
• Geological mapping of research trench TK3, drilling of deep boreholes KR13-KR28
• Regional geological studies (mapping)
• Geophysical studies (ground survey, borehole logging)
• Water sampling from the surrounding area and rain water, from groundwater tubes, shallow 

boreholes and deep boreholes including pressurised groundwater sampling
• Measurements of hydraulic conductivity of deep boreholes
• Vegetation and forest inventories, Ground frost measurements
• Extension of groundwater monitoring network (observation tubes), hydraulic conductivity 

measurements in shallow boreholes
• Rock stress measurements in borehole KR24  at depth level of 290–390 m, Kaiser Effect study 

in borehole  KR14
• Rock mechanics anisotropic laboratory testing from deep boreholes KR12 and KR14
• Rock mechanics field tests (point load) from deep boreholes 
• Microseismic monitoring network (start)

SITE IDENTIFICATION SURVEY (DESK STUDIES) 
(1983–1986)

• Also Lavia test hole for borehole investigation methodology development

Figure 15 Different surface based site characterization phases before the ONKALO. The rock
mechanics and thermal investigations are in light gray (modified from Posiva, 2003).



demonstration tunnels at a depth of -420m,where for example technical demonstrations
and full scale tests are carried out and themethodology for locating suitable rock volumes
is demonstrated.

The geological conditions in the ONKALO are characterized by crystalline bedrock,
dominated by migmatitic, foliated gneiss. Massive, coarse-grained pegmatitic granites
also occur as dykes in the area. The dip direction and dip of the overall foliation is
estimated to be about 160º/40°. Based on observations from the access tunnel, hor-
izontal or sub-horizontal, south-east-dipping fractures dominate; some sub-vertical
fracturing also exists. The Olkiluoto rock mass is also characterized by the brittle
deformation or fracture zones (Figure 17). The tunnel mapping during the ONKALO
construction has shown that, after tunnel chainage 1300m (depth ~130m), the average
rock mass quality has in general been good or very good.

Figure 17 Main brittle fracture zones (BFZ) in dark gray and outline of the ONKALO facility seen left in
light grey (Posiva, 2013).

Demonstration tunnels

Characterisation level - 420 m

Access tunnel Ventilation Shaft
(out)

Personnel Shaft
Ventilation Shaft

(in)

Technical facilities
- 437 m

Demonstrationtunnels

Figure 16 The layout of the ONKALO underground rock characterization facility (Figure: Posiva Oy).
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3.3.2 Rock mechanics

Rock stress and rock strength are one of the most important parameters describing the
rock mechanics conditions and predicting possible rock damage or spalling for the
repository located at depth. Except the strength and deformation properties of the
intact rock, also the thermal properties affect the rock’s stability, the extent of rock
damage or spalling in particular, and the potential for dissipating the heat produced in
the spent nuclear fuel. These properties depend essentially on the intact rock’s mineral
composition and structure. The rock mechanics and thermal property models are thus
strongly linked to the site lithology.

A thrust faulting stress regime is present in Olkiluoto, i.e. the horizontal stresses are
larger than the vertical stress, σH > σh > σv. Also, the principal stresses are oriented
horizontally and vertically, respectively. The recent LVDT-cell stress measurement
results from the ONKALO (see Section 3.3.3.2) indicate that rock stress is affected
by the major fracture zones (BFZs) and scatter exists in the results, especially near the
surface. Below BFZ020 (-345 m to -408 m) the results are, however, quite well
pronounced: the major in situ stress component is almost horizontal and the mean
trend is 144° (±25°), which is roughly the regional NW-SE orientation of the major
principal stress typically found in Scandinavia (see Section 1.2). The intermediate stress
component is also horizontal and the minor is almost vertical. The mean magnitudes
and standard deviations of the horizontal and vertical components for the depth range
from 345m to 400m are: σH = 28.8MPa ± 4.7MPa, σh = 19.9MPa ± 3.3MPa and σV =
13.3 MPa ± 4.0 MPa (Posiva, 2013). The stress magnitudes are very close to the mean
values measured in Finland (see Section 1.2).

Based on the fact that the Olkiluoto rock types are very heterogeneous and that the
type and degree of foliation change rapidly, all gneisses can be considered in this
context as one rock domain (type) with only the pegmatitic granite being considered
a separate type – observed as several meter thick layers with their own parameter values
(lower tensile strength). In spite of the high variation in rock strength properties due to
the rock heterogeneity, the distributions of intact rock parameter values are reasonably
well known. The spatial distribution of rock strength is not, however, determined by
rock type, alteration or by ductile domains. Based on the laboratory tests the peak
uniaxial strength for gneissic rocks is on average ~110MPawith 50% confidence limits
of 92 MPa and 121 MPa (Posiva, 2013). The strength values represent typical proper-
ties of migmatitic or gneissic rocks in Finland (see Figure 2 for comparison). Tests on
clearly-foliated gneissic samples however showed that the uniaxial compressive
strength, crack damage and tensile strength may vary depending on the loading
orientation. Same study also indicated a mean anisotropy factor of 1.4 for the
Young’s modulus (Hakala et al., 2005).

3.3.3 In situ testing

3.3.3.1 Rock strength

The in situ rock mass strength cannot be established from drillhole scale core samples
because they are insufficiently large; instead, a larger scale deposition hole experiment
is required. Previously, similar tests have been conducted at the URL (Canada) and
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Äspö HRL (Sweden) but due to different geology adopting such information to
Olkiluoto geology is at least questionable. Thus, an in situ spalling experiment called
POSE (Posiva’s Olkiluoto Spalling Experiment) was required whereby rock damage is
induced by artificially increasing the pre-existing rock stress.

The in situ spalling experiment was carried out in the investigation niche location off
the ONKALO ramp at about the -345 m depth level, tunnel chainage 3620 m, to
determine the rock mass strength in representative rock conditions (Johansson et al.,
2015a). To obtain favorable stress conditions below the tunnel floor, the 4.5 m wide
and 5.0 m high, originally EDZ niche was first reshaped to be 9 m wide and 7 m high.
The niche, as well the expansion of the niche, has been excavated using careful blasting
procedures tominimize the possible EDZ around the niche. The POSE plan consisted of
two in situ tests; POSE Pillar Test where two near full-scale deposition holes, Ø1.52 m
(compared to 1.75 m for actual deposition holes) and 7.2 m deep were drilled and
leaving a 0.9 m pillar between the holes, and POSE Single Hole test with similar
dimensions (Figure 18). The stresses around the holes were increased by additional
heating to reach the stress level to generate the rock damage.

Three POSE holes were drilled during the summer 2010 using a full-face boring
machine. The heating of the Pillar test took place in 2011 (Johansson et al., 2014) and
the heating period of Single hole test was in early 2013 (Valli et al., 2014). Both test also
included different investigations before and after the tests, monitoring during the test

EDZ

POSE

POSE Single hole test

POSE Pillar test
σH 345˚

9,0 m

7,2 m

Location of the
investigation niche.

Pillar, less than 90 cm,
between two vertical o1.5 m
and h=7.2 m experiment
holes.

Ch. 10

Ch. 20

Ch. 30

Ch. 40

Ch. 50

Ch. 60

Ch. 0

7,0 m

Figure 18 POSE in situ experiments in the POSE/EDZ investigation niche (Johansson et al., 2015a).
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executions and numerical predictions to estimate the rock spalling/damage potential
using two different approaches i.e. fracture mechanics (Siren, 2011) and traditional
continuum thermomechanics (Hakala & Valli, 2013, 2014).

The POSE Pillar test showed that the damage that was observed after boring the two
holes was quite small i.e. two sub-vertical fractures were formed in the wall of one hole
(EH1) and one sub-vertical fracture in the wall of the second hole (EH2) (Figure 19).
Further damage occurred due to heating, but the damage was not located on the pillar
side. Themajor damagewaswell localized and controlled by the foliation and rock type
contacts which were known to be weak. Most damage seemed to have occurred on the
S- and N-side walls. No major spalling type damage was observed except in some very
limited areas in the pegmatite-granite. During the test, no significant rock pieces fell out
and all themajor damagewasmostly related to fracture shearing/opening type damage.
Later on the experiment holes were scaled, but only very minor pieces could be
removed. The depths of the scaled (damage) areas were less than 100 mm (Figure
19). Hydraulic testing in the damaged areas showed the flows to be relatively small.
Estimated distances from the damage to the hole wall varied from 20 to 180 mm with
average value of 118 mm (Johansson et al., 2014).

The Single hole test (hole EH3) was located almost completely in pegmatitic granite.
Four fractures near the top of the hole were mapped after boring EH3, and a tensile
failure located at the contact between mica-rich gneiss and pegmatitic granite was
observed 18 months after boring, prior to the experiment. The heating phase did not
show any clear damage and no spalling was occurred. However, acoustic emission and
ultrasonic monitoring results pointed to events (damage) located in the immediate
vicinity of a band of foliated gneiss, distributed in a N–S trend, although this could
not be corroborated visually (Figure 20). Water loss measurements conducted in the
hole indicated that the extent of damagewas constrained to the first 100–200mmof the
hole wall (Valli et al., 2014).

Figure 19 Observed damages in the POSE pillar test after the heating. Numbers 1–3 refer to fractures
(red) that was formed before the heating (Johansson et al., 2014).
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Both POSE tests indicated that spalling type damage, rather it can be described as
surface damage may not be a factor at Olkiluoto; failure in Olkiluoto rock conditions
(anisotropic, heterogeneous) may be governed more by the relationship of the in situ
stress state, the local geology and weakest rocks strength components. The depth of the
damage zone around the holes was at maximum 200mm in comparison to 60–120mm
prior to heating. The POSE in situ experiments resulted in the conclusion that the
damage in Olkiluoto tends to be structurally controlled, the onset of the fracture
initiation is around 40 MPa and the rock mass strength is around 90 MPa (Siren
et al., 2015).

3.3.3.2 Rock stress

Another important parameter to understand the rock mass behavior at depth is the in
situ rock stress. Prior to theONKALO stresses weremeasured at ground surfacemostly
with the overcoring and hydraulic fracturing methods. Measurements in very deep
drillholes are not always robust and technical problems also occurred. The ONKALO
made it possible to conduct more robust stress measurements e.g. with short drillholes.
Due to some technical problems that were encountered with the traditional overcoring
measurements, Posiva has developed a new, more reliable and accurate stress measur-
ing device based on the LVDT (Linear Voltage Differential Transducer) cell and on the
overcoring procedure (Hakala et al., 2013). The in situ state of stress is solved by
numerical inversion using the LVDT results of at least three optimally placed measure-
ment locations around the excavation profile (Figure 21). The interpretation assumes a
continuous, homogeneous, isotropic and linearly elastic material response (CHILE),
but known transverse anisotropy or orthotropy material responses could also be
applied. In high stress conditions at depth, overcoring may become vulnerable for

Figure 20 Located acoustic emission (AE) events during the monitoring period along the POSE Single
hole test (Valli et al., 2014).
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ring discing. To overcome this, a partial stress release method termed ‘sidecoring’ was
developed. This is possible because the applied inverse best fit in situ stress solution
scheme does not require total stress release, i.e. as opposed to analytical solutions,
numerical 3D simulations can be undertaken for the geometry before and after side-
coring. LVDT cell stress measurements have been conducted at several locations in the
ONKALO (shafts, ONKALO ramp, POSE investigation niche).

3.3.3.3 Thermal properties

Thermal properties are also needed to understand the thermally induced stresses and to
design the canister spacing in the repository. Thermal properties of rock are also scale
dependent as the rock strength, so the ONKALO gives good opportunity to study this,
as well. Rock temperature monitoring in three drillholes with a length of 5–10 m has
been carried out in one of the investigation niches (Suppala et al., 2013). The objective
was to test the methodology to estimate the thermal properties of gneissic rock from
long term temperature monitoring. The results from one year monitoring indicated the
median diffusivity parallel to the average foliation from the drillhole depth of 2 m to be
1.86·10−6 m2/s and between quartiles 1.82·10−6 and 1.88·10−6 m2/s. The estimated
diffusivities perpendicular to the average foliation vary between 1.47·10−6 and
1.59·10−6 m2/s. This type of in situ upscaling test was considered useful to estimate
the rock thermal diffusivity, which is important parameter for the thermal dimension-
ing of the repository.

3.3.3.4 Summary

The ONKALO facility has played an important role in the Finnish repository develop-
ment programme. TheONKALOhas enabled direct in situmeasurements, experiments
and testing of different investigation tools underground. In addition to the in situ tests,
all the observations made during the ONKALO excavations and constructions have

Figure 21 LVDT cell stress measurement method. The cell in left is inserted in a drillhole and then the
drillhole is ‘overcored’ by a larger drillbit, thus releasing the rock stresses which change the
LVDT readings. Typical measurement layout is shown right. (Posiva, 2013; Hakala et al., 2013).
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also provided valuable information for the rock mass property characterization to
build up more reliable site descriptive models.

Several separate campaigns to measure the rock responses have been conducted at
the different locations and different depths in the ONKALO underground rock char-
acterization facility during its excavation works in 2007 – 2014 (Johansson et al.,
2015b). The rock response measurements have included microseismic and acoustic
emission monitoring, rock displacement measurements with convergence pins and
extensometers, strain gauge measurements and video camera measurements. The
objectives of these campaigns were to better understand the rock properties (deforma-
tion-strength properties and in situ stress) and to develop a predictive capability for the
design purposes and improve and refine the ability to predict the mechanical conditions
ahead of excavation. Most of the rock response measurements have included predic-
tions made beforehand as part of the ONKALO Prediction-Outcome campaign set in
the early phase of the ONKALO construction.

The ongoing and future tests will confirm the elements of the final disposal concept
and will demonstrate the design, construction and host rock suitability assessment
process to be utilized during the final disposal. All that information is essential for the
repository design and the safety analyses. The testing in the ONKALO still continues
several years and more in situ testing is under planning to better understand e.g. rock
mass properties.
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Chapter 19

The Meuse/Haute-Marne
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Abstract: TheMeuse/Haute-Marne UndergroundResearch Laboratory (URL) is located
in the eastern boundary of the Paris Basin. The URL started to be built in 2000 (shaft
sinking operations) in the framework of Andra’s (French national radioactive waste
management agency) research program aimed at demonstrating the feasibility of a
reversible deep geological disposal of high-level and intermediate-level long-lived radio-
active waste (HLW, IL-LLW). Its underground drifts are used to study the Callovo-
Oxfordian claystone layer between 420 m and 550 m in depth. Scientific and technolo-
gical goals and demonstration experiments have been conducted together through a step
by step approach. This chapter presents some of the field observations. The various
configurations implemented in the field give insights of the influence of construction
method on the excavation damaged zone, the hydromechanical behavior of drift and
progressive loading of the support, which are key issues for the design and safety studies.

1 INTRODUCTION

In the context of radioactive waste disposal, an underground research laboratory
(URL) is a facility in which experiments are conducted so as to establish and to be
able to demonstrate the feasibility of constructing and operating a radioactive waste
disposal facility within a geological formation (NEA, 2001a, b). Twenty-six URLswere
set up in 10 countries between 1965 and 2006 (Delay et al., 2014). They are located in a
range of geological formations: argillaceous sedimentary rocks, magmatic rocks, eva-
porites and volcanic tuff. Two main categories can be stand out (Blechschmidt &
Vomvoris, 2010): ‘methodological laboratories’ and ‘site-specific laboratories’.

Experiments in URLs meet two sets of needs: (a) characterization, that is, acquiring
knowledge of the geological, hydro-geological, geochemical, structural andmechanical
properties of the host rock and of its response to perturbations; and (b) construction
and operation, that is, developing equipment to acquire know-how about the construc-
tion of all the components of a disposal facility up to its closure, and the emplacement
and/or retrieval of the waste.



In France, Andra is in charge of long-term management of radioactive waste pro-
duced in France. It is an industrial and commercial public body established by the
December 30, 1991 Waste Act. Its role was completed by the June 28, 2006 Planning
Act concerning the sustainable management of radioactive materials and waste. One of
its main missions is to study and design solutions for the sustainable management of
radioactivewaste forwhich there is not yet any specific disposal facilities, as a reversible
deep geological disposal of high-level and intermediate-level long-lived radioactive
waste (HL, IL-LL projects).

Clay formations in their natural state exhibit very favorable confining conditions for
repository of radioactive waste because they generally have a very low hydraulic
conductivity, small molecular diffusion and significant retention capacity for radio-
nuclides. That is why Andra started the study the Callovo-Oxfordian claystone as a
possible host rock for radioactive waste repository and build an underground research
laboratory in Bure since 2000.

This chapter describes the approach and the strategy implemented in the Meuse
Haute Marne URL to demonstrate and optimize repository components. An insight is
made on the work performed in rock mechanics on testing and optimization of
techniques for the construction of drifts (excavation/support) and building of HL
waste disposal vaults (steel lined micro-tunnel of 0.7 m of diameter) with focus on
the excavation induced damage, and short and long term deformation on the opening
(convergence, strain, pore pressure change, strain/stress in the support). Thermo-
Hydro-Mechanical (THM) behavior, seal and gas transfer studies, which are also
important processes to design the final repository are considered in the program carried
out at the Meuse Haute Marne URL, but are not presented in this section.

2 THE SITE

2.1 The Callovo-Oxfordian claystone (COx)

2.1.1 Location of the site

From a geological perspective, Eastern France aroused interest because it is part of the
largest sedimentary basin (Paris Basin) in France. Historically known to be stable, it
presented the advantage to be highly studied due to various oil drilling operation during
the second half of the 20th century. The Callovo-Oxfordian claystone was identified as
a potential host rock for a deep geological radioactive waste disposal. A favorable
location to implement an underground research laboratory was found in the sector
south of the Meuse and North of the Haute Marne department (Delay et al., 2007a).
The major characteristics are:

– Very favorable rock characteristics due to presence of clay minerals ensuring very
low permeability and good retention capacity

– Located between 400–600 deep; deep enough not to be affected by predictable
geological phenomena and shallow enough to avoid encountering insurmountable
difficulties during construction (between 420 m and 550 m in depth at the URL,
figure 1)

– Over 100 m thick (130 m thick at the URL location) and covering a large area.
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Geological and geophysical investigations showed the homogeneity of the Callovo-
oxfordian claystone on and around the URL site and the absence of faults or even
minor fracturing (Vigneron et al., 2004). The Callovo-Oxfordian claystone is overlain
and underlain by poorly permeable carbonate formations.

2.1.2 Mineralogy and physical properties of the layer

Sediments of the Callovo–Oxfordian unit consist of a dominant clay fraction asso-
ciated with carbonate, quartz with minor feldspars, and accessory minerals (Lerouge
et al., 2011). At the MHM URL main level (–490 m depth), the clay fraction is high
(40–60%), and clay minerals consist of illite, ordered illite/smectite mixed layers,
kaolinite, tri-octahedral, iron-rich chlorite, and minor biotite (Lerouge et al., 2011).

The Callovian–Oxfordian clay-rich rock porosity lies between 14% and 20% at the
MHMURL site and is close to 18%at theURLmain level (Yven et al., 2007), and natural
water content ranges between 5% and 8%. Due to a very small mean pore diameter
(about 0.02 μm), the claystone has a low permeability (5 × 10−20 to 5 × 10−21 m2).

2.1.3 Mechanical properties of the layer

Different laboratory tests have been conducted on core samples to obtain the hydro-
mechanical properties of the claystone (Armand et al., 2016). The very low level of
permeability makes the measurement of pore pressure complex during triaxial tests.
Research is on-going to get better data on that subject. The main features of the short-
termmechanical behavior observed on the samples of claystone under triaxial tests can be
summarized as follows: a linear behavior under lowdeviatoric stress; the loss of linearity of
stress-lateral strain curves begins approximately at 50%of the peak value of the deviatoric
stress,which canbe associatedwithdamage.Under lowconfiningpressures, a brittle failure
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Figure 1 Location of the underground research laboratory in Meuse/Haute-Marne in the Paris Basin.
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of the samples is observed and corresponds to the formation of a shear band inclined with
respect to the sample axis. There is a strong dependence of the mechanical behavior on the
confining pressure, marked by a transition from a brittle toward a ductile behavior. It has
been shown that a failure criterion based on the generalized Hoek and Brown criterion is
well adapted to represent shear strength of the Callovo-Oxfordian claystone (Souley et al.,
2011).

Long term behavior of the claystone has been studied through creep tests. Zhang et al.
(2012) showed that the creep behavior under an increasing load is characterized by two
phases (under multi-step uniaxial loads over 6 years.). First a transient phase with
decreasing rates governed by strain hardening is observed. This phase is followed by a
second one with an asymptotically approached constant rate after strain recovery. The
creep test under dropped load contrary evolves firstly backwards with negative rates and
then inversely returns with time to a steady-state creep at a positive rate. The creep rates
are in the order of magnitude of 1·10-11 to 6·10-11 s-1. Obviously, the creep behavior is
dependent on the loading path. Similar creep rates have been measured by other authors
(Gasc-Barbier et al., 2004). Zhang et al. (2010) also pointed out that, in uniaxial
creep tests, the creep rate varies very slowly and linearly with stress at low stresses
(below 13–15 MPa). Above that, the creep rate increase deviates from the linearity.
The acceleration of the creep rate seems to be linked with the damage onset and increase.

Table 1 represents the Callovo-Oxfordian claystonemechanical characteristics at the
main level of URL. Sedimentation has led to a slightly anisotropic behavior of the COx.
From compressive and shear wave measurements on cubic samples, the anisotropy
ratio of the dynamic YoungModulus is found to be around 1.3. From triaxial tests, this
ratio can reach 2 for some samples. All mechanical parameter are dependent of the
mineralogy which varies with depth.

In order to provide a physical interpretation of the variation of the mechanical
properties of Callovo-Oxfordian claystone with mineral composition, Abouchakra
Guery (2007) developed three linear homogenization schemes considering the COx
claystone as a three-phase material composed of a clay matrix and inclusions of quartz
and calcite. It is shown that, unlike the dilute scheme and the self-consistent scheme, the
Mori-Tanaka model describes the in situ experimental data well. The model was used
to back calculate the Youngmodulus in deep boreholes from the measuredmineralogy.
Figure 2 shows the very good agreement between the measurement and the prediction
of the homogenization model and emphasizes the evolution of the mechanical para-
meters as function of depth due to mineralogy variation.

2.2 In situ stress state and pore pressure

At the Meuse/Haute-Marne URL, the anisotropic stress state of the claystone was
determined and discussed by Wileveau et al. (2007). The combination of sleeve and
hydraulic fracturing and imaging method in vertical, inclined and horizontal boreholes
has yielded to the determination of the complete stress state in the Callovo Oxfordian
and the over and underlying limestone. The shafts sinking has also provided an
opportunity to compare these results with the strain measurements obtained within
the same depth range. Wileveau et al. (2007) shows a reasonable agreement between
methodologies for estimating the major stress magnitude and stated that the horizontal
stress anisotropy (σH/σh) shows significantly lower values within the strata (at the main
level of the URL) than the over and underlying limestone.
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Table 1 Callovo-Oxfordian claystone parameters at the main level of MHM URL.

Bulk specific
gravity ρ(g/cm3)

Porosity, n (%) Young’s modulus (MPa) Poisson’s ratio, ν Uniaxial compressive
strength, UCS (MPa)

Hoek-Brown
criteria

Intrinsic
permeability, k (m2)

Water
content, w(%)

E? E///E? S m σc (MPa)

2.39 18±2 4000 ± 1470 1.2–2 0.29±0.05 21±6.8 0.43 2.5 33.5 5×10−20–5×10−21 7.2±1.4



In the COx layer, the major stress (σH) is horizontally oriented at NE155°. The
vertical stress (σv) is nearly equal to the horizontal minor one (σh):

σv ¼ ρgZ ð1Þ
σH ¼ σv ð2Þ

where Z is the depth, ρ is the density and g is the gravity.
The ratio σH/σh is at maximum 1.3 and varies with depth and the rheological

characteristics of the respective layers.
By opposition to the surrounding carbonated formations, the hydraulic head in the

Callovo-Oxfordian is not uniform (Distinguin & Lavenchy, 2007) as it has been
observed in other low permeable clay formations. A regular increase in the freshwater
head is observed between the Oxfordian limestone, with a head of 305 m ASL, and the
Callovo-Oxfordian, with a maximum head close to 350 m ASL. The maximum head
within the Callovo-Oxfordian seems to take place between 430 and 475 m BGL. Pore-
pressure at the main level (−490 m) is around 4.7 MPa.

3 DEMONSTRATION AND SCIENTIFIC PROGRAM AT THE MEUSE
HAUTE MARNE URL

3.1 General objectives of the research

Delay et al. (2014) point out that over time, the work done in URLs has evolved both in
type and in importance. In the early days, some 25–30 years ago, the objective was
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more to identify the main scientific and technical issues and to developmethods to cater
for them. The priorities then were (a) to define programs relating to the study of
confinement by the medium or by engineered barriers, (b) to develop experimental
equipment and methods, (c) to conduct elementary technical feasibility studies, and (d)
to collect fundamental geological data. Since the early 2000s and even more recently,
most of the URLs have turned toward the creation of demonstrators. Demonstration
experiments are supposed to represent, test and optimize potential disposal systems and
repository components.

3.1.1 Phase: 2000–2005

In the 1990s a geological investigation covering over a hundred square kilometers was
carried out involving geophysical survey and drilling of boreholes in eastern France
near Bure village. The surface reconnaissance program helped to locate the site of the
Meuse Haute-Marne URL, but also provided an impressive wealth of data covering a
wide range of geoscience like hydrogeology (Distinguin & Lavanchy, 2007), structural
geology (Vigneron et al. 2004), mineralogy (Gaucher et al., 2004), geochemistry
(Vinsot et al., 2008) and rock mechanics (Lebon & Ghoreychi, 2000).

Since 2000, Andra began to build the URL by shafts sinking to study the Callovo
Oxfordian claystone lying between 420 m and 550 m below ground. The main
objective of the first research phase (2000 to 2005) was to characterize the confining
properties of the clay through in situ hydrogeological tests, chemical measurements and
diffusion experiments and to demonstrate that the construction and operation of a
geological repository would not introduce pathways for radionuclides migration
(Delay et al., 2007b). The regional and local knowledge acquired through the geologi-
cal survey campaigns, as well as the first results obtained in the URL, are presented in
Andra’s “Dossier 2005” which helped assess the progress of research at the end of the
15-year period of research work prescribed by the Waste Act of 30 December 1991
(Andra, 2005).

3.1.2 Phase: Post 2005

The ongoing research program (started in 2006) following the “Technology Readiness
Level” Scale (TRL) is more dedicated to technologies improvement and demonstration
issues of different disposal systems, even if characterization studies are still ongoing.
The main research and development themes of the laboratory can be structured as
follows:

1. Verification of the design of the disposal facility, development of construction
methods and optimization of the design of the future structures of the disposal
facility.

2. Verification of the ability to seal the vaults drifts and shafts, development of
methods for the sealing and filling of the drifts and shafts.

3. Confirmation of the low impact of perturbations caused by the disposal facility,
assessment of the behavior of the perturbed argillaceous rocks andmaterials at the
interfaces.
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4. Confirmation of the confinement abilities of the Callovo-Oxfordian formation,
characterization of the argillaceous rocks.

5. Assessment of the conditions of transfer of radionuclides into the biosphere,
observation of the hydrogeological context and the environment over time.

6. Development of observation and monitoring methods for the reversible manage-
ment of the disposal facility.

3.2 Main components of the design of a possible disposal facility
in France

The 2006 planning Act gives a schedule to build and operate an industrial site for
geological disposal in France called Cigéo, which includes assembling all elements
necessary for a license application to be filed in 2018. Pending authorization, the
repository construction should begin in 2021 and be ready for commissioning in
2025, starting with a pilot zone to be operated over some 10 years. The Cigéo under-
ground installations will be progressively built, operated and finally closed over a
roughly 150 year period.

Figure 3 shows a possible architecture of the Industrial Centre for Geological
Disposal, Cigéo. Surface facilities will be split in 2 parts with the nuclear activities
(taking charge of the primary waste packages (rail terminal or others), checking the
packages, re-packing them into disposal packages) and the excavations activities
(workshops, cement plant, storage, drainage basins, excavation muck “dumping
area”, etc.). A ramp will be used to transport waste packages to the main level of the
disposal. Shafts are mainly used for all the activities related to excavation/support
works, ventilation and worker transportation. The main disposal area will be split in
two parts related to the type of waste IL-LL or HL-LL and the type of excavation used
to emplace the waste canister (respectively tunnel of 9 to 11 m in diameter for IL-LL
waste and micro tunnel of 0.7 m in diameter for HL-LL waste).

The waste package disposal facilities and the transfer and emplacement processes are
designed with the aim of simplifying waste package retrieval operations which may be
decided, using, if possible, similar means to the ones used for emplacement. As a result,
clearances for handling purposes that must be durably maintained are provided
between the package and the cell walls.

Figure 3 Possible architecture of the Industrial Centre for Geological Disposal Cigéo.
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3.2.1 Concept of disposal cell for HL-LL activity waste

Vitrified HL Waste Stainless Canister (primary waste) will be placed in thick steel
overpacks to prevent glass leaching during the thermal phase. The overpacks will be
stored in dead-end, horizontal micro-tunnels with an excavated (drilled) diameter of
approximately 0.7m (Figure 4). In the Dossier 2009, the length of the benchmark
HL-LL cell had been limited to 40m, but it was then extended to 80m in the Cigéo
pilot phase. In the present stage of design, it comprises a body part, for packages
disposal, and a head part for cell closure. They are favorably aligned with respect
to the stress field. To prevent against rock deformation and allow the potential
retrieval of waste containers during the reversibility period, both body and
head parts have a non-alloy steel casing? The casing in the body part has a diameter
slightly smaller than the one in the head part called “insert”. That means it can slide
in the insert. Thus, the effects of the thrust produced by its dilation, due to heat
generated by the exothermic packages, are absorbed without consequence for the
cell head.

The cell base is closed off by a “base plate”, also made of non-alloy steel. A metal
radiation-protection plug separates the cell head from the body part. For cell closure,
the insert is partly backfilled with a swelling-clay plug and then sealed with a concrete
plug to provide additional safety.

3.2.2 Concept of disposal vault for IL-LL activity waste

Before emplacement, IL-LW will be grouped into precast concrete rectangular robust
containers. The concrete containers will be stacked (trolley stack technique, pre stack-
ing technique…) in large diameter horizontal tunnels (between 9 to 11m). The vaults of
IL-LW are comparable to drifts and lined with thick concrete lining to limit long term
deformations. Ventilation of IL-LW repository cells has to be maintained as long as
they are not closed, that is why vaults are parallel and connected to an air outtake drift.
The forecast length of the disposal vault is some 400 m to 500m.

Plate
Sleeving

Disposal vault

Vault after sealing Concrete plug

Clay plug
Vault entrance

Metallic plug Insert

3.0m 4.0m

Figure 4 Concept 2009 of disposal cell for HL-LL activity waste.
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3.3 The Meuse/Haute Marne URL layout

Figure 6 shows the present and forecast drifts and shafts network at the Meuse Haute
URL. Two shafts provide access to two levels of drifts at 445 and 490 m depth. The
shafts with the connecting drift at −490m (between the two shafts) ensure also ventila-
tion and security. Depth −445 m is in the upper part of the COx layer where the
carbonate content is higher. The niche excavated at this depth was used to perform the
first in situ experiments in the COx in the URL. Among those experiments, the first
geomechanical experiment (REP experiment) was carried out during the excavation of
the main access shaft (see section 4.2.3).

Depth −490m corresponds to the middle of the COx layer, at the URL, which is the
most representative of the potential location of the waste repository. At the main level
of the URL (Figure 6), the orientation of the experimental drifts has been determined
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according to the orientation of in situ stress field which also corresponds to the major
orientation of the drifts in the repository. The excavation worksite in the host layer is a
scientific experimentation in itself to characterize the impacts of digging, to understand
the hydro-mechanical (HM) behavior of the claystone and to study the excavation
damaged zone (EDZ). Most of the drifts have been excavated for a specific scientific
and technological purpose, in order to emplace experiments or as a research tool when
the Hydro mechanical behavior is studied. Remaining drifts are technical drifts neces-
sary for operation (electrical power, equipment storage) or safety of the URL. Even in
such drifts a minimum geomechanical survey has been performed during the excava-
tion work (convergence measurements, geological mapping of the front face).

3.4 Experimental strategy in rock mechanics

Compared to conventional civil engineering works, Cigéo project has specific features
like being an underground nuclear facility involving non-common rules for under-
ground works; a long operational life time; size and geometry (complex drifts network
and length of drift). In this context, rock mechanics experiments performed in the URL
permit to achieve a good understanding of rock and structure interaction which will
give important input to design (and optimize design) of different elements of the
repository like support, and input data for the performance assessment calculation
(mainly EDZ extent and transmissivity properties).

The horizontal underground structures dedicated to waste disposal fall under two
types according to their sizes: the micro-tunnel (diameter less than 1 m) and drift
(diameter from 4 to 11 m). Regarding the “drift” type structures, the primary aim of
the tests and technological demonstrators is to develop a construction method and to
study the interactions between the argillaceous rocks (intact and damaged) and the
support and lining in space and time. Regarding the structures of the “micro-tunnel” or
“large diameter borehole” type (disposal vaults of HL waste or spent fuel), the objec-
tive of developing a construction method must also be associated with the objective of
enhancing the knowledge of the rock behavior in the vicinity of the structures.

The understanding of drift behavior is associated with the design of the IL-LLWaste
disposal vaults and access drifts in the COx claystone. A huge program of experiments
is ongoing to characterize the response of the rock to different drift construction
methods. In situ experimental strategy for the study of drift behavior is based on:

– Use the underground laboratory for observing real behavior of drifts under differ-
ent conditions (depth, size, geometry, ventilation, temperature): each drift excava-
tion in the URL is a rock mechanics experiment in itself

– Sequencing of drift construction to highlight the role of support/excavation
method on the HM behavior (support loading, EDZ)

– Start with “soft” support drift to study the behavior of COx, skip to rigid support
emplaced after a delay of several months and then emplace rigid support just after
the excavation of the gallery

– Using parallel drifts to compare the different behavior (Figure 6)
– Use mine by experiments (borehole emplaced before the excavation) to study the

HM behavior (at short and long terms)
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In the repository concept IL-LL cells are oriented along the major horizontal stress.
That is why, in the laboratory, at the beginning themost of the drift were oriented along
the major stress (Figure 6, drifts GET, GCS, GCR, GRD, GRM). After 2015, drifts
GER and GVA have been excavated in the other direction. Those data could be
compared to the ones acquired in GED drift and will provide the same level of knowl-
edge for drift parallel to the minor horizontal stress.

In the shafts and the drift at −445 m a drill and blast method was used with a step of
3 m. At the main level (at −490 m) this excavation method could not be used due to the
amount of induced fractures.

Figure 7 illustrates the excavation methods used at the main level of the URL:
hydraulic hammer and road header. A full face tunnel boring machine (TBM) which
could be used for access drift in the repository could not be easily used in the URL due
to the small size of the shaft and the low capacity (in size and load) of the freight
elevator. But a road header under shield has tested in 2013 with segments emplacement
technique (Figure 7 c,d). Before 2008, most of the drifts have a horse-shoe shape cross
section (17 m2 area, with r ≈ 2.3 m) excavated with a hydraulic hammer. Since 2008, a
counter vault has been used to reduce uplift of the foot plate (drift GED). The spans of
the excavation are mainly 1m long and are immediately covered with 3–5 cm of fibered
shotcrete. Excavated zone was supported immediately by bolts, sliding arches and
10 cm thick layer of shotcrete was set in place. Martin et al. (2010) presented the

(c) (d)

(a) (b)

Figure 7 Excavation methods: (a) hydraulic hammer mounted on an electric device of the “Brokk” type,
(b) Road header, (c) road header under a shield in the assembly building, (d) front face during
the excavation with the road header under a shield.
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efficiency of the different support elements – at the front – under different digging
configurations during the laboratory construction.

Other excavation techniques using a road header has been tested with the same
support and with other types of supports (GET, GCS, and GCR). In drift GCS
(Figure 8-a-b), the support is ensured by an 18 cm thick fibre reinforced shotcrete

(a) (b)

(e) (f)

(d)(c)

Figure 8 Example of different drifts support: (a) GCS drift emplacement of the yieldable concrete
wedge, (b) GCS drift support with yieldable concrete wedge and shotcrete, (c) GCR with
concrete lining grouted in place (thickness ≈ 27 cm), (d) BPE drift with 0.45 m of shotcrete
projected in four layers, (e) segment emplacement under the shield (f) View of the GRD drift.
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shell, interrupted by 12 yieldable concrete wedges (hiDCon®); completed by a crown
of 12HA25 radial bolts of 3m length everymeter. Drift GCR (Figure 8-c) was built in a
similar way as drift GCS and left “unsupported” for seven months. A concrete lining of
a 27 cm thickwas casted in place at this time. Two types of concretes were used, namely
a C60/75 and a C37/40 to obtain different stiffness values and strengths. A complete
description of the work can be found in Bonnet-Eymard et al. (2011).

For BPE experiment (Figure 8-d), performed in GRD drift, excavation was per-
formed with the hydraulic hammer and support is made of 4-layer fibre reinforced
shotcrete (11 to 12 cm thick) emplaced after the four successive excavation steps. A
thick lining of 45 cm is emplaced at a distance of less than one diameter (d = 6.2m) from
the excavation front.

In GRD4 drift (Figure 8e-f), road header under shield with segments emplacement
technique was used. The lining is reinforced concrete segment of 45 cm thick. This
method needs injection of backfill material behind the segments. Two types of material
have been tested: a classical mortar used with TBM and a compressible mortar with
polystyrene ball. The comparison between the two sections will help to understand the
interface behavior and its role in the loading of the support. The main issue of this drift
is to follow the stress/strain evolution (at short and long term) in the segments which
will give insights to design the real support of the access drifts of Cigéo.

The behavior of HL-LL activity waste package cell over repository lifetime is com-
plex due to the fact that lot of THM-C coupled phenomena occur at different time and
with different rate. Demonstration of the working requires a good understanding of
those coupled phenomena but also needs to overcome technological barrier. For
example, the concept cannot be validated as a whole without demonstrating the geo-
technical capacity to excavate and emplace the casing of the disposal cell.

A step by step approach was used from scientific and technological point of view in
order to reach a scale 6 in the Technology Readiness Levels scale for the HL-LL activity
waste cells, meaning testing of a prototype cell that is near the desired configuration in
terms of performance (in our case without any radioactive waste). Step by step approach
with demonstration and scientific objectives consists of different simple experiments at
different scales, at borehole scale (diameter from 100 to 250 mm) and real scale with
micro-tunnel of 0.7 m diameter. The first tests focused on one phenomenon or one
demonstration issue. The complexity of the experiments increases with time in order to
evaluate different aspects of the concept, optimize it and finally reach a demonstration
experiment.

4 MAIN OBSERVATIONS

4.1 Characterization of the excavation damaged zone around
the opening

4.1.1 Methods of characterization

Armand et al. (2014) recall the common measuring methods used to assess the EDZ
extension around drifts and shaft and discuss how to determine the EDZ at the Meuse/
Haute-Marne URL taking into account Tsang et al. (2005) definition. The main
methods used are:
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– Structural analysis of the core samples and 3D analysis to characterize the types of
fractures and to define the fractures density according to depth,

– Geological survey of the drift face and sidewalls,
– Seismic measurements: interval velocity measurements to study the evolution of P

and S wave velocities according to the distance from the drift wall in single or cross
hole (Schuster et al., 2001) or seismic refraction,

– Permeability measurements carried out through gas and/or hydraulic tests to assess
the EDZ hydraulic conductivity with time and the degree of saturation of COx
claystone (Bossart et al. 2002), and

– Overcoring of resin-filled EDZ fractures (Bossart et al., 2002), a method to effi-
ciently visualize and measure fractures’ aperture.

At the URL, detailed geological surveywith a 3D scanwas conducted everymeter in the
first three meters of a new excavation and then at 5 meter intervals.

Since 2005, core samples from nearly 400 horizontal, vertical and inclined bore-
holes drilled in the URL drifts were investigated. More than 4000 excavation
induced fractures were studied and no fault or natural fracture was identified in
the cores. Some fractures induced by drilling were identified and were not taken into
account during the analysis. Cores are reconstituted and oriented based on position
in the borehole and the nearly horizontal stratification in the drifts and used to
determine strike and dip of the fractures. The observation of the fracture face assess
to classify the fractures according to their specific typology (shear, extension
fractures).

Hydraulic pore pressure and permeability measurements at this formation requires
equipment with long term stability, resistant to high pressure and allowing the fastest
possible return in pressure. Often these measurements need to be started at the drift
construction phase and continued for a longer period. This stresses that the equipment
must be simple, robust and reliable. For this, Mini-Multi-Packer-System (designed by
Solexperts AG, Fierz et al., 2007) has been selected to define up to six test intervals
optimally spread along the borehole. The test interval lengths range between 10 to
20 cm and are isolated by hydraulically inflated packers. The volume of the chamber is
reduced in order to ensure rapid buildup and stabilization of the pressure. The rigid
packers limit the compressibility of the system. Two stainless steel lines allow contin-
uous monitoring of pressure and the running of pneumatic or hydraulic tests depend on
the saturation degree in the interval. In the following sections of this chapter, mainly
hydraulic test results are discussed.

In order to investigate the hydraulic properties of the rock around the opening,
several test campaigns have been carried out in dedicated boreholes filled with
synthetic water having the Callovo-Oxfordian formation fluid composition to pre-
vent clay degradation as well as osmotic fluxes. Hydraulic permeability measure-
ments were carried out using pulse test (instantaneous increase or decrease of the
pressure) or constant head/rate injection test. The general model theory and applica-
tion for hydraulic permeability test was described by Bourdarot (1996) and Horne
(1997). Pickens et al. (1987) provided an application of the method for a radial
composite flow, noting that the model assumes a continuous porous medium.
Andra defined a strategy for the interpretation of hydraulic tests described in
Baechler et al. (2011).
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4.1.2 During shaft excavation

In the shaft at different depth, measurements were performed, mainly through seismic
methods. For example a velocity survey has been emplaced from the niche -445 m to
follow the damage induced during the shaft sinking between -465 m to -475m (Balland
et al., 2009). The excavation of the main shaft in the COx claystone of the Meuse/
Haute-Marne URL significantly disrupted the velocity field. The velocity field deterio-
rated from 10 m ahead of the shaft front with a maximum disruption during the shaft
crossing. This disturbance decreased progressively up to 1.6 m from the shaft wall. The
shaft crossing creates an oscillation of the main velocity directions with a significant
velocity drop initially and then a differed velocity rebound. Finally, the order of
magnitude of the velocity changes showed that deconfinement and damage to the
rock were limited. Figure 9 shows the evolution of the velocity variations versus the
radial position at different step of the shaft sinking (1) the initial state corresponds to
the average of the velocity for each ray obtainedwith tenmeasurements (shaft front at a
depth of –451 m); (2) the intermediate state corresponds to an average obtained for
each ray over tenmeasurement points immediately after the blast hole 6 (shaft front at a
depth of –468m); and (3) the final state based on an average, for each ray, of the last ten
measurements of the acquisition (front at a depth of –480 m). The radial position
selected for a ray is the radial distance of the median point between the emitter and the
receiver. The velocity of compression waves decreases during shaft sinking. The closer
the measurement point is to the shaft wall the more significant is the decrease. The
maximum reduction is in the order of 70 m/s, and this variation remains low (less than
2%) compared with the initial velocity ranging from 2,900 to 3,500 m/s. Two specific
zones have been clearly identified, as follows:

– zone A, near the shaft wall (0 to 1.6 m) where the variations in the velocity of P
waves are in the order of 50 m/s, with a stronger variation around the – 466 m
level;

– zone B (>1.6 m) seems slightly affected by the variations in the velocity of P waves.

It confirms that the level of damage, at this depth, is low and that the fractures extent
remains small. These results are coherent with other measurements performed in the
vicinity of the shaft (permeability and deformation measurements and other seismic
methods). The Figure 9-b shows the model of the extent of micro-cracks around the
shaft in the upper part of the COx layer.

4.1.3 At -445 m (top of the COx layer)

The Figure 10 shows a front in the niche -445 m. The excavation was performed by a
drill and blast method and the support wasmade of rock bolt and sliding arches. Nearly
no induced fracture was observed on the front and the side wall, except fractures
around blast drilled holes. Geological survey on drilled boreholes emphasized a scat-
tered presence of fracture (Figure 10-b). In most of the boreholes no induced fracture is
observed and in some boreholes up to three fractures in the first 0.3 m from the wall,
mainly at the floor (horse shoe section), are observed. The low number of fractures is in
accordancewith the nearly elastic behavior observed in the convergencemeasurements.
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4.1.4 At the main level of the laboratory (middle of the COx layer)

Number of fractures has been observed at the front and side (Figure 11-a) of all the new
openings. The most significant information about induced fractures was obtained from
drilling performed on the walls of the drifts parallel to major stress. In GET drift, 12
horizontal boreholes were performed in a narrow space. Optical imaging of these

Figure 10 View of the front face during drift excavation at −445 m (b) resin injected borehole showing
no fracture at the side wall and fracture near the wall at the floor.
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boreholes was carried out systematically to identify the dip and orientation of the
fracture plans. Based on the data obtained, a 3D representation of the fracture plan in
the GET drift was prepared (Figure 11-b). Two different zones of excavation induced
fracturing can be clearly distinguished. The first zone near the drift consists of tensile
and shear fractures. The orientation of both types of fractures is very heterogeneous

GMR100GMR1007MR1006

SUG1101 4,20 m

(a) 

(b) 

a zone : traction and shear
fractures with heterogeneous
orientation

b zone: shear fractures
with homogeneous
orientation

cba

C021322

C021312

C021304

C021305

C021303

c zone : no fracture

Shear fracture

drilling
Major regional stress
Minor regional stress

traction fracture

σH

σh

N155˚E

Legend

σH
σh

Figure 11 Excavation induced fracture pattern: (a) Chevron fractures pattern observed at gallery scale
in relation with the face progression (left) and damaged zone like schistosity in the notch of
chevron fracture (right), (b) 3D visualization of the fractures network in GET drift (CDZ
boreholes).
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with high dip fractures. The second zone, farther from the drift consists of shear
fractures only. Their orientation is more homogeneous with low dip fractures. The
data showed that most of the excavation induced fractures (75%), mainly at the
front, appear in mode II (shear fracture) and 25% are in mode I at the main level of
the URL.

As a synthesis and interpretation of drifts geological survey, and impregnation
data, a model of digging induced fracture network around drifts excavated parallel
to major horizontal stress is proposed in Figure 12. Shear fractures are more wide-
spread and expand farther in the rock. Extensional fractures are located near the
wall and with a more heterogeneous dip and strike. This model tries to exhibit the
geometry (strike and dip) of different type of fractures in different cross sections. It
can be notice that the heterogeneity of the network is not well represented in the
model due to the fact that the extent fluctuation along the digging axis is not enough
identified and is related to the step of excavation. But the general understanding of
the geometry of the fracture network is considered in the model. Figure 11a shows
the front of a drift excavated parallel to σh, at 3.5 m from the wall. The footprint of
the chevron fractures is well identifiable and confirms the reliability of the proposed
model.

4.1.4.1 Impact of the orientation of the drift versus in situ stress state

Around drifts parallel to the minor horizontal stress, the same type of fracture has been
identified than around drift parallel to σH at the front and on the core, but geometry
(strike, dip, extent) differs:

– The shear chevron fractures are initiated ahead of the excavation face during
work. They form symmetrically to the horizontal plane crossing the gallery
axis. The fracture dip with respect to the horizontal plane is around 45°.
Extension of the chevron zone ahead of the excavation face is about 1 drift
diameter (about 4 m). The shear fractures are not impregnated with resin at
the ceiling and roof.

– Shear vertical and oblique fractures arrest on the chevron fractures. They are
oriented at a low angle (10° to 30°) with respect to the wall. This fracture system
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Figure 12 Conceptual model of the induced fracture network around a drift parallel to the major
horizontal stress.
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is identified only in drill cores from the sidewall. It shows sub horizontal lineation
(strike slip kinematics). The shear fractures are not impregnated with resin; i.e.,
fractures are closed in in-situ conditions.

– Unloading tensile fractures: this fracture system is identified all around the
drift (sidewall, vault and floor). Most fractures are parallel to drift wall,
partially connected together by shear plays. This fracture system is com-
parable to the onion skin fracture identified at Mont Terri URL (Bossart
et al., 2002), but they are limited to a maximum depth of 0.5 – 0.7 m,
whatever the direction considered, and there are very few of them (1 to 2).
Most fractures initiated in extension mode are impregnated with resin.

Figure 13 presents the proposed model of excavation induced fractures for drift
parallel to σh. It can be noticed that most of the fractures represented in the 3D view are
shear fractures, because they expand more than unloading fracture. Near the wall the
dip and strike of both family fractures are nearby and are difficult to distinguish in a 3D
view. The description of the network is less significant due to less available data
especially at ± 45°.

Table 2 gives the extent of the extensional and of shear fractures and emphasizes the
effect of the in situ stress state on the induced fracture networks.

4.1.4.2 Impact of the size of the opening

Note that the shape of the excavated fracture networks around openings parallel
to σH seems to be similar even at smaller scale; for drilling of 5 cm diameter and
micro tunnel of 0.7 m diameter (Figure 14). All performed excavations (drifts,
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Figure 13 Conceptual model of the induced fracture networks around a drift parallel to the horizontal
minor stress (Armand et al., 2014).
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drillings, micro-tunnel) show roughly identical induced fractures network (type of
fractures, geometry, extent). The lateral extent of the shear fractures zone for
smaller opening is almost equal to 1 diameter of the opening, which seems to show
that there is no significant scale effect from a borehole of 5 cm diameter to a drift
of 5 m diameter. Excavation induced fractures density depends of the size of the
opening.

4.1.4.3 Hydro Mechanical properties of the Excavation Induced Fractures

Figure 15 presents hydraulic conductivities in 8 and 9 boreholes, up to 6 m in depth
to the wall, respectively in drift GCS (parallel to the horizontal major stress) and
GED (parallel to the horizontal minor stress). Note that the first chamber in bore-
hole SDZ1243 has not been tested to water, but with air (pneumatic test). Sensitivity
analysis has shown that the uncertainty on hydraulic conductivity is between half
and one order of magnitude. The highest hydraulic conductivity is observed in
chambers, where fractures cross the borehole and are not representative of the

Table 2 Extent of excavation induced fracture zone (ratio of drift diameter from the wall).

Drift Orientation /
location

Extent in diameter ( ×D)

Extensional fractures Shear fractures EDZ EdZ

Average Min. Max. Average Min. Max. Max. Max.

N65//σh Ceiling 0.3 0.2 0.4 0.6 0.5 0.8 0.4 0.8
Wall 0.1 0.1 0.2 – – – 0.2 0.6
Floor 0.4 0.2 0.5 0.8 0.8 1.1 0.5 1.1

N155 //σH Ceiling 0.1 – 0.15 – – – 0.15 0.5
Wall 0.2 0.01 0.4 0.8 0.7 1.0 0.4 1.0
Floor 0.1 – 0.15 – – – 0.15 0.5

‘–’ means no extent farther the extensional fractures network (Armand et al., 2014)

Figure 14 Induced fracture network around opening parallel to σH: (a) around a borehole of 5 cm
diameter. (b) Around a micro tunnel of 0.7 m diameter (Armand et al., 2014).
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continuous rock matrix, but of the fractures transmissivity. This is confirmed by
hydraulic tests performed on rock samples taken between fractures, which exhibit(s)
hydraulic conductivity lower than 1×10−12 m/s.

In Figure 15 the extent of extensional fractures and purely shear fractures is also
plotted for each single borehole. For all boreholes, conductivity decreases with depth
from thewall, and the highest conductivity is found in the extensional fractures zone. In
the extensional fractures zone, hydraulic conductivity varies from 2.0×10-6 m/s (per-
meability to gas) to 4×10-12 m/s (water permeability). In the area with only shear
fractures, an overall slight decrease of conductivity is observed from 6×10-12 m/s to
1×10-12 m/s. In some boreholes, like OHZ1731 and OHZ1735, the conductivity is not
always perfectly reduced with depth to the wall in the zone with only shear fractures,
which can be due to the fact that in this zone some chambers cross fractures and others

Figure 15 Initial hydraulic conductivity measured in GED (perpendicular to σH) andGCS (parallel to σH)
drifts: (a) and (b) horizontal boreholes at the wall (c) and (d) vertical boreholes at floor and
ceiling (modified from Armand et al., 2014).
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not or less. Even without any induced fractures, a slight decrease of conductivity is
observed for example from 7×10−12 m/s to 2×10−13 m/s from 0.5m to 6m to the wall in
drift parallel to σH.

From a general point of view, measurements in drift parallel to σh exhibit the same
behavior to the one in drift parallel to σH:

(i) the highest hydraulic conductivities are observedwhere extensional fractures are
located, never elsewhere,

(ii) farther deep in the rock hydraulic conductivity decrease from 10−10 m/s to
10−12 m/s in some meters

(iii) the location of high hydraulic conductivity differs with drift orientation because
induced fracture networks depend on the drift orientation versus the in situ state
of stress

(iv) having in mind the uncertainty on the hydraulic conductivities back analysis, it
could be considered that at one diameter to the wall the hydraulic conductivity is
nearly equal to the conductivity of the virgin rock.

Then, discussion about EDZ around the drift has to be tackled taking into account
Tsang et al. (2005) definition of EDZ (from the performance assessment point of
view) to determine accurate values which are measurable in situ. In 2003 Bauer et al.
reported conclusions of the performance assessment on the Meuse /Haute-Marne
URL:

– considering permeability of sealing systems lower than, or equal to 10−10 m.s−1,
and a damaged zone with a permeability no higher than 2 orders of magnitude less
than the sound rock permeability, the geological barrier is the main radionuclide
transfer pathway;

– if the seals do not cut off the fractured zone around the openings and if the latter is
continuouswith a permeability higher than or equal to 10−9m.s−1, EDZprovokes a
short circuit of the geological barrier.

The analysis of permeability presented in the previous section exhibits that perme-
ability towater lower or equal to 10−10m.s−1 is observed in chambers crossing fractures
more or less connected to the wall. Taking into statement of Bauer et al. (2003), a
permeability of 10−10 m.s−1 could be considered as the upper permeability limit of the
EDZ for the Meuse / Haute-Marne URL. When permeability measurements are com-
pared to the structural analysis, it can be observed that all chambers in which estima-
tion of permeability is lower or equal to 10−10 m.s−1 is crossed by or nearby fractures
which are located in the zone where extensional fractures have been observed. On
the other hand, all the fractures located in the zone with extensional fractures do
not necessarily exhibit high transmissivity lying to average permeability lower than
10−10 m.s−1. Then, the extent of tensile fracture zone could be considered as an upper
bound of the EDZ extension at the main level of the Meuse / Haute-Marne URL. The
EDZ is mainly the connected fractures network with shear and extensional fractures.
It’s also proved that in this claystonewe have to distinguish themechanical damage and
the EDZ, if the definition of Tsang et al. (2005) is used. In fact the propagation of shear
fractures is larger than the extent of EDZ. In our case, the EDZ is exactly what Lanyon
(2011) described as HDZ (Highly Damaged Zone defined as a zone where macro-scale
fracturing or spalling may occur).
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Farther in the rock, permeability decreases slowly to reach permeability of intact
rock at around a diameter from the wall and defines the EdZ (Excavation disturbed
Zone). The EdZ area is formed by the end of the shear fractures which not affect a lot
the average permeability, like on the side wall of drift parallel to σH. The EdZ contains
also micro-cracks and/or porosity change which implies slight change in permeability
like at the ceiling of drift parallel to σH. Table 2 summarizes the extent of EDZ and EdZ
as function of the drift orientation.

The discrepancy between permeability to water and permeability to gas is linked
with the self sealing processes which reduce the hydraulic conductivity of the frac-
tured zones. A meter-scale experiment (a few square meters in area) entitled
‘‘Compression of the Damaged Zone’’ (CDZ) has been implemented in the main
level of the MHMURL to study the evolution of the EDZ hydrogeological properties
(conductivity and specific storage) of the Callovo-Oxfordian claystone under
mechanical compression and artificial hydration (de La Vaissière et al., 2015). The
objective is to study the influence of mechanical loading and unloading conditions
and the influence of hydration on selected properties of the EDZ. Mechanical com-
pression is applied to the drift wall by a hydraulic loading device consisting of a 1 m2

circular steel plate (Figure 16-a). Plate displacements and corresponding applied
forces and strain in the rock (through extensometer) are monitored. Multi-packer
systems for hydraulic measurements and performance testing (Fierz et al., 2007) were
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installed in six boreholes i.e. three boreholes located behind the loading plate and
three boreholes located in the immediate vicinity.

Firstly, a loading cycle applied on a drift wall was performed to simulate the
compression effect from bentonite swelling in a repository drift (bentonite is a clay
material to be used to seal drifts and shafts for repository closure purpose). Gas tests
(permeability tests with nitrogen and tracer tests with helium) were conducted during
the first phase of the experiment. De La Vaisière et al. (2015) showed that the fracture
network within the EDZ was initially interconnected and opened for gas flow (parti-
cularly along the drift) and then progressively closed with the increasing mechanical
stress applied on the drift wall. Moreover, the evolution of the EDZ after unloading
indicated a self-sealing process. Secondly, the remaining fracture network was resatu-
rated to demonstrate the ability to self-seal of the COx claystone without mechanical
loading by conducting from 11 to 15 repetitive hydraulic tests with monitoring of the
hydraulic parameters. During this hydration process, the EDZ effective transmissivity
dropped due to the swelling of the clay minerals near the fracture network (Figure 16-
b). The hydraulic conductivity evolution was relatively fast during the first few days.
Low conductivities ranging at 10–10 m/s were observed after four months. Cross-hole
tests showed the disappearance of the preferential network interconnectivity pathway
along the drift axis (major pathway for performance assessment purposes, due to its
potential to act as a seal bypass), but heterogeneous conductivity effects persisted.
Some uncertainty remains on this parameter due to volumetric strain during the sealing
of the fractures. These in-situ measurements confirm the results of previous in-situ tests
on plastic clay (at theMol URL) and claystone (at theMont Terri URL), as well as other
tests performed on various samples (Davy et al., 2007; Zhang, 2011).

The mechanical loading cycles on the wall show irreversible strain and an increase of
stiffness with the increase of normal stress, which is a classical evolution for fractured
media. Using a simple Boussinesq solution and strain measured under the plate,
Young’s modulus has been calculated (Figure 16-c). It emphasizes low modulus at
the wall (up to 0.5 m) which increases with depth in the rock mass.

4.2 Hydro mechanical behavior of drift during and after
excavation

4.2.1 Measurement methods

Mine-by-test is the best way to achieve reliable hydro-mechanical data around a
drift to give insight in time-dependent and hydro-mechanical behavior of the EDZ.
Such test has been implemented in various rocks in several countries, such as in Lac
du Bonnet granite (Read & Martin, 1996), ED-B experiment in Opalinus claystone
(Martin et al., 2002) or CLIPEX experiment in indurate Boom Clay (Bernier et al.,
2002). At the main level of the Meuse/Haute-Marne URL, locations of the experi-
mental drifts have been chosen, when it was possible, in order to perform mine-by
experiments. The major issue was to provide deformation and pore pressure mea-
surements in near and far field of the new drift before excavation works in order to
record the HM impact of the digging. Pore pressure measurements have been
instrumented at least two months before drift excavation, to let pore pressure builds
up and stabilizes.
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During the excavation others measurements are installed, mainly convergence mea-
surements and extensometers.

After completion of the drift, an important drilling campaign has been performed in
order to characterize the induced fracture networks with geological survey of the drill
core and following the HM behavior in the near field with multi-packer system to
measure pore pressure and permeability, and with velocity survey to try to pick up
damage evolution if there is an evolution.

4.2.2 During shaft excavation

Figure 17 illustrates convergence measurements at different depth in the shaft as a
function of the orientation to the north. Up to – 468 m the convergence is a sinusoidal
function of the orientation versus the major/minor horizontal stress. The larger ampli-
tude are observed in the direction of the major horizontal stress, confirming the
anisotropic in situ stress field and the nearly elastic behavior of the claystone up to
that depth. Deeper in the layer, convergences in the direction of the minor horizontal
stress become the larger ones, showing that plasticity/damage in this direction appears
signed of a more elastoplastic behavior. The change in behavior is not due to the small
change in vertical stress, but to the mineralogy change with an increase of the clay
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content (i.e a decrease of UCS from around 30 MPa at −445 m to 21 MPa at the main
level).

4.2.3 At -445 m (top of the COx layer)

Figure 18 shows the evolution of pore pressure during the sinking of the access shaft in
borehole REP2101 (oriented in the direction of the major horizontal stress) and
REP2102 (oriented in the direction of the minor horizontal stress). The distances
between the measurement sensors and the wall range from 1.8 to 5 m. Before sinking
resumed, pore pressures were almost stable at 3.4 to 3.9 MPa. When sinking resumed,
pressure-measurement chambers were located at least 8.5 m below the floor. Successive
blasts induce an instantaneous variation in the pore pressure.

In borehole REP2101, the first blast generates a small reduction in pressure, followed
by a new stabilization. This variation has an amplitude of 0.01 MPa for the farthest
pressure-measurement chamber from working face and 0.09 MPa for the nearest. The
amplitude of those jumps increases in proportion with the proximity of the working
face with the chamber level. The most significant reduction is observed when shaft
sinking passes the level of the measurement chamber and it increases when the wall is
close to the chamber. It varies between 0.29 MPa in Chamber No. 1 at 4.85 m from
the wall and 0.69 MPa in Chamber No. 5 at 1.7 m from the wall. After the passage of
the level of every chamber, they all show a decrease in pore pressure. Pressures in the
chambers tend to stabilize in August 2005 when sinking operations stopped at a depth
of 483.36 m. Pressure distribution depends on the distance from the shaft, and pres-
sures range from atmospheric pressure for the chamber located at 1.7 m from the wall
to 2.0 MPa for the farthest chamber from the shaft (at 4.85 m from the wall).

Figure 18 Evolution of pore pressures (a) in borehole REP2101 (// σh), (b) in borehole REP2012 (//σH),
(Armand & Su, 2006).
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In borehole REP2102, high overpressures are observed in chambers. Those over-
pressures increase in proportion to the distance of the measurement chambers from the
shaft wall. They may vary from 0.06MPa in Chamber No. 1 at 2.25 m from the wall to
1.6MPa in Chamber No. 5 at 1.09m from the wall. As soon as the working face passes
the chamber level, the pore pressure begins to decrease.

The evolution of the measured pore pressures is therefore consistent with the poro-
elastic approach (analytical solution and numerical modeling): the highest overpres-
sures occur in the closest measurement chambers to the direction of the minor hor-
izontal stress and the strongest underpressures occur in the closest measurement
chambers to the major horizontal stress, confirming the sound operation of the experi-
mental system. Themeasurements of the evolution ofmechanical and hydromechanical
parameters confirm that:

– measured deformations remain low. COx claystone reacts almost elastically at this
depth. Irreversible low-amplitude deformations are only observed at a distance of 1
to 1.5 m from the shaft wall;

– evolution of the pore pressure depends on the advance of the excavation work, the
radial distance from the wall and the orientation of the measurement chamber in
relation to the anisotropy of the in-situ stress field;

– the location of excavation-induced overpressures and underpressures is consistent
with the stress concentrations generated by the sinking of a shaft within an
anisotropic stress field, thus indicating a strong hydromechanical coupling (espe-
cially mechanical on hydraulic);

– Different measurement methods and approaches show a slight mechanical distur-
bance around the shaft. The mechanical disturbance generates a slight variation in
both permeability (less than one order of magnitude) and the velocity of compres-
sion waves (reduction of less than 2% of the initial velocity).

4.2.4 At the main level of the laboratory (middle of the COx layer)

4.2.4.1 Convergence and deformation of drifts

Orientation of the drift, regarding to the horizontal major stress, plays an important
role on the measured convergence (Armand et al., 2014). Anisotropic convergences are

0
0 0

20

40

60

80

100

120

140

160

180

10

20

30

40

di
sp

la
ce

m
en

t (
m

m
)

di
sp

la
ce

m
en

t (
m

m
)50

60

70

200 400 600

GCR horizontal

OHZ170B_24 (h)
OHZ120B_24  (h)

OHZ120C_24  (h)

OHZ120D_24  (h)

OHZ120E_24  (h)

OHZ120F_24  (h)

OHZ120A_36  (v)

OHZ120B_36  (v)

OHZ120C_36  (v)

OHZ120D_36  (v)

OHZ120E_36  (v)

OHZ120F_36  (v)

OHZ120A_24  (h)

OHZ170C_24 (h)
OHZ170D_24 (h)
OHZ170E_24 (h)
OHZ170F_24 (h)
OHZ170G_24   (h)
OHZ170B_24 (v)
OHZ170C_36 (v)
OHZ170D_36 (v)
OHZ170E_36 (v)
OHZ170F_36 (v)
OHZ170G_36 (v)
OHZ180D_24 (h)
OHZ180D_36 (v)GCR vertical

G
C

S
 v

er
tic

al
G

C
S

 h
or

iz
on

ta
l

G
E

D
 v

er
tic

al
G

E
D

 h
or

iz
on

ta
l

time (d)

800 1000 1200 0 200 400 600 800 1000 1200

time (d)

1400 1600 1800 2000 2200 2400

Figure 19 Convergence measurement in drift parallel: (left) to the horizontal major stress (drift GCS/
GCR) and (right) to the minor horizontal stress (drift GED) (Armand et al., 2013).

620 Armand et al.



observed in all drifts. Figure 19 shows the convergence measurements in drift parallel
to the major horizontal stress (drift GCS/GCR) and to the minor horizontal stress
(drift GED).

In GCS drift, the horizontal convergences are perceptibly higher than the vertical
ones (Ch/Cv ≈ 2), while the in situ stress state is nearly isotropic. However, evolution of
the horizontal and vertical convergences in time is similar. It can be seen that more than
80% of the convergence has been reached during the first 100 days. The convergence
rates decrease with time and reach velocities lower that 5×10−11 s−1. In GCR drift
without yieldable wedges, the general trend of the curve and the convergence ratio are
similar (Figure 19-a), but the amplitude of convergence is smaller due to the fact that
the shotcrete support without wedges is stiffer than the one with yieldable wedges. It
also means that the stress in the shotcrete lining increases more when yieldable wedges
are not used, which is observed in the displacement/load measurements. The average
convergence amplitudes are divided by 2.

In GED drift (// σh), the vertical convergence is higher than the horizontal one, which
is the opposite of the observations in drifts parallel to the major horizontal stress. It is
worth to note that the in situ horizontal stress is about 1.3 times the vertical one. This
fact can be considered as the main reason of the anisotropic damage pattern observed
aroundGEDdrift. The convergence ratio (Ch/Cv) is about 0.25.High convergence rates
are observed during the first three months. A decrease of convergence rates is measured
during the 3 years of observation.

Guayacán-Carrillo et al. (2016) demonstrate that convergence data of two drifts
(GCS and GED) could be analyzed through the identification of the principal axes of
deformation considering an elliptic deformation shape. The evolution in time of the
two axes of the ellipse is interpreted as the convergence of the drift wall along the two
principal directions of deformation, and fitted using the convergence law proposed by
Sulem et al. (1987). The convergence law has five parameters, namely; T: related to the
time-dependent properties of the ground, X: related to the distance of influence of the
face and the extent of the decompressed zone around the drift, m: related to the ratio
between the time-dependent convergence and the instantaneous convergence and C∞x:
instantaneous convergence. These parameters have been evaluated for different drifts
and for different monitoring sections in each drift. Themodel is validated by simulating
the closure of a different drift (GCR) with the three parameters X, m, and T obtained in
GCS and by only fitting C∞x. It is also shown that bymonitoring convergence for about
40 days, the model can be applied for reliable predictions of the long term convergence
evolution. The results of the analysis (Guayacán-Carrillo et al., 2016), for all the
monitored sections of two drifts excavated in perpendicular directions, show that
constant values for the parameters X and m can be assumed. Parameter T is constant
along a drift and takes two different values.

In all the drifts, the major convergence is measured where the fracture zone is
located. The convergence has directly an impact on the loading and deformation of
the support. As the loading is anisotropic the deformation is also anisotropic with
extension and compression zone depending of the location in the structure. The
evolution of measured strain and stress in the casted concrete in GCR drift or in
the concrete segment in GRD drift confirms such anisotropic stress field in the
structure which has to be considered in the design and optimization of the support
for the repository.
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To better understand deformation during the excavation work, an extensometer has
been drilled from theGAT to theGCS drift ending close to the side wall of theGCS. The
main advantage of this measurement compared to the convergence measurements or
the classically installed extensometers is that it records displacement before the front
face reaches the section. The black dashed line in Figure 20 shows the excavation steps.
The extensometer starts to records radial displacement when the front is two spans (2.4
m ≈1 radius) ahead the section (Figure 20-a). Beyond 7 steps of excavation the
displacement doesn’t show any jump, meaning that the long-term deformation beha-
vior is predominant (versus the elastoplastic one). Radial deformation measured in
drift GCS has been analyzed in order to separate instantaneous and differed response to
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Figure 20 Radial displacement of drift GCS (//σH): (a) at different distance (d) from the wall (blue dash
line is the date at which the front crosses the extensometer), (b) instantaneous response
(elastoplastic behavior), (c) differed response. (L is the distance from the wall), (Armand et al.,
2013).
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digging considering that the elastoplastic displacement is induced instantaneously
during each excavation steps (Armand et al., 2013). Between each excavation step,
convergence increases due to differed effects. In this framework, each drift displace-
ment curve can be seen as a set of “jumps” due to elastoplastic deformations and
“slightly increasing curves” between excavation steps due to differed deformations.
Two radial displacement curves are plotted for GCS drift in this manner (Figure 20-b-
c). As it can be seen, no more “instantaneous elastoplastic deformation” is measured
when the front reaches approximately 2 diameters. At this time, elastoplastic deforma-
tion (Figure 20-b) is slightly larger than the differed one (Figure 20-c). Elastoplastic
deformation represents 40%–45% of the total deformation at 90 days, and around
30% at 900 days. Beyond 5.8 m deep in the rock, differed deformation is very small.
The contribution of the far field is about 5% of the total elastoplastic deformation (it
will be around 10% with an elastic behavior), 4% of the differed deformation at 90
days and less than 1% at 900 days.

4.2.4.2 Loading of supports

The following section illustrates the strain/stressmeasurement in different supports and
emphasizes the relationship between strain/stresses in the support within the conver-
gence of the rock and the excavation induced fracture zone. Figure 21 presents a
comparison of deformations measured with extensometer (from the drift wall and 3
meters deep in the rock) in three drifts, with three types of support. 0° indicates
horizontal extensometer at the wall, ± 90° indicates vertical upward and downward
extensometer at the roof and floor respectively. The general trends are the same; the
increase of the stiffness of the shotcrete lining by increasing thickness or removing
yieldable wedge does not change the overall behavior, but deformations amplitude is a
little reduced. However, the convergence ratio increases from 2.5 in GCS to 3.5 in BPE
and to 6 in GCR.

During the excavation, deformation is the smallest in the GCR drift, meaning that at
short term the 20 cm shotcrete lining is stiffer than shotcrete lining of 45 cm projected
in four layers of 10 cm during two weeks. After the shotcrete maturation (around 28
days) the rate of deformation in BPE is two times lower the ones measured in GCS and

0,35

0,30

0,25

0,20

st
ra

in
 (%

)

0,15

0,10

0,05

0,00
0 100 200 300

time (d)

GCS (0˚)
GCS (+90˚)

GCS (-90˚)
GCS (0˚)

400 500 600

0,35

0,30

0,25

0,20

st
ra

in
 (%

)

0,15

0,10

0,05

0,00
0 100 200 300

time (d)(a) (b)

400 500 600

GCR without wedge (-90˚)

GCR without wedge (+90˚)
GCR without wedge (0˚)

GCR without wedge (0˚)

GCS (0˚)
GCS (+90˚)

GCS (–90˚)
GCS (0˚)

BPE(–90˚)

BPE (+90˚)
BPE (0˚)

BPE (0˚)

Figure 21 Comparison of deformation (measured from the wall up to 3m in rock) in drift parallel to the
major horizontal stress: (a) in GCS (with yieldable concrete wedge) and GCR (without
yieldable wedge (two black dashed lines show when each step of the lining is grouted)),
(b) in GCS and BPE (45 cm of shotcrete put in four step).
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GCR. This result illustrates the effect of the lining support stiffness on rock deforma-
tions. After 28 days, the similar rate of deformation in GCR compared to GCS could be
explained by the fact that the load is more important in GCR support and shotcrete
started to be damaged and stiffness of the support reduced. In GCR (Figure 21-a), small
deformations variation occurs just after the grouting of the concrete lining, which has
to be related to local stress state change (load of the counter vault lining) and thermal
effect due to concrete curing. Installing the concrete lining decreases deformation rate
in the rock, but cannot reduce it to zero. The shrinkage of the concrete allows
deformation of the rock. In the three drifts, deformation rates are lower than 10−11 s-
1, one year after excavation.

In GRD4 drift excavated with a road header under a shield with segments emplace-
ment technique, strains and stresses in the concrete lining, as well as the compression of
the backfill mortar are followed. Four rings (8 segments/ring - the key segment is not
instrumented) have been equipped in Stradal’s manufactory. Three total pressure cells
and eight strain gages were installed on the reinforcement of each segment of the 4
monitored rings. Deformations and stresses of the instrumented lining are more sig-
nificant on the classical backfill zone. Figure 22 shows an example of the segments
behavior; it compares the total deformations (without correction) of two V4 segments
one on the classical mortar (A22) and one on the compressible mortar (A62) (Zghondi
et al., 2015).

Figure 23 presents the corrected deformations (from the concrete shrinkage) and
stresses evolution on the lining section circumference; the results show an anisotropic
loading signature with opposite deformations and stresses between intrados and extra-
dos. The load is located on the side wall and is coherent with the higher horizontal
convergences observed in drift parallel to the major stress (see section 4.2.4.1).

Figure 22 Comparison of deformations in the V4 segment lining for the two different backfill grout
zones: A22 (classical grout zone) and A62 (compressible grout zone) (Zghondi et al., 2015).
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Anisotropic loading is observed from early age just after the first grout injection.
Loading and deformations on the two mortar zones have similar shape but they are
more significant on the classical mortar zone. This behavior confirms the impact of the
behavior of the mortar on the loading of the segments. Compressible mortar decreases
the orthoradial stress in concrete segments.

Reduced and full scale in-situ experiments (in the framework of the HL-LL activity
waste program) consisting of equipping boreholes parallel to the major horizontal
stress (σH) with instrumented steel tubing, have been performed to analyze the mechan-
isms involved in the casing/rock interface (Bumbieler et al., 2015). The main character-
istics of the short termmechanical load applied by the rock have been determined from
local strain and convergence measurements. As for the drift in the same direction
regarding the horizontal stress, the performed measurements exhibit a strongly aniso-
tropic load with maximum tensile stress measured in the horizontal symmetry plane.

4.2.4.3 Pore pressure change during and after excavation

Two examples of hydro-mechanical response to the excavation of openings parallel to
the major horizontal stress of different diameters (from 0.15 m and 5 m) show a strong
coupling from the mechanical behavior on the hydraulic response (Figure 24). Figure
24-a and –b display the pore pressure change during the excavation of GCS drift. On
the side-wall axis during the GCS drift digging:

Figure 23 Evolution of the circumferential strains (microdef.) and stresses (MPa) on the extrados and
intrados of the A42 (classical mortar backfill zone) ring (right: orthoradial strain measured
with vibrating wire, left: orthoradial stress measured with total pressure cells (Zghondi et al.,
2015).
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– Pore pressures first increased in all intervals since 18/05/2010, when the front
reached 16.9 m. The distance of influence on the pressure field is about 20 m;

– For the interval ahead the face, pore pressure increases and reaches a peakwhen the
face is at the 4.8 m the interval. Then pressure drops to 0 at 2.7 m probably due to
the fact that the face hits the borehole;

– For the nearest intervals (up to 1.9 m), the peak of pore pressure was observed
ahead the face. After that, pore pressure dropped and when the face reached the
plane of the measurement interval, a drastic drop was observed down to the
atmospheric pressure;

– Farther in the rock, an overpressure is generated during the excavation of the drift.
It begins to dissipate after the excavation and finally the pressures become stable at
4.8 m from the wall. At 9.9 m from the wall the drop of pressure is not observed
during the 6 first months after the excavation work, the pore pressure continues to
increase.

Above the GCS wall during the excavation, the figure shows:

– Pore pressures first slightly increased in all intervals up to 2 to 3 bars. This increase
is small compared to over pressure observed on the side wall (1 order of magnitude
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difference with the horizontal plane). The distance of influence of the face on the
pressure field is about 20 m;

– The drop of pressure is observed two to three step of excavation before the front
face cross the measurement section;

– After each step of excavation, a drop of pressure is observed.
– At 3.5 m from the drift wall, the pore pressure drops to the atmospheric pressure.

The results of two pore pressure sensors in a cross-section at 7 m from the bore-
hole mouth are presented in Figure 24-c : one is located at 0.53 m from the borehole
axis in the horizontal direction and the second one is located at 0.67 m from the
borehole axis in the vertical direction. In the horizontal direction a very large
increase of pore pressure is observed and a somewhat smaller reduction of pore
pressure is obtained in the vertical direction, consistent with the fact that it is slightly
farther away from the borehole. In both cases the water pore pressure response
correlates closely with the drilling advance and a significant increase/decrease of
pore water pressure is observed when the drilling tool passes the sensor section.
Afterwards, the excess pore water pressure dissipates. The dissipation seems to
occur more rapidly in the horizontal direction corresponding to the smaller distance
to the draining neighboring borehole and also, most likely, to the higher perme-
ability in the horizontal direction. The overall pore pressure evolution is similar to
the one observed on the drift GCS of 5 m diameter, even if the overpressure is larger
with respect to the distance (d/D) to the wall.

Even if the state of stress is nearly isotropic around the drift the pore pressure
evolution is rather different at the side wall in the bedding plane than at the roof/
floor of the drift. Significant over pressures are observed at the side wall far in the field.
The mechanisms behind the pore water pressure response around an underground
opening are twofold. The first type of mechanisms can be associated with nearly
undrained behavior, due to the very low permeability of the COx claystone, and the
related pore water pressure changes ranged here are induced by the stress redistribution
triggered by the creation of the tunnel wall causing a reorientation of the principal
stresses and influenced by the initial stress anisotropy. This means in the short term the
pore pressure changes are due to volumetric deformation of the rock mass. The
presence of over pressure deep in in the field (> 1 diameter) in a section with isotropic
stress state emphasizes the role of the anisotropy in stiffness (thematerial is more stiff in
the direction of bedding, i.e. horizontal). These pore water pressure changes are closely
linked to the mechanical behavior of the rock and to the damage zone around the
opening even beyond of this zone. Wild et al. (2015) demonstrated that major pore
pressure drops in the tunnel near field can, in theory, be explained by both a pure elastic
response in an isotropic or anisotropic rock mass characterized by an anisotropic stress
state, or by dilatancy which accompanies failure.

The second type of mechanisms is related to drainage of excess pore water pressure
relative to a state governed by the atmospheric water pressure condition at the gallery
wall and the water flow law. The overpressure generated during the excavation is
propagated in the field (increase of pressure are observed farther than 2 diameters)
and also to the drift.

It was noted that the shape of the induced fracture network around openings
parallel to σH seems to be similar even at the smaller scale i.e. for a 5 cm diameter
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borehole andmicro tunnel of 0.7m diameter (see section 4.1.4.2). All excavations (drifts,
drillings, micro-tunnel) induce roughly identical fractures network (type of fractures,
geometry, extent) with a lateral extent of the shear fractures zone around 1 diameter of
the opening. This is consistent with the fact that the pore pressure evolution is rather
similar for the different opening sizes, except in terms of magnitude. Figure 25 shows the
maximum over pressure measured as a function of the distance to the wall side for
different diameter opening (drift of 5 m diameter, micro-tunnel of 0.7 m diameter and
borehole of 0.15 m diameter). The peak of over pore pressure is a decreasing function
with distance to the wall, except in the area where the induced fractures appear. As the
pressure response is strongly coupled to the volumetric strain, one could think that the
larger opening will create larger over pressure. This is not the case due to the fact that the
rate of excavation differs a lot from 5×R/h, 1×R/h to 0.006×R/h (with R the radius of the
excavation opening), respectively for the borehole, the micro-tunnel and the drift.
Another aspect is that there is a support in the drift which reduces the unloading of the
radial stress, but this is not significant compared to the rate of excavation.With low rate
of excavation, pore pressure releases and over-pressures are lower.
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