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Preface

The aim of this book is twofold: to introduce the topic of inorganic mass spec-
trometry to the nonpractitioner of the technique and to familiarize those conver-
sant with it with recent developments in some of the foremost laboratories in the
world. The book should be of value to industry, academia, and government labora-
tory staff and should appeal to both national and international audiences. It is
written so that a college senior majoring in the sciences can follow the discussion
but has enough technical sophistication to keep it the benchmark for books in this
field for the next decade.

This book describes the fundamental operating characteristics of the most
common inorganic mass spectrometers. At the heart of this discussion is a descrip-
tion of the various ionization sources that generate a representative analyte popu-
lation for mass analysis. The initial chapters introduce the mass spectrometric
hardware that separates the ionized fractions of analytes, one mass from another.
The detection schemes used to measure this ion population, and the data process-
ing systems that permit this information to be of value to the chemical analyst, are
also discussed.

Modern mass spectrometers are usually one of four types: magnetic sector,
quadrupole, time-of-flight, or ion trap. A brief introduction to each is provided.
Classical applications are discussed to illustrate how these devices have shaped
the landscape of elemental and isotopic chemical analysis.

The first two chapters were written by members of the research staff of Oak
Ridge National Laboratory. Because each type of inorganic mass spectrometer has
been extensively reviewed in the literature, only short discussions of the funda-
mentals, instrumentation, and classical applications are given. Theory is covered
to an appropriate extent.

The balance of the book is composed of chapters authored by some of the
leading experts in the field of inorganic mass spectrometry. The focus of this
section is specialized topics, with emphasis on new developments in the field in
the last 10 years. The final chapters focus on what we believe will be the future of
inorganic mass spectrometry.

iii



iv Preface

This book is appropriate for anyone with an interest in elemental or isotopic
chemical analysis. Among the anticipated readership are those from the industrial
community who are not involved in research per se, but rely heavily on inorganic
mass spectrometers to make chemical measurements important to their respective
industries, including semiconductors, aluminum, steel, and materials fabrication.
Academics and government staff scientists will see this book as an opportunity to
learn about current developments in the field without having to spend weeks
sorting through the literature. Professors of graduate-school courses in mass
spectrometry will find this a valuable reference for their students.

Christopher M. Barshick
Douglas C. Duckworth
David H. Smith
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Thermal lonization Mass
Spectrometry

David H. Smith
Oak Ridge National Laboratory
Oak Ridge, Tennessee

1.1 INTRODUCTION

Thermal (or surface—the two terms are synonymous in this context) ionization
has a long history in the measurement of isotope ratios. It has seen widespread use
in the determination of atomic weights [1], age dating in geological applications
[2], and in various nuclear applications [3]. Quantitative results can be obtained
through the technique of isotope dilution (see Chapter 5). In this guise, it has
entered fields previously closed to it, including the environment [4,5] and nutrition
[6,7]. Its primary attractions are its high sensitivity for many elements and its good
precision and accuracy. This topic has been the subject of several recent review
articles [8,9].

In thermal ionization, ions are produced by the interaction of analyte species
with a heated surface, which is usually a metal. No other source of energy is used.
Most commonly, singly charged metal ions are monitored in the analysis, but this
is not invariably so. If negative ions are monitored, an oxide species is often a
better choice than the metal ion. Significant work in the last few years has led to
new appreciation of this hitherto neglected area of research [10].

Not all elements are amenable to thermal ionization, positive or negative. It
is obvious that elements whose natural state is a gas cannot be addressed by this
technique. In addition, some elements are too volatile; others have a first ioniza-
tion potential too high, and a few, such as mercury, display both characteristics.
Generally speaking, solid elements with first ionization potentials below about 7.5
eV can be analyzed through measurement of positive ion beams. Use of silica gel

1
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Figure1 Elements amenable to thermal ionization, positive or negative, (From Ref. 10.)

or other ion emitters, however, extends application to elements with high first
*ionization potential (IP) and high volatility; for example, zinc (IP = 9.4 eV) has
-been successfully analyzed by using silica gel. Figure 1.1, taken from a recent
~review by Heumann [10}, identifies for most elements which of the two ionization
modes is preferable; it also identifies which elements are amenable to analysis
using isotope dilution.

1.2 HISTORY

The first observation of positive ions emitted from a salt on a heated surface was
reported by Gehrcke and Reichenheim in 1906 [11]. The method was first applied
in mass spectrometry by Dempster in 1918 [12]. Kunsman performed pioneering
studies of the mechanism and of means of controlling ion production [13,14].
Langmuir and Kingdon modified the Saha equation (which is applicable only to
plasmas) to provide a theoretical understanding of the process in 1925 [15]; this
topic is treated in more detail later. As greater understanding of the process was
achieved, various means of expanding application of the technique were devised.
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Most of these involved modifying the ionizing surface in some manner that made
production of positive ions more efficient. Some involved changing the surface
entirely, as in the use of silica gel [16]. Other ionization-enhancing techniques
involved altering the surface to one of higher work function, as in introducing
carbon into a rhenium substrate [17]. An overlayer of a material of high work
function, generated through either electroplating or other means, is another
method that has been successfully applied [18,19]. These topics are treated in
more detail later in the chapter.

1.3 Theory

To the best of the author’s knowledge, no treatment of the theory underlying
thermal ionization has appeared since the description by Kaminsky over 30 years
ago [20]. As his book is no longer listed in Books in Print, it seems desirable to
include a description of it here, if only for reference. The following treatment
follows that of Kaminsky. In these equations, subscripts (+) and (0) are used to
refer to the state of the atom on the surface, representing, respectively, the singly
charged positive ion and the atom, and subscripts (i) and (a) are used to refer to the
species (ions and atoms, respectively) leaving the surface.

The theory of thermal ionization starts with the work of Langmuir and
Kingdon [15], who derived an equation from first principles that describes a gas-
phase atomic beam impinging on a hot metal surface; the atoms adsorb on the
surface and then desorb from it, partly as atoms and partly as singly charged
positive ions. The length of time the impinging species remains on the surface is
called the mean residence time, 7, and T;, for atoms and singly charged positive
ions, respectively. The desorption process is described by a first-order rate law.

N, = Nyexp(—t/t) (1.1

where N, is the steady-state flux of the atomic beam impinging on the surface;
the subscripts x and i represent atoms and ions, respectively; and N, is the flux of
desorbing ions or atoms leaving the surface ¢ seconds after interruption of the
impinging beam. A plot of log N,, versus time yields a straight line whose slope
is 1T,

To describe the efficiency of ion formation, it is useful to define two
parameters, the degree of ionization and the ionization coefficient. These are
defined as follows:

a = N,/N, 1.2)
B=N,JN . (1.3)
where o is the degree of ionization and B the ionization coefficient; N, and N, are

the numbers. of singly charged positive ions and atoms, respectively, leaving the
hot surface per unit area per second; N is the flux of atoms impinging on the
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surface per unit area per second. On the assumption that a steady state is achieved,
the numbers of atoms impinging on the surface must equal the sum of the atoms
and ions leaving:

N=N,+ N, | (1.4)

Langmuir and Kingdon used Saha’s original work [21], which was developed for
plasmas, as a starting point to derive an expression for a in terms of experimental
parameters. In the absence of an external electric field the equation is written

o = (8,/g) exp (P — DIKT] 1.5)

This is the famous Saha-Langmuir equation. In it, g /g, is the ratio of the
statistical weights of the ionic and atomic states, ® is the work function of the
surface, / is the first ionization potential of the element in question, & is the
Boltzmann constant, and T is the absolute temperature. Note that g, /g, is close
to 1 for electronically complex elements; for simpler elements it can take on a
variety of values depending on how many electronic states can be populated in the
two species; for alkali atoms, for example, it is often 4. Attainment of thermo-
dynamic equilibrinm was assumed in the derivation of this equation, and it is
applicable only to well-defined surfaces.

Much experimental effort has been expended to confirm this equation. Early
work was compromised by the difficulty in obtaining a good enough vacuum.
Oxygen was the primary troublemaker; oxygen bonds with most metals, forming a
layer on the surface that has properties different from those of the pure metal and
that interacts with the impinging atoms. Figure 1.2 illustrates the situation; it takes
only a few seconds at 1076 torr for a monolayer of oxygen to form on tungsten
surfaces [22]. This effect has been experimentally investigated by Kawano et al.
[23]. Kaminsky measured residence times of alkali atoms on clean and gas-
covered tungsten surfaces and found that they were about 100 times longer on the
gas-covered surface [24]. Desorption energies for the ions were also affected by
gas coverage.

The Saha-Langmuir equation has been used to obtain both ionization poten-
tials [25] and work functions [26]. Measuring ion beam intensities at several
different temperatures and plotting their logarithms vs. 1/T yield a straight line
whose slope is (& — I)/k. If either ® or [ is known, the other is readily calculated.
Hertel introduced a method of measuring ionization potentials that was indepen-
dent of the work function of the surface, using instead as reference an element of
known ionization potential; he applied it in the determination of the first ionization
potentials of the lanthanide elements [27].

Atoms adsorbed on a metal surface exchange electrons with it and as a
result, may be desorbed as either atoms or ions. Only those ions and atoms with
enough energy to break the adsorption bond will leave the surface. The strength of
this bond is measured by the desorption energy, E, and E;, for atoms and singly
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Figure2 Change in work function of the (110) and (112) planes of tungsten exposed to
oxygen at room temperature. (From Ref. 22.)

charged ions, respectively. The desorption characteristics of alkali ions have been
investigated by Kaminsky [24]. Atoms are experimentally harder of access than
ions, and there are only a few reports of such investigations in the literature.
Hughes studied the desorption of rubidium atoms from tungsten surfaces [28], and
Smith studied the desorption of uranium atoms from tungsten [29] and thorium
and uranium atoms from rhenium [30].

As a free electropositive atom approaches a metal surface, there is a pertur-
bation of the energy levels of its external electrons. This causes the allowed elec-
tronic states to spread into an energy band whose maximum is given by I , the first
ionization potential of the element at a distance r from the surface. This maximum
is shifted away from the discrete energy level occupied by the valence electron at
an infinite distance from the surface upon which definition of the first ionization
potential is based. The divergence of I, and I is greatest for elements of low first
ionization potential and increases the nearer the atom approaches the surface. At
distances less than a critical distance (r < r,), electron exchange is so rapid that it
is impossible to distinguish between atomic and ionic states. At any given instant,
an adsorbed atom with r < r_ will either have an electron in energy state E, in
which case it will be present as an atom, or it will not, in which case it will be
present as a singly charged positive ion. From Fermi statistics, the probability that
the energy state E_ is occupied is given by

W, = W(E,) = {1 + exp[(E, — n)/kT]}"! (1.6)
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where 1 is the electrochemical potential and includes both the electrostatic and
chemical parts of the work involved in the transition of atom to ion. The proba-
bility that the state is not occupied is given by

W, =1- WE)={l + exp[~(E, — n)/kTT}"! (1.7)

The charge transfer probability for an atom is proportional to the ratio of these
probabilities:

W, { 1+ expl(E, — n)/kt
W, ~ "1+ exp[—(E, — m)ke

A is the ratio of statistical weights g /g, defined previously [Eq. (1.5)]. In Eq.
(1.8),E.—m= b~ I where I is the ionization potential for the adsorbed atom
at distance r, from the surface. Each of these expressions defines the change in
energy involved in the transfer of the electron to the surface. Figure 1.3 is the
potential diagram for cesium adsorbed on tungsten [31].

Historically, there has been debate over whether there is an activation
energy, A Q, involved in the transition between atomic and ionic states on the
surface. From Figure 1.3 it can be seen that

AQ=(@®—-1)=E —E,— (- (1.9)

This equation was first derived by Dobretsov [32]. Using this equation, Eq. (1.8)
can be rewritten:

} = Aexp[(E. — n0/kt (1.8)
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Figure 3 Potential energy diagram for the adsorption of cesium on tungsten. (From
Ref. 20.) :
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W, /W, =AexpE, — E, — (I — ®)/kT (1.10)

To arrive at an expression for o it is necessary to multiply the charge traxivsfer
probability by the probability of evaporation of ions and atoms. The Frenkel
equation [33] expresses the probability that the kinetic energy of a given ion or
atom will exceed the desorption energy:

W(E,) = wy,(E,) exp E J/KT) = 1/7, ‘ (L.11)

where the subscript x is either i or a for ions and atoms, respectively; W(E, ) is the
desorption probability of the species; T, is the mean residence time for the given
species; and o, is the frequency of exchange of the electron with the surface.
Kaminsky measured mean residence times of alkali metals on tungsten surfaces
[24]; they are on the order of 10712 second. To obtain an expression for the degree
of ionization, o, Eqs. (1.10) and (1.11) are multiplied together:

N, W.WE)
N W = Aexp [(® — I/KT)] ‘ (1 12)

This equation, which relates the Frenkel equation [Eq (1.11)], the Saha~Langmu1r
equation [Eq. (1.5)], and the ratio of charge transfer probabilities, makes possible
a detailed study of the thermal ionization process.

There is some doubt about the validity of Eq. (1.9). It assumes that the
atomic and ionic states of an adsorbed atom on a hot surface are distinguishable; as
shown in Figure 1.3, AQ should be nonzero if this is so. If, on the other hand, AQ =
0, this equation reduces to

E,—E=(- ®) . (1.13)

Available experimental evidence, though scanty, suggests that AQ is within
experimental error of 0, at least for some elements [30].

To summarize the surface ionization phenomenon, an atom on a hot filament
surface exchanges an electron with it at rates of 1010-10™ sec~! [34]. The
adsorbed species will desorb as an atom or.a singly charged positive ion; the
probability is controlled by the desorption energies of the two species. It is
important to note that the Saha-Langmuir equation applies only to an atomic beam
impinging on a hot surface; it does not apply to the single-filament situation. It is
easy to see why: As the temperature is raised, the element in question evaporates
from the surface at a progressively faster rate, an effect not addressed by the
equation, To illustrate this point, the author has over the decades analyzed over 30
elements by positive thermal ionization using single filaments; in all cases but
those of the most refractory elements (e.g., Th), there is a temperature that if
exceeded will lead to evaporation so fast and complete that it is impossible to
recover and get a good analysis; this phenomenon has also been reported by
Heumann for iron [35]. Such observations are not predicted by the equation.
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The Saha-Langmuir equation also does not apply to situations in which
chemical as well as physical processes occur at the ionizing filament. An instance
of this is the double- or triple-filament arrangement common in thermal ionization,
in which procedures that ensure stable ion emission cause species other than gas-
phase atoms to impinge on the ionizer. An example of this is uranium; the loading
procedure includes heating the filament to dull red heat in air for a few seconds.
The uranium is almost always loaded in a weak nitric acid solution, which means
uranium is present in oxide form. The heating step is an oxidative one, presumably
taking uranium to its highest oxidation state. Because uranium oxides are more
volatile than the metal, this procedure ensures that almost all the uranium evapo-
rates as either UO or UO,, which in turn means interaction with the ionizer must
break the U-O bond as well as produce U*. This is not the situation described by

the Saha-Langmuir equation [15].
: Despite these caveats, the Saha-Langmuir equation is useful in predicting
order-of-magnitude estimates of ionization efficiency and in comparing ionization
efficiencies of two or more elements. For example, the ionization efficiencies of
Pu, U, and Th calculated from the equation are relatively correct, approximately
corresponding to experimentally observed behavior, which is roughly an order of
magnitude decrease in efficiency with each step in going from Pu to U to Th.

1.4 INSTRUMENTATION

Most isotope ratio measurements have been performed using sector mass spec-
trometers. Some work has been reported, notably by Heumann [35], in which a
quadrupole-based system was used. Instruments used for measurement of isotope
ratios are most often dedicated to that purpose. In most instances only a relatively
small mass range needs to be monitored, just enough to encompass the isotopes of
the analyte element. Without the ability to scan the entire elemental mass range
[usually from m/z = 6 (Li) through m/z = 238 (U) for elemental analysis], mass
spectrometers designed to measure isotope ratios cannot readily be adapted for
other purposes. See Chapter 2 for a discussion of instrumentation required for
elemental analysis of solid materials and Chapter 3 for a treatment of the in-
strumenation needed for elemental analysis of solutions.

1.4.1 Filament Considerations

The filament material most commonly used in thermal ionization is rhenium.
There are several properties that dictate its choice. It has a high enough melting
point (3180°C) that it can withstand the temperatures required for efficient ioniza-
tion (up to about 2200°C). It has the highest work function of any metal with a
high enough melting point; like all metals, its work function varies with the crystal
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face in question and ranges from about 5.0 eV to about 5.8 eV, with 5.4 eV the
average for the polycrystalline material [36]. Platinum has a higher work function
(5.7 eV) than rhenium, but its melting point is too low (1772°C) for it to be useful
as filament material in many applications. In addition to its high work function,
rhenium has mechanical properties that make it attractive as filament material. For
example, unlike tungsten, it retains its ductility after heating or spot welding.
Another advantage important in many applications is that rhenium metal is
available in high purity (>99.999%). The advent of zone refining led to large
improvements in purity; prior to that, it was extremely difficult to analyze thorium
using rhenium filaments because thoria-lined furnaces were used in annealing the
metal. Aside from rhenium, the two most commonly used metals for filaments are
tungsten and tantalum. The work functions for these elements are about 1 eV
lower than rhenium’s, so in general ion emission is lower. Tantalum has seen
widespread use as an evaporator filament in multifilament configurations; work
function is irrelevant, it is less costly than rhenium, and the relatively low
temperatures required of evaporators make demands on purity less stringent.
There are also special applications in which use of rhenium is inappropriate; an
obvious instance is an application in which rhenium is itself the analyte element.

There are two filament configurations used in thermal ionization: single-
filament and multifilament; multifilament configurations can have two or three
individual filaments. All these configurations are illustrated in Fig. 1.4. The choice

Single Filament Double Filament Triple Filament
lonizer
A Evaporator || lonizer \7/ Evaporators
Case Plate Case Plate Case Plate

T 1 Case Plate
s Draw Out Plate

L Focus Plates

+— First Collimating Slit Plate

Z Deflection Plates

LE g)‘—— Exit Slit Plate

Figure 4 Ion source configurations used in thermal ionization mass spectrometry.
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between them is made on the basis of the needs of the experiment. Multifilament
configurations are most common. There can be either two or three filaments, but
the principle of operation is identical for each. The sample is loaded on a side
filament, which is often made of tantalum rather than the more expensive rhenium.
The sample is evaporated from the side filament at a temperature that depends on
the volatility of the element undergoing analysis. This vapor, which is not neces-
sarily atomic, impinges on the ionizing filament, which is almost invariably ‘made
of rhenium and maintained at a constant high temperature; 2100°C is common.
lons generated at this surface are subjected to the extraction field of the ion source,
are accelerated, and undergo mass analysis. The temperature required for the
evaporating filament is substantially lower than that required for ionization when
only a single filament is used; for uranium, for example, the two temperatures are
1500°C for the evaporator and 1700-1800°C for single-filament ionization. Sam-
ple size is usually in the microgram range when Faraday cup detection is used; as
a result, such detectors are common in multifilament systems. -

It is necessary to obtain stable emission from the evaporator if results of
high quality are desired. In general, each element requires a different procedure,
although of course some elements behave similarly. Samples and standards are
treated as much alike as possible to ensure that data are taken on that portion of
the fractionation curve for which calibration is valid; this topic is treated in greater
detail later.

In the single-filament configuration, the same surface serves both to evapo-
rate and to ionize the sample. It is more efficient than multifilament configurations

e,
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Figure 5 Drawing of new high-efficiency ion source. (From Ref. 37.)
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when ions collected are compared to atoms loaded; the value of this ratio is, of
course, element-dependent. For many elements, samples of 1 nanogram or less
can be routinely analyzed provided a pulse-counting detection system is em-
ployed.

A new thermal ionization source developed by Olivares and coworkers at
Los Alamos National Laboratory is much more efficient at production of ions
than the more conventional filament configurations described previously [37].
Designed originally for use in isotope separators, it has been modified for use in
isotope ratio measurements using a quadrupole mass spectrometer. Called a
thermal ionization cavity, it is designed around a tungsten tube that contains the
sample and is heated by electron bombardment. A drawing of this source is given
in Fig. 1.5. Because of the amount of heat generated the source must be water-
cooled, making it more complex than conventional designs. Ionization efficiencies
are very high in comparison to those of normal thermal ionization sources.
Efficiency for europium is 72%, for uranium 8%, and for thorium 2%, all figures
an order of magnitude or more better than single-filament results. Typical preci-
sion for isotope ratio measurements is quoted as *+0.1%.

1.4.2 Collectors

The two most common types of detection systems used in isotope ratio measure-
ments are Faraday cups and pulse-counting electron multipliers. Multipliers are
occasionally used in current-integration mode but are not as precise as Faraday
cups or as sensitive as pulse counting; there seems to be no compelling need for
this mode of operation in thermal ionization. All these collectors, of course, are
used in many different kinds of mass spectrometry. Faraday cups give better
precision and require more sample than pulse counting; choice of collector is often
dictated by the demands of the experiment (or, of course, by available equipment).
Each type of collector has its strengths and weaknesses. Constructing a Faraday
cup that is quiet and linear is not a simple task. Pulse counting, in which each-ion is
counted as it arrives at the collector, requires fast electronics that must be very
quiet; typical background counting rates in good systems are about one count a
minute, approximately the cosmic ray background. An example of a pulse-
counting detection system is shown schematically in Fig. 1.6. Multipliers are
operated at negative potential for detection of positive ions; 2—4 kV is typical in
pulse-counting applications. Each dynode is successively nearer ground than its
predecessor, so the potential gradient across the detector causes secondary elec-
trons to travel through it from the first dynode to the last; transit times of 1 nsec or
so are typical. Ions strike the first dynode of an electron multiplier; each such
impact generates two or more electrons, resulting in amplification of the original
signal. The electron cascade passes from one dynode to the next, each stage
effecting amplification of the original signal, with the pulse from the last dynode
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Figure 6 Schematic diagram of a pulse-counting detection system.

being the output of the device. Multipliers used in pulse counting usually have 14
to 17 dynodes. Typical gains for pulse-counting multipliers are on the order of
106108, far greater than when current integration is used. The signal pulse from
the multiplier then goes through a preamplifier, with gains of 10 to 30 being
typical. A discriminator is used to screen out dark-current noise from the multi-
plier. The situation is depicted in Fig. 1.7. There will always be some residual
noise in any pulse-counting system, some of which is caused by cosmic rays. After
the discriminator, the signal passes to a scaler, which accumulates the counts in
one channel (or whatever term is used to describe the minimum time unit of the
data system); the number of bits in the scaler, together with the dwell time,
determines the maximum count rate the system can handle without overloading.
The single number of counts accumulated in the scaler is then passed to a buffer,
where it is stored until it is transferred-to the computer. There is a period after the
arrival of an ion in which the counting system is paralyzed; this is called the dead
time and is about 10 nsec in fast systems. Any ions arriving during this interval
will not be registered; a spuriously low number of counts will result. The dead
time varies with individual multipliers and must be measured in some way. The
appropriate correction is then applied to the count rate; this has the effect of
putting an upper limit on the count rate that must not be exceeded if the best results
are desired. Conversion efficiency at the first dynode of multipliers is dependent
on the velocity of the ions striking it [38]. It is also dependent on chemical species
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Figure 7 Operation of a discriminator.

[39] and ionic mass [40]. This matter has been discussed in some detail by Hayes
and Schoeller [41].

Because instability in beam intensity is a primary cause of imprecision in
isotope ratio measurements, it is a big advantage to monitor all isotopes of interest
simultaneously. Commercial instruments are available with multicollector arrays
that effect this [42,43], a drawing of one of these is given in Fig. 1.8 [43]. Note that
the axial collector is recessed behind the focal curve. Since the ion beam spreads
after crossing the focal point, the result is that a smaller fraction of the beam is
intercepted by the axial collector than by the others. This fact must be addressed
when calibrating the instrument. Multicollector arrays provide precision that, with
proper care, can be better than 100 ppm [44]. One price paid for this advantage is
the necessity of calibrating the detectors with respect to each other. Constant
signal sources are provided in commercial instruments to effect cross-calibration
of detectors. The more subtle problem of loss of linearity of individual pockets
with use has been addressed by Fiedler and Donohue [45]. The concern of these
authors was that, as sample elements accumulate in the Faraday pockets with
time, the amplification characteristics might change; this effect is a small one and
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Figure 8 Schematic drawing of a multicollector mass spectrometer.

would be predicted to be element-dependent. At the time of writing detector arrays
are available only as Faraday cups; it has thus far not been possible to reduce the
size of electron multipliers sufficiently to use them in arrays, and position-
sensitive detectors lack the necessary dynamic range (>109) and tend to be too
noisy. The trade-offs between detector systems thus involve balancing precision
requirements against those of sample size. ’

1.4.3 Scanning the Mass Spectrum

Either the ion source high voltage or the magnetic field can be swept to scan the
mass spectrum—unless, of course, a multidetector array is used, in which case the
spectrum need not be swept. Magnetic sweeping is in general to be preferred to
high-voltage sweeping because, when the voltage is swept, each isotope experi-
ences a slightly different extraction field; this introduces mass-dependent bias for
which correction must be made. There are circumstances, however, when the
advantages of voltage scanning outweigh the drawbacks. One occurs when the
mass spectrometer has two magnetic sector fields in tandem,; it is difficult to make
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the two magnetic fields track together with enough precision to preserve the flat-
topped peaks required for isotope ratio measurements. The only other time high-
voltage scanning is desirable is when the smallest possible samples must be
analyzed; because the voltage can be scanned many times faster than the magnetic
field, more information can be obtained from a rapidly diminishing signal when it
is near its maximum intensity,, - - '

In all cases, one goal of sweeping the mass spectrum is to combine it with
slit settings to achieve flat-topped peaks. The sﬁalp, triangular peaks commonly
seen in organic applications are undesirable when the primary goal is to det&mine
the areas of the peaks (which are more reliable measures-of peak intensity than
peak heights) rather than their locations on the mass scale. Resolution in isotope
ratio mass spectrometers is usually about 500; therefore, it is not possible to sepa-
rate molecular isobars from the isotopes of interest. This places stringent demands
on sample preparation, a topic addressed in Sec. 1.6.

1.4.4 Mass Spectrometers

The goal of any sector mass spectrometer is to transfer an ion beam from the image
point of the ion source to the detector without significant degradation of beam
shape. One of the earliest extensive treatments of ion optics in mass spectrometry
was presented by Hintenberger and Konig in 1959 [46]. As computers have
become more powerful, programs to assist in designing mass spectrometers have
become more common. There are now programs of great sophistication available
to help design instruments of whatever characteristics of almost any configuration.

A critical measure of performance in isotope ratio measurements is abun-
dance sensitivity, which is defined as the intensity of a large peak divided by the
intensity of the background 1 mass unit lower; it is sometimes defined as the
reciprocal of this ratio. This means that, for uranium, for example, if 10 counts are
collected for 238U and there is one count at /z = 237, the abundance sensitivity is
106 (or 109). The reason the low-mass side of the intense peak is specified is that
gas-phase collisions cause scatter in the ion beam that-reduces abundance sensi-
tivity; these collisions result in loss of energy far more often than gain, which
means scatter is greater on.the low-mass side of the peak. Most mass spectrome-
ters used with thermal ionization sources are designed to have high abundance
sensitivity. These most commonly feature a single magnetic sector. A drawing of
one of these instruments is given in Fig. 1.9. First developed at what was then the
National Bureau of Standards by Shields [47], it is in use in several laboratories
around the world. Its magnet has a 30.5-cm radius of curvature with a 90-degree
angle of deflection. An extended flight path combined with nonnormal exit from
the magnetic field (82°) are used to correct for fringe fields [48].

Very high abundance sensitivity (>5 x 10°) can be achieved by adding a
second magnet after the first, as first suggested by White and Collins [49]. The
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Figure 9 Magnetic sector pulse-counting mass spectrometer: (a) ion source, (b) ion lens,
(c) source defining slit, (d) collector slit, (¢) electron multiplier. (From Ref. 47.) (Courtesy
of P. H. Hemberger, Los Alamos National Laboratory.) ‘

function of this magnet is not to effect mass separation, which is accomplished in
the first magnetic field, but to clean up the tails of the peaks and thus improve
abundance sensitivity. Because it is energy spread that is being addressed, the
same result can be accomplished through use of an electrostatic analyzer [50] or
a quadrupole filter [51].

Most analytical problems do not require an abundance sensitivity of more
than 500,000, which is about the maximum available with a single magnetic sector
of reasonable size. Instruments with additional stages, either magnets or electro-
static analyzers or both, have been constructed to provide abundance sensitivity
greater than 108; Fig. 1.10 is a photograph of one such instrument at Oak Ridge
National Laboratory [50].

1.5 CALIBRATION

Accuracy of isotope ratio measurement is critically dependent on having the
instrument properly calibrated and following correct analytical protocol. Mass
bias is present to some degree in all thermal ionization analyses, and a lot of
ingenuity has been invested in mitigating its effect. Mass bias arises from a
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Figure 10 Three-stage sector mass spectrometer with high-abundance sensitivity.

number of different causes. Evaporation of the sample is to some degree mass-
dependent; light isotopes evaporate more readily than heavy, presumably as the
inverse square root of their masses. Extraction of the ions into the source-focusing
lens has similar mass dependence. Transmission through some types of mass
analyzers (quadrupoles) is a function of mass. Conversion of the ion to a pulse of
electrons at the collector is also mass-dependent. It is experimentally extremely
difficult to isolate these effects individually. The usual way of dealing with them is
to lump them into one bias correction factor and not worry about the values of
the individual contributions.

Certified isotopic standards are available for some elements but by no means
all. Such standards are available from the National Institute of Standards and
Technology [52] and New Brunswick Laboratory [53] in the United States, and
from the Institute for Reference Materials and Measurements [54] in Belgium. De
Bievre et al. have published a review of reference materials available for isotope
ratio measurements [55]. It is clearly desirable to use certified materials for
instrument calibration if at all possible. If no standard is available for the element
in question, the analyst has little choice but to obtain a pure sample of it and
assume it has the composition listed by TUPAC [1]. A few elements, with lead
being the outstanding example, have isotopic compositions that vary widely in
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nature; care must be exercised in these cases (although there is a NIST certified
isotopic standard for lead). :

Certified standards or no, the same procedure is followed The value of an
isotopic calibration ratio is measured for the reference material and compared to
the certified (or accepted) value. The correction factor necessary to adjust the
measured value to the certified is calculated; it is then the bias correction for that
ratio. Most often, a bias correction per mass is used. Even though the actual
variation of bias is not strictly linear, the limited mass range swept for a single

element makes it a good approximation; any deviation from linear is insignificant
in comparison to measurement uncertainties. Typical biases are a few tenths of a
percent per mass when a single-filament configuration is: used and somewhat less
for multifilament. Multifilament analyses are in general less susceptible to varia-
tions in bias correction than single-filament, but they are by no means immune.

Bias corrections determined from analysis of standards are applied to the
samples under test. Use of such an average bias correction can be viewed only as
an approximation to the truth; so many factors contribute to bias that it is impos-
sible to control them all. For example, as previously stated, the work function of a
rhenium filament is determined by which crystal face is involved: One way of
loading samples on filaments is through use of single resin beads [56,57]. The
beads are 100-200 pm in diameter, which is about the size of rhenium crystallites
in a polycrystalline filament [17]. Clearly the work function applicable to the
analysis in question may or may not be that operative when instrument calibration
was carried out. Another parameter difficult to control in real-world conditions is
sample purity, which also affects bias. It is impossible to purify all samples to the
same degree, and contaminants adversely affect ionization efficiency; low effi-
ciency means higher filament temperatures, which-in turn mean a different bias
correction. These are only two of sundry variables that can affect ionization
efficiency. '

In practice, the analyst monitors the bias correction through analysis of a
reference standard on a routine, often daily, basis. This value comes to be known
very well and makes insignificant contributions to overall precision. Even though
it may not be truly applicable to the sample being analyzed, using it is far better
than applying no correction; it is the best that can be done in an imperfect world. A
model of thermal fractionation on mass spectrometer ﬁlaments has been devel-
oped by Habfast [58]." -

Fractionation is such a vexing problem that other means of addressxng it
have been devised. One is fotal exhaustion, in which the entire sample is con-
sumed; it has been successfully applied to uranium [59] and the rare earths [60].
The idea here is that, if all ions emitted from the sample are collected, they will'be
representative of the sample itself, and no bias correction will be required.
Because signal intensity varies rapidly, running to exhaustion can only be accom-
plished using a muiticollector mass spectrometer. It also requires a reasonable
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estimate of the amount of the target element in the sample, information not always
available. B : ,
Another way of addressing variations in bias is throughthe use of an internal
calibration ratio. In this technique, there are two isotopes of the analyte element
whose ratio is well known that can be used to calculate the specific bias applicable
to the analysis in question. It has long been used in geological applications; in
strontium analysis, for example, the 86Sr/38Sr ratio is invariant in nature and can be
used to calculate the bias necessary to apply to correct the 87Sr/88Sr ratio [2]. Dietz
et al. were the first to suggest use of internal calibration through addition of a
two-isotope spike to the sample [61]; they tested it with uranium. If the ratio of the
two reference isotopes is well known, it can serve as the comparison necessary to
effect internal calibration. This ratio is measured for each run and its value
compared to the known. The bias factor required to bring the measured ratio into
agreement with the known is calculated and applied to all other ratios. The theory
underlying internal calibration has been described by Dodson [62,63]. It has been
applied to uranium [64,65] and to molybdenum [66], plutonium [67], and lead
[68]. In principle it should be applicable to concentration measurements of any
element with three isotopes, two for the spike and one for the sample; it can also
be used to refine the value of a ratio of two isotopes, both of which are either ab-
sent or present only in low abundance in the spike. One of the most attractive
features of the double spike is that it should produce results independent of
individual laboratory calibration methods. Instrumental bias is one of the major
causes of disagreement between laboratories, but use of the same double spike
requires that all laboratories make corrections based on the. same isotopic ratio
independently of differences in their methods. This matter was addressed in a
recent study [69]. ‘

1.6 ION EMISSION

A long-standing and still-current challenge in thermal ionization mass spectrome-
try is to improve-ionization efficiency. This is usually defined experimentally as
the ratio of ions collected to the number of atoms loaded; it thus includes all
aspects of the ionization, extraction, transmission, and collection processes.

One obvious way to improve ionization efficiency is to make sure the
sample.is as clean as possible. A heated filament provides a constant amount of
energy, and any devoted to evaporating or forming ions of contaminant species is
lost to the desired process. Sodium, potassium, calcium, and other readily ionized
elements are bad actors; the fact they are also ubiquitous makes the problem just
that much more difficult. Every element presents its own challenges, and much
effort has been invested in purifying target elements of interest. Loading a chem-
ically pure sample on the filament is one way to improve ion emission.
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There are many instances in which it is highly desirable to analyze the
smallest possible sample. This is of obvious importance when radioactive species
are involved, but it is also advantageous when analyzing smaller samples means
processing smaller amounts of material for an analysis, as is often the case in
geological applications, among others. Measurement of isotopic ratios from pico-
gram or smaller quantities of analyte has been reported for technetium [70,71],
actinide elements [72], and rare earth elements [73].

Since analysis of small samples requires pulse-counting detection systems,
most of the effort directed toward improving ionization efficiency has involved the
single-filament configuration. Most ion-optical systems are designed on the as-
sumption that there will be a point source of ions. Many ion source lenses are very
strongly focusing, and even slight deviations in sample location from the object
point of the source cause marked reduction in ion extraction efficiency. A loading
technique that serves to concentrate the sample in a very small area of the filament,
and thus to approximate a point source, is highly desirable. Two such techniques
have been developed in which this is just one of several attractive features. One is
electroplating the sample from a very small (ca. 1 pL) volume onto the rhenium
filament [18]. The other is to load samples on the filament using single resin beads
[74]. Because each of these methods provides advantages in addition to providing
point sources (discussed later), it is difficult to quantify the benefits of this par-
ticular aspect. Overall improvement in performance with regard to reduction in
sample size is in the range of 5 to 10 for each technique.

A different issue is the challenge of improving ionization efficiency. Two
situations have been addressed. One is to combat the combination of high vola-
tility and high first ionization potential, which prevents effective production of
singly charged positive ions. The classical example here is lead, an element impor-
tant in geological age dating [2]. Its combination of first ionization potential (7.4
eV) and melting point (328°C) militates against efficient ionization. Loading lead
onto a single filament as a solution produces ionization characteristics almost
impossible to reproduce, but using silica gel slurried in phosphoric acid produces a
glass that serves as an emitter and reproducibly yields intense, long-lasting, stable
ion signals and allows analysis of nanogram-sized samples [16].

The second situation to be addressed involves improving ionization yields
from elements refractory enough that loss of sample due to volatility is not a major
problem but whose ionization potential is high enough to cause difficulty. Since
the first ionization potential of an element cannot readily be altered, it is the work
function of the surface that has drawn investigators’ attention. The work function
of polycrystalline rhenium is about 5.4 eV [36], but there are other materials with
higher values. One is platinum, whose work function is about 5.7 eV [75], but
whose melting point is too low for use with many elements. Perrin and coworkers
developed a method in which a plutonium sample is electroplated directly onto a
rhenium mass spectrometer filament [18]. This was followed by electroplating a
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layer of platinum over the sample. The sample atoms are thus forced to migrate
through the platinum layer before leaving the filament. In this manner, the ad-
vantages of using rhenium as a filament material (high melting point, ductility)
were retained while the higher work function of platinum was exploited to
enhance ionization efficiency. A mean ionization efficiency of 0.34% for plu-
tonium was reported; that efficiency is a substantial improvement when compared
to analyzing samples loaded as solutions, which is generally an order of magni-
tude lower.

Similar reasoning led Smith and Carter to develop a method using an
overlayer of pure thenium powder slurried with a source of carbon, such as starch
solution [19]. Rhenium and carbon do not form a stoichiometric compound, but
carbon dissolves in the metal to form a composite surface that has higher work
function than pure polycrystalline rhenium; this has been measured as 5.8 eV,
about the same as the work function of platinum [26]. Rhenium powder, when
heated to the operating temperatures required for many elements (>1500°C),
sinters to form a barrier to evaporation that forces analyte atoms to migrate
through it before leaving the filament. Thus, in a manner similar to the platinum
overcoat electrolytically deposited, the advantages of rhenium as a filament mate-
rial and an emitting surface of high work function are both exploited. The higher
work function explains in part the benefits derived from loading samples on resin
beads; the carbon skeleton of the bead that remains after its thermal decomposition
dissolves in the rhenium substrate, forming a local surface with a higher work
function than that of the surrounding metal [17]. ;

It is not clear which of the two overcoating methods provides greater
enhancement in ionization efficiency. Smith et al. report ion collection efficiencies
of 4%-9% for plutonium [76], but this was for an experiment specifically de-
signed to evaluate this ability; Perrin et al. [18] were more concerned with
improving the stability of their ion beam (and hence precision) than they were
with determining ionization efficiency. Substantially improved ion beam stability
and reduced isotopic fractionation were noted by both sets of authors as a signifi-
cant benefit of both methods of overcoating.

1.7 APPLICATIONS

Thermal ionization has widespread application in areas where measurement of
isotope ratios is the goal of the analysis. Each area has its unique problems and
challenges, and there is considerable cross-fertilization among disciplines. Ex-
haustive treatment would require a book of its own; no attempt has been made here
to cover all areas addressed by thermal ionization. Rather, a few areas of current
and historical interest have been selected; these should give the reader a good idea
of the versatility of the technique.
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1.7.1 Geological Applications

One area of major importance is in geological applications. There are about 25
radionuclides whose half-lives are long enough that they are still present in the
Earth’s crust, having been there at the Earth’s formation; these range from 235U
with a half-life of 7.1 x 108 years to 209Bi with a half-life in excess of 10'° years
[77]. There are in addition about 30 radionuclides whose half—livés are too short
for them to have survived from the primordial Earth that are present because they
are decay products of uranium and thorium; the most abundant is 234U, whose
half-life is 2.45 x 105 years and which comprises 55 ppm of naturally occurring
uranium [72]. Radioactive decay is a statistical process whose rate is measured by
the nuclide’s half-life. A radionuclide and one of its stable daughters constitute a
geological clock from which the age of the formation in question can be deter-
mined. Some of the common methods involve performing mass analysis using
thermal ionization. Among these are Rb-Sr, U-Pb, and Nd-Sm. The interested
reader is referred to the excellent book by Faure, which covers application of
isotope ratio measurements to all aspects of geology [2]. a

Deviation of an isotopic ratio in a mineral from its normal value can give
insight into climatic conditions of past ages durmg which the mineral deposits
formed. Because isotopic fractionation is a function of the mass of the isotopes,
lighter elements are more sensitive probes than heavier elements in this area.
Boron is an example; even though its two isotopes differ by only 1 mass unit (m/z
10 vs. 11), the 10% difference is quite high. This is in a sense a two-edged sword,
for the very reason it is a sensitive geological probe makes isotopic fractionation
of the elemental ions at m/z 10 and 11 under thermal ionization conditions
unacceptably hlgh and difficult to control. For this reason, a molecular metaborate
ion is usually monitored; Cs2 BO,* (m/z 308, 309) is a common choice [78]. For
examp]e the 10B/!1B ratio was used to study the origins of zoned deposits that
crystalhzed from ancient lakes [79]. The investigators were able to identify borate
deposns originating via several different mechanisms in a commercially 1mportant
source of boron.

1.7.2 Cosmological Applications

Among the questions of importance to cosmology are the elemental composition
of stars and other galactic matter and the isotopic compositions of those elements.
Investigations of this type have covered several decades and represent a nice col-
laboration -between theoretical astrophysicists -and mass spectrometrists [80].
Thermal ionization has played a role in analysis, both isotopic and, through
isotope dilution, of-concentration, of many of the elements and helped resolve
some of the anomalies that were present in the. results .of early work. Isotope
dilution is inherently a precise method of quantification and was able to reduce
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uncertainties in the concentrations of many elements [see, for example, Naka-
mura (81)].

Elements are formed by three different mechanisms in stars, as elucidated
by Burbidge et al. [82]. In brief, these are the s process, involving the capture of
slow neutrons by nuclei; the r process, involving the capture of rapid neutrons; and
the p process, which leads to neutron-deficient nuclides that are generally less
abundant than those generated by the s and r processes. The relative abundances of
the various isotopes of a given element reveal which processes, or combinations
thereof, are involved in their creation in the nuclear reactions that power stars.
Measurements of isotopic and elemental abundances in stars thus serve to test
theories of stellar processes.

Mass spectrometry in general and thermal ionization in particular have
helped identify type 1 carbonaceous chondrites (C1) as the extraterrestrial bodies
that best represent the composition of stars, gaseous nebulae, and other galactic
entities [80]. This is because, of all the meteorites that fall to Earth (known as the
poor man’s space probes), carbonaceous chondrites have undergone the least
metamorphism and thus retain more of their original volatile element content.
There is excellent agreement between the composition of these chondrites and
measurements of the elemental composition of the solar photosphere and of many
other stars [83]. The distribution of even and odd mass nuclides in carbonaceous
chondrites forms a smooth curve, whereas such distributions in other meteorites
do not; a plot of this elemental distribution is given in Fig. 1.11. The fact that even-
proton elements are more abundant than odd-proton elements and have more
isotopes has long been known and is confirmed in this plot [84]. The most recent
of numerous tables of cosmic elemental abundances was published by Anders and
Grevasse in 1989 [85]. Cosmological application of mass spectrometry was
recently reviewed by De Laeter [80].

1.7.3 Nuclear Applications

The nuclear area is one that has been heavily dependent upon isotope ratio mass
spectrometry performed by thermal ionization. Applications in this area are
among the major reasons for the continued push to analyze smaller and smaller
samples. There are two primary reasons for this: (1) maximum practicable reduc-
tion of the hazards associated with radioactivity and (2) presence of often only a
very small amount of the target element available. Areas addressed include evalu-
ation of uranium enrichment processes [86], isotopic analysis of transuranium
elements (all elements through einsteinium have been analyzed) [87], and envi-
ronmental monitoring for release of uranium and other actinides [88,89]. This last
area has received renewed emphasis in the wake of the Gulf War [90].
Isotopic analysis has been used extensively in addressing questions of
fundamental physics. Walker et al. used the Dounreay reactor to refine values of
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cross sections and other nuclear parameters [91-93]. The half-life of 241Pu (14.35
years), about which there was much uncertainty, was measured by DeBievre et al.
to unprecedented accuracy [94]. Kelly described procedures to eliminate system-
atic bias due to isotopic fractionation and interference from 24! Am in this measure-
ment [95]. Economical operation of power reactors is dependent upon changing of
fuel rods at optimum intervals. To do this, the amount of fuel consumed (called
burn-up) with time must be determined; an ASTM procedure prescribes how this
is achieved [96]. The information required is the isotopic compositions and
concentrations of uranium, plutonium, and neodymium, all of which are deter-
mined using thermal ionization mass spectrometry. Green et al. described deter-
mination of this important parameter [97]. De Laeter has published a review of the
role of mass spectrometry, including thermal ionization, in studies of nuclear
fission [3].

One of the most fascinating events in the Earth’s history was the naturally
occurring reactor at Oklo in Gabon. It was discovered in 1972 through the
insistence of a French mass spectrometrist that the measured 23U abundance of
0.7171% (0.5% low) was significantly different from the natural value and war-
ranted investigation. Subsequent measurement of the isotopic composition of the
rare earth elements (particularly neodymium) revealed the existence of a natural
reactor about 2 billion years ago when the abundance of 235U was much higher
than it is today [98,99]. Subsequent studies were performed to characterize
various reactor parameters; mobility and retentivity, properties of importance in
the isolation of nuclear waste, of many elements have also been studied. These
investigations revealed that criticality was reached in several zones in the ore
body; new ones are still being discovered. The uranium itself has been preserved
virtually intact in its original distribution, a remarkable fact after the passage of
so much time. Loss et al. were able to show that the fission process at Oklo lasted
for hundreds of thousands of years [100]; criticality in Zone 9, for example, lasted
approximately 2.2 x 105 years. Investigations of the Oklo phenomenon have been
summarized by De Laeter [3] and extensively described in two publications from
the International Atomic Energy Agency [101,102]. Aside from the inherent
scientific interest in such an apparently unlikely phenomenon, Oklo studies have
direct bearing on various issues involving isolating nuclear waste, as has been
pointed out by Ruffenach et al. [103]. '

1.7.4 Atomic Weights

Thermal emission has played a role in determination of atomic weights. Such
work is of great importance and requires scrupulous attention to detail. For the
many elements for which no certified isotopic standard is available, it is the
abundance measurements made during such experiments that serve as the refer-
ence values for calibration of mass spectrometers in other laboratories. Sample
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preparation, elimination of contamination, and calibration of the mass spectrome-
ter all need to be meticulously addressed. All sources of bias must be identified
and corrected. This often requires making synthetic mixtures of chemically pure
and isotopically pure (as nearly as possible) enriched isotopes. Very few laborato-
ries have the interest, the ability, and the support to perform such measurements.
DeBievre and Peiser have described the history of, and some of the issues
involved in, atomic weight measurements [104]. Recent determinations of atomic
weights using positive thermal ionization include those for tin [105], europium
[106], iron [107], antimony [108], and titanium [109]. This subject and others
associated with metrology have been extensively treated in a review by De Laeter
et al. [110].

1.8 SUMMARY

Thermal ionization mass spectrometry is an exceptionally valuable analytical tool.
Its combination of high precision and high sensitivity makes it applicable in a
wide variety of situations in which isotopic ratios are sought. In conjunction with
isotope dilution, it provides quantitative analyses that are usually of higher quality
than those yielded by any other method.

Isotope ratios provide insight into the physical and chemical processes that
cause alteration of their values. Their application is expanding as analytical
procedures become more sophisticated and sensitive, and as the extent of scientific
knowledge increases. As in many fields, much work done today would have been
impossible a few years ago. With the advent of multicollector inductively coupled
plasma (ICP) mass spectrometers, it is probable that routine use of thermal
ionization will diminish, but it seems that it will always play a role in applications
in which utmost sensitivity is required.
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Spectrometry*
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2.1 INTRODUCTION

Although the strengths of the glow discharge (GD) were recognized by inorganic
mass spectrometrists over 70 years ago, it was only during the last 20 years that the
technique gained acceptance by the mainstream analytical community. Success
can be attributed to several factors, including the tireless efforts of investigators in
this field and the willingness of several instrument vendors to produce commercial
products. No matter what the reason for its recent popularity, its appeal today is
the same as it was more than 70 years ago: the GD is a rugged device that is simple
to construct, operates at relatively low power and moderate pressure, and can be
used to analyze nearly all elements [1]. The classical application for glow dis-
charge mass spectrometry is trace elemental analysis of solid, conducting mate-
rials, such as refractory metals and alloys. Indeed, this remains its strength.
However, this has not prevented researchers from pushing the technique in many
different directions, including the analysis of nonconducting materials (e.g., ce-
ramics, glasses, and polymers), the analysis of powders (e.g., soils and cements),
and even the analysis of liquids as dried solution residues and finely aspirated
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nonexclusive, irrevocable, worldwide license to publish or reproduce the published form of
this contribution, prepare derivative works, distribute copies to the public, and perform
publicly and display publicly, or allow others to do so, for U.S. Government purposes.
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aerosols. The purpose of this chapter is to provide some historical background for
today’s research and development in this field. The fundamental operation of the
discharge will be described, as well as various instrumental configurations and
analytical applications. This discussion serves as an introduction to two other
chapters in the book, where glow discharge mass spectrometry (GDMS) of
nonconductors and elemental analysis using glow discharge ion trap instrumenta-
tion are covered.

2.2 HISTORY

Unlike most of the ionization sources found on modermn mass spectrometers,
discharge devices actually preceded the mass spectrometer itself. Pioneers like
Thomson, Aston, and Bainbridge used electrical discharges as ionization sources
on some of the earliest mass spectrometers constructed [2]. Many of these investi-
gations centered on elucidating information about the “‘positive rays” or canal-
strahlen reported several years earlier by Goldstein [2]. What Thomson and others
found was that the spectra generated from these sources provided information not
only about discharge phenomena, but about the atomic masses and isotopic
abundances of the elements in the support electrodes as well. Thomson’s work
with positive rays emerging from gas discharges led to Aston’s development of
ion sources for elements available only as solids of low volatility (i.e., refractory
metals, metallic oxides, etc.) [3]. These types of ion sources dominated the mass
spectrometry landscape in the 1920s and 1930s. During World War II (and for
about 20 years after), discharges were largely ignored because a new ion source
appeared, the vacuum spark [4]. This source, still in use today on many emission
spectrometers, has been shown to provide almost full elemental coverage with
only a few exceptions. Detection limits are on the order of 0.1 ppm [5]. The
technique does, however, suffer from several drawbacks, including the need for a
double-focusing mass spectrometer to overcome the wide energy spread and a
plethora of polyatomic interferences. In addition, long integration times are re-
quired to average out the inherent instability of the ion signal. These instruments
were designed so that all jons could be detected simultaneously with photographic
plates, although some instruments have been fitted with electronic detectors. Most
recently, spark source mass spectrometry has largely been replaced by inductively
coupled plasma mass spectrometers (see Chapter 3) or glow discharge mass
spectrometers.

During the 20-plus years that mass spectrometrists lost interest in glow
discharges, optical spectroscopists were pursuing these devices both as line
sources for atomic absorption spectroscopy and as direct analytical emission
sources [6-10]. Traditionally, inorganic elemental analysis has been dominated
by atomic spectroscopy. Since an optical spectrum is composed of lines corre-
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sponding to the accessible transitions of each element, identification and quan-
tification of a sample’s elemental composition are straightforward. For a sample
composed of a single pure element, spectral interpretation is easy. However, when
it is applied to the analysis of multicomponent materials, the spectral complexity
often makes interpretation problematic. Mass spectrometry has an advantage in
this area since there exist far fewer isotopes of a given element than potentially
populated energy levels. Coburn and coworkers recognized the power of mass
spectrometry when they brought the glow discharge source back to the attention of
mass spectrometrists in the analysis of solids using both direct current (dc) and
radio frequency (1f) discharges [11-13]. Other milestones occurred when Har-
rison and Magee [14] and later Colby and Evans [15] demonstrated that a hollow
cathode glow discharge coupled to a magnetic sector instrument could be used to
provide elemental analysis of the cathode. In 1978, Bruhn et al. [16] reported the
use of a quadrupole-based glow discharge mass spectrometer. This work indicated
that a relatively low-cost mass spectrometer could be dedicated to trace elemental
analysis of solids. Since this time there have been many advances made in
instrumentation, sample preparation, and techniques for data analysis. Several
good review articles give further insight into the historical developments of the
glow discharge as an ion source for mass spectrometry [17-19]. Two achieve-
ments worth noting are the introduction of commercial instrumentation [20} and
the development of a radio frequency glow discharge as an analytical tool for
the direct analysis of nonconducting samples [21]. As more individuals “redis-
cover” the power of the glow discharge for trace elemental analysis of solids, the
future of GDMS is promising.

2.3 THEORY

The purpose of this section is to provide a basic understanding of glow discharge
(GD) processes; it is in no way intended to be a complete treatment of GD theory.
For a complete treatise on fundamental glow discharge plasma processes, the
reader is referred to an excellent chapter by Fang and Marcus in Glow Discharge
Spectroscopies [22].

Before glow discharge atomization and ionization processes can be ex-
plained, it is necessary to establish a vocabulary of the terms used. The glow dis-
charge is a specific example of a gaseous discharge, which is one type of plasma.
A plasma is a partially ionized gas consisting of equal numbers of positive and
negative charges and a larger number of neutral molecules [23]. The term gas
discharge refers to the flow of electric current through a gaseous medium [24]. For
this to occur, a fraction of the gas particles must be ionized. In addition, an electric
field must exist to accelerate the charged particles, thereby allowing current to
flow. In the classical version of the glow discharge, a voltage source develops a
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potential between the negatively biased cathode and the anode. Free electrons in
the gas are accelerated toward the positively biased anode by the resulting poten-
tial gradient. These free electrons collide with gaseous species, producing gas-
phase ions. Positive ions are accelerated toward and impinge on the negatively
biased electrode. On impact, a variety of secondary species are liberated, includ-
ing electrons and species formed from the cathode material. The ions and atoms
from the cathode have analytical utility since they represent the sample. The entire
process is considered self-sustaining on the basis that electrons are created at
the cathode to replace those lost at the anode. Hence, no external ionization is
required [25].

The relationship between current and operating voltage is a characteristic by
which gas discharges can be identified. Figure 2.1 illustrates this relationship;
several types of discharges are identified along with their associated electrical
behavior [26]. In the 10710~ to 10715-A region (regions B and C) are the electrical
discharges requiring an external source of ionizing radiation to maintain current
flow [24]. A feature of these discharges is the lack of luminosity resulting from the
small number of collisional excitation processes. At 10710 A the discharges
possess the ability to sustain current flow independently of external assistance,
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Figure 1 Voltage versus current characteristics of gas discharges. (From Ref. 26.)
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with 107 A (region D) marking the beginning of those discharges that typically
show luminosity [27]. At the point where the discharge is carrying approximately
1076 A of current, the realm of the glow discharge is reached. As current continues
to increase, a transition occurs from the corona discharge (region E) to the
subnormal discharge (region F) to the normal discharge (region G). While operat-
ing in the normal discharge mode, an increase in current will produce no change in
voltage (i.e., current density is constant) [24,25]. Physically, the luminous region
is observed to increase its coverage over the cathode. When the entire cathode is
covered, the abnormal region is reached (ca. 1072 A) (region H), and any increase
in current produces an increase in the discharge potential [25]. Beyond the
abnormal region is the transition to high current arc discharges (region I).

The most common gas discharge is the low-pressure (typically 0.10-10
torr) glow discharge. Typified by the familiar neon light, the appearance of glow
discharges varies with the gas (type, pressure, purity, etc.), the dimensions of the
vessel, and the geometry of the electrodes. Figure 2.2 is a common depiction of
the luminous and nonluminous regions of a glow discharge; this figure is often
termed the ‘““architecture of the glow” [25]. Below the diagram are plots that show
the status of luminosity, potential, field, charge density, and current density with
respect to the specific discharge regions.

Moving left to right away from the cathode, the first region encountered is
the Aston dark space. This region has a net negative space charge resulting from
secondary electrons released during the sputtering event [24]. Beyond the Aston
dark space and up to the negative glow, positive ions are acting as the primary
charge carriers. Interaction of these positive ions with slow electrons creates
energetic neutrals that radiatively relax to produce luminosity and the cathode
layer (see Fig. 2.2) [24]. Electrons that pass through the cathode layer without
undergoing collisions acquire energies up to that of the cathode fall potential. This
increase in energy results in a lower probability for collision between electrons
and gas atoms, and the creation of a low-emission intensity region called the
cathode dark space (also termed the cathode fall region). Throughout the cathode
dark space, a net positive space charge exists. This positive space charge produces
a large enough potential gradient that the majority of the discharge voltage is
dropped across this region. Because of this potential gradient, electrons are
accelerated to a sufficient energy to ionize the discharge gas on collision. Conse-
quences of these ionizing collisions are the multiplication in the number of
electrons [23] and the reduction in their energy. As the energy of the electrons is
reduced, the cross section for excitation of atoms increases. Radiative relaxation
of excited atoms leads to visible radiation and the formation of the negative glow
region. As more collisions occur, electrons are slowed further, decreasing the
collisional cross section until excitation of atoms is no longer favorable. This
results in the formation of the Faraday dark space. Continuing toward the anode,
the potential gradient accelerates the electrons to the point where excitation and
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Figure 2 Architecture of the glow discharge. (From Ref. 25.)
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ionization begin again. Here, a faintly luminous region called the positive column
can form, and positive charge carriers are balanced by negative charge carriers
[23,24]. Electrons are accelerated out of the positive column, attaining a velocity
that favors only ionization and not excitation in the anode dark space region [24].
Here, the field strength, negative space charge, and negative current density all
increase. Adjacent to the anode, the cross section for electron impact excitation is
large, and the negative current density is the greatest; a luminous region, the anode
glow, is created.

In most glow discharges only a few of these regions are observable, many of
them disappearing as the cathode-to-anode distance is decreased. Generally, in
glow discharges used for analytical applications, only the cathode dark space, the
negative glow, and the Faraday dark space are distinguishable. The only region
absolutely necessary for the existence of the discharge is the cathode dark space;
all other regions serve to maintain the current flow [28]. If the anode is moved into
the cathode dark space region, the discharge is extinguished, a feature often
employed in shielding certain parts of the discharge hardware from the glow.

2.3.1 Sputter Atomization

One oft-touted strength of the glow discharge is that the sampling step is separate
from the excitation and ionization steps [29]. This aspect of the glow discharge is
unique, providing atoms that retain little “memory” of the chemical environment
from which they came, thus reducing matrix effects. The process of cathodic
sputtering for creating a representative gas-phase sample population is central to
the analytical utility of the glow discharge. Once sample atoms are liberated,
excitation and ionization occur, the latter process placing the species of interest in
a form suitable for mass spectrometric detection.

The cathodic sputtering process liberates atoms directly from the solid
cathode into the gas phase [30]. Unlike thermal processes (see Chapter 1), cath-
odic sputtering results in the release of atoms on impingement of gaseous species.
In the steady state, positive gas ions are accelerated across the cathode fall region
toward the cathode surface. Before impact, these ions recombine with Auger
electrons released from the surface [31]. These newly created gas neutrals strike
the cathode and implant themselves into the atomic lattice, transferring their
momentum and kinetic energy to the lattice through a collisional cascade. A
fraction of the energy transferred to the lattice is reflected to the surface. If an atom
absorbs energy greater than its binding energy, the atom may be released into the
gas phase above the surface. Figure 2.3 is an illustration useful in visualizing the
sputtering process [32]. As a result of the sputtering event, not only are individual
atoms released, but clusters of atoms, secondary ions, and electrons are liberated
from the surface. Electrons are accelerated across the cathode fall region into the
negative glow, where they are available to participate in excitation and ionization.
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Figure 3 The process of cathodic sputtering.

Secondary ions return to the sample surface through the influence of the electric
field at the cathode. Individual atoms and clusters of atoms undergo collisions that
may dissociate the clusters and redeposit material at the surface. A percentage of
these sputtered atoms, however, diffuse into the negative glow for subsequent
excitation and ionization.

The effect of an ion’s impact on a sample lattice is measured by the sputter
yield, Y [7]. This value is a measure of the number of atoms removed from the
surface as a result of an impact by one primary ion. Several physical parameters
affect sputtering [33], including the angle of incidence of the incoming ion, the
masses of the incident ion and the sputtered atom, the incident ion energy, and the
surface binding energy [34]. The sputter yield is often expressed by the following
equation:

Y=10"%qg -N-e/M-i") 2.1
where g is the sputtering rate of the sample measured in micrograms per second,
N is Avogadro’s number (mole™1), e is the electronic charge (coulombs), M is the

atomic weight, and i is the ion current in amperes. The ion current is related to the
total current, i, by the expression

it =il + ) (2.2)

where vy is the number of secondary electrons released, on the average, by one
incident ion. For argon, vy is approximately 0.1 [35].
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Most sputter yield data involve tightly focused, highly energetic primary ion
beams; this is the basis for secondary ion mass spectrometry (SIMS) (see Chapter
4). Because the physical processes are identical in the two techniques, sputter
yield data reported in the SIMS literature are often used to explain the parameters
influencing glow discharge sputtering. One should recognize, however, that inci-
dent ion energies are much lower in the glow discharge than in SIMS, and that
there is a significant amount of sample redeposition in the GD due to the ambient
fill pressure. For a detailed discussion of the influence of these parameters the
reader is referred elsewhere [22,36,37]. In general, the sputter yield increases as
the ratio of the mass of the incident ion to the mass of the target atom (M,/M,)
approaches unity, as the angle of incidence moves away from normal (up to 70°),
and as the incident ion energy increases. The dependence of sputtering on the
target material is a slightly more complicated relationship. The yield is seen to
increase going from left to right in any one row of the periodic table. Carter and
Colligon [38] and Wehner [36] have shown that, with minor exceptions, the
sputter yield closely follows the state of the electron concentrations in the atoms’
“d” shells (i.e., the greater d-shell filling, the great the sputter yield). This
phenomenon is believed to be related to the penetration depth of primary ions. In
targets with more open electronic structures, ions penetrate to such depths that the
transmission of energy back to the surface where sputtering occurs is less efficient.
In filled d-shell atoms, the penetration of ions is relatively small and energy is
more readily projected back toward the target surface, resulting in larger sputter
yields. :

Besides the general sputtering theory that was developed to accompany
experimental ion beam data [39], several mathematical models have been devel-
oped [40-42]. The success of these models to the physicist is measured by how
accurately they predict sputter yields; to the rest of the scientific community, the
success of these models is measured by how well they convey the sputtering
theory to their audiences. Sophisticated computer programs, often employing
Monte Carlo calculations and requiring large amounts of computer memory, have
generated data about primary ion penetration depth, sampling depth, and colli-
sional transfer of energy, as well as information about the nature of the ejected
species. To this author’s knowledge, however, no satisfactory model has been
developed to explain glow discharge sputter/atomization.

2.3.2 lonization

Once cathodic species are atomized, sufficiént energy must be imparted to ionize
them. Collisions occurring throughout the discharge volume are central to main-
taining the stability of the discharge. However, only those collisions that occur
in the negative glow region (less than one mean free path from the ion exit orifice)
produce a significant enough population of ions to permit trace elemental analysis.
Figure 2.4 illustrates the three principal types of collisions in the negative glow
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Figure 4 Principal types of collisions occurring in the glow. (From Ref. 43.)
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Figure 5 Electron impact and Penning (metastable) ionization processes.

[43]: those involving electrons (¢™), excited state species (A*), and ions (A*).
Within the framework of these collisional processes are two principal mechanisms
that serve to remove completely an electron and cause ionization: electron impact
(EI) ionization and Penning (metastable) ionization. These ionization mechanisms
are illustrated in Fig. 2.5, where MO is a sputtered atom and X* is a metastable atom
created from the inert discharge gas X.

Electron impact ionization occurs when an electron of sufﬁc1ent kinetic
energy comes in close contact with an atom. The incident electron undergoes an
elastic collision with an electron in an atomic orbital of the atom with which it
collides. This can result in kinetic energy transfer from the first electron to the
second and subsequent ejection of the second electron from the target atom [44,
45]. However, there is only a small probability that a collision with an electron will
result in ionization. The probability is zero below some threshold value and
increases as the electron energy increases [at a rate of C!127 where C is the
cross section (46)]; eventually the probability reaches a maximum and then
decreases. At the threshold value only collisions that result in complete transfer of
all kinetic energy of the impinging electron produce ionization. Above this value,
glancing collisions of higher energy transfer enough energy to cause ionization. At
very high energies, however, the duration of the overlap of the wave functions,
through which energy is transferred, becomes too short and the cross section
begins to fall [46].
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Although the average energy of glow discharge electrons (reported to be on
the order of 2—4 eV) is not high enough to ionize many elements or the discharge
gas [23,47,48], the Boltzmann distribution of energies provides a fraction of
electrons with enough energy to ionize all elements. Chapman [23] has performed
calculations using the Maxwell-Boltzmann distribution to determine the fraction
of electrons with enough energy to cause ionization of the noble gases. For a
thorough account of these calculations, the reader is referred to the book Glow
Discharge Processes [23].

The second major ionization mechanism in an abnormal glow discharge is
pamed for F. M. Penning, who discovered the effect in 1925 [49]. Penning
ionization involves the transfer of energy from a metastable state of the discharge
gas to an atom or molecule. If the ionization potential of the atom or molecule is
lower than the energy of the metastable state, ionization can occur. This process
may be thought of as nonselective since different elements generally exhibit
similar jonization cross sections for Penning ionization. Metastable states are
created through the excitation of discharge gas atoms into an electronic level from
which radiative decay is forbidden by transition selection rules. For argon these
are the 3P, and 3P, states at 11.5 eV and 11.7 eV, respectively. Metastable species
are long hved ex1st1ng for several milliseconds under typical discharge conditions
[50]. In addition, metastable species have a reported cross section for ionization an
order of magnitude or more higher than electrons. For these reasons, metastable
atoms play a disproportionate role in ionization in some discharges [12,51-53].
Table 2.1 lists the metastable states for the rare gases most often used in GDMS.

Other mechanisms besides electron and Penning ionization have been
shown to contribute to the ionization of sputtered neutral species, but their roles
are believed to be less significant. Table 2.2 is a partial list of these mechanisms.
These are reviewed in detail elsewhere [54—-57]. Since factors such as discharge
pressure, type of discharge gas, electron energy and number density, and cathode
geometry all influence the ionization process, no one mechanism has surfaced as
dominant in all glow discharge devices.

Table 1 Low-Lying Metastable Levels of Rare Gas Atoms

Gas  Metastable energy (eV) Ionization‘potential (eV) Spectroscopic notation

He 19.8, 20.7 24.58 2’8, 21S
Ne 16.6, 16.7 21.56 S S
Ar 11.5,11.7 15.76 3P, P,
Kr 9.9, 105 14.00 3P, P,
Xe 8.3, 9.4 12.13 3p,, P,

Source: Ref. 25.
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Table 2 Seconary Ionization Mechanisms in the Glow Discharge

Nonsymmetric charge transfer Xt + MO — M* + X0
Symmetric (resonance) charge transfer Af + AQ = — AL -+ AD
Dissociative charge transfer Xt + MA—->M"A+ X0
Associative ionization X:+ M- XMt + e~
Photoionization MO+ hv - M+ + ™

Cumulative ionization MO+ e s M*+ e — Mt + 2e”

Source: Ref. 19.

2.3.3 Glow Discharge Modeling

During the last few years, several groups (primarily led by Professor R. Gijbels at
the University of Antwerp) have been trying to model the interactions of atoms,
electrons, ions, and excited state species in the glow discharge. Using sophisti-
cated mathematical relationships in concert with an abundance of previously
obtained experimental information, these investigators have, among other things,
attempted to predict the role of metastable argon atoms [58], simulated the motion
of species in the cathode dark space [59], and described the thermalization process
of sputtered atoms [60]. In most instances these calculations have agreed well with
experimental data. The real success of these efforts, however, will be the extension
of the work to predict some as yet undiscovered glow discharge phenomenon, or
to explain data for which no answer has been previously hypothesized (e.g.,
relative sensitivity factors for exotic matrices). In the next several years, the bene-
fits of this approach may be realized in improved analytical performance in
GDMS.

2.4 INSTRUMENTATION

The instrumental components of a glow discharge mass spectrometer are a hodge-
podge of ionization sources in combination with virtually every type of mass
spectrometer that exists today. Several commonalities, however, can be found
among the wide number of possible combinations. First, all of the sources consid-
ered here operate at reduced pressures (0.01-10 torr for the examples given).
Typically, this pressure is for an ambient rare gas; however, examples can be
found in which other fill gases have been employed [61,62]. Because most mass
analyzers operate optimally at a lower pressure than the ion source, differential
pumping is required to obtain pressures <<107 torr. These pressures facilitate a
collision-free ion flight path but cause problems in interfacing GD sources to
certain analyzers (e.g., Fourier transform mass spectrometers). Often the operat-
ing pressure, cathode/anode arrangement, and power supply output dictate what
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type of operating mode is being employed; however, the primary consideration is
the formation of ions for subsequent mass analysis. The variations employed often
result from personal preference combined with the desire to perform a certain type
of experiment or analysis or from availability of equipment.

2.4.1 Sample Preparation Schemes

Unlike solution based methods in which the sample is dissolved in an aqueous
medium that usually includes some small percentage of mineral acid, in GDMS
the sample is not a homogeneous liquid, but a solid, and can therefore take a num-
ber of forms (e.g., machined hollow cathodes, compacted disks, and dried solution
residue). In the next section, cathode/anode geometry is discussed; in the section
presented here, an equally important but often overlooked issue, the physical form
of the sample, is discussed.

The simplest sample preparation involves machining the material into the
desired shape immediately prior to analysis. Even with this approach, however,
the sample is usually etched in a dilute mineral acid or electropolished to remove
surface impurities, rinsed with an organic solvent to remove oil residue, and dried
in an oven. Often, however, the sample is not large enough to be machined into
a cathode, or it is in the form of a powder. In this latter case, the sample is usually
pressed into the desired shape in a die. The mechanics of this process varies
widely, but there are usually a grinding step, a homogenization step, and a
pressing step. In our laboratory we press pin-shaped cathodes by drilling a 2-mm
hole in a polyethylene slug 2.54 cm in diameter by 5.08 cm in length. The powder
is poured into the void made by the drill bit, and 11 metric tons of pressure is
applied to the slug. This compresses the slug enough to compact the powder into a
rod ~1.5 mm in diameter. When the pressure is released, the sample falls out of the
slug. The pin is then trimmed to the desired length prior to analysis. This technique
works equally well for conducting and nonconducting samples. We have found
that powders of 325 mesh hold together better than those that are more coarse. A
slight variation of this approach is to mix a nonconducting sample with a conduct-
ing binder prior to pressing the mixture. This allows the material to be run with a
conventional direct current (dc) discharge. We have found empirically that sam-
ples with greater than 10 weight percent nonconducting material perform poorly
in the discharge. A similar approach to compacting samples has been applied to
dried solution residues [63]. In a series of articles, Barshick et al. [63-65] demon-
strated how as little as 100 L of a 1-ppm solution can be analyzed as a dried
residue homogenized with silver powder. Unique to this approach was the homog-
enization of the residue with a binder. This provided a stable ion signal for more
than 1 hour, compared with a transient signal lasting less than 15 minutes when the
solution is dried on the surface of a target cathode [66,67]. If an additional step
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(low-temperature ashing) is applied to the solution prior to homogenization,
metals can be analyzed in organic solutions (e.g., oil) [65].

Several disadvantages to using compacted samples have been cited [68],
including surface contamination of the sample from the die, adsorption of water
vapor on the individual powder grains, need to homogenize the material carefully
to ensure a representative sample, and need for a high-purity binder. These prob-
lems, although often easily overcome, have prompted individuals to search for
alternative methods of sample preparation. One method is to mix the sample with
gallium [69]. At slightly elevated temperatures (~30°C) gallium is a liquid. Once
homogenized with the powder, it can be poured into an appropriately shaped mold
and cooled. The cooled metal is removed from the mold and analyzed in a
cryogenically cooled discharge cell as if it were a machined solid.

A second approach that has been used extensively in our laboratory is to roll
a high-purity indium pin (99.999%) in the powder we wish to analyze [70]. Be-
cause indium is soft, a fraction of the powder is impregnated into the metal. The
indium serves solely as a host, supporting the discharge processes (i.e., the sample
is atomized along with the indium). This approach has proved especially useful
when we have small amounts of powder to analyze (<1 mg) or when the material
is difficult to get into solution. Using this approach, we have observed ion signals
lasting up to 1 hour from discharge initiation and precision comparable to that in
other sample preparation methods. Battagliarin et al. have reported a variation of
this approach [68] that uses a special pressurized vessel of their own design. The
powdered sample is placed in this vessel. An indium rod is inserted into the vessel
so that it is brought into contact with the powder. The die is heated for 2 hours at
190°C at atmospheric pressure until the chamber has reached a uniform tempera-
ture; the oven is then pressurized to 70 bar with N,. The high pressure forces the
now-liquid indium into a mold. On cooling, the solid sample can be removed from
the die and trimmed to the appropriate length for analysis.

Hess et al. have developed a novel sample preparation scheme based on
electrochemical deposition [71]. Although this approach was not designed for
routine sample analysis, it has been advocated for preparing standard materials
to aid in quantitative analysis. The procedure is as follows: silver pins (1.5 mm in
diameter X 20.0 mm in length) are first pressed from pure silver powder. These
pins are then polished to a high luster and inserted into an electrochemical cell
consisting of a working electrode, an auxiliary electrode, and a salt bridge. The
necessary potentials are supplied by an IBM EC/225 voltammetric analyzer with a
variable potential of —5 to +5 V. The metal ions used for deposition are obtained
by pipetting the appropriate amount of a 1000-pg/mL standard solution into a
reaction vessel. After removal from the electrochemical cell, the samples are
washed with deionized water (while the voltage is still applied) and dried over-
night at 110°C. Once they are dried, the cathodes are weighed, crushed, and
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homogenized; the resulting powder is then mixed with an equivalent weight of
silver to assure sufficient material for preparing compacted pin cathodes of the
type described. Linear calibration curves (analyte signal intensity versus cathode
concentration) have been demonstrated, although relative sensitivity factors agree
only marginally well with those obtained for solid samples [71].

2.4.2 lonization Sources

There are several ways of categorizing glow discharge ion sources. The one most
often employed considers the arrangement of the cathode with respect to the
anode. Another is to consider the operating characteristics (pressure and power) of
the various sources, and another is to separate them on the basis of whether they
operate with a direct current (dc) or radiofrequency (rf) supply, or with a supply
that operates in a constant or pulsed voltage mode. Because all of the discharges
under consideration can be operated in either the dc or rf mode, a brief review of
each type of operation is presented next; then cathode and anode arrangements
are considered, with operating characteristics such as pressure and power high-
lighted. Finally, there exist several unique sources that do not fit conveniently into
any one category but deserve mention.

Direct Current and Radio Frequency Glow Discharge Operation

Analytical glow discharges have conventionally operated with a constant negative
dc potential applied to the cathode. There is no reason, however, that they can’t
be operated through the application of a pulsed potential, an applied rf potential,
or a positive potential applied to the cathode. Many variations have been tried
alone and in combination with one another. Perhaps the most interesting among
these (because of the unique capabilities that it provides) is the radio-frequency-
powered discharge. The analysis of nonconductors is covered extensively in a
later chapter, but a brief overview is in order here.

Because current cannot flow through an insulating substrate, the application
of a potential to a ceramic, glass, soil, or other insulating sample produces an ef-
fect analogous to a charging capacitor. On the application of a negative dc
potential to the surface of the material, negative charge exists. Unlike the charge
on a conducting surface, however, this charge decays rapidly to a more positive
potential as a result of charge neutralization reactions with ions at the surface [72].
The result is a short-lived discharge that exists until a minimum threshold voltage
is reached; at that point the plasma is extinguished [73]. If one applies an
alternating current (ac) potential to the cathode, the surface is bombarded by an
alternating source of electrons and positive ions. The greater mobility of the
electrons results in the accumulation of more electrons than ions during the
respective half-cycles, resulting in a time-averaged negative dc bias. This phe-
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Figure 6 Voltage characteristics versus time for pulsed direct current and radio fre-
quency discharges. (From Ref. 73.)

nomenon is illustrated in Fig. 2.6. For illustrative purposes, consider a 2-kV peak-
to-peak radio frequency potential (V) and the resulting potential on the cathode
surface (V,). As the potential is applied during the first half-cycle, the surface
charges to —1 kV and then decays to ~—0.7 kV as the surface is bombarded by
positive ions. As the second half-cycle begins, the applied positive potential
results in a 1.3-kV potential on the surface. It is during this cycle that electrons are
accelerated to the insulator surface, neutralizing the positive charge. Because of
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the greater mobility of the electrons (compared to that of positive ions), the surface
potential decays toward zero faster than in the previous half-cycle; the resulting
potential on the surface is 0.5 kV. As the second full cycle is initiated and the
polarity of the electrode is switched, the resulting potential is —1.5 kV. After
several cycles, the waveform of V, reaches a constant negative dc offset; this is the
self-bias potential. The dc offset is approximately one half the applied peak-to-
peak voltage. The exact value depends on the discharge pressure and source
geometry. The sample surface is alternatively bombarded by high-energy ions and
low-energy electrons but for most purposes can be considered a continuous dc
discharge with a superimposed ac potential.

Pin and Planar Cathode Discharge Geometries

Pin cathodes (such as that shown in Fig. 2.7) and planar cathodes (such as that
shown in Fig. 2.8) are the two discharge geometries used most extensively in
GDMS. This pattern is due primarily to the simplicity of their construction and
operation, and the relative ease of sample interchange. Typical operating condi-
tions for the pin cathode include pressures that range from 0.5 to 5 torr of a rare
gas, voltages of between 500 and 3000 V, and currents of between 0.5 and 5 mA.
The sample is usually a cylindrical rod, 1-3 mm in diameter, with 5-15 mm of
length exposed to the discharge. Because of their convenient sample geometry,
pin cathodes have found widespread use in trace elemental analysis of bulk solids.

A planar cathode operates under similar pressure and voltage conditions to a
coaxial cathode. To maintain comparable current densities, however, these
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Figure 7 Schematic diagram of a coaxial cathode glow discharge source.
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Figure 8 Schematic diagram of a planar cathode glow discharge source.

sources need to be operated at currents up to 15 mA. Planar cathodes are typically
5 mm to 5 cm in diameter and are between 1 and 5 mm in thickness. Cathodes are
formed in the same manner as the coaxial geometry, by machining or pressing.
Because these sources can accommodate larger samples, however, machining the
sample is often not necessary. Instead, a portion of the sample is simply masked
with a nonconducting sleeve to localize sputtering. Planar cathodes have also
found wide application in trace elemental analysis; one area in which they are
especially useful is in the depth profiling analysis of thin films.

A variation of the planar cathode is shown in Fig. 2.9, the Grimm source.
Named for W. Grimm [74], this source is an obstructed discharge in which the
anode extends into the cathode dark space, defining the area of the sample
sputtered. Because the sample is located outside the cell, easy sample interchange
is facilitated. Like other planar cathode sources, the Grimm source is particularly
useful for the analysis of large metal sheets and thick disks. These discharges
typically operate at between 500 and 1000 V, with 25 to 100 mA applied current
and a pressure of between 1 and 5 torr. These sources are used extensively in
atomic emission spectrometry, and several have been interfaced with mass spec-
trometric detection [75].

Hollow Cathode Discharges

Hollow cathode discharges are perhaps the most common glow discharges used in
analytical chemistry. Most spectroscopists are familiar with these devices as hol-
low cathode lamps used for atomic absorption spectroscopy. Figure 2.10 contains



50 Barshick

Planar Cathode

Anode Bod
Cathode Body e Body

lons, Atoms, Photons

Insulators

Figure 9 Schematic diagram of a Grimm-type glow discharge source. (From Ref. 29.)
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Figure 10 Schematic diagram of two hollow cathode discharge sources. (From Ref. 29.)
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illustrations of two hollow cathode sources: (a) a conventional hollow cathode
lamp and (b) a slightly different version of the source that can be used for atomic
absorption, atomic. emission, or mass spectrometry. These devices operate by
means of the hollow cathode effect [76,77]. As a result of the coalescing of two
discharges from parallel plates, the current density in a hollow cathode can be
several orders of magnitude larger than that obtained by using a single planar
cathode at the same cathode fall potential [78]. This results in atom densities that
far exceed those found with planar cathodes. As with other GD sources, ionization
occurs in the hollow cathode lamp’s negative glow. lonization, too, is greater than
that produced by conventional discharges, and many investigations that take
advantage of it have been conducted; the reader is referred to several excellent
articles [76,79-81]. The hollow cathode operates at somewhat lower voltages
than other discharges (200~500 V) but at similar pressures (1-5 torr). Discharge
currents may range up to 200 mA. Hollow cathode lamps may be sampled in
several different ways, including near the anode or alternatively on the reverse
side of the cathode [82,83].

A variation of the hollow cathode discharge that holds potential for glow
discharge mass spectrometry is the hollow cathode plume. Developed primarily as
an atomic emission source by Marcus and Harrison [83], a hollow cathode plume
is formed when the discharge is restricted to a small orifice in the base of a
conventional hollow cathode [83—85]. Samples take the shape of disks, 4.5 mm in
diameter and 2 mm in height with a 1.5-mm diameter orifice. Like more conven-
tional discharges, cathodes can either be machined directly or pressed into the
desired shape. Operating conditions are comparable to those of other discharges
(pressures range from 1 to 10 torr with currents of between 50 and 200 mA and
voltages of up to 1000 V). Physically, the hollow cathode plume plasma resembles
a torch protruding from a narrow opening. The plume is believed to arise from
pressure and field gradients caused by its construction [83—85]. Preliminary mass
spectrometric data showed several advantageous characteristics [86] that as yet
have not been exploited fully.

Novel Glow Discharges

A number of variations of the conventional glow discharge have been developed
for specialized applications. Some of these are of particular interest to optical
spectrometrists and have not been used for mass spectrometry beyond proof-of-
principle experiments. An excellent article by Harrison et al. [87] reviews many of
these sources, highlighting applications in atomic emission, atomic absorption,
and atomic fluorescence spectroscopies. Two of these sources deserve mention
here. The jet-enhanced glow discharge is similar to the Grimm source but with six
strategically located gas jets that improve the analytical performance. Argon from
these jets helps direct the atoms sputtered from the surface away from the sample
at a much faster rate than ordinary discharges. These devices have been marketed
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under the name Atomsource by Analyte Corporation [88]. Piepmeier et al. have
used these sources extensively for atomic spectroscopy as well as mass spec-
trometry and have demonstrated performance better than that of conventional
Grimm-type sources [89,90]. Typical operating conditions approximate those of a
Grimm source: 30 mA current, 900 V, and 2.5 torr argon in the cell. Widespread
use of these sources for mass spectrometry has not been observed, perhaps
because the vendor has primarily marketed these sources for atomic absorption
spectrometry, or perhaps because there is little flexibility in the size and shape of
the sample that can be analyzed (i.e., as in the Grimm source, samples are disks a
few centimeters in diameter by a few millimeters thick).

Another novel source is the atmospheric sampling glow discharge [91]. This
device is based on establishing a glow discharge in ambient air that is drawn into a
region of reduced pressure between two parallel plates. Unlike in conventional
glow discharges, ionization occurs as a result of chemical ionization (CI), pre-
sumably from ion-molecule reactions. The sample is often entrained in the air-
stream flowing through a 0.2-mm orifice in the first plate. The discharge is
maintained in the central region at a pressure of ~0.5 torr; 300—400 V is applied
between the electrodes. Under these conditions, the discharge current is 3—-10 mA.
Air is pulled through the orifice at a rate of ~5 mlL/sec; because of this relatively
high flow rate, analyte response is almost instantaneous. Although this device
holds the potential for analyzing inorganic analytes entrained in air, to date it has
been used almost exclusively for detecting highly volatile organic analytes
[91,92]. Ease of operation, part-per-trillion (ppt) detection limits, and a wide linear
dynamic range have made it an ideal source for explosive detection. A portable
version is being developed for use in airport security [93].

Secondary Cathodes

Clearly, nonconducting samples pose a special challenge for the analyst, and yet
a sizable fraction of the materials desirable to analyze by GDMS are nonconduct-
ing. Two alternatives that aid in the analysis of these materials have already been
discussed: the use of a radio frequency glow discharge and mixing of the non-
conducting sample with a conducting binder. A third, a secondary or surrogate
cathode in combination with a conventional dc discharge, has also been used.
Such an approach consists simply of ““masking” the insulating cathode with a thin
(~0.25 mm) high-purity metal (e.g., gold or tantalum). A number of configurations
have been tried, and each has met with a degree of success. The most widely used
approach is to use a solid disk with an orifice in the center (~3—6 mm in diameter)
as the secondary cathode [94-96]. In most discharges a large fraction of the
sputtered atoms are deposited back on the conducting cathode and subsequently
sputtered again. Because the conducting mask has a hole in it, a fraction of the
atoms from the mask are redeposited on the insulator beneath it. The sample
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surface soon becomes conducting and begins to attract argon ions. Because the
energy of the impinging ions is sufficient to penetrate the thin metallic film, atoms
from the underlying insulator are sputtered. An equilibrium is soon established
between the redeposition of metal atoms and the sputtering of insulator atoms,
resulting in a steady-state discharge with ions representative of the insulating
material and the cathode metal. Several investigations have focused on the surro-
gate cathode material and geometry [94—96]. The results obtained have been on
par with radio frequency analysis for similar samples, with one group demonstrat-
ing precision of 6% relative standard deviation (RSD) at the part-per-million
(ppm) level and detection limits in the part-per-billion range [94]. Interferences
from the mask are a concern, however, because of the relative sputtered atom
densities (i.e., the atom density of the mask material is orders of magnitude greater
than that of the sample).

2.4.3 Mass Analyzers

Unlike in optical methods, in GDMS it is necessary to transfer species out of
the plasma and into the detection system. Although the pressure differential alone
is sufficient to transfer a mixture of atoms and ions from the plasma, an extraction
voltage applied just beyond the exit orifice of the cell enhances the fraction of ions
in the final beam. Depending on the type of mass analyzer used, an additional
degree of energy filtering may be necessary to reduce the energy spread of the
ions. Two commonly employed energy filters are Bessel boxes and electrostatic
analyzers (see Fig. 2.11). Five types of mass analyzers are used extensively with
glow- discharge plasmas. Two of these, magnetic sectors and quadrupole, are
illustrated schematically in Fig. 2.12; ion traps and time-of-flight analyzers are
discussed in later chapters. For a magnetic sector, fields generated by spinning
charged particles (ions) interact with a magnetic field imposed on their flight. The
particles follow a curved path with a radius proportional to their mass-to-charge
ratios, separating ions of different mass in space. A series of mechanical slits
define the beam shape and hence the resolution. Electrostatic energy analyzers
(ESAs) are often employed in combination with magnetic sector devices. In the
case of the commercially available VG9000 [20,97] glow discharge mass spec-
trometer, the ESA is positioned after the magnetic sector (in the so-called reverse
Nier-Johnson geometry). The ESA deflects the ion beam 90° to select and transmit
a nominal ion energy, and the unwanted ions deviate from this path and are
absorbed by the walls (Fig. 2.11).

A second commonly used mass analyzer is the quadrupole. A quadrupole
acts as a mass filter, allowing a certain mass-to-charge ratio of ions to be transmit-
ted while filtering out all others. The quadrupole consists of a set of four electrodes
positioned in an array. Superimposed radio frequency and direct current electric
fields can be mutually tuned to allow transmission of ions of the selected mass-to-
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- Figure 11 - Schematic diagram of (a) an electrostatic energy analyzer and (b) a Bessel box
energy analyzer. (From Ref. 19.)

charge. A Bessel box is often positioned in front of the quadrupole rods to define a
narrow energy window of ions that may enter. An ion entering the Bessel box may
take one of several trajectories (see Fig. 2.11). If the ion does not possess a
minimum energy, as determined by the potentials on the Bessel box lenses, it is re-
pelled back toward the entrance aperture (e,). If the energy of the ion is too great,
the field does not deflect the ion sufficiently to move it around the center stop and it
collides with the exit plate (e,). If the ion has the right energy, it is deflected around
the center stop and out the other side (e,).
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Figure 12 Schematic diagram of (a) a magnetic sector mass spectrometer and (b) a
quadrupole mass spectrometer.

Once the ions exit the mass spectrometer, they must be detected. Several
different detection systems are used with glow discharge mass spectrometers,
including Faraday cups, electron multipliers, and microchannel plates. Choice of
detector is often independent of the kind of mass spectrometer, although some
combinations of mass analyzer and detector are more common than others (e.g.,
microchannel plates are used extensively with time-of-flight mass spectrometers).
Faraday plates are the simplest type of detectors. These devices usually consist of
a thin metal plate; electrically isolated from the housing and positioned to inter-
cept the charge flux emerging from the mass separating device (i.e., quadrupole
rods, magnetic sector, etc.). Collisions of ions with the plate induce a current that
can be amplified and, by dropping it across a resistor, converted to an output
voltage. This detector requires a relatively large current flux (typically greater than
10 pA) and is used primarily for monitoring major species in a spectrum. To detect
the trace constituents, an electron multiplier is often employed. The multiplier is
usually positioned off the ion axis to reduce high-energy ion and stray photon
noise. The aperture of the multiplier is held at a large negative potential to
accelerate the ions emerging from the mass spectrometer toward the surface of the
device. At the surface, ions impact and release free electrons that are multiplied
through a cascade process, generating gains of up to 106, Some multipliers can be
operated in both the analogue and pulse-counting modes. In the analogue mode,
the current generated by the multiplier is output in a similar fashion to that
generated by a Faraday plate. In ion counting mode, each incident ion on the
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surface of the multiplier generates a pulse of electrons. This pulse is fed to an
amplifier and then to a discriminator that conditions the pulse, filters out the
background, and directs it into a counter/processor whose output consists of a
digital count rate.

One specific type of pulse-counting detector is called a Daly detector after
its developer [98]. In this system, the ion beam is accelerated to 20 kV and directed
to a highly polished surface of a material with a large cross section for secondary
electron emission. Ejected electrons impinge on a plastic scintillator, whose
flashes of light are registered by a photomultiplier outside the vacuum system.
Data processing then proceeds as with the other pulse-counting detectors.

2.5 APPLICATIONS

GDMS has found widespread analytical application in trace element analysis, and
its greatest use in the routine analysis of metals, alloys, and semiconductors. In the
last 10 years, GDMS has become a routine technique, providing reliable data in
commercial laboratories. Semiconductor materials compose the majority of sam-
ple types analyzed by GDMS, but as new methods are developed to analyze such
things as solution residues and nonconductors (e.g., glasses, ceramics, and soils),
analysis of other types of samples may become more common among GDMS
practitioners. This section highlights some of the novel applications of GDMS;
most of the examples are from the past 10 years. The discussion is not intended to
be all-inclusive but to provide an overview of the direction in which the field is
moving.

2.5.1 Isotope Ratio Measurements

The precise measurement of isotope ratios of solids has always been an important
area in inorganic mass spectrometry. These measurements are usually performed
by using thermal ionization [see Chapter 1, as well as excellent reviews by Heu-
mann (99) and DeLaeter (100)]. However, recent interest in environmental chem-
istry and the expanding role of mass spectrometry in nuclear technology have
generated a need for rapid, relatively precise measurement of isotope ratios in bulk
solids. Most of the work in this field has proceeded in two laboratories: the
Institute for Transuranium Elements in Karlsruhe, Germany [101], and the Oak
Ridge National Laboratory in Oak Ridge, Tennessee. The instrument used in both
cases was the VG-9000 double-focusing magnetic sector with reverse Nier-
Johnson geometry. A direct current discharge was used for all of the studies
reported; the Karlsruhe group used a secondary cathode for nonconducting sam-
ples and the Oak Ridge group mixed their nonconducting samples with copper or
silver powder prior to analysis.
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Zirconium, aluminum, lithium, and boron are all important elements in
nuclear chemistry [101]; zirconium alloys, for example, are used as cladding for
nuclear fuel. Because nuclear processes distort the isotopic composition of these
elements, measuring them before and after a process provides important informa-
tion with regard to reactor operation. Glow discharge mass spectrometry is well
suited to this type of measurement, as exemplified by the isotopic analysis of zir-
conium samples containing plutonium [101]. It had been proposed that the anal-
ysis of zirconium alloys could be hindered by the presence of multiply charged
isobaric interferences formed through the combination of plutonium with argon
[101]. No evidence of the formation of the plutonium argide bivalent and trivalent
species was found, however, and the isotopic composition of zirconium in an
unknown sample compared well with the composition of natural zirconium [101].

In many applications, discerning the importance the abundance of a particu-
lar isotope is difficult without a precise measurement. Experiments at the Oak
Ridge National Laboratory were directed at establishing how well isotope ratios
could be measured with GDMS. External precision was better than 0.03% for
ratios measured for the matrix element [102]. When the element was present in
concentrations of ~0.5 weight percent, external precision was better than 0.1%;
this value worsened to 1% for elements with concentrations in the 10- to 20-ppm
range [102]. Although these ratios are of sufficient quality for many applications,
some results suggest that better values would have been obtained by better
controlling discharge conditions. One specific observation, a linear drift in the
values of the ratios that correlated with the argon gas pressure (see Fig. 2.13), gave
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Figure 13 Measured copper isotope ratio as a function of argon discharge gas pressure in
torr. Numbers indicate the order in which measurements at a particular pressure were taken.
(From Ref. 102.)
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reason to believe that more accurately controlling the source pressure would lead
to improved external precision. It is not clear why the discharge pressure influ-
ences the measured isotope ratio; one possible explanation is related to the
changing discharge geometry that accompanies the pressure change. Because
extraction efficiency varies as a function of mass and distance from the ion exit
orifice, isotope bias may be introduced with the changing spatial relationship
between the sample and the extraction optics. This explanation has not been
verified, however; the whole phenomenon of isotopic bias is difficult to access
experimentally in nearly all fields of mass spectrometry.

2.5.2 Detection of Radionuclides in Soils, Sediment, and
Vegetation

The rapid development of commercial instrumentation has meant that analyses
that were previously carried out only by thermal ionization (often with isotope
dilution) can now be done with inductively coupled plasma mass spectrometry
(ICP-MS) or GDMS. The advantages and disadvantages of each of these tech-
niques are described in various chapters in this book. One limitation of thermal
" ionization mass spectrometry (TIMS) and ICP-MS is the need for digestion prior
to analysis. Certain elements in difficult matrices (e.g., soils, sediments, and
vegetation) often pose problems because of their low solubilities and element-
specific chemistries. In addition, the time-consuming nature of dissolution with its
inherent risks of contamination make the choice of performing the analysis
directly on the solid attractive. Several investigations have focused on the analysis
of uranium in soil [103,104]. To demonstrate the power of the technique for
analyzing other radionuclides, Betti et al. [104] have measured cesium, strontium,
plutonium, uranium, and thorium in soils, sediments, and vegetation. Because all
of these materials are nonconducting, they had to be analyzed with the surrogate
cathode approach. Table 2.3 compares GDMS results with certified values for
several elements in several different standard samples. Errors ranged

Table 3 Comparison of Glow Discharge Mass Spectrometry
(GDMS) Results with Certified Values

GDMS value  Reference value (pg/g)

Radioisotope (pg/e) (reference sample) Errors %
137Cg 5 3.86 (IAEA 373) 29.5
9Py 100 922 (IAEA 135) 8.7
24y 1.0 1.1 (IAEA 375) 9.0
24y 1.0 1.2 (IAEA 135) 17.0
6B5y 25 22 (IAEA 4350) 13.6

aValue given as 23%Pu + 240Py,
Source: Ref. 104.
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from 8.7% to 29.5%, which are quite good percentages given the low concentra-
tions in the samples. Detection limits in the picogram per gram (pg/g) (part per
trillion) range were reported. Integration times necessary to obtain these values,
however, ranged up to 1 hour. The authors noted the need for mass resolving
power in excess of 2 x 106 to analyze 137Cs, %9Sr, 24!Py, and 23¥Pu when inter-
ferences from barium, zirconium, americium, and uranium complicate the spec-
trum [104]. The use of Fourier transform ion cyclotron resonance mass spectrome-
try in combination with a glow discharge was suggested.

2.5.3 Isotope Dilution Glow Discharge Mass Spectrometry

Isotope dilution mass spectrometry (IDMS) is a powerful technique for establish-
ing the concentration of a target species in a sample of unknown elemental compo-
sition, It has received widespread application with gaseous and liquid samples, yet
it has seen little use with solids because of the need to establish isotopic equilib-
rium between the sample and the isotopic spike. The technique has largely been
confined to gas [105] or thermal ionization mass spectrometry [106], although
some work has also been carried out using spark source [107] and inductively
coupled plasma mass spectrometries [108]. Recently, isotope dilution has been
used in combination with glow discharge mass spectrometry for analysis of
solution residues. The problem of equilibrating the sample and the isotopic spike
was overcome by mixing the sample and spike as solutions and then analyzing
them as dried residues by GDMS [64]. Cathodes were prepared by pipetting ~200
L of a spiked aqueous oil leachate that had been digested according to EPA
SW-846 Method 3050 into 1.0 g of 99.99% % silver powder. The resulting slurry
was then dried at 100°C for 6 hours, mixed to obtain homogeneity, and pressed in
to a pin 1.5 mm in diameter by 20 mm in length. Isotope ratio measurements were
made for the isotopically enriched spike, the unspiked samples, and the mixtures.
Figure 2.14 shows representative spectra obtained from the three sample types [(a)
is the isotopically enriched spike, (b) is the unspiked sample, and (c) is the
mixture]. Table 2.4 lists the ratio for the sample (R)), the spike (also called the
tracer, R;), and the mixture (R,,), along with the concentrations for each sample
calculated from the isotope dilution equation. These results were in good agree-
ment with those obtained by inductively coupled plasma atomic emission spec-
troscopy. Internal precisions of better than 5% were obtained, even when the
concentration was just above the detection limit; external precision was about 2%.
These values were 3-10 times better than those normally obtained by using
GDMS sensitivity factors [64].

2.5.4 Development of a High-Purity Support Gas System
for C, N, and O Analysis

Perhaps one of the most severe limitations of glow discharge mass spectrometry is
that any contaminants entering the discharge cell along with the support gas have a
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Table 4 Bias Corrected Isotope Ratio Measurements in the Unspiked
Sample, Isotopically Enriched Spike, and Spiked Sample for Three Oil
Leachate Samples as Determined by Glow Discharge Mass Spectroscopy
Solution Residue Method

R Ry Ry,

07pp+204ppt  W7Ph+/204PHt  207Ph+/204Phb+t  Concentration
Sample (sample) (spike) (mixture) (ppm)
A 149 = 0.5 0.029 = 0.001 0.192 = 0.004 2.69 + 0.05
B 75 +02 0.029 = 0.001 0.130 = 0.001 35 0.1
C1 152 =02 0.029 = 0.001 1.44 + 0.01 82.5 + 0.7
C2 159 = 0.3 0.029 =+ 0.001 1.46 = 0.02 832 + 08
C3 151 £ 0.2 0.029 *+ 0.001 141 = 0.02 80.2 = 0.8

Source: Ref. 64.

deleterious effect on the resulting mass spectrum. This effect is multiplied by
several orders of magnitude because the support gas is far and away the most
abundant constituent of the discharge. Complicating this effect further is the
production of polyatomic species such as CO*, ArC*, ArN"*, and ArO™*. Several
methods have been used to reduce interferences in the glow discharge to accept-
able levels. One is to dissociate the molecular ions into their component elements
through the use of gas-phase collisions [109-111], a second is to resolve the
interferences with a high-resolution mass spectrometer [112], and a third is to used
gated detection with a pulsed discharge [113,114]. None of these methods, how-
ever, reduces the contributions of residual gases (C, N, or O). Among the methods
specifically designed to remove contaminants, heating the gas to drive them out,
cryocooling to condense them from the gas phase [115], using getters as a
conductive binder [116], and using a high-purity support gas [117] hold the most
promise. Mykytiuk et al. [69] and Valiga et al. [118] have used a combination of
approaches to analyze C, N, and O at the tens of part per million level and lower in
samples. In particular, Valiga’s work was impressive because he used a low-
resolution quadrupole mass spectrometer, an inherently less expensive instrument
than a sector. Table 2.5 shows these results for the analysis of a National Institute

Figure 14 Three glow discharge mass spectra taken over the mass range m/z 200-210
for three different cathodes doped with (a) 500 pL of a 40.9-ppm 204Pb spike, (b) 500 pL
of an unknown waste oil sample, and (c) 500 pL of a mixture consisting of 1.0 mL of the
unknown and 100 pL of the 40.9-ppm 2%Pb spike. The discharge conditions of all three
cathodes were —1000-V dc, 2.0 mA, and 133.3 Pa argon.
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Table 5 Analysis of National Institute of Standards and Technology (NIST) 685/W High
Purity Gold

Certified value  GloQuad value Certified value  GloQuad value
Element (ppm) (ppm) Element (ppm) (ppm)
Cu 0.1 0.02 Mg <0.2 <0.02
In 0.007 <0.006 Mn <0.01 <0.03
Fe 0.3 0.3 N <0.03 <2
0] 2 <0.4 Na <0.2 <0.08
Ag 0.1 0.03 Nb <0.1 <0.001
Al <0.03 <0.002 Ni <0.05 <0.02
Ba <0.03 <0.002 S <0.07 <0.07
C <0.01 <2 Sc <0.01 <0.001
Ca <1 <0.6 Si <0.03 0.3
Cl <0.1 <0.01 Sn <0.07 <0.05
Cr <0.05 <0.02 Sr <0.03 <0.001
F <0.02 <40 v <0.05 <0.09
K <0.2 <0.1 Zn <0.04 <0.01

Source: Ref. 118.

of Standards and Technology high-purity gold sample (Standard Reference Mate-
rial 658/W). The general observation is that most of the measured values, includ-
ing those of transition elements, are present, or have background equivalent
concentrations (BECs), at the low part-per-billion levels. Elements that pose
particular problems when analyzed by a quadrupole instrument (primarily as a
result of interfering polyatomic species), such as Fe, Ca, Cl, Cr, K, Ni, S, and Si,
are present at or have BECs of less than 1 ppm (0.6 to 0.02 ppm). Meticulous
attention to gas purity resulted in obtaining much higher performance from a
quadrupole-based system than had previously been achieved.

2.6 SUMMARY

“ Although gaseous discharges have been used in one form or another for more than
80 years, it has been the developments of the last 30 years that have been the major
benefit to analytical spectroscopists. The glow discharge’s strengths are well
established now, and new applications, like those highlighted in this chapter and in
other chapters in this book, keep pushing the technique into new areas as a tool for
solving problems in the chemical sciences. Novel instrumentation, like the ion
trap and the time-of-flight, promise new and exciting opportunities for GDMS,
and developments with new and existing sources offer the hope that the technique
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will ultimately hold universal appeal. A core of innovative investigators continue
to do fine work in the field, and new individuals are beginning to discover the
numerous benefits of the technique. This author believes that there are many good
experiments, both fundamental and applied, yet to be done and looks forward to
seeing how GDMS unfolds in the next 30 years. ‘
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Since the introduction of the first commercial instrument in 1983, inductively
coupled plasma mass spectrometry (ICP-MS) has become widely accepted as a
powerful technique for elemental analysis. Two excellent books on ICP-MS have
been published [1,2]. ICP-MS provides rapid, multielement analysis with detec-
tion limits at single parts part trillion or below for about 40 to 60 elements in
solution and a dynamic range of 104 to 108. These are the main reasons most ICP-
MS instruments have been purchased. Two additional, unique capabilities of ICP-
MS have also contributed to its commercial success: elemental isotope ratio -
measurements and convenient semiquantitative analysis. The relative sensitivities
from element to element are predictable enough that semiquantitative analysis
(with accuracy within a factor of 2 to 5) for up to 80 elements can be obtained
using a single calibration solution containing a few elements and a blank solution.

The analytical performance and ease of use of commercial ICP-MS instru-
ments have grown rapidly since the introduction of the first instruments from
Sciex (now sold by PE-Sciex) and VG (now VG Elemental, a subsidiary of
Thermo Optek). Detection limits, stability, and instrument computer-controlled
automation have all improved dramatically. At the same time the instruments have
become smaller and less expensive. Although most of the ICP-MS instruments are
based on quadrupole mass spectrometers, time-of-flight- and magnetic sector—
based instruments are now also commercially available. Several additional com-
panies now sell ICP-MS instruments, including Finnigan, HP, Micromass, Sieko,
Shimadzu, Spectro, Thermo Jarrell Ash, and Varian. Leco and GBC sell time-of-
flight ICP-MS instruments. The use of an ICP ion source with ion trap and Fourier
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transform ion cyclotron resonance mass spectrometers has also been reported.
Although most samples are introduced into the instrument as solutions, laser
ablation and other solid sampling approaches are also available commercially.

Although ICP-MS is a highly successful and powerful technique, several
problems remain. When attempting to measure low concentrations (sub—part per
billion) spectral overlaps due to polyatomic ions can be difficult to identify and
overcome, particularly with quadrupole or time-of-flight mass spectrometers.
Iron, calcium, and potassium typically suffer from rather severe spectral overlaps
unless special steps are taken. Arsenic, selenium, chromium, vanadium, and
titanium often suffer from polyatomic ion spectral overlaps that degrade detection
limits. Molecular ion spectral overlaps are most common below mass 82 [3].
Matrix effects due to high concentrations of concomitant species, particularly
heavy elements, can be severe when conditions are optimized for maximum
analyte sensitivity. Because the sample must be physically transported into the
mass spectrometer, deposition and contamination of the instrument can be prob-
lems (unlike ICP optical emission spectroscopy, in which photons are clean). For
some applications short- and long-term precision is inadequate. In some applica-
tions, even better detection limits or sensitivities are required. The initial equip-
ment and operating costs are high.

3.1 INSTRUMENTATION

The typical ICP-MS instrument (Fig. 3.1) consists of a sample introduction system
(a nebulizer and spray chamber), an inductively coupled plasma source, a differ-
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Figure 1 Components of a typical ICP-MS instrument.
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entially pumped interface, ion optics, a mass spectrometer, and a detector. Ioniza-
tion efficiencies in the plasma are nearly 100% for elements with ionization
potentials less than about 9 eV. However, only about 1 in 104 to 1 in 10 atoms in
the original sample are detected, so extensive loss of ions occurs during their
transport from the plasma to the MS detector.

The sample is typically pumped at a rate of 0.4 to 1.0 mL/min to a nebulizer
that produces an aerosol with a range of drop sizes from submicrometer to 40
in diameter [4,5]. Recently, nebulizers with small dead volumes that can be used
with sample uptake rates as low as 10 wL/min have been introduced. The aerosol
is modified as it passes through a spray chamber. Most aerosol drops that are too
large to be vaporized effectively in the plasma (>20 pum diameter) are eliminated
in the spray chamber. The spray chamber also limits the total amount of solvent
liquid aerosol and vapor that enters the plasma. The aerosol exiting the spray
chamber enters the hot, atmospheric pressure plasma gas (typically argon).

Each aerosol drop undergoes a series of processes (Fig. 3.2) in the hot
plasma. The solvent evaporates from each drop, leaving a particle. The particle
vaporizes and is converted into atoms and ions in the plasma. The atoms and ions
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Figure 2 Series of processes a drop of sample undergoes in the ICP to produce ions,
some of which are transported through the sampler and skimmer, focused into the mass
spectrometer, filtered on the basis of their mass-to-charge ratio, and detected.
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diffuse outward as they travel though the plasma toward the sampling orifice of the
mass spectrometer.

Analyte ions generated in the plasma pass through the sampling orifice (Fig.
3.2) and then the gas expands. A fraction of the gas is sampled through the skim-
mer. A positive ion beam is formed as the electrons diffuse and charge separation
occurs. A series of ion optics and typically a radio frequency— (1f-) only quadru-
pole lens focus positive ions into the mass spectrometer. Ions of a particular mass-
to-charge ratio exit the mass spectrometer and are detected. Many of the commer-
cial instruments use dual-mode (pulse counting and analogue) detection in order
to provide an extremely wide dynamic range.

3.1.1 Inductively Coupled Plasma Characteristics and
Generation

The inductively coupled plasma (ICP) is a flowing, partially ionized gas (typically
Ar). The ICP is sustained in a quartz torch that consists of three tubes (Fig. 3.3).

Plasma

Load
@ co

&« Ar

€« Ar

Ar + sample
Figure 3 Typical quartz plasma torch positioned within a (induction) load coil. The
center (injector) tube can be made of quartz or inert materials (alumina, platinum, or
sapphire) to allow corrosive samples (including those containing hydrofluoric acid) to be

introduced into the plasma. One-piece quartz torches, torches with demountable injector
tubes, or completely demountable tubes are used.
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A 1- to 2-kW radio frequency power supply, either free-running or crystal-
controlled, drives current through a water- or air-cooled copper tube that acts as
the induction coil (often called a load coil). The oscillating current through the
load coil produces an oscillating electromagnetic field.

A tesla coil or high-voltage spark is used to seed the argon gas with electrons
in order to start the discharge. Once the plasma discharge has been initiated,
electrons in the plasma are accelerated by the oscillating magnetic field. Collisions
between electrons and argon atoms lead to heating of the argon gas. Collisions
between electrons and analyte atoms are thought to be the main mechanism for
analyte ionization although charge exchange may also be important. Typically,
less than 1% of the Ar (15.8-eV ionization potential) is ionized. The Ar plasma is
about 14 mm wide (in a torch with an 18-mm-inner-diameter outer tube) and 30 to
40 mm long. Gas temperatures of 3000 to 7000 K and electron temperatures of
4000 to 8000 K are produced [6].

Argon is the most commonly used plasma gas because it is generally in-
expensive (except in some parts of the world), inert (although Ar* ions are
reactive), and monoatomic and produces a relatively simple background spec-
trum. Mixed gas plasmas (Ar/N,) have been used to reduce signals from some
molecular ions. Helium plasmas may more effectively ionize elements with high
ionization energies, such as As, Se, and halogens [7]. Elements that suffer from
interferences with polyatomic argide ions are better detected in He plasmas [7].
However, practical problems with helium plasmas have limited their use [7].
Helium plasmas have lower gas temperatures and are more severely affected by
solvent loading as sample aerosol is introduced into the plasma. The potential
necessary to sustain a He plasma is higher than for an argon plasma so problems
with discharges between the plasma and the mass spectrometer tend to be more
severe and difficult to control than for argon plasmas.

Gas flows into the plasma through the three tubes of the torch. The sample
aerosol is carried into the cooler, center channel of plasma through the center tube
by the Ar gas used for the nebulizer (0.5 to 1.0 L/min). The Ar gas flowing
between the outer tube and the intermediate tube (10 to 20 L/min), often called
the plasma or outer gas, cools the outer tube between the plasma and the load coil
as well as providing plasma gas. A third Ar gas flow (0 to 1.0 L/min) between the
intermediate tube and the center tube, often called the auxiliary gas, is used
mainly to push the plasma up above the top of the inner tube of the torch to prevent
it from overheating. In some cases, small amounts of nitrogen, oxygen, or other
gases are added to the argon (this is discussed in more detail later).

The plasma has an annular (or doughnut) shape because most of the radio
frequency current is carried in a thin skin on the outside of the plasma. The plasma
structure is important for two reasons: First, the sample is more easily carried into
the center of the discharge and confined from flowing around the outside of the
plasma by the hot, rapidly expanding gas in the outer ring of the plasma doughnut.
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Second, the sample is isolated, to a large degree, from the doughnut region of the
plasma where most of the energy is coupled. As a result, the energy coupling is not
strongly dependent on the composition of the sample (in contrast to a discharge
between two electrodes, for example). Gas velocities in the center of the plasma
are typically 15 to 20 m/sec [8]. The plasma may be about 20 to 30 mm long before
ions are sampled into the mass spectrometer, so the sample spends 1 to 2 msec in
the plasma. ~

The radio frequency plasma power supply must be designed specifically for
ICP-MS. Radio frequencies between 27 and 40 MHz are typically used for ICP
generation. During ignition, the impedance of the plasma varies dramatically from
nearly infinite to nearly zero. The plasma impedance is also a function of the
applied power, gas flow rates, solvent loading (the amount of solvent aerosol and
vapor entering the plasma per second), and plasma gas composition. ICP-MS
signals are very sensitive to small changes (more than about 1%) in power so
power fluctuations and drift must be minimal. Finally, the plasma potential,
dependent on the power supply and load coil configuration, must be properly
controlled. If the plasma potential is too high relative to the sampling plate of the
mass spectrometer, a secondary rf discharge or arc forms. The electric field can
also propagate along the ion beam into the interface region between the sampling
orifice and skimmer, so that a discharge forms in this region.

The presence of a strong secondary discharge has several deleterious ef-
fects. The sampling orifice can be slowly vaporized by the arc. This leads to a
higher background for the elements that make up the sampling cone and a reduced
lifetime of the sampling cone. Formation of doubly charged ions (Ba2*, for
example, because barium has a relatively low second ionization energy, 10 eV,
compared to other elements) is more likely, although molecular oxides might be
more effectively atomized. The ion kinetic energy and spread of ion kinetic
energies are larger, thus reducing the resolution and abundant sensitivity (ratio of
signal at the mass of an ion to that one mass unit away, produced by ions of the
same mass) provided by quadrupole mass spectrometers.

Several different approaches have been used to minimize formation of a
secondary discharge, which results from parasitic capacitance between the plasma
and the load coil. A balanced load coil can be used where the two ends of a single
load coil are driven by 1f signals of opposite phase but nearly equal amplitude [9]
(as is done on Perkin Elmer/Sciex instruments, called Plasmal.ok). Then the
center of the load coil is at 0 V. In some cases the center of the load coil can be
directly connected to ground or to the sampling plate of the mass spectrometer.
Alternatively, two separate load coils can be interlaced to form a balanced rf drive
system (as is done on Varian instruments).

A grounded, electrical shield can be placed between the load coil and torch
to reduce the capacitive coupling between the load coil and the plasma in order to
reduce the plasma potential [10]. A thin metal cylinder, split along its length (to
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prevent circular current flow), is often used (as is done on the HP 4500 ICP-MS,
called PlasmaShield). The extent of capacitive coupling is also a function of the rf
power, distance between the load coil and sampling plate, center gas flow rate, and
diameter of the load coil (the capacitive coupling decreases the farther the load
coil is from the plasma, i.e., the larger the inner diameter of the load coil).

3.1.2 Sample Introduction

The role of the sample introduction system is to convert a sample into a form that
can be effectively vaporized into free atoms and ions in the ICP. A peristaltic pump
is typically used to deliver a constant flow or sample solution (independent of
variations in solution viscosity) to the nebulizer. Several different kinds of nebu-
lizers are available to generate the sample aerosol, and several different spray
chamber designs have been used to modify the aerosol before it enters the ICP.
Gases can be directly introduced into the plasma, for example, after hydride
generation. Solids can be introduced by using electrothermal vaporization or laser
ablation.

Pneumatic Nebulizer/Spray Chamber Combinations

Pneumatic Nebulizers. Pneumatic nebulizers, either concentric or cross-
flow designs, are the most commonly used to generate aerosols for ICP-MS. In
the concentric nebulizer (Fig. 3.4a), the liquid carrying tube is surrounded by a
ring through which gas passes at a sonic velocity. The average drop size of the
aerosol depends on the gas flow rate, ring orifice area, inner diameter of the sample
carrying capillary, and thickness of the wall of the center capillary [4]. In the
cross-flow nebulizer (Fig. 3.4b), the gas is introduced through an orifice at a right
angle to the solution carrying tube. Shear produced by differences in the gas and
liquid velocities breaks the liquid up into filaments that relax to form droplets [11].
Typically, the nebulizer gas flow rate is 0.5 to 1.0 L/min at a pressure of 50 psi or
less. Most concentric, pneumatic nebulizers are made of glass, so they cannot be

a

Figure 4 Concentric (a) and cross-flow (b) pneumatic nebulizers.
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Figure 5 Micronebulizers: (a) Meinhard high-efficiency nebulizer (HEN). (b) Cetac
microconcentric nebulizer (MCN).

used for solutions containing hydrofluoric acid. Cross-flow nebulizers are typi-
cally made from materials that are resistive to corrosive acids and bases, and some
concentric nebulizers from inert materials have also been recently introduced.

Pneumatic, concentric micronebulizers have become available in recent
years (Fig. 3.5) with very small internal dead volume. The Meinhard high-
efficiency nebulizer (HEN) is a glass nebulizer with a very small gas ring area and
thin-walled, small-inner-diameter (90-pm) sample carrying capillary. Although
the HEN requires a higher-pressure Ar gas supply (approximately 170 psi at an
argon gas flow rate of 1.0 L/min) than the conventional concentric pneumatic
nebulizers, it produces a somewhat smaller aerosol than other, “conventional”
concentric nebulizers [12]. Also, because of the small gas ring area, the HEN pro-
duces sonic gas velocities and fine aerosols even at nebulizer gas flow rates as low
as 0.2 L/min. The Cetac MCN-100 microconcentric nebulizer (MCN) has a gas
ring orifice that is slightly smaller than that of a conventional nebulizer. The most
unique property of the MCN is that it is made of HF-resistant materials, including
a narrow polyimide nebulizer capillary [13]. Therefore, the MCN is particularly
attractive for the analysis of small volumes of HF solutions such as those used for
analysis of semiconductor wafers and small volumes of biological samples includ-
ing metalloproteins (which may be more likely to adsorb to glass surfaces). The
main advantage of the micronebulizers is their low internal volume (9 and 0.5 pLL
for the HEN and MCN, respectively, compared to 90 pL typical of a conventional
pneumatic concentric nebulizer). This makes analysis of sample volumes as low
as a few microliters possible by ICP-MS.

Spray Chambers. Spray chambers [14] were designed mostly empirically
for use with conventional pneumatic nebulizers during the development of ICP
optical emission spectrometry. The main purpose of the spray chamber was
thought to be to remove large droplets that would not have sufficient time to be
completely vaporized during their 1- to 2-msec travel in the plasma, although what
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size was too large was not directly known until recently. At the most commonly
used rate of sample delivery to the nebulizer (1 mL/min), only 1% to 3% of the
analyte enters the plasma. The rest (97% to 99%) goes down the drain. However,
as discussed later, the analyte transport efficiency increases as the sample uptake
rate delivered to the nebulizer decreases so that similar detection limits can be
obtained at 50 pL/min as at 1 mL/min [12].

A spray chamber also is necessary to limit the amount of solvent that enters
the ICP (less than about 20 pL/min of aqueous aerosol and 30 mg/min of water
vapor). When water aerosol and vapor loading are higher, the plasma is cooled and
molecular oxide formation increases.

Three different spray chamber designs (Fig. 3.6) are most often used for
ICP-MS: the Scott [15] (double-barrel) chamber, a conical chamber with an im-
pact bead, and a cyclonic chamber [14,16,17]. The cyclonic spray chamber
typically provides a slightly (up to about a factor of 2 or 3) higher analyte transport
efficiency as well as somewhat shorter washout times. In some cases the spray

~ chamber is cooled (such as on the HP 4500 ICP-MS double-pass spray chamber,
which is cooled to 4°C) to reduce the amount of water vapor that enters the ICP
further so that signals from polyatomic ions containing oxygen are reduced. The
cooled spray chamber also helps maintain a stable spray chamber temperature.

Fundamental Processes That Control Aerosol Generation and Transport,
The size of the aerosol drops in the initial (primary) aerosol depends on the design
of the nebulizer, the nebulizer gas flow rate, and, to a lesser extent, the sample

. drain
drain

k Figure 6 Spray chambers: (a) Scott, double-pass design. (b) Conical chamber with
impact bead. (¢) Cyclone spray chamber (top view). (d) Cyclone spray chamber (side view).
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uptake rate [11]. The key nebulizer design parameters are the area through which
the nebulizer gas flows at the nebulizer tip, the inner diameter of the capillary that
the liquid sample flows through, and (for concentric nebulizers) the thickness of
the wall of the center capillary [11]. There are a variety of designs of concentric,
cross-flow, and high-solids nebulizers. Most of the concentric nebulizers are made
of glass and their dimensions can vary significantly from one nebulizer to the next,
even of the same type [18]. As a general rule, the gas must reach sonic veloc-
ity (approximately 320 m/sec) in order to produce a fine aerosol effectively.
Cross-flow nebulizers are typically made of corrosion-resistant materials so that
even solutions containing hydrofluoric acid can be nebulized and introduced into
the ICP.

The primary aerosol droplets become smaller as the nebulizer gas flow rate
is increased (Fig. 3.7). Often, the average aerosol size is described by the Sauter
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Figure7 Effect of nebulizer gas flow rate and sample uptake rate on primary and tertiary
aerosol drop size distributions. A Meinhard TR-30 nebulizer was used with a double-pass
spray chamber. (a) Primary aerosol produced by nebulizer as a function of nebulizer gas
flow rate for a 1-mL/min sample uptake rate. (b) Tertiary aerosol exiting spray chamber as a
function of nebulizer gas flow rate. (c) Primary aerosol as a function of sample uptake rate
at a nebulizer gas flow rate of 0.8 L/min. (d) Tertiary aerosol exiting spray chamber as a
function of sample uptake rate. (From Ref. 18.)
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mean diameter, D,, (aratio of the total volume of aerosol to the total surface area).
When the nebulizer gas flow rate for a Meinhard TR-30 nebulizer was increased
from 0.6 to 1.0 L/min, the D?,’2 decreased by approximately a factor of 2, from
18 to 8.7 pm [5].

The primary aerosol droplets also become slightly smaller as the sample
uptake rate is decreased. However, the Sauter mean diameter is not as sensitive to
changes in sample uptake rate as it is to the nebulizer gas flow rate. For example,
when the uptake rate was decreased from 1.0 to 0.6 mL/min, the D,, value
decreased by only 4% (10.9 to 10.5 at a nebulizer gas flow rate of 0.8 L/mln) [5].

As the sample uptake rate is increased, the amount of analyte transported
into the ICP increases [19], but not proportionately (Fig. 3.8). The efficiency of
analyte transport improves as the sample uptake rate is decreased. The analyte
transport efficiencies were 60%, 14%, and 3% at sample uptake rates of 10, 100,
and 1000 pL/min, respectively. As a result, detection limits obtained using a
sample uptake rate of 50 to 85 pL/min are similar to those for a 1-mL/min uptake
rate [12].

Three main processes appear to control the modification and loss (or trans-
port) of analyte aerosol in the spray chamber: droplet-droplet collisions resulting
in coagulation, evaporation, and impact of larger droplets into the walls of the
spray chamber. Aerosol droplets can be “lost” (impact the walls and flow down
the drain) as a result of several processes in the spray chamber [11,20]. Because
turbulent gas flows are key to generating aerosols with pneumatic nebulizers, the
gas in the spray chamber is also turbulent. Droplets with a variety of diameters
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Figure 8 Analyte transport rate (expressed as equivalent volume of sample solution) as a

function of sample uptake rate. A Cetac microcentric nebulizer (MCN) was used in a
double-pass spray chamber. (From Ref. 422.)
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have a wide distribution of velocities. As a result, droplet-droplet collisions are
likely, depending on the number of droplets per unit volume. Larger acrosol drops
may collide with the walls of the spray chamber as a result of turbulence induced
losses. Drops with sufficient momentum may not be able to follow the gas flow
through the spray chamber, so these drops impact on the walls of the spray
chamber (this is called inertial deposition). Gravitational settling is another poten-
tial means to lose large droplets as they pass through the spray chamber. Evapora-
tion results in a decrease in aerosol drop size, thereby improving the chances for
the analyte to follow the gas flow through the spray chamber and into the ICP.

The spray chamber is often erroneously thought to act as a simple cut-off
filter that removes only droplets with diameters greater than some maximum
diameter. However, even very small (<3-pm diameter) droplets have a low
probability of passing through the spray chamber and reaching the plasma [5]
when the sample uptake rate is 1 mL/min (Fig. 3.9). This is most likely due to
droplet-droplet collisions, coagulation, and subsequent loss of the larger, coagu-
lated droplets by turbulence losses, inertial impact, or gravitational settling. As is
also seen in Fig. 3.9, droplets with initial diameters greater than about 15 pm are
not transported through the spray chamber with good efficiency, even at low
sample uptake rates.

If the sample uptake rate is decreased, the number of droplets per cubic
centimeter in the spray chamber decreases, droplet-droplet collisions resulting in
coagulation are less likely, and the analyte transport efficiency increases, as shown
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Figure 9 Ratio of tertiary to primary aerosol volume as a function of drop size for
different sample uptake rates. A Cetac microconcentric nebulizer (MCN) was used in a
double-pass spray chamber. Other concentric nebulizers behave similarly. (From Ref. 422.)
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Table 1 Analyte Transport Efficiency as a Function
of Sample Uptake Rate for Three Different Nebulizers
- Used with a Scott Double-Pass Spray Chamber?

Analyte transport efficiency (%)

Liquid uptake Meinhard Meinhard Cetac

rate (mL/min) TR-30-A3 HEN MCN
0.010 50% 60% 60%
0.020 40% 55% 45%
0.050 20% 30% 22%
0.100 13% 16% 14%
0.200 8% 9.5% 9%
0.500 4% 52% 5%
1.000 2.5% 3% 2.9%

aNebulizer gas flow rare was 1.0 L/min in all cases.
Source: Ref. 422.

in Fig. 3.8 and Table 3.1. Argon at room temperature becomes saturated when it
contains about 25 mg/L of water vapor. At an uptake rate of 1 mL/min, less than
2% of the aerosol can evaporate in the spray chamber when a gas flow rate of 1
L/min is used. Then the argon is saturated with water vapor and no further
evaporation of the aerosol takes place. However, as the sample uptake rate is
decreased, the percentage of the sample aerosol that can evaporate increases. At
sample uptake rates below 25 pL/min, all of the water aerosol can evaporate in
the spray chamber, thereby increasing the transport efficiency of analyte into the
ICP. The largest drops may not have sufficient time to evaporate before impacting
the walls of the spray chamber.

As can be seen from the results in Table 3.1, the analyte transport efficiency
is similar for both “conventional” and “micro-" or “high-efficiency’” nebulizers
when compared under identical flow rates. The increase in analyte transport effi-
ciency with decrease in the sample uptake rate (sometimes called “starving” the
nebulizer because uptake rates less than the natural aspiration rate are used) was
reported long ago [21,22]. So the main advantage of the newer “micronebulizers”
is that their internal volume is small, a feature that becomes more important as the
uptake rate is reduced. A capillary can also be inserted into a ‘“‘conventional”
concentric, pneumatic nebulizer to decrease its internal dead volume [23,24].

Ultrasonic Nebulizers

Ultrasonic nebulizers are unique in that a piezoelectric transducer, powered at
frequencies of 200 kHz to 10 MHz, is used to generate aerosol from sample that
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flows across the transducer surface. This has three important implications: No
turbulent gas is needed to produce the aerosol, so turbulence induced aerosol
losses and droplet-droplet coagulation in the spray chamber should be reduced -
compared to those of pneumatic nebulizers. The flow rate of the gas used to carry
the aerosol to the ICP can be optimized independently of the aerosol generation
process. Finally, there are no small orifices to become clogged.

Most ultrasonic nebulizers use a somewhat larger sample uptake rate (2-3
ml./min) than pneumatic nebulizers. Typically the spray chamber and/or a tube
following the spray chamber is heated to evaporate water partially from the
aerosol. Because the aerosol transport efficiency is higher when an ultrasonic
nebulizer is used, particularly with a heated spray chamber, a system to remove
solvent (typically a condenser and/or membrane separator) is essential to prevent
deleterious cooling of the ICP by excess water.

The combination of the ultrasonic nebulizer, heated spray chamber and
condenser/desolvator leads to improvements in detection limits by a factor of
about 10 compared to that of a pneumatic nebulizer without a desolvation system.
This is the main reason ultrasonic nebulizers are used despite their higher cost
(approximately U.S. $15,000 in 1998).

There are several drawbacks to ultrasonic nebulizer/desolvation systems.
Precision is typically somewhat poorer (1% to 3% relative standard deviation)
than for pneumatic nebulizers (0.5% to 1.0% relative standard deviation) and
washout times are often longer (60 to 90 sec compared to 20 to 30 sec for a
pneumatic nebulizer/spray chamber without desolvation). Furthermore, chemical
matrix effects are dependent on the amount of concomitant species that enter the
ICP per second. Therefore, use of any sample introduction device that increases
the amount of sample entering the plasma per second also naturally leads to more
severe matrix effects when the sample contains high concentrations of concomi-
tant species. '

Desolvation Systems

Desolvation systems can provide three potential advantages for ICP-MS: higher
analyte transport efficiencies, reduced molecular oxide ion signals, and reduced
solvent loading of the plasma. Two different approaches have been used for
desolvation in ICP-MS. The heated spray chamber/condenser combination has
been discussed; it is the most commonly used system. The extent of evaporation of
the solvent from the aerosol and cooling to reduce vapor loading varies from
system to system. The second approach is the use of a membrane separator to
remove solvent vapor before it enters the ICP.

Heated Spray Chambers. The use of a heated spray chamber to evaporate
the aerosol partially leads to reduction in drop size and therefore higher analyte
transport efficiencies. Often the drying of the aerosol droplets is incomplete.
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Typically, either the walls of the spray chamber have been heated or, in the case
of the Mistral system from VG Elemental, infrared radiation heating is used [25].
Microwave heating of the aerosol seems to be inefficient. It is unlikely that the
aerosol is completely dried in these systems.

Using a microcentric nebulizer at low flow rates (typically about 50
pwL/min), a heated spray chamber, and a heated microporous membrane desolva-
tor, the Cetac MCN-6000 system can provide analyte transport efficiencies of
50% to 90%. This system is made completely of HF resistance materials.

Recently, Legere [26] presented some very interesting results using a spe-
cially designed spray chamber to heat a secondary gas before it enters the spray
chamber and then efficiently mix that gas with the aerosol produced by the nebu-
lizer. Because the aerosol “jet” typically entrains large volumes of gas, the addi-
tional, heated gas can be very efficiently mixed with the gas from the nebulizer in
order to promote rapid heating and evaporation of the sample aerosol. The goals of
this design include virtually complete vaporization of liquid aerosol, prevention of
aerosol from striking the walls of the spray chamber, and 100% analyte transport
efficiency. It appears that the liquid water is almost completely removed from the
aerosol for sample uptake rates up to 300 wL/min (then the heated Ar becomes
saturated with water vapor and the dew point is reached). A Nafion membrane
desolvator is used to remove most of the water vapor before it enters the ICP. As
the sample uptake rate is increased from 25 to 250 wL/min, the ICP-MS signal
increases by a factor of 10 (in stark contrast to the data shown in Fig. 3.8). This is
strong evidence that the analyte transport efficiency is constant and virtually
100%, even at a sample uptake rate of 250 wL/min. As a result, sensitivities are
enhanced by about a factor of 10 compared to those of a conventional pneumatic
nebulizer/Scott spray chamber used with an uptake rate of 1 mL/min. Washout
times are also very fast.

Condensers to Remove Solvent Vapor. The use of a condenser to cool the
vapor and remove it by condensation on the walls of the condenser is one means to
reduce solvent vapor loading of the ICP. However, this approach entails a prob-
lem: the solvent recondenses on the desolvated particles as well. In an attempt to
get around this problem and to remove as much solvent vapor as possible, Houk et
al. [27] have used a three-stage cryogenic desolvation system. The sample aerosol
passes through a heated spray chamber, a condenser at 0°C to —10°C, and a
cryogenically cooled condenser, and then goes through three cycles of heating and
cryogenic cooling before entering the plasma. Although this is an elaborate and
inconvenient system, signals from polyatomic ions including ArO*, ClIO*, and
ArCl* are reduced by a few orders of magnitude. This reduction significantly
enhances detection limits for Fe, V, and As [27].

Membrane Separators. Solvent vapor can be removed from the sample
carrying gas by establishing a concentration gradient across a membrane. The
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sample vapor travels inside the membrane tube and a dry, sweep gas is passed in a
tube surrounding the membrane. The removal of the solvent is driven by a concen-
tration gradient between the inside of the membrane tube, where the sample and
solvent vapor are, and the outside of the tube, where the sweep gas flows. The
advantage of this approach is that solvent vapor can be removed without the
deleterious effects of cooling with a condenser. The use of membrane separators
for solvent removal in ICP-MS was first described in 1990 [28,29].

Two membrane types that operate on different principles have been used in
commercially available membrane separators: microporous membranes and se-
lectively permeable, nonporous polyimide or Nafion membranes. The micro-
porous Teflon PTFE membrane can be used to remove water vapor or organic
solvent vapor. Any gaseous component, including volatile analytes such as Hg, is
partially or extensively removed. The sweep gas flow rate is typically similar to
the sample carrier gas flow rate.

In contrast, Nafion removes water vapor by a process called perevaporation.
Water is absorbed onto the walls of the Nafion, moves through the walls, and
evaporates into the sweep gas [30]. As a result, volatile analytes should not be lost
through the membrane. The efficiency of removal depends on diffusion of water
vapor to the walls of the membrane. When the water vapor load is significantly
less than the dew point, the efficiency also improves as the temperature of the
dryer is reduced [31]. This membrane separator does not remove organic solvent
vapor from the Ar gas stream, but it also does not suffer from loss of volatile
analytes.

A nonporous aromatic polyimide membrane that is selectively permeable to
H,, H, and H,0 has also been used for water vapor removal before the sample
enters the ICP-MS [32]. Molecular analyte oxide ion signals were reduced ap-
proximately two orders of magnitude and O-containing polyatomic ions, such as
ArO* and CIO™, were reduced by one to two orders of magnitude.

Although the membrane separators are useful for solvent vapor, care must
be taken to prevent fouling the membranes with liquid solvent, as occurs when
incompletely desolvated aerosol enters the membrane separator.

Direct Injection Nebulizers

Direct injection nebulizers are operated without a spray chamber. Instead, the
concentric, pneumatic nebulizer is positioned just below the plasma and 100% of
the sample is sprayed into the ICP. The nebulizer replaces the center tube of the
ICP torch. The direct injection nebulizers are particularly attractive for the anal-
ysis of small sample volumes and for elements, such as Hg, I, and B, that stick to
surfaces in the spray chamber and therefore have long washout times when a
spray chamber is used. The dead volume of the direct injection nebulizers is small,
so they have often been used to couple capillary separations with ICP-MS detec-



Inductively Coupled Plasma Mass Spectrometry 83

tion [33] and to increase sample throughput rates [34]. One of the disadvantages of
the direct injection nebulizers is that molecular oxide ion/elemental ion signal
ratios are higher by about a factor of 3 [35]. The sample liquid uptake rate to the
nebulizer is limited to 120 pL/min or less to prevent solvent overloading of the
ICP. :

Two different kinds of direct injection nebulizers are available commer-
cially. The total consumption nebulizer was developed by Greenfield et al. [36] for
ICP optical emission spectrometry. The concept for the Cetac direct injection
nebulizer (DIN) was developed by Fassel, Houk, and coworkers [35,37]. It has a
narrow sample-carrying capillary [30-50 pm inner diameter (i.d.), 0.5 to 1 m
long] that extends slightly past the nebulizer gas tube. A second, auxiliary or
makeup, nebulizer gas is introduced through another concentric tube outside the
nebulizer gas tube. A gas displacement pump (up to 1500 psi) or HPLC pump is
used to deliver the sample to the nebulizer through the-long, narrow capillary.

The second type of direct injection nebulizer, called the direct injection
high-efficiency nebulizer (DIHEN), is a specific type of the Meinhard HEN [38]
that is inserted into the ICP torch in place of the center, injector tube. The main
advantage of the DIHEN compared to the Cetac DIN is that a high-pressure pump
is not needed to deliver sample to the nebulizer. An unusually low nebulizer gas
flow rate (0.25 L/min) and high ICP power (1.5 kW) were found to provide
optimal ICP-MS sensitivity when DIHEN is used [38].

Hydride Generation Sample Introduction

Several elements (including As, Bi, Ge, Pb, Sb, Se, Sn, and Te) form volatile
hydrides when reacted with sodium borohydride at room temperature. By intro-
ducing the analyte as a volatile hydride, high-transport efficiencies, and therefore
improved detection limits, can be achieved. Often as importantly, much of the
sample matrix is not introduced into the ICP because those species do not form
volatile compounds. Commercial hydride generation sample introduction systems
are available, ;

Continuous, batch, and flow injection modes of hydride generation have
been used successfully [39-41]. In the commonly used continuous mode the
sample and sodium borohydride solutions are pumped by using a dual-channel
peristaltic pump into a mixing chamber. The volatile hydride gas and hydrogen are
carried into the plasma with a flowing argon gas and the excess liquid is directed
to the drain.

Key experimental and chemical considerations are necessary for successful
use of hydride generation [39,40}. The reaction to form the volatile hydride may
be highly species- as well as element-dependent. Therefore, the analyst must be
aware of the chemistry and realize that the response may be species-dependent.
The signal may not be directly related to the total elemental concentration in the
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sample. For example, As(Ill) more readily forms a hydride than As(VD). So, it
may be necessary to pretreat the sample to reduce the analyte to the proper
oxidation state. Arsenobetaine and arsenochlorine do not react to form volatile
arsenic hydride [42]. The species-dependent hydride generation can be used to
advantage for elemental speciation. For example, As(IIl) can be measured by
hydride generation, and then As(VI) can be determined by determining the
difference from a total As concentration measurement [43].

The acid content of the sample, the reactant concentration, the liquid flow
rates of the sample and reactant, the argon carrier gas flow rate, and the reaction
cell design can all affect the hydride generation and transport. If too much H,,

'CO,, and H,O is generated, the plasma may be overloaded. This effect can be
minimized by proper control of flow rates, pumping the drain to remove the liquid
after reaction and adding NaOH to the solution waste. The transfer of analyte
hydrides into the ICP [44] and the pH dependence of hydride forming elements
[45] have been investigated theoretically and experimentally. Some sample com-
ponents can interfere with the hydride generation process. Transition metals can
interfere with the hydride generation process by being preferentially reduced.

Separation of the hydride gas from the liquid is key to stable signals. Pulses
of hydride can be produced if the reaction solution is not well mixed, gas bubbles
form in the tubing as the reaction occurs, and the generated gas is not well mixed
with the carrier gas. A variety of gas-liquid separation devices have been used,
including gas-permeable, microporous membranes. If an appropriate membrane
is chosen, the hydride gas passes through it efficiently, but aerosol and liquid do
not [42,46]. Effective separation of the gas from the liquid also minimizes intro-
duction of sample matrix species into the ICP. For example, the ArCl* spectral
overlap at mass 75 with the only isotope of As can be prevented by using hydride
-generation sample introduction rather than introducing an aqueous solution con-
taining a high concentration of chlorides into the ICP as an aerosol [42,46,47].

Flow Injection Sample Introduction

Flow injection analysis involves a flowing stream of solvent into which a discrete
volume of sample is injected. Many different chemical sample treatments, includ-
ing on-line dilution, extraction, preconcentration, matrix removal, separations,
dissolution, precipitation reactions, and generation of volatile species, can be
effectively used in a flow injection mode [48]. Exponential dilution can be used
for calibration. Internal standards can be added on-line to the sample [49]. One
of the main advantages of flow injection is that these processes can be easily
automated. Another potential advantage of ICP-MS is that samples containing
high concentrations of dissolved solids can be analyzed during short pulses in
order to prevent excessive deposition of salt on the sampler or skimmer.
Selected elements can be preconcentrated by using a short column onto
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which the analytes are absorbed. The preconcentration factor can be controlled
because it depends on the amount of time sample is flowed through the column
[49]. After a fixed time the analytes can be eluted from the column in a “plug” by
an acidic solution, for example, and carried to the nebulizer in a flowing stream.
Alternatively, a column can be used to remove particular components ‘of the
sample from the stream while allowing analytes of interest to pass through the
column [50].

Solid Sample Introduction

Dissolution of solid samples for ICP-MS analysis has several disadvantages,
including time consuming procedures, difficulty in gaining complete dissolution,
potential loss of elements that form volatile species, potential contamination by
reagents and vessels, and loss of information on the spatial distribution of elemen-
tal composition. Furthermore, the introduction of solvent aerosol and vapor into
the ICP leads to the production of molecular ions that can cause spectral overlaps
with analyte elemental ions of interest. Several solid-sampling techniques have
been developed to overcome some or all of the disadvantages of sample dissolu-
tion and solution sample introduction for ICP-MS. These include laser ablation,
electrothermal vaporization, spark and arc ablation, and powder injection devices.
The major problem with solid sample introduction is calibration for quantitative
analysis, often requiring standards that are well matched to the sample.

Many of the solid sample introduction techniques produce transient signals
or at least signals that fluctuate on short time scales. The combination of time-of-
flight ICP-MS and solid sampling approaches that generate a transient signal may
be particularly attractive because all elements can be monitored simultaneously.
Multielement analysis from transient electrothermal vaporization or direct inser-
tion sample introduction will become more viable. It is even possible to monitor
signals for all elements from material produced from a single laser pulse.

Laser Ablation. 'When a laser is focused on or just above a solid sample,
the surface can be ablated to produce particulates and vapor by sputtering and
thermal vaporization processes. The sample vapor and dry aerosol can be carried
in a flowing gas stream into the ICP [51,52]. Laser ablation (LA) sampling is
amenable to a wide variety of materials, conducting and nonconducting, inorganic
and organic. The ablated spot size can be as small as a few micrometers, so spa-
tially resolved measurements can be made. Recently introduced lasers with flat
beam profiles also allow depth-resolved measurements. Laser ablation—ICP-MS
has been widely used for geological samples. :

The ICP-MS signal depends on the amount of analyte entering the plasma
per second. The amount of material ablated per laser pulse is strongly dependent
on the sample properties and the surface morphological features. In addition, the
amount of material is dependent on the laser properties, including wavelength,
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pulse length, spot size, repetition rate, energy per square centimeter, and laser
mode [53-55]. The spot size and amount of material ablated also depend on the
focal length of the optic used to focus the laser, where the beam is focused relative
to the surface of the sample and the laser beam profile.

Signals from laser ablation ICP-MS are transient and can vary widely over
time. Therefore, a simultaneous detection system, using time-of-flight mass spec-
trometry [56] or a multiple detector sector—based mass spectrometer [57-59] is
preferable. Quadrupole mass spectrometers can be used, with some limitations, if
signals are properly acquired and processed [60].

The laser ablation system consists of a high-power pulsed laser, optics to
focus the laser at or near the surface of the sample, and an ablation cell. Small
ablated particles are swept out of the ablation cell and carried into the ICP in a
flowing gas. Often a microscope lens and video camera are positioned to allow the
operator to view the sample surface before and after ablation. A high-quality
microscope and precise positioning of the sample relative to the laser beam are
essential for good spatially resolved sampling.

To obtain accurate, quantitative results, either the amount of material ab-
lated per laser pulse must be similar for the standards and samples or the relative
ablation rates must be experimentally measurable (through use of an internal
standard, for example). The size distribution of the ablated particles must be
similar enough for the standards and samples so that that transport efficiency of
ablated material is similar or again can be accounted for accurately. Ideally, the
ablation process should produce particles and sample vapor that have the same
chemical composition as the sample. However, elemental fractionation can occur,
particularly if the ablation process is predominantly thermal [61].

Excimer and frequency tripled or quadrupled Nd:YAG lasers are most
commonly used for LA-ICP-MS. Early laser ablation systems for ICP-MS were
infrared lasers. These were chosen because many materials absorb infrared (IR)

‘radiation strongly. However, the ablation process tends to be more thermal for IR
wavelengths compared to ultraviolet (UV) wavelengths. As a result, there is less
- elemental fractionation when UV lasers are used rather than IR lasers [62].
Furthermore, smaller spot sizes can typically be obtained with UV lasers, so
spatial resolution is improved and swelling of polymeric materials is reduced [63].
Therefore, most laser ablation systems for ICP-MS now use UV radiation. The
output of the Nd:YAG laser (1064 nm) is typically quadrupled (to 266 nm) by
- using nonlinear crystals, although the conversion of energy is relatively inefficient
(17100, for example), leading to much lower pulse energies. Excimer lasers based
on XeCl (308 nm) or ArF (193 nm) have been used. The effect of laser pulse width
on the ablation process has also been investigated [54].
Detection limits for most reported LA-ICP-MS studies have been near 1
ng/g, although these limits are very dependent on the element, sample type, laser
system, laser parameters, pit size, and ICP-MS used. Detection limits in the 1- to
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10-ng/g range in geological materials have been reported recently [62]. Precision
of 5% to 10% is typical, although this is also strongly dependent on experimental
parameters as well as sample homogeneity [64]. If a simultaneous detection sys-
tem is used, such as a dual-quadrupole [65] or multicollector sector MS [57,58,
66], isotope ratio precision of 0.24% to 0.004% can be obtained, respectively.

The major limitation of LA-ICP-MS is the need for standards that closely
match the properties of the samples. In some cases it is possible to use NIST glass
standard reference materials for calibration in the analysis of geological materials
[67,68]. Internal standardization employing MS signals from elements at known
concentrations has been used to improve precision and accuracy. Other tech-
niques, such as acoustic [69] and light scattering [70] measurements, have been
used in an attempt to monitor the relative amount of material ablated. These
approaches seem to work well for variations in the amount of material sampled for
similar sample matrices but not for very different types of solids. Dual-sample
introduction systems with either wet [71] or dry [72] aerosol introduction in
addition to laser ablation have also been reported.

By positioning the sample just below the ICP, sample transport losses can be
dramatically reduced [73]. This “in situ” sampling approach suggests some
interesting possibilities for laser ablation sampling. A narrow-signal (0.7-msec)
pulse was produced after each laser pulse. The peak signals were approximately
1000 times the steady-state signal observed when a conventional ablation cell and
transfer tubing were used. However, fast, simultaneous detection (such as is
provided by time-of-flight mass spectrometers) is required to take full advantage
of this approach in ICP-MS.

Electrothermal Vaporization. Samples may be introduced into the ICP as
vapor, including atoms, molecules, small clusters, and small particles [74] by
electrothermal heating [75]. A small liquid (~10 pL) or solid (~10 mg) sample is
placed on a graphite furnace or tantalum filament, which is heated by passing a
high dc current through it. The electrothermal source, unlike in electrothermal
vaporization (ETV)-atomic absorption spectrometry, does not have to atomize the
sample, only to transfer it into a form that can be efficiently carried into the ICP.
The vaporizer is part of a closed system through which a carrier gas flows to take
the vaporized sample through a length of tubing into the ICP. The advantages of
this approach are, direct sampling without requiring dissolution and ability to
vaporize the water before vaporizing the sample so that molecular ions that
involve O, such as ArO*, are much less common.

The ETV parameters, including vaporizer temperature, carrier gas flow rate,
drying temperature and duration, pyrolysis temperature, and duration and vapor-
ization temperature, all affect the transient signal produced. Different elements are
carried into the plasma at different times, depending on their volatility. '

The transport of sample into the ICP appears to be more efficient when the
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sample is carried as small particles. These particles can be formed by self-
nucleation or by addition of physical carriers, such as high concentrations of NaCl.
Several groups have investigated the use of chemical modifiers and their effect
on analyte transport [76-78].

Detection limits are typically less than picograms per milliliter (pg/mL)
[79,80] with absolute detection limits as low as 2 attograms [81]. Often standard
addition calibration and a good knowledge of the chemistry of the sample in the
vaporizer are required for successful use of ETV-ICP-MS.

Direct Sample Insertion. In direct sample insertion (DSI) [82], the sample
is placed on a rod, metal loop, or cup on a rod. After desolvation (by inductive
heating of the rod or use of a heat gun), the sample is inserted into the plasma. The
advantages of the DSI system include nearly 100% sample transport efficiency
into the ICP and use of a single power source. The most exciting capability of DSI
is preconcentration using aerosol deposition that can provide two orders of magni-
tude of improvement in ICP-MS detection limits [83]. Detection limits as low as
0.06 parts per trillion were obtained.

Other Solid Sample Introduction Systems. Arc discharges (continuous
discharges between two electrodes, one of which is the sample) have been used to
generate dry aerosols from conducting samples [84] and powders mixed with a
conducting matrix. Spark discharges (short, pulsed discharges) have also been
used for solid sampling into ICP-MS [85,86]. A unique system to introduce
powders quantitatively directly into the ICP at a controlled rate has also been
described [87,88].

3.1.3 lon Sampling from an Inductively Coupled Plasma:
The Inductively Coupled Plasma Interface

The interface used today between the atmospheric-pressure plasma and the low-
pressure mass spectrometer is based on a differentially pumped two-stage inter-
face similar to those used for molecular beam techniques [89-91]. The key to
successful development of ICP-MS instruments was the use of a relatively large
(~1-mm-diameter) sampling orifice so that continuum flow was attained with an
unrestricted expansion of the plasma to form a free jet. When small orifices were
used, a cold boundary layer formed in front of the orifice, resulting in substantial
cooling of the plasma, including extensive ion-electron recombination and mo-
lecular oxide formation. The smaller orifices were also susceptible to clogging.

Plasma gas (overall neutral) flows through the sampling orifice and expands
in the first stage of the mass spectrometer (at a pressure of a few torr). Assuming
ideal, neutral gas flow, approximately 2 atm L/min [at standard temperature and
pressure (STP)] of gas flows through the sampling orifice [92]. Therefore, most of
the analyte ions from the center channel of the ICP pass through the sampling
orifice.
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The free jet forms downstream of the sampling orifice with a barrel shock
and Mach disk [93]. A skimmer (also with a diameter of ~1 mm) is placed
approximately two thirds of the distance between the sampling orifice and the
Mach disk for optimal sampling. Flow along the center line travels through the
skimmer to form a directed beam into the second stage of the ICP-MS (0.1 to 1
mtorr). Although most analyte ions likely pass through the sampling orifice, only
ions from a narrow spatial region of the plasma (approximately 0.2- to 0.3-mm
wide) appear to reach the detector of the mass spectrometer [94,95].

It appears that the sampling process is mainly determined by neutral atoms.
This is reasonable because only a small percentage of the plasma is ionized (Ar is
about 0.1% to 0.2% ionized). Therefore, there are orders of magnitude more Ar
atoms than any atoms of other species, including sample ions, in the plasma.
Moreover, it has been concluded that ion-molecule reactions are not a major
source of molecular ions observed in ICP-MS [92]. This conclusion is consistent
with theoretical calculations of collision rates [95]. Recently, Houk has reported
that theoretical calculations of the relative abundance of molecular ions in the ICP
itself are consistent with ICP-MS experimental observations [96].

If the flow of gas through the sampling and skimmer orifices is predomi-
nantly determined by neutral gas, then the analyte ions should be traveling at the
same velocity, regardless of mass. As a result, the ion kinetic energy increases
with the mass of the ion [97,98]. Ion kinetic energies vary with ICP power,
nebulizer gas flow rate, and MS interface pressure [99,100]. Ion kinetic energies
typically range from about 3 to 10 eV for ions of mass 7 to 250. The spread of ion
kinetic energies for midmass ions is typically about 3.8 eV (full width half
maximum).

3.1.4 lon Transfer from the Skimmer to the Mass
Spectrometer

Because of the higher mobility of electrons compared to much heavier elemental
ions and the electrostatic field produced by the ion optics designed to focus
positive ions, charge separation occurs so the overall neutral plasma gas beam
becomes a positive ion beam. This most likely occurs in the region near or just
after the skimmer [99,101-103]. If the number of ions in the positive ion beam is
large enough, space charge defocusing occurs. The ion current passing through the
skimmer has been estimated to be as high as 1.5 mA [104]; therefore, space charge
defocusing is significant.

lon Optic Designs

The function of the ion optics is to maximize transmission of ions from the
skimmer into the mass spectrometer while minimizing background due to photons
or fast neutrals. The ion optics need to focus ions with a relatively wide spread of
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ion kinetic energies 1-4 eV) for a single mass as well as over a wider range of
mass-dependent ion kinetic energies. Calculation of ion trajectories in order to
design optimal ion optics is complicated by two processes: space charge effects
and scattering of ions by collisions with the background gas. Furthermore, the
location and distance over which charge separation occurs are critical and not well
known. Tanner has described the development of the ion optics for ICP-MS as a
combination of ‘“‘modeling, intuition and blind luck” [105].

High-energy photons and fast neutrals can produce a signal if they strike the
detector. Two main approaches have been used to minimize this potential back-
ground signal. A stop can be placed on-axis and ions focused in a path around or in
back of the stop. Alternatively, an offset ion lens can be used or the ions can be
directed through a 90° angle into the mass spectrometer to prevent a straight line
of sight between the sampler-skimmer and the mass spectrometer.

A variety of ion optic designs have been used (Fig. 3.10). Most consist of
several lenses in combination to deal with the wide range of mass-dependent ion
kinetic energies. One arrangement (Fig. 3.10a) used a combination of a Bessel
box and an Einzel lens. Both experimental studies of ion signals as a function of
lens voltages and theoretical calculations using Simion or MacSimion [106,107]
have been reported for this set of ion optics. Another set of ion optics using a stop
on-axis is shown in Fig. 3.10b. Hu and Houk [108,109] described offset ion optics
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Figure 10 Ion optics: (a) Einzel lens/Bessel box similar to optics used in Sciex ELAN
250, 500, and 5000 ICP-MS instruments. (b) Multiple lens stack similar to those used in VG
instruments. (¢) Optics similar to those used in HP 4500. (d) Offset ion lens system
developed by Hu and Houk [108,109] and used in Thermo ICP-MS. (e) Ion optics used in
Seiko instrument with the quadrupole mounted perpendicular to the sampler-skimmer axis.
(f) Single-lens-based ion optics similar to the Perkin-Elmer ELAN 6000 system.
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(Fig. 3.10c) that deflected ions off center and then back on center, thus preventing
a straight line of sight for photons for fast neutrals to travel from the skimmer into
the quadrupole mass spectrometer without the need for a stop. In some instru-
ments (Fig. 3.10d, e) the mass spectrometer is placed off axis from the sampler-
skimmer axis in order to minimize background without the use of a stop. The
effective focal length of an ion lens depends on the ion kinetic energy (analogous
to the focal length dependence of an optical lens on the wavelength of light). Ion
optic systems for ICP-MS are therefore normally designed from multiple lenses in
order to focus ions with a range of ion kinetic energies with fixed lens voltages. An
alternative approach is shown in Fig. 3.10f. A stop and a single cylindrical lens are
used to focus ions into the mass spectrometer, but the lens voltage is scanned
synchronously with the quadrupole mass spectrometer for best focusing of ions
~of each mass/charge ratio.

Space Charge Effects

The transmission of ions from the skimmer to the quadrupole mass spectrometer is
generally poor (0.1% to 0.01%) [92,105,110], mainly as a result of space charge
induced loss of ions from the beam. Space charge effects can be thought of in two
ways. Positive ions, in the absence of electrons, in close proximity repel each
other. This tends to force positive ions away from the beam axis, thus reducing the
number of ions that pass through the next aperture or into the mass spectrometer.
Alternatively, the large number of ions in the beam can be considered to shield
ions from the applied electrostatic field produced by the ion optics, resulting in a
defocusing of the positive ion beam. The radial electric field due to the positive ion
beam can become as large as the electric field produced by the ion lens. As aresult,
there are severe losses of ion transmission to the mass spectrometer due to space
charge effects.

The space charge field is due mainly to the predominant positive ion, Ar™,
when only trace amounts of analyte are present in the plasma. Initially, almost all
of the ions are moving at the same velocity through the skimmer, independently of
their mass. Because heavy ions have a higher kinetic energy than light ions, light
ions are more severely defocused by the space charge field. As aresult, a mass bias
toward heavier ions is induced. If sufficiently high concentrations of heavy
elements are present in the sample, they can contribute significantly to the total
positive ion beam current and produce increasingly severe losses of lighter ions
from the positive ion beam, as will be discussed further.

The effect of the ion beam current on model predicted ion trajectories [105]
is shown in Fig. 3.11. Important inputs for the model are the location and distance
over which charge separation occurs to produce a positive ion beam. A charge
separation function was assumed (Fig. 3.11a) for the simulation. When space
charge effects are not included, a large fraction of the ions pass from the skimmer
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Figure 11 Simulated Sc* ion trajectories: (a) Ton optic geometry and voltages. Plot
shows assumed charge separation function. (b) No space-charge effect included. (c) Total
beam current through skimmer of 1 wA (d) Total beam current through skimmer of 1500
wA. (Note that darker trajectories correspond to 1% of the ion beam; 99% of the ion beam is
lost as indicated by the lighter trajectories.) (From Ref. 105.)

through the ion optics (Fig. 3.11b). For a total positive ion beam current of only
1 A, defocusing of the beam can be clearly seen from the model predictions (Fig.
3.11c). When the total ion current is increased to 1500 pA, a value close to
experimentally measured currents, about 98% of the Sc* ions are deflected,
impact on the inside of the skimmer cone, and are lost (Fig. 3.11d).

3.1.5 Collision-Reaction Cells

A multipole cell at pressures around 1 to 15 mtorr, placed between the sampler-
skimmer interfacé and the mass spectrometer, can serve two functions: reduce the
kinetic energy of the ions to nearly thermal energies (<0.5 e¢V) and carry out
reactions with analyte or background ions. Of particular interest for ICP-MS are
reactions that would dramatically reduce spectral overlaps due to elemental or
polyatomic ions. Two potentially undesirable processes must be considered for
successful use of a collision-reaction cell. Scattering losses can be severe if the
mass of the collision or reaction gas is high compared to that of the analyte ion
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mass. Reaction product ions could produce new spectral overlaps. They could also
react further through a series of reactions to produce other potentially interfering
background ions.

Collisional fragmentation cells have been used in triple quadrupole MS-MS
instruments for organic mass spectrometer for some time. However, scattering
losses of Ce™ analyte ions in ICP-MS were found to be greater than the reduction
in the CeO™ signal. It is unlikely that collisional fragmentation will be effective
for reduction of spectral overlaps in ICP-MS.

Ton-molecule reactions can be very efficient. Douglas [111] showed, using
ICP-MS-MS, that CeO,* could be formed in a reaction cell with the addition of
oxygen. Rowan and Houk [112], using a double-quadrupole instrument, demon-
strated that ArO™, AIN*, and Ar,* signals were reduced more rapidly than some
of the elemental ions when Xe or CH, was used as a reaction gas. Eiden et al. [113]
were able to reduce the Ar™ signal by six orders of magnitude by adding H, to an
ICP-ion trap mass spectrometer.

Turner et al. [114] described an ICP-MS with a hexapole transfer lens (Fig.
3.12a) in a tube that allows the pressure to be maintained. The cell was initially
reported to contain He, although it is likely that H, or H,O vapor was also in the
cell and is now purposely added to the cell [115]. Ar,*, ArCl*, ArO*, and Ar*
signals were reduced relative to Set, As*, Fe™, and Ca™, respectively. Detection
limits for Fe, Ca, K, Se, and As near 10 parts per trillion (ppt) have been reported
[115]. Recently, Beaty and Liezers [116] also described a collision-reaction cell at
a pressure of 30 mtorr that reduced the ion kinetic energy spread as well as
“continuum” ICP-MS background to less than 1 count/sec. Previously, Douglas
and French had described the use of an rf-only quadrupole for collisional focusing
and reduction of the ion kinetic energy spread [117].

Recently, Tanner et al. [118-120] described a quadrupole reaction cell they
have termed a dynamic reaction cell (DRC) used with a quadrupole mass spec-
trometer (Fig. 3.12b). Reactive gases, such as NH;, H,, O,, and H,0, were
investigated. Charge transfer or proton transfer reactions could be used to advan-

a b

= 1
Figure 12 (a) ICP-MS with hexapole collision-reaction cell similar to that used by
Micromass. (b) ICP-MS with dynamic reaction cell as described by Perkin-Elmer Sciex.
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tage. Dramatic [119] reduction, up to nine orders of magnitude, of Ar™ and
molecular ion signals was observed. Analyte ion sensitivities could be maintained
- or increased while “continuum” background count levels were decreased to less
than 1 count/sec. Iron detection limits of 0.3 ppt were reported. The background
preventing lower detection limits appeared to be iron in the blank water supply as
the background spectrum showed an isotope pattern matching that of Fe. Other
reported detection limits included 1 ppt As, 1 ppt Ca, 1 ppt K, and 10 ppt Se.

Several important concepts for successful operation of the dynamic reaction
cell were described [118]. The contribution of the rf field of the quadrupole to ion
energy must be considered together with the thermodynamics of the desired (and
undesired) ion-molecule reactions. This is because the rf field can impart kinetic
energy to the ions in the cell. Endothermic reactions could proceed at significant
rates if sufficient ion energy were available for the ion-molecule reaction. The cell
pressure and rf field must be properly controlled in order to obtain an appropriate
number of reactive collisions in the cell. A balance between promotion of desir-
able reactions at sufficient rates and unwanted scattering losses of analyte ions or
loss of ion transmission due to nearly complete thermalization (so that ions no
longer have a significant velocity along the beam axis) must be struck. The
production of ions from single-step reactions and sequences of reactions must be
considered. :

Discrimination against undesirable reaction product ions is important. The
quadrupole cell can be used in a bandpass mode to remove the product ions of
intermediate reactions and thus intercept the series of sequential reactions that
might otherwise introduce new spectral interferences. The selection of the appro-
priate reaction gas and cell operating conditions must be assessed, depending on
the analyte ion of interest and the spectral overlap ions to be removed.

3.1.6 Mass Spectrometers

Quadrupole mass spectrometers were used in both the early ICP-MS instrument
development research and the first commercial instruments. To date, quadrupole-
based ICP-MS instruments continue to be predominant. During the last several
years, ICP ion sources have been coupled with mass spectrometers of several
different designs, including double-sector, single-sector, time-of-flight, ion trap,
and Fourier transform ion cyclotron resonance.

The operation of the quadrupole mass spectrometer is only briefly described
here. Excellent descriptions are available in the literature including an introduc-
tion to quadrupole mass spectrometers [121,122], analysis of the mathematics
associated with quadrupole [123], and extensive treatises [124,125].

The quadrupole mass filter (Fig. 3.13a) passes ions with a particular range of
mass-to-charge ratios. Four precisely made rods are mounted with stringent
(10-pm) tolerances. Opposing pairs of rods are connected to a radio frequency
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Figure 13 Quadrupole mass filter: (a) Diagram of quadrupole and connections to rf/dc
power supply. (b) Side view of ion trajectories in two planes.

power supply with a direct current (dc) offset. The voltage on one pair is opposite
to the polarity of the other pair. The rf voltage on one pair is 180° out of phase with
the rf voltage on the other pair.

Although the ideal cross section of the rods is hyperbohc the best approx-
imation using circular rods is obtained when the radius of each rod, r, is equal to
1.148 times the radius from the center of the four rods to the inside edge of the
rods, r, [126].

The operation of the quadrupole can be understood by considering the
movement of the ions in the two planes perpendicular to their flight through the
quadrupole. When the potential on two opposite rods is negative, positive ions are
attracted radially outward from the center of the quadrupole toward the negatively
biased rods. Conversely, when the potential on two opposite rods is positive,
positive ions are repelled from the rods, effectively focused toward the center of
the quadrupole. The alternating current (ac) portion of the voltage waveform
oscillates with time. The distance ions travel outward from the center during the
portion of the waveform when the ac potential of two opposite rods is negative
depends on the mass-to-charge ratio of the ion, the time the potential remains
negative (inversely proportional to the ac frequency), the magnitude of the applied
ac potential, the location of the ion relative to the center of the quadrupole, and the
velocity of the ion. If the mass/charge ratio of the ion is large and the ac frequency
is high, the ion does not move far during each half-cycle of the ac waveform.
Therefore, the heavy ions are most affected by the average (dc) voltage applied to
the rods. In contrast, lighter ions are more 51gn1ﬁcant1y affected by the oscillating,
ac voltage.

If the average (dc) voltage on the rods is positive (as is true for the rods in the
x-z plane, as defined in Fig. 3.13a), ions tend to be repelled from the rods toward
the center of the quadrupole on average. Ions that have a mass/charge ratio less

1.0
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than a critical value are accelerated far enough away from the center of the
quadrupole during a half-cycle of the ac voltage to hit the rods and be lost. Ions
that have a mass/charge ratio greater than a critical value have a stable path
through the quadrupole. As a result, the rods in the x-z plane, as defined in Fig.
3.13a, act as a high-pass filter.

Remember that ions with a large mass/charge ratio are affected more by the
average (dc) voltage than by the rapidly changing ac voltage. If the average (dc)
voltage on the rods is negative (y-z plane, as defined in Fig. 3.13a), ions with a
mass/charge ratio greater than a critical value are attracted to the rods until they
collide with the rods and are lost. Light ions follow the rapidly changing ac
potential so they are refocused toward the center of the quadrupole during the
portion of the waveform when the ac potential is more positive than the dc
potential. As a result, the rods in the y-z plane, as defined in Fig. 3.13a, act as
a low-pass filter.

Only ions that have a stable path in both the x-z and y-z planes pass through
the quadrupole. The result'is a bandpass filter that allows only ions with mass/
charge ratios within a narrow range to pass through the quadrupole and be
detected. The range of mass/charge ratio ions that pass through the quadrupole
(the resolution of the quadrupole) depends on the ratio of the dc to ac amplitude,
the ac frequency, and the quadrupole radius.

The mass/charge ratio ions that are stable in both the x-z and y-z planes can
be described in terms of a stability diagram (Fig. 3.13b) with variables a and g. As
shown in Fig. 3.13b, a depends on the magnitude of the dc voltage and ¢ depends
on the amplitude of the ac voltage. Both a and g also depend on the mass/charge
ratio of the ion, the radius of the quadrupole, and the frequency of the ac voltage
applied to the rods. The mass/charge ratio for ions that pass through the quadru-
pole is varied by changing the dc voltage magnitude and the ac amplitude while
maintaining a constant ratio (as shown by the mass scan line in Fig. 3.13b).

Sector instruments for ICP-MS are commercially available. These instru-
ments can provide either high resolution, to overcome spectral overlaps requir-
ing a resolution of about 9000 or less, or high sensitivity when used in a low-
resolution mode [127,128]. Because the main source of signal fluctuations are the
sample introduction system and plasma ion source themselves, simultaneous,
multicollector sector mass spectrometers can provide high precision ratios, ap-
proaching the precision of thermal ionization mass spectrometry. Typically, multi-
collector instruments cannot provide resolution as high as single-detector sector
based instruments can. Multicollector sector mass spectrometers are discussed in
detail in Chapter 8. Recently, an instrument that consists of a hexapole collision-
reaction cell and a single-sector mass spectrometer has been introduced. The
collision-reaction cell is used to reduce the spread of ion kinetic energies so that an
electric sector for energy filtering is unnecessary.

Time-of-flight (TOF) ICP-MS instruments are also now commercially
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available. The main advantages of TOF-ICP-MS are due to the simultaneous
sampling of ions of all masses. As a result, transient signals for all elements and
isotopes can be monitored with high temporal resolution. Because ions are ex-
tracted and injected into the TOF-MS simultaneously, high-precision isotope
ratios and analyte/internal standard ratios should be attainable. Ion trap mass
spectrometers have been used in combination with a quadrupole mass filter and
alone with an ICP ion source [129-133]. Initially the large ratio of Ar* to analyte
ions in the ICP was thought to make ion trap mass spectrometers impractical
because of the limited total number of ions that can be stored in the trap. However,
the number of Ar* ions observed in the ion trap is orders of magnitude less, on a
relative basis, than in the ICP itself.

High-resolution Fourier transform ion cyclotron resonance mass spectrome-
ters have also been used for ICP-MS [134,135]. Quadrupole mass spectrometers
used in alternate stability regions to obtain higher resolution than typical have also
been used for ICP-MS [136,137].

3.1.7 Detectors

Several different detectors have been used in ICP-MS instruments (Fig. 3.14). A
range of ion signals from less than 1 to 108 ions/sec can be produced. Counting-
based detection is typically used for signals of about 106 ions/sec or less. For larger
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""" s photo-
L | Analog multiplier
Current tube
W

+kV ¢

Figure 14 Detectors: (a) Discrete dynode electron multiplier. (b) Dual-mode discrete
dynode electron multiplier detector. (c) Channeltron electron multiplier. (d) Faraday collec-
tor. (f) Daly detector.
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signals either an analogue detection system must be used or the ion transmission to
the detector can be reduced by defocusing or other means. Channeltron electron
multipliers, discrete dynode electron multipliers, Daly detectors, and Faraday
collector detectors have been used.

Continuous dynode electron multipliers (such as the Channeltron) are horn-
shaped detectors (Fig. 3.14b). A high voltage is applied between the input and
output ends of the detector. When an ion strikes the detector, secondary electrons
are produced. These electrons in turn strike the wall of the detector, generating
more electrons. Up to 108 electrons are produced and collected at a collector
electrode at the output end of the detector for each incident ion, depending on the
applied voltage.

Discrete dynode detectors (Fig. 3.14a) are similar in concept except that
there are separate dynodes rather than a continuous dynode surface. The voltage
applied to each dynode stage can be controlled. A dual-mode variation of the
discrete dynode detector (Fig. 3.14c¢) allows signals to be measured partway down
the dynode chain (with analogue detection for large signals) or at the end of the
dynode (with pulse-counting detection for signals of less than about 10 counts/
sec). The two signals can be monitored simultaneously. Furthermore, the voltage
applied to the dynodes past the point of analogue detection can be turned off to
prevent damage when signals are large. The analogue gain of the detector is a
function of mass and can change over time. Therefore, the analogue signal must
occasionally be calibrated relative to the pulse-counting mode.

Current from a Faraday cup detector (Fig. 3.14d) is measured with an
analogue amplifier. The resulting analog output voltage can be converted to pulses
by using a voltage-to-frequency converter. The pulses can then be counted with
the same electronics used for ion counting. Ton signals corresponding to a mini-
mum of about 104 ions/sec can be detected.

A Daly detector [138,139] (Fig. 3.14e) is also being used in some instru-
ments. Ions strike a negatively charged target (an aluminum surface, for example)
to produce secondary electrons. The electrons are accelerated to a thin metal film
held at ground on top of a scintillator. Light is produced when the secondary
electrons strike a scintillator. The light is detected by a photomultiplier tube.
Advantages of the Daly detector include long lifetime, a wide linear dynamic
range, and lack of gain loss after monitoring a very strong signal.

3.2 ANALYTICAL CHARACTERISTICS AND EFFECT
OF EXPERIMENTAL PARAMETERS

3.2.1 Spectra

Mass spectra produced by ICP-MS consist of elemental ions, polyatomic ions
produced from plasma and solvent species, and polyatomic ions produced from
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sample and solvent or plasma species. The vast majority of ions observed in ICP-
MS are singly charged. A few elements, such as Ba, that have a relatively low
second ionization potential, are observed as +2 jons, but their signal is small
(typically less than 2%) compared to that of the singly charged ion. Several
elements (including Na, P, Al, Sc, Mn, Co, As, Y, Nb, Rh, Ag, and Au) have only
one isotope. Most elements have a few to several isotopes. Sn has 10 isotopes.

Spectral Overlaps Due to Elemental lons

If the spectra consisted only of elemental ions, every element except In would
have at least one isotope that was free of spectral overlaps from other elemental
ions (Table 3.2). In most cases, the isobaric overlaps are easily predictable. The
contribution of the interferent ion to the signal measured at the mass of the analyte
elemental ion can be subtracted by measuring the interferent ion signal at a second
mass. The known isotopic distribution of the interferent element can be used to
determine the contribution of the interferent ion at the analyte ion mass. Alter-
natively, a solution containing only the interferent element can be measured in
order to determine the interferent signal at the analyte mass and at another isotope
of the interferent element.

Spectral Ovetlaps Due to Molecular lons from Plasma and
Solvent Species

Molecular ions present a more complex problem in ICP-MS. With a combination
of molecular ion interferences and isobaric interferences, all of the isotopes of the
analyte ion of interest may suffer from a spectral overlap. The molecular ion
signals can also be strongly dependent on the sample composition and experimen-
tal parameters. It is often more difficult to identify and correct for molecular ion
spectral overlaps than for isobaric overlaps. Because the resolution of the com-
mercial quadrupole mass spectrometers is 0.5 dalton or less, isotopic patterns,
rather than exact mass, must be used in an attempt to identify the interfering
molecular ion.

The molecular ion overlaps due to plasma and solvent species are most
severe below mass/charge 82. A high-resolution, double-focusing mass spec-
trometer was used to identify molecular ions observed in ICP-MS (Table 3.3) [3].
Common molecular ions that produce intense signals from plasma and solvent
species include ArO*, ArOH™, ArH*, AtN*, Arf, Ar,H*, O+, N,*, NO*, and O .
Other molecular ions become a problem at lower analyte concentrations. These
include COf, CO,H*, NOJ, ArO* ions with minor isotopes of Ar or O, ArCH,
ArNF, and minor isotopes of Ar as Arj.

Ca, Fe, S, Si, P, and Se are most severely affected by spectral overlaps in
ICP-MS. The main isotope of calcium, 40Ca™ (96.9%), occurs at the same mass as
the main isotope of argon, 4°Ar*. The second most abundant isotope of calcium,
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H (99.985)
H (0.015)

He (100)

Li (7.5)
Li (92.5)

Be (100)
B (19.9)
B (80.1)
C (98.9)
C (1.1

N (99.6)
N (0.4)

0 (99.8)
0 (0.04)
0 (0.2)

F (100)
Ne (90.5)
Ne (0.27)
Ne (9.25)
Na (100)
Mg (78.99)
Mg (10)
Mg (1)
Al (100)
Si (92.23)
Si (4.67)
Si (3.10)
P (100)

S (95.02)
S (0.75)

S @.21)
Cl1 (75)

S (0.02), Ar (0.34)
Cl (24.23)
Ar (0.063)
K (93.26)
Ar (99.6), Ca (96.94), K (0.01)

41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80

K (6.73)

Ca (0.647)

Ca (0.135)

Ca (2.086)

Sc (100)

Ti (8.01), Ca (0.004)
Ti (7.33)

Ti (73.81), Ca (0.187)
Ti (5.5)

Ti (5.4), Cr (4.34), V (0.25)
V (99.75)

Cr (83.79)

Cr (9.50)

Cr (2.36), Fe (5.9)
Mn (100)

Fe (91.72)

Fe (2.11)

Fe (0.28), Ni (68.08)
Co (100)

Ni (26.22)

Ni (1.14)

Ni (3.63)

Cu (69.17), Ni (0.93)
Zn (48.63)

Cu (30.83)

Zn (27.9)

Zn (4.1)

Zn (18.8)

Ga (60.1)

Ge (21.24), Zn (0.62)
Ga (39.89)

Ge (27.66)

Ge (1.72)

Ge (35.94), Se (0.89)
As (100)

Se (9.36), Ge (7.44)
Se (7.63)

Se (23.77), Kr (0.35)
Br (50.69)

Kr (2.25), Se (49.61)
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Element (abundance, %)

u

Element (abundance, %)

81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120

Br (43.9)

Se (8.7), Kr (11.6)
Kr (11.5)

Kr (57), Sr (0.56)
Rb (72.2)

Kr (17.3), Sr (9.9)
Rb (27.8), St (7)

Sr (82.6)

Y (100)

Zr (51.5)

Zr (11.2)

Zr (17.2), Mo (14.8)
Nb (100)

Zr (17.4), Mo (9.3)
Mo (15.9)

Zr (2.8), Mo (16.7), Ru (5.5)
Mo (9.6)

Mo (24.1), Ru (1.9)
Ru (12.7)

Mo (9.6), Ru (12.6)
Ru (17)

Ru (31.6), Pd (1)
Rh (100)

Ru (18.7), Pd (11.1)
Pd (22.3)

Pd (27.3), Cd (1.3)
Ag (51.7)

Pd (26.5), Cd (0.89)
Ag (48.2)

Pd (11.7), Cd (12.5)
Cd (12.8)

Cd (24.1), Sn (0.97)
Cd (12.2), In (4.3)
Cd (28.7), Sn (0.65)
In (95.7), Sn (0.36)
Cd (7.5), Sn (14.5)
Sn (7.7)

Sn (24.2)

Sn (8.6)

Sn (32.6), Te (0.095)

121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160

Sb (57.4)

Sn (4.6), Te (2.6)

Sb (42.6), Te (0.91)

Sn (5.8), Te (4.8), Xe (0.1)
Te (7.1)

Te (18.9), Xe (0.09)

I (100)

Te (31.7), Xe (1.9)

Xe (26.4)

Te (33.8), Xe (4.1), Ba (0.11)
Xe (21.2)

Xe (26.9), Ba (0.1)

Cs (100)

Xe (10.4), Ba (2.4)

Ba (6.6)

Xe (8.9), Ba (7.9), Ce (0.19)
Ba (11.2)

Ba (71.7), La (0.09), Ce (0.25)
La (99.9)

Ce (88.5)

Pr (100)

Ce (11.1), Nd (27.1)

Nd (12.2)

Nd (23.8), Sm (3.1)

Nd (8.3)

Nd (17.2)

Sm (15)

Nd (5.8), Sm (11.3)

Sm (13.8)

Nd (5.6), Sm (7.4)

Eu (47.8)

Sm (26.7), Yb (0.13)

Eu (52.2)

Sm (22.7), Gd (2.2)

Gd (14.8)

Gd (20.5), Dy (0.06)

Gd (15.7)

Gd (24.8), Dy (0.1)

Tb (100)

Gd (21.9), Dy (2.3)

101
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161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200

Dy (18.9)

Dy (25.5), Er (0.14)
Dy (24.9)

Dy (28.2), Er (1.6)
Ho (100)

Er (33.6)

Er (23)

Er (26.8), Yb (0.13)
Tm (100)

Er (14.9), Yb (3.1)
Yhb (14.3)

Yb (21.9)

Yb (16.1)

Yb (31.8), Hf (0.16)
Lu (97.4)

Yb (12.7), Lu (2.6), Hf (5.2)
Hf (18.6)

Hf (27.3)

Hf (13.6)

Hf (35.1), Ta (0.01), W (0.13)

Ta (99.99)

W (26.3)

W (14.3)

W (30.7), Os (0.02)
Re (37.4)

W (28.6), Os (1.6)
Re (62.6), Os (1.6)
Os (13.3)

Os (16.1)

Os (26.4)

Ir (37.3), Pt (0.01)
Os (41), Pt (0.79)
Ir (62.7)

Pt (32.9)

Pt (33.8)

Pt (25.3), Hg (0.15)
Au (100)

Pt (7.2), Hg (10)
Hg (16.9)

Hg (23.1)

201
202
203
204

- 205

206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
239
232
233
234
235
236
237
238
239
240

Hg (13.2)

Hg (29.9)

Tl (29.5)

Hg (6.9), Pb (1.4)
T1 (70.5)

Pb (24.1)

Pb (22.1)

Pb (52.4)

Bi (100)

Th (100)

U (0.006)
U (0.72)

U (99.3)
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4“4Cat (2.1%), suffers from a spectral overlap with CO5 . The third most abundant
isotope of calcium, 42Ca™* (0.65%), suffers from a spectral overlap with ArH . The
main isotope of iron, 56Fe*t (91.7%), is at the same mass as the intense ArO*
signal. The next most abundant isotope of iron, Fe* (5.8%), suffers from a
spectral overlap with ArN*. The third most abundant isotope of iron, ’Fe*
(2.2%), is at the same nominal mass as ArOH™. Molecular ions consisting of Ar,
0, and sometimes H cause some degree of overlap with all of the isotopes of Cr,
Fe, Mn, and Co as well as the most abundant isotope of Ni, as can be seen in Table
3.3. The main isotope of sulfur, 328+ (95.0%), occurs at the same nominal mass as
O3 . Both minor isotopes of S suffer from spectral overlaps with N or O containing
polyatomic ions. The main isotope of silicon, 28Si7, is at the same nominal mass as
N,* and both minor isotopes also suffer from overlaps with molecular ions.
Phosphorus is monoisotopic at the same nominal mass as NOH* and SNO*. The
two most abundant isotopes of selenium suffer from overlaps with Ar,* ions
(8Ar*0Art and “0Ar, ™).

The choice of acids to use in sample preparation for ICP-MS can also be
affected by potential spectral overlaps. High concentrations of chloride ions in
solution, from HCI, for example, result in Cl-containing molecular ions that
produce intense signals. Arsenic, which is monoisotopic (75 daltons), suffers from
a spectral overlap with ArCl*. Analysis of V is also severely affected. The main
isotope of vanadium, 5'V+ (99.8%), has the same nominal mass as 33C1'0*, The
only other isotope of vanadium, *°V+ (0.2%), suffers from a spectral overlap with
36Ar14N* or 3CIISN*, Manganese, which is monoisotopic, suffers from an inter-
ference with 37C1180*, The main isotope of chromium, 52Cr, is at the same mass
as CIOH™. Both Ga isotopes overlap with a Cl containing molecular ions. All of
the germanium isotopes except the minor isotope 76Ge ™ overlap with a Cl contain-
ing molecular ion. ,

Use of sulfuric acid also leads to many spectral overlaps with the most
intense molecular ion signals, including SO*, SOH*, S§, SO,H"*, and SO,
Elements including Ti, V, Ni, Zn, and Ge suffer from molecular overlaps as a
result. Phosphoric acid also leads to molecular ions, including POH*, P,*,
and PO;.

Spectral Overlaps Due to Oxide and Hydroxide Species

Monoxide (MO™) and hydroxide (MOH™) ions, where M can be any one of many
elements, are observed in ICP-MS [140]. Typically the molecular oxide or mo-
lecular hydroxide signals are small (<<3%) relative to the elemental ion signal.
However, if one is trying to measure a small concentration of one element in the
presence of a high concentration of a second element that forms a molecular oxide
or hydroxide ion at the same mass as an analyte, the problem can be severe.
Furthermore, the molecular ions may overlap with an elemental ion isotope that is
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Table 3 Polyatomic Ions with Mass/Charge Ratios of 80 or Less

=

Polyatomic ions

O 00 =IOV B W e

13 CH
14 %CH, CH,
15 NH

17 OH, NH,

18  O%H, NH,

19 180H, H,¥0
20 H,'%0, 2HH,0
21 2H,HO, 180H,

24 C,

25 C,H, BCC

26 CN, 3C,, BO, C,H,, "CCH

27 CBN, BO, HCN

28 N, CO ,

29 CHO, N,H, 3CO, 5NN

30 NO, BN,, N,?H, C!30

31 NOH, SNO, C!80H, 13C180, 15N,H
32 0, N80, ISNOH, NOH,

33 O,H, 1SN0, 010, 15N150, 4NISOH, SH
34 H,0, V0,, 1800, ISN'*OH, ¥SH
35 HI70,, #SH

36 CIH

37 3ArH

38 YICIH

39 3SAH

40 MgO

41 ArH, Na(H,0), Mg"0

42 A, Mgh0

43 A0
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Table 3 Continued

u k Polyatomic ions

4 €O, N0, CS, SiO

45 CO,H, N,OH, PN, ¥SiO, SiOH, Zr**

46 NO,, 3CO,, SLiAr, Na,, 92Zr2+

47 CCl, PO, LiAr, NO,H, 15NOZ, S15N, 30SiOH

48 NO(H,0), NO'O, N'70,, SO, C,, ArC, Mg,, POH

49 CIN, C¥Cl, Mg¥Mg, N”OZH, NCl, SOH, 36Ar!3C, 36ArCH

50 38ArC, 24Mg26Mg, 36ArN, HNCI, S'30, S!7OH, 34S1>0H

51  3CIN, ClO, 38Ar!3C, 2°Mg26Mg, 36ArNH, S180H

52 CIOH, Ar!3C, 38ArN, 36ArO, 26Mg2

53 36ArOH, 37Cl10, 33ArNH, 3’CIV70OH, Ar!3C

54 AN, 3CIOH, 38ArO, 36Ar!80, 37C1I70, 365180

55  ArNH, 27C1180, Na$, 38ArOH, Ar!5N, 110Cd2+

56  ArO, 38Ari80, AriSNH, ¥CI'80H, CaO, 112Cd?+

57  ArOH, 38Ar80H, Ar'’0, CaOH, Cd?+

58  Ari80, Ar!'70OH, NaCl, 295:‘&5r , Cal8Q, 116Cd2+

59  MgCl, 42Cal’0, 2CaOH

60 Na¥Cl, 25NaCl, “Ca0

61  MgCl ScO, #CaOH

62 P, BMg3Cl, Na,O, 46Ti0, #4Cal®0

63 CIN,, PO,, NaAr, 26Mg37Cl, OCCl, NC3'Cl, 36ArCNH, TiO, 36Ar3Cl1

64 HPO,, TiO, %Ca'80, Na,'80, ¥ArCN, SiCIH, ¥SiCl, S’CISNC, S5, SO, O,,
ArC,, 36ArCO, AN,

65 ¥CIN,, ©TiO, Ba2*, 3ArN,H, SO,H

66 CINOH, CICOH, S, #SS, 36ArON, 3AN,, ACN, Cs2*, 132Ba2+

67 ClO,, 36 ArNOH, 37CINO, SCl, 338348, 3‘*SOZH, 36 ArNOH, Ti!80, VO, 50C170,
134B2+ Cs?

68 CIOZH, 36ArS, 3432, 3BAINO, 35Ar02, ArCO, CrO, AIN,, 136Ba2+ 136Ce2+

69 37C102, 36Ar32SH, 53Cr0, Balt, La?t, 138Ce*, 34H1800, 36ArS, 36Ar02H

70 ANO, Cl,, 37C102H, 38Ar02, 38ArNI8Q, CI338, Na33SN, Cri80, 54FeQ, La?t,
Ce2+, Pr2+

71  Ar!SNO, HCl,, 36ArCl, ArP, 54FeOH, MnO, Pr2+, 142Ce2*, Nd?**+

72 3CICL, CII8O,H, %Ar,, 3Ar0,, ArS, BAMS, BAr*S, %65,, FeO, MnOH,
N2+, 144§ m2+

73 38ArCl, 35CI¥7CIH, ArSH, Ar33S, ArO,H, Fel7Q, FeOH, 146Nd?+, 47Sm?2+

74 36Ar3BAr, 3CL, BArSS, A4S, NiO, 8Fe0, STFeOH, 8N+, 148§ m2+

75 ArClL, 37CI2H, 36 Ar38ATH, Ar34SH, CoO, 58FeOH, 150Sm?2+, 150Nd2+, Eu?+

76  Ar3Ar, AsH, ONiO, Eu?*, Sm2*

77 ArCL 3BArH, SINIO, 153Eu?*, 154Sm2+

78  38ArAr, 2NiO, 4TiO0, Gd?*

79 38ArArH, KAr, 47Ti02, Tb2+, Gd?+

80 Ar,, TiO,, ©Nil80, Tb2+, 160Gd2+, 160Dy 2+

Source: Refs. 3 and 423.
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being used for an isobaric interference correction. The molecular ion overlap in
this case would result in an overcorrection for an isobaric overlap.

Among the commonly observed spectral overlap problems due to molecular
oxide and molecular hydroxide ions are those due to TiO* (with 5 isotopes of Ti
from mass 46 to 50) that result in overlaps with a minor isotope of nickel, 62Ni*;
both isotopes of copper, $3Cu* and 65Cu *; and the two major isotopes of zinc,
647Zn+ and %Zn*. Calcium oxide and hydroxide ions overlap with all five isotopes
of nickel, both isotopes of zinc, and three of the four isotopes of iron. The analysis
of rare earth elements is particularly complicated by molecular oxide and hydrox-
ide ion spectral overlaps [141,142].

There are several sources of information that can aid in identifying potential
spectral overlaps. Instrument manufacturers typically include spectral overlap
information in the instrument software. An atlas of elemental ion spectra as well as
many of the molecular ions is available in a very convenient software package,
MS InterView, that was published in Spectrochimica Acta Electronica and is
available in the Program Library at http://www.elsevier.nl:80/inca/homepage/saa/
sab (download file 47/1621/92 for the Apple Maclntosh version, file 48/1063/93
for the PC version). This program also allows users to add additional ions to the
spectral database.

Unfortunately, the severity of the molecular ion overlaps can be more dif-
ficult to predict because the molecular ion signal magnitude can be very dependent
on the sample composition (including solvent and acid), the extent of solvent
loading, and instrument parameters. Drift in the polyatomic ion signals is often
more severe than for elemental ions.

Reducing the Severity of Molecular lon Spectral Overlaps

There are several ways to reduce the signals due to molecular ions in ICP-MS.
Oxide and hydroxide molecular ion signals can be reduced by greatly decreasing
the amount of water that enters the ICP or by using mixed gas plasmas. “Cold” or
“cool” plasma conditions can be used but with some potentially severe trade-offs
including chemical matrix effects and loss of sensitivity for analyte ions with high
ionization energies. Recently, reaction cells to remove the polyatomic ions that
cause spectral overlaps by reaction with a reagent gas in a several-torr cell be-
tween the skimmer and mass spectrometer have been described. Alternatively,
high-resolution instruments can be used to separate many of the molecular ion
signals from elemental ion signals.

Mixed Gas Plasmas. Water loading can be reduced by a desolvation
system (condenser or membrane separator) only if the vast majority of the water
can be removed. One way to eliminate the introduction of water into the plasma
during measurement of the analyte signals is with electrothermal vaporization,
laser ablation, or other direct solid sampling techniques. Mixed gas plasmas,
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particularly the addition of 5% or less N, to the plasma, can also reduce the
molecular ion signals. A combination of reduced water loading and use of a mixed
gas plasma can be particularly effective [143]. The addition of CH,, CHF;, and
C,H, has also been reported to reduce the ArCl*, Ar,*, ArO*, CIO*, and MO ion
signals dramatically [144,145].

Cool or Cold Plasma. ““Cool” or “cold” plasma conditions can be used to
reduce the magnitude of the Ar containing molecular ions whereas the sensitivities
for many elements with ionization potentials less than 6 eV are not significantly
affected [10,146]. By using low powers (600 W) and high nebulizer gas flow rates
(1.0 L/min or greater) signals due to several ions that are dominant under normal
plasma conditions (Fig. 3.15a) can be reduced. The Ar* signal can be reduced by
six orders of magnitude or more, ArH* can be reduced by four orders of magni- -
tude, and ArO™ can be reduced by three orders of magnitude or more [147]. As a
result, detection limits for K, Ca, and Fe can be dramatically improved. The
signals from other ions, including H30+, NO*, and O, ", increase dramatically, to
become the dominant ions in the mass spectrum, as shown in Fig. 3.15b. To attain
“cold” plasma conditions that are analytically useful, the plasma potential must
be low enough to prevent discharge formation. This can be done either by using an
instrument with a balanced or interlaced load coil or by using a grounded electrical
shield between the load coil and the torch to reduce capacitive rf coupling.

Use of “cold” plasma conditions is not recommended for elements with
high ionization potentials, elements that form refractive oxides, or samples with
total dissolved solid concentrations greater than about 50 ppm. Sensitivities for
elements with ionization potentials between 6 and 8 eV are up to 100 times lower
under “cold” plasma conditions than under normal plasma conditions, and ele-
ments with ionization energies greater than 8 eV exhibit sensitivities that are
several orders of magnitude lower under “cold” plasma conditions. Analyte
oxides are much more readily formed under “cold” plasma conditions. For
example, the formation of scandium oxide results in a Sc* ion signal that is several
orders of magnitude lower under “cold” plasma conditions than under normal
conditions [147]. In some cases it is possible to attain better detection limits for the
analyte oxide ion, MO, than by measuring the elemental analyte ion, M*. Finally,
chemical matrix effects that originate in the ICP, and are therefore similar for light
and heavy mass analytes, are severe under “cold” plasma conditions. Changes in
the extent of ionization due to the addition of efficiently ionized elements occur
because the plasma temperature and electron number density are much lower than
under normal plasma conditions. Under “cold” conditions the addition of large
concentrations of efficiently ionized elements affects the electron number density
in the plasma and results in significant decreases in the number of analyte ions
produced. As aresult, “‘cold” plasma conditions are useful mainly for very clean
samples, such as acids used in the semiconductor industry.
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Figure 15 ICP-MS background spectra (plotted on a logarithmic scale) for a sample
containing 0.1% nitric acid: (a) Conventional plasma conditions (1000 W, 0.77 L/min
nebulizer gas flow rate). The Art and O™ signals are saturating the detector, so their signals
are greater than 2 x 10% counts/sec. (b) “Cold” plasma conditions (600 W, 1.08 L/min
nebulizer gas flow rate). Note that full scale in (a) is 1010 whereas in (b) it is 108. (From
Ref. 147.)

Collision-Reaction Cells. Perhaps the most exciting development regarding
molecular ion removal in ICP-MS is the use of collision or reaction cells, intro-
duced in Sec. 3.1.5. These rf-only quadrupole, hexapole, or octapole cells, typ-
ically operated at pressures around 10 mtorr, can provide two benefits: The
collision cell can be used to reduce the ion kinetic energy and to focus ions toward
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the center axis through collisions with a low-molecular-weight neutral gas [117].
Second, efficient chemical reactions that reduce or nearly eliminate reactive
polyatomic ions can be attained. Attempts to use collisions, without reaction, to
fragment polyatomic ions in ICP-MS are of limited value because the scattering
cross section is typically larger than the fragmentation cross section [111]. There-
fore, losses of analyte ions due to scattering are large compared to the additional
fragmentation of polyatomic ions.

Results from initial ion trap ICP-MS experiments indicated that signals due
to argon ions and many polyatomic ions were much smaller than expected [133].
Reactions between Ar* and H, result in formation of low-mass ions such as H*
and H,* and Ar atoms {148,149]. Ar-containing polyatomic ions, such as ArO™,
ArOH*, ArCl*, Ar,*, and ArCH, can also be removed by reaction with H, or water
vapor in a reaction cell [115,148,149]. Other gases, such as oxygen, may be useful
reagents to remove other molecular ions.

Reaction cells appear to be a much better way to reduce signals due to Ar-
containing molecular ions and Ar* itself than the use of “cold” plasma condi-
tions. Because normal plasma conditions are used, elements with high ionization
energies, such as Se and As, do not suffer from sensitivity losses, unlike “cold”
plasma conditions. The severe chemical matrix effects that are typical of “cold”
plasma conditions are prevented. The first commercial ICP-MS instrument to use
this concept was introduced by Micromass UK Ltd. However, as noted, reaction
product ions must be controlled or removed to prevent other (new) spectral
overlaps.

Mathematical Correction for Spectral Overlaps

Mathematical correction procedures can be used to remove the contribution of a
spectral overlap from a measured signal. However, if the signal due to the spectral
overlap is much larger than the analyte signal, the signal-to-noise ratio of the
corrected signal may be poor. Furthermore, it may not be easy to predict and
account for quantitatively all of the potential sources of spectral overlap, partic-
ularly those due to polyatomic ions. For isobaric overlaps (Table 3.2), for which
the relative isotopic abundances are predictable, mathematical corrections are
straightforward. Instrument software often has built-in correction equations for
this case. )
Contributions from molecular ions are typically more difficult to correct
quantitatively because there may be many molecular ions important over a short
mass range; the molecular ion intensity varies, depending on the sample matrix;
and the intensities may vary over time more dramatically than elemental ion
signals. Multivariant ‘methods including multiple linear regression [150,151],
principal component analysis [152], and multicomponent analysis [153] have
been used. Improvements in detection limits by up to two orders of magnitude
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have been obtained for elements that suffer from extensive molecular ion spectral
overlaps [153].

. The multicomponent spectral fitting approach has been the most successful
for a broad range of sample types [153,154]. A linear combination of spectra of all
of the individual components (elemental ions and polyatomic ions) is optimized
for best fit of the experimental spectrum. “Model” spectra are determined from
the natural abundances of the elements and polyatomic ‘“model” spectra are
calculated from the isotopic abundances of the individual element 1sotopes There-
fore, experimental “model” spectra are not required.

Several problems can be encountered with multicomponent spectral fitting.
If the signal is too large to be measured directly at some masses, those masses must
not be included. An initial mass scan can be used to identify regions of the
spectrum that should be skipped [153]. The initial mass scan might also be used to

_determine whether certain molecular ions can be excluded from the model be-
cause they are at insignificantly low levels. If there are more individual compo-
nents in a segment of the spectrum than masses, there are more variables than
unknowns and a unique solution to multicomponent fitting is not found. This can
be dealt with by establishing relationships between components and constraining
the signals due to certain ions in order to have at least as many equations as
unknowns (independent variables). Ions such as oxides and hydroxides containing
acommon element (e.g., CaO™ and CaOH™) should maintain a relatively constant
relationship [154]. Blank spectra can be used to establish limits for AtN* com-
pared to the signal at mass 54, ArO* compared to the signal at mass 56, and
ArOH™* compared to the signal at mass 57. A lower limit for Kr in relation to the
signal at mass 84 and a value for the “continuum” background (measured at mass
220) can also be set from the blank spectrum. Mass bias must be determined and
included. Experimental spectra form Ca and sulfate standard solutions can be used
to establish limits for the CaO*-to-CaOH™ ratio and the ratios for S species [S;*/
SO,*, SOHH/(S,* + 80,%), and SO, */(S,* + SO,*)] [154]. An Excel based
spreadsheet template is available for download from a Spectrochimica Acta

- Electronica artticle by DeBoer [154] at http://www.elsevier.nl:80/inca/homepage/

saa/sab/ (download file 52/0389/97). .

3.2.2 Influence of Instrumental Parameters on Signals

Many experimental parameters and components affect sensitivity, including the
analyte transport efficiency of the sample introduction system and the mean size
and size distribution of the aerosol entering the ICP. The plasma torch design, 1f
generator, load coil, interface between the atmospheric pressure ICP and mass
spectrometer, ion optics, mass spectrometer itself, and detector also affect sensi-
tivity.
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Center (Nebulizer) Gas Flow Rate, Applied Power, and
Sampling Depth

For a particular instrument the most influential experimental parameters are the
applied ICP power, the nebulizer (center) gas flow rate, and the sampling depth
(typically described as the distance from the sampling orifice to the end of the load
coil) [155,156]. For a particular sampling depth and power, the signal magnitude
is highly dependent on the nebulizer gas flow rate, as shown in Fig. 3.16. There-
fore, the nebulizer gas must be very precisely controlled, typically using a mass
flow controller. If the applied power is increased, a higher nebulizer gas flow rate
is required to obtain the maximum signal, as seen in Fig. 3.16.

To a first approximation, this behavior can be understood by considering the
processes that a drop of sample undergoes in the ICP (Fig. 3.2) and the main
effects of a change in nebulizer gas flow rate on the plasma. After the sample
aerosol exits the center tube of the torch, it travels a short distance (2 to 10 mm)
before it enters the plasma’s center channel. As the nebulizer gas flow rate is
increased, the location where the plasma begins (and the temperature increases
rapidly) in the center of the plasma moves downstream (Fig. 3.17). Therefore, for
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Figure 16 Effect of nebulizer gas flow rate and power on Na*, Ti*, W*, and Bi* ICP-MS
signals. (From Ref. 156.)
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Figure 17 The effect of center (nebulizer) gas flow rate plasma temperature and gas
velocity profiles. Calculations were performed by using a simulation program, HiFI 2.0.
(From Ref. 424.)

a fixed sampling depth, an increase in nebulizer gas flow rate decreases the
distance in the plasma that the sample travels before reaching the sampling orifice.
Furthermore, for pneumatic nebulizers and conventional spray chambers without
desolvation, the aerosol and water vapor transport into the plasma increases with
increasing nebulizer gas flow rate. This tends to cool the plasma and delay
completion of vaporization and ionization.

A certain amount of time is required to desolvate, vaporize, atomize, and
ionize a drop of sample. If the ions are sampled too early, vaporization and
ionization of the sample may not be complete, Furthermore, a significant number
of incompletely desolvated droplets may survive to the sampling orifice [157].
Even a small number of incompletely desolvated droplets can affect signals
significantly because each droplet can cool a 1- to 2-mm-wide region of the
plasma [158]. After the sample is completely vaporized and converted into ions,
the ions diffuse outward in the plasma, reducing the number of ions that enter the
mass spectrometer [159,160]. The optimal sampling location depends on a trade
off between a distance far enough so that most of the sample aerosol has been
converted into ions and a distance not so far that diffusion reduces the number of
ions sampled by the mass spectrometer.

If the plasma power is increased, the location where the plasma begins
along the center axis moves upstream (closer to the injector tube of the torch) and
the plasma temperature increases. Therefore, if the nebulizer gas flow rate were
optimized at a power of 1.0 kW and the power were increased to 1.2 kW, ions
would be produced farther from the sampling orifice. There would be more
extensive diffusion of the ions before they reached the sampling orifice. This could
be overcome by either moving the sampling orifice closer to the load coil or
increasing the nebulizer gas flow rate.

30
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The optimal nebulizer gas flow rate for a particular power also depends on
the sampling depth. At a power of 1.1 kW and a sampling depth of 15 mm, a
nebulizer gas flow rate of 1.05 L/min produces the peak Li™ signal. At a sampling
depth of 10 mm, the optimal nebulizer gas flow rate is 0.90 L/min. At a sampling
depth of 5 mm, the optimal nebulizer gas flow rate is 0.85 L/min. Again, this can
be understood from the processes described in Fig. 3.2 and the effect of changes in
nebulizer gas flow rate on the plasma temperature profile shown in Fig. 3.17. As
the sampling depth is increased, the optimal nebulizer gas flow rate increases. The
optimal signal should occur when the majority of the sample has been converted
into ions but the ions have not diffused significantly out of the center of the
plasma. When ions are sampled farther from the load coil, a higher nebulizer gas
flow rate is needed so that the initial hot region of the plasma in the ICP center
is moved farther away from the load coil as well, as shown in Fig. 3.18. The
“mountain” behavior of the signals as a function of nebulizer gas flow rate and
sampling depth is also likely affected by variations in ion energy and ion transmis-
sion efficiency. '

Under normal plasma and sampling conditions, the elemental ion is domi-
nant compared to doubly charged ions or the molecular oxide or molecular
hydroxide ions. Barium has an unusually low second ionization potential (10 V).
Under conditions in which the plasma temperature near the sampling orifice is
hot (well after the sample aerosol has been completely vaporized and ionized),
Ba2* signals are significant. Therefore, the Ba?* signals are maximum at a lower
nebulizer gas flow rate than that of Bat (Fig. 3.19). Doubly charged ions may
also be created if there is a discharge between the plasma and the mass spectrome-
ter, or in the interface region. Molecular oxide signals are high when plasma
conditions are colder. Near incompletely desolvated droplets molecular oxide ion
signals are high and elemental ion signals are low [160]. As a result, BaO* and
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Figure 18 Effect of sampling depth on Cs™ ICP-MS signals versus nebulizer gas flow
rate. Power was 1.1 kW. (From Ref. 156.)
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Figure 19 Effect of power and nebulizer gas flow rate on Ba?*, Ba™, BaO*, and BaOH*.
Power was 1.3 kW. (From Ref. 140.)

BaOH™* signals reach a maximum at higher nebulizer gas flow rates than does the
Bat signal (Fig. 3.19).

Most sample introduction systems produce a wide range of aerosol drop
sizes, so although small droplets vaporize early in the plasma, larger droplets
survive much farther toward the sampling orifice. Two different approaches have
been reported to separate the elemental ion “mountain” from the molecular oxide
ion “mountain” further: French et al. used a monodisperse dried microparticulate
injector (MDMI) to introduce monodisperse droplets into the ICP [161]. All of
the aerosol droplets complete vaporization at a similar point in the plasma and are
then quickly atomized and ionized. Atoms survive only a very short time and only
50 psec is required from the first appearance of atoms until ionization is complete
[160]. Clemons et al. used a hot graphite torch injector [162]. They observed a
larger than typical difference in nebulizer gas flow rate between the peak in
elemental ion signal and molecular oxide signal. Furthermore, the rise in the
molecular oxide signal was much steeper. They visually observed a smaller region
over which atom emission was observed, similar to that indicated in reports using
the MDML. It also appeared that the ions did not expand as much as with a ceramic
or quartz injector so that signals sampled farther downstream of the point of initial
emission did not fall off as rapidly.

lon Lens Voltages

Analyte ions of different mass travel through the skimmer at about the same
velocity because the gas is neutral overall so gas flow is determined predominantly
by the neutral Ar atoms. As a result, the ion kinetic energy increases with in-
creasing mass over a range from about 3.3 to 7.3 eV [97,98]. The focusing of ion
lenses is dependent on ion kinetic energy. Therefore, the optimal lens voltages
are mass-dependent.
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Figure 20 Effect of ion optic lens voltages on ICP-MS signals: (a) Effect of barrel lens
(Fig. 10a) voltage. (From Ref. 106.) (b) Effect of plate (Fig. 10a) voltage. (From Ref. 106.)
Effect of single-lens (Fig. 10f) voltage.

A variety of ion lens configurations continue to be developed and used, so the
exact dependence of ion lens voltages is a function on the particular configuration
used. However, the optimal lens voltages are a function of mass, as shown for a
Bessel box/Einzel lens combination in Fig. 3.20a,b [106] and for a single lens
behind a grounded stop [163]in Fig. 3.20c. Therefore, relative analyte ion signals
depend on the lens voltages.

3.2.3 Quantitative Analysis

Detection limits at or below 1 ppt (1 pg/mL) are routinely attainable for many
elements by ICP-MS as long as sources of contamination and reagent purity are
carefully controlled. Detection limits as low as 10 ppq (10 fg/mL) are attainable in
some cases. A linear dynamic range of up to 108 can be provided by ICP-MS.
Short-term precision (relative standard deviation) of 1% to 3% is typical for clean
samples. Long-term precision (relative standard deviation) of 5% or better over 8
hours is common for clean samples. Spectral overlaps, discussed previously, can

-35
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be a problem. For analyte elements with masses less than about 40 u, chemical
matrix effects are noticeable for concentrations of concomitant species as low as
50 ppm. The signal suppression can be severe (more than an order of magnitude) if
the sample contains high (1000 ppm) concentrations of heavy elements.

Detection Limits

When using a pneumatic nebulizer, an unheated spray chamber, and a quadrupole
mass spectrometer, ICP-MS detection limits are 1 part per trillion or less for 40 to
60 elements (Table 3.4) in “clean” solutions. Detection limits in the parts per
quadrillion range can be obtained for many elements with higher-efficiency
sample introduction systems and/or a magnetic sector mass spectrometer used in
low-resolution mode. Blank levels, spectral overlaps, and control of sample con-
tamination during preparation, storage, and analysis often prohibit attainment of
the ultimate detection limits.

Attainable detection limits depend on the amount of analyte that enters the
ICP per second, the efficiency of aerosol conversion into analyte ions in the ICP,
and the transmission efficiency of ions from the plasma to the MS detector. The
detection limits also depend on the variation of the background and the integration
time. Typical pneumatic nebulizer/spray chamber systems operated at sample
uptake rates from 0.1 to 2.0 mL/min introduce an amount of analyte equivalent to
that in 10 to 30 pL/min of sample solution into the ICP. At a sample uptake rate of
1 mL/min, only 1% to 2% of the analyte enters the plasma; most of the sample is
lost in the spray chamber and exits through the drain. Concentration based
detection limits can be improved by approximately a factor of 10 by using a high-

Table 4 Typical Detection Limits Using a Quadrupole Inductively
Coupled Plasma Mass Spectrometer (ICP-MS)?

Less than 1 ppt Less than 5 ppt Less than 50 ppt
Ag Eu Mg Re Th Be Mn Ca
Al Gd Mo Rh Tl Cd Ni K
Au Hf Nb Sb Tm Co Rb Se
Ba Ho Nd Sm U Cu  Sn
Bi In Pb  Sr Y Ga Te
Ce Ir Pr Ta YD Ge V
Cs La Pt T W Hg Zn
Dy Im Os Tc Zr Li

Er

#Parts per trillion (ppt), picograms per milliliter (pg/mL).
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efficiency sample introduction system such as an ultrasonic nebulizer with a
desolvation system [164,165]. The ICP is an efficient ionization source. Elements
with ionization potentials less than about 8 eV are over 90% ionized in the ICP
under normal operating conditions. Elements with higher ionization energies,
such as As and Se, are typically 20% to 50% ionized in the ICP. Elements such
as C, CL Br, F, S exist mainly as atoms rather than ions in the ICP so their ICP-MS
sensitivities are much lower than those of more efficiently ionized elements. For
quadrupole ICP mass spectrometers typically only 1 in about 105 ions produced in
the ICP reaches the MS detector. For sector-based instruments, used in a low-
resolution mode, 1 in 103 ions produced in the ICP may reach the MS detector.

The transport of ions from the ICP to the MS detector depends on travel
through three different regions: from the ICP through the sampler and skimmer,
from the skimmer to the mass spectrometer, and through the mass spectrometer
itself to the detector. As discussed, to a first approximation, the flow through the
sampler and skimmer orifice is dominated by neutral gas flow. The gas flow
through the skimmer depends linearly on the area of sampling orifice and the area
of the skimmer orifice, and inversely on the square of the distance from the
sampler orifice to the skimmer orifice [92]. As long as the skimmer is upstream of
the Mach disk, the gas flow through the skimmer should not be dependent on the
interface pumping speed because the expanding gas and shock structures prevent
background gas from entering.

When sector-based mass spectrometers are used in a low-resolution mode
the sensitivity can be higher than attainable with current quadrupole mass spec-
trometers. Random background count rates are also typically lower for sector-
based mass spectrometers. As a result, detection limits are one to two orders of
magnitude better than for typical quadrupole ICP-MS instruments.

Particularly for low-mass analytes, sector-based mass spectrometers used in
a high-resolution mode can reduce spectral overlaps due to polyatomic ions,
thereby improving detection limits compared to those of quadrupole mass spec-
trometers. However, ion transmission efficiency decreases significantly as the
resolution is increased. For example, increasing the resolution provided by the
sector mass spectrometer from 300 to 3000 reduces the ion transmission efficiency
by about a factor of 14 [127]. Further increasing the resolution to 7500 results in
another order of magnitude loss in ion transmission efficiency [127]. The use of
reaction cells may provide an alternative or complementary means to reduce
background due to polyatomic ions. ‘

Generally, dissolved solid concentrations should be kept below 0.2% for
ICP-MS. Higher dissolved solid concentrations can lead to deposition of sample
on the sampling and skimmer orifices, partial orifice plugging, or deposition of
material on ion lenses that degrade sensitivity and medium-term to long-term
precision. Furthermore, relatively small concentrations of a heavy element (100
ppm or greater) in a sample can cause a decrease in analyte sensitivity, particularly
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for light analyte ions. As a result, detection limits for light elements in a sample
containing high concentrations of heavy elements are degraded significantly.

Nonspectral Chemical Matrix Effects

Changes in sensitivity (signal/concentration) can occur in ICP-MS, depending on
the identity and concentration of elements in the sample solution and the solvent.
Chemical matrix effects can be due to changes in the analyte transport efficiency
from the nebulizer into the plasma or modification of ion generation in the plasma.
The severity of this matrix effect depends on the concentration of matrix ions
generated in the ICP, not the matrix-to-analyte ratio. Whenever the matrix ion
current becomes significant compared to other ion currents, matrix effects are
observed [166]. Therefore, sample introduction systems that increase the sample
transport rate into the ICP suffer from chemical matrix effects at lower dissolved
solid concentrations in the sample.

Matrix Effects Originating in the Sample Introduction System. Solid sam-
ples are often dissolved by using acids. Variations in the concentration and type of
acids used can result in both transient (over several minutes) [167] and steady-
state changes [168,169] in analyte sensitivity due mainly to processes that occur in
the spray chamber. Fortunately, the acid-dependent changes in analyte transport
efficiency are typically less than 20% unless the variations in acid concentration
are large. However, significant changes in sensitivity can occur as small initial
amounts of acid are added [170]. Furthermore, the severity of the acid effects can
be dependent on the nebulizer gas flow rate. Large variations in dissolved solid
concentrations can also cause changes in the analyte transport efficiency.

Matrix Effects Originating in the Plasma. The number of ions generated
in the ICP per part per billion in the sample can also vary, depending on the con-
centration of efficiently jonized elements in the sample. Most elements are effi-
ciently ionized in the ICP, so high concentrations of most elements in the sample
cause a decrease in the number of analyte ions produced in the ICP [160,171,172].
The total dissolved solid concentration for solutions to be analyzed by ICP-MS is
generally kept below 0.2%. Typically the matrix-dependent change in the number
of ions generated in the ICP is less severe than about a 30% decrease. However,
the severity of the matrix-dependent change in signal depends critically on several
experimental variables including plasma power, nebulizer gas flow rate, and
sampling depth. For matrix effects that originate in the plasma itself, there is little
if any dependence on the analyte or concomitant element mass {173}, in contrast to
changes in the transmission efficiency of ions from the plasma to the MS detector.

Matrix-Induced Changes in the Transmission of lons from the Inductively
Coupled Plasma to the Mass Spectrometer Detector. The most severe chemical
matrix effects in ICP-MS are due to changes in the transmission efficiency of ions
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from the ICP to the MS detector. Decreases in sensitivity up to a factor of 10 have
been reported for 0.04 M matrix element [174].

If the concentration of dissolved solids is sufficiently high, sample material
is deposited on the sampler and/or skimmer cones. In an extreme case this can
cause partial blocking of the orifice(s). Although there has been little investigation
reported [175,176], the severity of deposition and blocking appears to be depen-
dent on the sample chemistry. High concentrations of Al seem to cause more
severe deposition and blocking than those of most other elements. Calcium
deposition and blocking also tend to cause more problems than those of many
- other elements, although less severe than Al problems. Deposition of sample on
ion lenses can affect the fields produced by the lenses. This can result in a change
in ion focusing and therefore ion transmission. Changes in sensitivity due to
deposition or partial blocking occur slowly and normally irreversibly. The orifices
and/or ion optics typically need to be cleaned in order to eliminate the loss of
sensitivity.

Models [105,177] and experimental measurements [178-180] suggest that
¢ the most severe chemical matrix effects are due to space charge induced decreases
" in the ion transmission efficiency from the plasma to the detector of the mass

- spectrometer. Unlike the deposition effects, these depend only on the composition

of the sample being introduced into the plasma, not on previously run samples.

Sample matrix—induced changes in analyte transmission efficiency are most
severe for light analyte ions when high concentrations of heavy ions are present in
the sample (Fig. 3.21) [74]. For example, 0.0042 M U* caused more than an 80%
decrease in the 7Li* signal, about a 50% decease in the 138Ba* signal, and only a
30% decrease in the 232Th* signal. Matrix elements with ionization energies
greater than 8 eV (see B, Zn, Cd, and Au effects in Fig. 3.21) have a less severe
effect on analyte sensitivity than elements with lower ionization energies. These
elements are less extensively ionized so-their influence on the beam current is
smaller than that of elements that are nearly 100% ionized.

Significant changes in sensitivity can occur, even for matrix element con-
centrations of 100 ppm [174], as can be seen in Fig. 3.22. The severity of the
matrix effect depends on the concentration of the matrix element(s), not on the
ratio of matrix to analyte element concentrations.

Reducing Chemical Matrix Effects. The easiest way to reduce sample

- matrix-induced changes in ICP-MS sensitivity is to dilute the sample, if detection
limits are sufficient. Alternatively, the severity of matrix effects can be reduced

by decreasing the nebulizer gas flow rate below that which produces the highest

_sensitivity. Similar improvements could be made by increasing the sampling depth
beyond the depth of highest sensitivity or by increasing the applied power while

maintaining the sampling depth and nebulizer gas flow rate. Decreasing the

nebulizer gas flow rate reduces the total amount of sample entering the plasma per
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Figure 21 Effect of 0.0042 M Matrix ions with a range of masses on ICP-MS signals
for analyte ions ("Li*, 27Alt, 43Sc+, 99Co+, 103Rh*, 138Ba+, 208Pb*, and 232Th*). (From
Ref. 174.)

second, reduces the number of large droplets that remain incompletely desolvated
in the ICP, and allows more time for diffusion of ions radially outward from the
center channel of the ICP. As the concentration of matrix ions in the plasma gas
sampled by the mass spectrometer is reduced, the extent of space-charge-induced
analyte ion transmission loss is decreased.
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Figure 22 Matrix effects on 38Ba*™ ICP-MS signal as a function of matrix element
concentration. Lens voltage was fixed.

Matrix-matched standards or standard additions can be used to prevent
analysis errors when chemical matrix effects due to space-charge-induced ion
transmission changes are significant. However, these approaches do not prevent
analysis errors if there is significant drift due to orifice plugging or lens coating.
Flow injection approaches may be useful to reduce the rate of orifice plugging or
lens coating as a function of time. If dilution is impractical because of sensitivity
loss, it may be necessary to separate the analytes of interest from the sample
matrix.

Some researchers have reported instrumental modifications to reduce chem-
ical matrix effects, including a three-aperture interface [103,181] and removal of
the ion optics [182]. These modifications appear to reduce the total ion current,
and therefore, space-charge effects, before ions enter the quadrupole mass spec-
trometer. Modification of ion optic lens voltages and configurations may also
reduce space-charge-induced chemical matrix effects [183—186].

There have also been reports of reduced matrix-induced suppression of
analyte sensitivity when nitrogen is added to the plasma [187,188]. However, only
high matrix concentrations of K and Na, both relatively light elements, were
investigated.

Compensating for Chemical Matrix Effects Using Internal Standards or
Isotope Dilution. If the analyte and internal standard signals are affected sim-
ilarly by the sample matrix, internal standardization can effectively compensate
for changes in sensitivity. For analytes that are efficiently ionized in the ICP the
matrix-induced change in sensitivity depends on analyte mass [174]. Therefore,
the internal standard must have a similar mass to the analyte ion [189,190].
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Because the severity of the matrix effect varies smoothly with analyte mass, it is
possible to use a limited number of internal standards (three, for example) across
the mass range and then to interpolate to correct analyte sensitivities of analyte
ions with masses between those of the internal standards [191]. ,

The ideal internal standard is the same element as the analyte because it has .
similar mass, ionization energy, and chemical properties. Therefore, isotope dilu-
tion based calibration provides high accuracy as long as isotope equilibration is
attained and the measured isotopes are free of spectral overlaps [192,193]. Stan-
dards do not need to be matrix-matched. Quadrupole-based ICP-MS instruments
can typically provide isotope ratio precision of 0.1% to 0.5%. Much better isotope
ratio precision can be obtained by using simultaneous MS detection, such as a
multicollector-based instrument or perhaps time-of-flight MS. In comparison to
thermal ionization mass spectrometry, ICP-MS provides much higher sample
throughput and simpler, faster sample preparation.

Because interference-free isotopes are most effective for isotope dilution
analysis, potential sources of interference may need to be removed before anal-
ysis. Separation procedures based on anion exchange {194—-197], cation exchange
[198], solvent extraction [199], and anodic stripping [200] prior to isotope dilution
analysis have been described.

Propagation of errors using isotope dilution ICP-MS has been considered to
determine how to optimize the measurements [201]. Comparison of analysis results
from external calibration versus isotope dilution can be used to assess the quality
of external calibration results and the effectiveness of internal standards with
external calibration [202,203]. Because isotope ratio precision depends on the
total ion count rate, the use of high-efficiency sample introduction to generate
larger signals can improve isotope ratio precision and, therefore, analysis preci-
sion [204].

3.2.4 Semiquantitative Analysis

ICP-MS can provide semiquantitative analysis for about 70 elements by using
element response functions built into the instrument software and calibration of
only a few elements [205,206]. Most elements are more than 90% ionized in the
ICP (with the exception of elements with ionization potentials greater than about
8 eV). Ion transmission efficiency is a smooth function of mass. The natural
isotopic abundances of the elements are well known. Therefore, it is possible to
predict the relative sensitivities of the elements and any isobaric overlaps.
Semiquantitative analysis is carried out by comparing or fitting spectra for
elemental ions (based on their natural abundances or response factors determined
previously) and molecular ions to the experimental mass spectrum acquired over a
wide mass range. Day to day changes in sensitivity and mass bias are corrected
by measuring signals for a few elements in a standard solution. The keys to
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successful semiquantitative analysis include properly choosing the elements to
use in the model or fitting process, choosing the molecular ions to include, and
accounting for changes in mass bias, day to day instrument sensitivity, and sample
matrix—induced changes in analyte sensitivity. Properly identifying and modeling
the molecular ion signals are probably the most challenging problems. Accuracy
obtained is sample matrix—dependent and is typically good to within a factor of
2 to 5 for most elements. Higher accuracy (sometimes within +30%) can be
obtained for many elements that are in “clean” solutions or when a few (typically
three) internal standards are used across the mass range. However, care is neces-
sary to assess accuracy for different sample types.

Different approaches have been used to assign the signals in the measured
mass spectrum to particular elements and polyatomic ions. The TotalQuant ap-
proach by PE-Sciex uses a.combination of equations and heuristics (“‘rules of
thumb”) [207]. For example, constraints are included on the relative detected
oxide ion (such as LaO™) to elemental ion (such as La™) signals. The LaO™" signal
is assumed to be no more than 2% of the La™ signal. Instrument response values
for each isotope of each elemental ion are stored in the computer, as are spectra of
potential interferents. The steps for the semiquantitative determination are shown
in Table 3.5. The approach takes advantage of the isotopic pattern of masses for
elemental, polyatomic, and -doubly charged ions. Monoisotopic element

Table 5 Steps in Semiquantitative Analysis by PE-Sciex TotalQuant

1. Measure spectrum for a blank.

Measure spectrum for a standard containing a few elements. This is used to update
elemental response values to account for day to day changes in sensitivity and mass
bias.

3. Measure the full mass spectrum for the sample.

4. Make a preliminary estimate of the intensity for each element, based on isotopic natu-
ral abundances.

5. [Initial estimates of signals polyatomic ions are made and are constrained to be less than
a given percentage of a constituent element.

6. Assignments of intensity are made for elements with multlple isotopes in a prioritized
order that depends on the relative signal intensities observed. The assignments are
evaluated and adjusted if necessary for elements with overlapping isotopes.

7. The data are evaluated for apparent inexact isotopic abundances caused by nonideal
measurement precision.

8. Assignments are made for polyatomic and doubly charged ions associated with the
multi-isotope elements. These assignments are constrained to given percentages of the
elemental ion signals.

9. Assignments are made for monoisotopic elements and associated polyatomic and
doubly charged ions.

Source: Ref. 207.
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concentrations are assigned last because they do not have a unique isotopic pattern
to aid in their identification. This approach was used to reduce the computation
time that would be necessary to solve a complete set of simultaneous equations
and to deal with species in the spectrum that might not be anticipated in the model.

Recently, a full multicomponent analysis approach for automated semi-
quantitative survey analysis by ICP-MS has been described [153,208,209]. The
computing power of personal computers (PCs) has increased sufficiently that
modeling a matrix of 250 masses by 105 species can be done quickly (about 10 sec
on a 100-MHz Pentium PC). A database of the isotopic patterns of all elemental
ions and interferent ions is used. The database can be expanded beyond the current
400 interferent ions. Elemental and polyatomic ions with signals below the
estimated standard deviations in the total measured intensities are excluded from
the model. To assess which elemental and polyatomic ions are in the experimental
spectrum a relative standard deviation (RSD) function that has been modeled in
terms of source and shot noise is used [208]. Diagnostics for goodness of fit of the
model include graphical comparison of mass spectra with elemental ion or inter-
ferent ion spectra and precision for each element or interferent ion. The measured
intensity at each isotope for a given elemental or polyatomic ion is divided by the
corresponding natural abundance to calculate a set of element intensities. The RSD
of the element intensities is a measure of the quality of the model fit. The precision
information can also be used to determine true detection limits in the sample.

There are three potential limitations of the MCA approach. If the signals at
some masses (such as m/z = 56) are over range because of large signals (ArO™,
Fe*, and/or CaO™), it is more difficult to assign their element intensities at other
masses. Monoisotopic elements have more uncertainty because there is no iso-
topic pattern to assess the model fit. If there are more species than masses over a
region of the spectrum, there is not a unique solution. For example, Cr* may
require correction for Ti*, V¥, Fe™, and ArO™.

Semiquantitative analysis procedures have also been used with laser abla-
tion ICP-MS [71,210-213]. The effect of experimental parameters and potential
improvements in accuracy of semiquantitiative analysis using ICP-MS have
also been discussed recently [208,214-216], along with the use of semiquantita-
tive analysis with a double-focusing ICP-MS in both low- and high-resolution
modes [217].

3.3 APPLICATIONS OF INDUCTIVELY COUPLED PLASMA
MASS SPECTROMETRY

ICP-MS is used for elemental analysis of every type of sample imaginable,
including gases, liquids, and solids. Element concentrations in natural, process,
and waste waters; biological tissues, hair, and fluids; metalloproteins; and drugs
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can be determined by using ICP-MS. Plants, animal feeds, fertilizers, food, rocks,
ores, alloys, semiconductors, superconductors, high-purity acids, high-purity
bases, reagents, plastics, and polymers have also been analyzed by ICP-MS. For
each of these sample types one or more of the attributes of ICP-MS (rapid,
multielement analysis; part-per-trillion to part-per-billion detection limits; large
dynamic range; high selectivity and specificity; isotope measurement; and small
required sample size) make it the method of choice. More than 2000 articles
describing applications of ICP-MS have been published. A small sample of these
applications is described later.

For many of samples, sample preparation is the most time-consuming step,
the step in which error is most readily introduced, and the process that is most
difficult to assess. Procedures for sample dissolution, filtering, extraction, etc.,
must be considered and chosen specifically for ICP-MS [218,219]. Spectral
overlaps due to molecular ions can be directly dependent on sample preparation
procedures. Contamination from reagents, glassware (or plastic ware), vessels,
sampling, handling, and sample exposure to the surrounding environment must be
very carefully controlled and assessed in order to make quantitative measurements
at concentrations as low as those measurable by ICP-MS. The use of closed vessel
microwave digestion has grown increasingly more popular for ICP-MS sample
preparation because it often allows use of nitric acid for digestion, avoiding the
spectral overlaps caused by sulfuric, hydrochloric, and perchloric acids, and
minimizes sample contamination [219-226].

There are still a good deal of art and experience as well as science required
for development of successful ICP-MS methods. A huge database of specific
sample preparation and ICP-MS analysis procedures is available in the literature
and should be consulted before beginning the analysis of samples. Many of the
instrument manufacturers maintain databases of downloadable methods and tech-
nical reports on their web sites. Despite the low detection limits and high selec-
tivity of ICP-MS, preconcentration or separation of sample components before
analysis may be required. Numerous articles describing new analysis approaches
using ICP-MS continue to be published.

3.3.1 Biological Applications

The role of metals and other elements in the health of humans, animals, and plants
continues to be of great interest both on a routine basis and in research. Two recent
reviews described the important impact of ICP-MS in biomedical research [227,
228]. ICP-MS provides the ability to measure multiple elements at ultratrace
levels rapidly and to measure isotope ratios at low enough concentrations so that
stable isotope tracers can be used for biomedical research [229]. Much remains
unknown about the role of metals and their speciation on biological activity, in
large part as a result of inadequate measurement techniques.
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Elemental Analysis of Biological Fluids

ICP-MS has been used to measure a variety of elements in urine, serum, and blood
[230]. The main problems are sample-dependent changes in sensitivity and spec-
tral overlaps due to polyatomic ions. Elements with masses below about 85 are
particularly prone to spectral overlaps.

Nuttall et al. [231] reported the use of ICP-MS for routine determination of
As, Bi, Cd, Pb, Sb, Te, and Tl in a clinical laboratory. Blood was deproteinized,
centrifuged, and passed through a 2-pm filter before analysis. Other specimens
were diluted or digested with dilute mineral acids. Se, Zn, and As suffered from
interferences that could be overcome by proper isotope selection or mathematical
correction. The authors [231] concluded that Cr and Fe were too prone to inter-
ferences (due to spectral overlaps) to be practically measured by ICP-MS in
clinical samples. V

Nixon and Moyer [232] described the use of ICP-MS for routine screening
measurement of Pb, As, Cd, and T in urine and blood. As, Cd, and T1 are cleared
rapidly from the blood, so that if significant concentrations are found in the blood,
acute exposure is indicated and immediate action is necessary. Pb'is more slowly
cleared from the blood. Significant concentrations found in urine indicate chronic
exposure or a delay in treatment since exposure. Compared to graphite furnace
atomic absorption analysis, ICP-MS provides better sensitivities and more rapid
sample throughput. However, two problems must be overcome for the ICP-MS
analysis to be successful: The spectral overlap of °Ar35Cl+ at mass 75, the mass
of the only As isotope, must be corrected. Sample-induced changes in sensitivity,
due to the high concentration of dissolved solids in urine and blood, must be cor-
rected. An empirically determined relationship between 1°033CI+ and 40Ar35Cl1+
was used to subtract the contribution of 40Ar35Cl* at mass 75. Several internal
standard elements were tested to compensate for the changes in sensitivity. Ga was
the best internal standard for As, Rh was best for Cd, and Bi was best for Tl and
Pb. Table 3.6 shows the certified and measured concentrations using the different
internal standards.

The analysis of Cr and V in biological fluids is difficult because of
40Ar12ClH overlapping with 52Cr, the most abundant isotope of Cr, and 33CI'60*
overlapping with the 5'V*, the predominant isotope of vanadium. Recently, a
procedure using high-pressure thermal and moderate-pressure microwave diges-
tion with vapor-phase acid digestion was reported to reduce the carbon- and
chloride containing molecular overlaps [233]. The vapor phase acid digestion with
microsample quartz vessels reduced the blank signals. However, blank levels still
limited the method to Cr concentrations greater than 2.8 ng/g in biofluids. Moens
et al. [234] measured Fe, Cu, V, and Zn using high-resolution ICP-MS to pre-
vent many of the common molecular ion spectral overlaps. Drying and ashing of
the sample before dissolution and analysis can also help to reduce spectral
overlaps [235].
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Table 6 Comparisons of Certified and Measured
Concentrations in National Institute of Standards and
Technology (NIST-SRM) 2670 Urine Using Different
Internal Standards

Element/internal standard  Concentration (ppb/ng/mL)

As (target value) 480 = 21
As/none 626
As/Ga’ 491
AslY 491
Cd (target value) 88 = 34
Cd/Rh 80
Cd/Ag 85
Cd/In 78
Cd/Sb 67
Pb (target value) 109 £ 3.7
Pb/Re 86
Pb/Bi ) 110

Source: Ref. 232.

There are many examples of relatively straightforward use of ICP-MS for
the analysis of biological fluids. Antimony has been measured in blood after a 14:1
dilution [236]. Cesium serum levels were found to be elevated in patients with
alcohol dementia but not in Alzheimer’s disease patients [237]. Cobalt levels in rat
serum depended on the form of cobalt [238] ingested. Bismuth levels were
measured in human blood and urine by using a direct injection nebulizer [239].
Lead was measured in the blood and blood plasma of smelter workers and the
general population [240]. The measurement of trace elements in serum by ICP-
MS has been compared to results from neutron activation analysis and proton-
induced x-ray emission [241]. Semiquantitative analysis can also be used to obtain
a rapid screening of samples [242].

In some cases ICP-MS now allows measurement of elements that previ-
ously were difficult or impossible to measure at low enough levels to set reliable
reference ranges for humans. Reference ranges for Li, B, Mo, Sn, Sb, Cs, Ba, Hg,
Pb, and Bi were reported [243]. Measurement of uranium levels in an unexposed
population has also been reported [244].

Biological Tissue

ICP-MS analysis of human tissue [245] has been described in several reports.
Microwave digestion was commonly used for sample preparation. Analysis of
tissues can provide information on essential elements as well as toxic elements.

Pb isotope ratios depend on the source of lead. Therefore, ICP-MS isotopic



128 Olesik

analysis can be used to identify sources of lead. In one study [246], people with
low lead concentrations in the United Kingdom had 206Pb/207Pb isotope ratios of
1.13 = 0.01. Lead uptake from drinking water (source isotope ratio 1.18) in parts
of Scotland was found to contribute 60% to body lead. Lead from gasoline in inner
London (source isotope ratio approximately 1.07) contributed 30% to 40% of lead
in inner London children.

The accuracy of autopsy tissue elemental analysis has been assessed [247].
Results indicated that differences in elemental concentrations depend on age.
Tissue of patients in chronic renal failure and treated by hemodialysis can accu-
mulate higher concentrations of Cr and Al. Black particles observed in a spleen
fragment from a patient who had previously had a hip replacement were found by
ICP-MS to contain high titanium concentrations [248].

Trace metals have been measured in various tissues by ICP-MS to investi-
gate Alzheimer’s disease [249-252]. Various sample preparation and processing
approaches have been used, including flow injection analysis and extraction. Al,
Si, and Sn levels were reported to be higher than in healthy tissue, whereas zinc
and selenium concentrations were lower. In the temporal cortex there were also
reductions of cesium and cerium concentrations. The mechanisms responsible and
the key elements remain incompletely understood.

Laser ablation ICP-MS can be used to obtain spatial maps of elemental
composition in tissues. In one study [253], LA-ICP-MS was used for “elemental
tagging” of fish scales, rat kidney cross sections, and examination of the blood/
bone interface in a pig femur. Ca and Mg were used as “natural” internal
standards.

A variety of elements have been measured in fish tissue to determine the
cause of fish kills and to assess water quality. Slurry samples were introduced into
the ICP by using electrothermal vaporization in one report [254] with isotope
dilution based determination of Cu, Zn, Cd, and Pb. Sample preparation was
simplified by using slurries rather than complete dissolution. Electrothermal
vaporization can be used to reduce spectral overlaps due to molecular ions that
contain oxygen. The sample can be dried in the furnace before vaporization of the
analytes. The time-dependent vaporization can also be used to reduce some matrix
effects. Isotope dilution improves precision and accuracy of the analysis. The
uptake and organ-dependent accumulation of cadmium in carp have also been
investigated by ICP-MS analysis [255].

Platinum-based compounds are commonly used as cancer treatment agents.
Pharmacokinetic studies of these antitumor drugs require ultratrace analysis.
Electrothermal vaporization ICP-MS provides low detection limits for small
samples [256]. High-performance liquid chromatography with ICP-MS detection
allows speciation of platinum compounds in tissues [256]. LA-ICP-MS can be
used to study the distribution of platinum in tissues and tumors [256]. Natural
levels of Pt are below typical quadrupole ICP-MS detection limits [257].
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Selenium has also been investigated extensively with ICP-MS. It can be
efficiently introduced into the plasma by hydride generation in order to improve
detection limits. The analyte is efficiently transported into the plasma as a gas and
the sample matrix is left behind. The hydride generator design can influence
interferences and sensitivity [258]. Sample cross-contamination was eliminated
when the air bubble normally entrained between samples was removed [258].
Isotope dilution can be used to obtain high accuracy.

Isotope Tracers

Stable isotope tracers can be conveniently measured by using ICP-MS [259,260].
The low ICP-MS detection limits allow small amounts of stable isotope tracers to
be given to subjects, including infants [261].

The first complete study of nickel metabolism in humans involved ingestion
of 10 pg of 92Ni/kg body weight [262]. Isotope dilution (with 6!Ni+) was used to
measure 2Ni™ tracer concentrations in blood, urine, and feces. Potential compli-
cations due to contamination and dietary intake of nickel were eliminated by using
the isotope tracer approach.

ICP-MS allows multiple element isotopic tracers to be monitored simul-
taneously. For example, zinc metabolism in heathly women was investigated by
oral ingestion of a 7Zn trace and an intravenous (i.v.) tracer highly enriched in
70Zn. Ratios of ¢7Zn to %6Zn and 7°Zn to %Zn in plasma, urine, and feces were
determined to trace the Zn from the oral and i.v. sources independently.

Plant Analysis

Uptake of elements by plants is important in understanding essential nutrients for
plants, potential health concerns for humans and animals that eat the plants, and
use of plants as a remediation agent to remove toxic elements from soils. The
~uptake of heavy metals by wheat from fertilizers and sewage sludge applied to
agricultural lands was investigated by using ICP-MS [263].

Wet and dry ashing sample preparation procedures for plant materials and
subsequent analysis by ICP-MS have been assessed [264]. Closed vessel micro-
wave digestion nitric acid and added hydrogen peroxide can often be employed for
dissolution of plant materials [265]. H,O, helps to allow a higher temperature to
be maintained without excessive pressure buildup as well as to reduce the carbon
content in the sample. However, impurities in the hydrogen peroxide can degrade
detection limits for some elements [265]. Ultrasonic slurry sampling ETV-ICP-
MS was used to measure Ge, As, Se, Cd, and Pb in plant tissues [266].

Plants such as mung bean seedlings can be used as bioindicators for toxic
elements such as As [267]. Analysis of tree rings can provide information on
short-term variations in pollution sources [268]. Elemental “fingerprints” have
also been used to identify sources of plants, including cannabis [269].
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Foods

The use of ICP-MS for the analysis of foods has been reviewed recently [270].
Food analysis can provide information on potentially toxic elements, nutrient
elements, or geographical origin of the food. The application of ICP-MS to
experimental nutrition has recently been reviewed [271]. The importance of
quality control for multielement analysis of complex sample matrices like foods
by ICP-MS was shown [272].

Tin levels in fruits, vegetables, and juices were found to be higher when
unlaquered cans were used [273]. Ethanol affects ICP-MS sensitivity for many
elements. Sample preparation can affect the extent of the change in sensitivity.
Internal standardization can be used to improve Pb concentration measurement
accuracy in wine [274]. ISotope dilution analysis can be used for accurate concen-
tration measurements in wine [275].

The iodine content of a variety of foods in East Africa was measured by
ICP-MS {276]. Samples were dried and homogenized prior to dissolution. Tell-
urium was used as an internal standard. Only saltwater fish were found to be a
sufficient dietary source of iodine.

Plants have trace element concentrations that are characteristic of the soil
they are grown in. For example, the pattern of rare earth element concentrations in
wines produced from vineyards in different geographical regions was unique, and
grapes grown in the same area even in different years had similar patterns [277]. In
another study trace element concentration patterns could be used to differentiate
among Spanish wines from three different regions and between Spanish and
English wines [278]. Changes in soil acidity and oxidation were found also to
affect the uptake of particular elements and therefore the concentration of ele-
ments in wine [279]. The geographic origin of orange juices has also been
identified by ICP-MS. Variance analysis using the measurements of up to 64
elements was used to identify elements that could best be used as geographic
indicators [280].

3.3.2 Geological Applications

Geologists have been involved in the development of ICP-MS since its beginning
[281]. The key capabilities of ICP-MS for geological samples include low detec-
tion limits and isotopic measurement [282-285]. The most prevalent use of laser
ablation ICP-MS is probably in the analysis of geological materials [286,287].
Geological applications have also driven the development of laser sampling from
small (<10 wm) spots with sufficiently high sensitivity. Sector, multicollector
ICP-MS instruments are used mainly for isotope ratio measurements of geological
samples [58]. More than 400 articles have been published on the use of ICP-MS
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for the analysis of geological samples. A few selected areas of geology in which
ICP-MS has been used are described here.

‘Lanthanide and Actinide Elements

Insight into melting and fractionation during the formation of rocks can be gained
by measuring the relative concentrations of rare earth elements. Therefore, ICP-
MS has been used since its introduction for the measurement of rare earth k
elements in geological materials [282]. Recently, basalt from Mauna Kea was
investigated by ICP-MS using this approach [288].

A wide variety of sample types, sample preparations, and processes have
been used. Powdered rock samples were fused with K,BO, or K,CO,, followed by
precipitation of the potassium using perchloric acid, separation with methanol-
perchloric acid, evaporation to a residue, and dissolution of the residue in dilute
nitric acid. Detection limits in the solid were in the microgram per gram (ug/g) to
nanogram per gram (ng/g) levels in the solid without preconcentration.

Rare earth elements have been measured in fluid inclusions using flow
injection [289]. Rare earth oxides cause spectral overlaps, so ion chromatography
or other separation techniques are often used. High-resolution mass spectrometers
have also been used. By reducing the amount of water entering the ICP using a
desolvation and membrane, molecular oxide ion signals can be reduced by a factor
of 100 [290]. Enhanced isotopes for a light rare earth element and a heavy rare
earth element were used for mass bias correction, internal standardization, and
isotope dilution so that all of the rare earth elements could be determined in one
measurement [290].

Naturally occurring zircon crystals are very stable and include structures
from a succession of geological events. Therefore, rare earth measurements in
zircons have also been of great interest [291]. Zircons are often difficult to put into
solution completely so laser ablation is often used. Laser ablation is also partic-
ularly advantageous in probing small zircons embedded in other materials and in
measuring different structures within a zircon crystal.

Precious Metals and Exploration

Trace element measurements by ICP-MS have been used for geological explora-
tion [292]. The use of ICP-MS for measurement of precious metals in rocks has
been recently reviewed [293]. Typically sample preparation includes extraction
and concentration of precious metals and separations from potentially interfering
elements [293]. For example, HfO" of masses 194, 195, and 196 overlaps with
Pt* isotopes. Limits on dissolved solid concentrations to about 0.2% also limit
the detection of small quantities of precious metals in the solid.

Sample preparation is especially key to the measurement of precious metals.
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Fire assay techniques with large (15-30 g) samples of crushed, ground rocks;
soils; and sediments are often used to concentrate precious metals such as Au, Px,
and Pd while providing a more homogeneous sample. Appropriate assays using Pb
or NiS, for example, and their subsequent dissolution depend on the elements of
interest [293]. Reagent blank levels often limit detectable levels of platinum group
elements and gold. Chlorination methods have been used [294] in large part
because of the very low reagent blank levels attained. Acid dissolution and
extraction procedures have also been described, although acid extractions often do
not yield quantitative extraction of the precious metals. Because acid extractions
are often more rapid and inexpensive, they are sometimes used to screen large
numbers of samples. Sodium peroxide fusions have also been used to form salts
that are water-soluble. Purification and preconcentration using precipitation, ion
exchange separation, and solvent extraction are then often used [294]. By using a
lead fire assay followed by cupellation and AgCl separation, detection limits for
Pt, Pd, and Au of 0.1 ng/g in soil and sediment have been attained [295].

Isotope Ratio and Isotope Dilution Measurements

Isotope ratio precision provided by quadrupole ICP-MS instruments is much
poorer (typically 0.2% to 0.8% RSD) than can be obtained by thermal ionization
mass spectrometry (TIMS). Plasma fluctuations and short-term variations in the
aerosol introduced into the plasma are the main sources of noise in ICP-MS.
Multicollector sector-based ICP-MS instruments can provide isotope ratio preci-
sion of 0.003% to 0.05% RSD, in some cases rivaling that of TIMS [58]. Sector-
based instruments can also provide very. high sensitivity compared to that of
TIMS, particularly for elements with higher ionization energies or those that form
refractory compounds. In these cases isotope ratio precision can be superior to
TIMS precision. Sample preparation for TIMS is generally much more time-
consuming and restrictive than for ICP-MS. Measurement times for ICP-MS are
generally shorter because of higher ion signals so that counting statistics are better
on a relative basis. Elements that form refractory compounds or have high
ionization energies are not amenable to TIMS. Multicollector sector-based ICP-
MS instruments can provide isotope ratio precision that rivals that of TIMS [58].
However, there are several applications in which the isotope ratio precision
provided by quadrupole or single-collector sector instruments is sufficient.

Os isotope ratios vary as a function of age as a result of radioactive decay of
187Re to 1870s. Os is much more extensively ionized in the ICP than by TIMS.
Precision provided by quadrupole ICP-MS (0.3% relative standard deviation) is
sufficient to gain useful dating by Os isotope ratio measurement [296,297]. Pb
isotope ratios vary, depending on the geological history of the sample, because of
decay of 238U, 235U, and 232Th to 206Pb and 207Pb.

Often high accuracy is required for geological interpretation of trace ele-



Inductively Coupled Plasma Mass Spectrometry 133

ment patterns. Therefore, isotope dilution—based concentration measurements
have often been used [298-302].

3.3.3 Environmental Applications

The low detection limits and rapid, multielement analysis provided by ICP-MS
make it particularly attractive for environmental applications, in which high
sample throughput is often essential. For several elements, including Pb, the
maximum acceptable levels have decreased as the ability to measure lower and
lower concentrations has improved. ICP-MS measurements are used to assess
environmental quality, including meeting legislated requirements; to investi-
gate the natural sources and transport of elements; and to identify sources of
pollutants. :

Nonsaline Water Analysis

River, stream, and lake water; groundwater; as well as atmospheric precipitation
are commonly analyzed by using ICP-MS [303]. Often the samples can be run
directly or after simple filtration or centrifugation to remove suspended particu-
lates [304]. Typically samples can be preserved by the addition of 1% to 2%
concentrated nitric acid by volume [305]. Nitric acid is preferable to hydrochloric
or sulfuric acid because of the lack of molecular ion spectral overlaps from nitric
acid or its reaction products in the ICP, as discussed earlier. In most cases
preconcentration or separation is unnecessary. In some cases preconcentration and
removal of chlorides from the sample are advantageous and can be done by using a
simple flow injection approach [306].

ICP-MS is widely used to assess drinking water quality. Environmental
Protection Agency (EPA) methods 200.8 and 1638 for the analysis of drinking and
waste waters use ICP-MS [307-309]. Sources of Pb in drinking water can be
assessed from Pb isotope ratios. In one study, 206Pb/207Pb, 206Pb/208Ph, 207Pp/208Ph
isotope ratios in tap water were compared to those of plumbing materials [310].
The authors were able to conclude that the copper pipe and solder were the main
sources of Pb.

In some cases, ultrasonic nebulization or preconcentration is used to en-
hance detection limits. As, Se, and Sb were measured in cloud water; detection
limits were 20, 100, and 20 pg/mL, respectively, using pneumatic nebulization
and four to five times lower using ultrasonic nebulization [311]. In another study
[312], activated charcoal from a 1-L sample volume was used to preconcentrate
Pd and Pt in fresh waters. Detection limits were 0.3-0.8 ng/L.. An automated on-
line preconcentration system based on a cationic resin (AG50W-X8) was used to
measure Cd, Pb, Ni, Cu, and Zn. A preconcentration factor of 30 was obtained
even with a sample throughput of 20 samples per hour [313].
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Seawater

Analysis of seawater by ICP-MS is complicated by low concentrations of many
elements of interest, sensitivity reductions due to the high salt concentrations, and
Cl containing molecular ion spectral overlaps [314]. Standard reference seawaters
are available from the National Research Council (Canada).

Several different approaches to preconcentration and matrix elimination
have been reported. A commercially available chelation system based on silica-
immobilized 8-hydroxyquinoline has been used for on-line preconcentration and
matrix separation [315,316]. Detection limits using a 90-fold concentration were
0.04 ng/dm3 for U to 6.3 ng/dm?3 for Zn.

Off-line dicarbamate solvent extraction and ICP-MS analysis [317] pro-
vided part-per-trillion detection limits: Cd (0.2 ppt), Co (0.3 ppt), Cu (3 ppt), Fe
(21 ppt), Ni (2 ppt), Pb (0.5 ppt), and Zn (2 ppt). Off-line matrix removal and
preconcentration using cellulose-immobilized ethylenediaminetetraacetic acid
(EDTA) have also been reported [318]. Transition metals and rare earth elements
were preconcentrated and separated from the matrix using on-line ion chroma-
tography with a NTA chelating resin [319]. Isotope-dilution-based concentration
measurement has also been used after matrix separation with a Chelex ion-
exchange resin [320]. The pH, flow rate, resin volume, elution volume, and time
required for isotope equilibration were optimized. A controlled-pore glass immo-
bilized iminodiacetate based automated on-line matrix separation system has also
been described [321]. Recoveries for most metals were between 62% and 113%.

Electrothermal vaporization has also been used for seawater sample intro-
duction into an ICP-MS. Trace metals were complexed and then vaporized as
dithiocarbamate complexes in one study [322]. Addition of a matrix modifier
[PA(NO,),-Mg(NO,),] enhanced analyte sensitivity. Addition of a matrix modifier
to act as a physical carrier in ETV-ICP-MS has become common. Seawater was
used as a matrix modifier for ETV-ICP-MS in one report [323].

Sector-based ICP-MS instruments have recently been used for seawater
analysis. These instruments can provide high resolution to minimize spectral
overlaps or high sensitivity when used in a low-resolution mode. The sample can
be diluted to reduce sample-dependent variations in sensitivity while maintaining
sufficient detection limits. Diluted seawater was introduced into the ICP without
further sample preparation in one recent report [324]. Nonspectral matrix effects
due to seawater for quadrupole and sector-based ICP-MS instruments have been
compared [325].

Soils and Sediments

The use of ICP-MS for trace analysis in sediments has recently been reviewed
[326]. The advantages and disadvantages of acid digestion versus fusion-based
sample dissolution were discussed. The problems involved in ICP-MS analysis of
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soils have been considered [327]. Analysis of marine sediments by ICP-MS was
assessed by using external calibration, standard addition, and isotope dilution
[328,329] with comparison of experimental results for standard reference mate-
rials. The influence of sample preparation on spectral overlaps was demonstrated.
Spectral overlaps due to molecular oxides can also present problems [327].

Total mercury in soils can be measured by ICP-MS [330]. Mercury was
extracted by using a microwave assisted flow injection system. A complexing
agent and surfactant were added to eliminate the long memory effects typically
observed with mercury.

A mobile ICP-MS has been used for on-site measurements of polluted soils
[331]. A rapid digestion procedure was developed in order to reduce sample
analysis time for the rapid identification of heavy metal anomalies near a mine
dump where no vegetation was growing.

Slurries have been used to introduce soil samples into an ETV with ICP-MS
detection [332] as well as directly into an ICP-MS using a Babington-type nebu-
lizer [333]. Although slurry sample introduction eliminates the problems associ-
ated with sample dissolution, care is required to ensure that the slurry particles are
small enough to be completely vaporized in the ICP. Agglomeration of particles in
the slurry before introduction to the nebulizer must be prevented in order to
maintain constant transport efficiency into the ICP.

Coal, Fly Ash, and Dust

Combustion of coal produces ash that can be transported through the air. Slag-
ging and fouling problems can also be predicted from elemental analysis. There-
fore, elemental analysis of both the coal as well as the ash are important. Proce-
dures for dissolution and analysis of coal and combustion products of coal have
been reported [334—-336]. Laser ablation sampling has been successfully used for
coal and combusted materials [337,338]. The direct introduction of slurries has
also been used [339]. Comparison of ICP-MS and PIXE analysis of coal combus-
tion aerosols showed that analysis errors can occur in ICP-MS if particle vaporiza-
tion is incomplete in the ICP [340].

Flow injection hydride generation has been used to measure As, Hg, and Se
in coals with detection limits in the 2- to 5-ng/g range [341]. Comparison of ICP-
MS and neutron activation analysis results showed good agreement.

ICP-MS isotope ratio measurements of house dust samples were used to
assess potential sources of Pb [342]. Street dust and soil outside the house showed
similar Pb isotope ratios, but lead paint in the house had a different isotopic
pattern. Sources of lead outside the home were found to contribute as much to
lead in most of the house dusts as did lead from lead-based paints inside the
house.

Dissolution of dust and other atmospheric aerosol samples by microwave
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digestion is faster than hot plate methods. However, Teflon vessels can become
contaminated. It is useful to keep a history of the Teflon vessels and to assess.
method blank levels by processing a blank through the entire dissolution process.

3.3.4 Industrial Materials Analysis

ICP-MS has been used for the analysis of many materials, including alloys, steels,
nuclear materials, ceramics, superconductors, plastics, polymers, and catalysts.
Semiquantitative analysis by ICP-MS is often a convenient method to screen
samples for trace elements and impurities. Measurement of impurities can be
complicated by sample matrix—dependent degradation of sensitivity, particularly
if the samples contain high concentrations of heavy elements that create extensive
space-charge-induced ion transmission losses. Matrix matching is complicated by
the need for ultrapure materials.

Metals and Alloys

Even sub-ppm levels of some elements can affect properties and processing of
steel and other alloys. The analysis of low- and high-alloy steels for environmen-
tally important elements (Cd, Hg) as well as elements that affect the steel (Sb
and Bi, for example) has been discussed [343]. ICP-MS has been used for semi-
quantitative and quantitative measurement of Gd, Sm, and Th in zirconium alloys
[344].

ICP-MS has also been used to measure trace elements in archaeological
native silver artifacts [345] in order to identify their geographical origins. The low
detection limits provided by ICP-MS allowed analysis of trace elements on 3 to 15
mg of sample. The passivation of alloy steels using acid solutions has been studied
by XPS measurements of the solid in combination of ICP-MS analysis of the
passivation solutions [346,347]. When bullets are crushed on impact, striations
cannot be used for identification. The percentage of antimony, trace element
composition, and lead isotope ratios in bullets was measured for forensic evidence
[348]. The lead isotope ratios were found to be the most useful evidence.

To analyze metals and alloys directly without dissolution, both spark abla-
tion [349] and laser ablation [61,211] dry aerosol generation systems have been
used to introduce samples into an ICP-MS. These approaches often require
matrix-matched standards, although several active research groups are focusing
ontechniques to reduce that requirement. The amount of material ablated depends
on the sample type. Fractionation of elements can also be a problem, depending on
the sample, the laser fluence, the laser wavelength, and the number of laser pulses
used to sample from a fixed location. Volatile elements that are segregated in
the samples appear to be most prone to fractionation problems {61].
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Materials Used in the Nuclear Industry

Although ICP-MS has been used for analysis of nuclear materials, often the entire
instrument must be in an enclosed “hot” enclosure [350]. Sample preparation
equipment, inlets to sample introduction systems, vacuum pump exhaust, and
instrument ventilation must be properly isolated. Many of the materials used in the
nuclear industry must be of very high purity, so the low detection limits provided
by ICP-MS are essential. The fission products and actinide elements have been
measured by using isotope dilution ICP-MS [351]. Because isotope ratios are not
predictable, isobaric and molecular oxide ion spectral overlaps cannot be cor-
rected mathematically, so chemical separation is required.

Plastics

Metal doped polymers or plastics that might come in contact with food or drinks
have been analyzed by ICP-MS. Plastics may be contaminated with elements used
in the production process including catalysts. Plastic food wraps have been
analyzed after microwave acid digestion [352,353]. Results were in good agree-
ment with those of neutron activation analysis. Laser ablation of plastics and
polymers [51,352,354] is particularly convenient for semiquantitative analysis to
eliminate the need for dissolution or to examine the homogeneity of inorganic
elements within the materials [352]. The effect of the polymer composition and
laser wavelength on laser ablation sampling efficiency has been investigated [63],
again illustrating the potential difficulties in obtaining quantitative analysis with-
out matrix-matched standards.

Catalysts

ICP-MS is useful for analysis of catalysts from two perspectives: The composition
of the catalysts must be carefully controlled, particularly because the active
elements are often expensive. The catalysts are often finely distributed in a sub-
strate material so their concentration in the bulk material may be quite low.
Second, catalysts, particularly those used in automotive catalytic converters, can
be a significant source of platinum group elements in the environment. Re and Pt
have been measured in catalysts by ICP-MS [193]. Procedures for the analysis of
used catalytic converter materials by ICP-MS have been reported [355]. Accurate
measurements are essential for many of these applications so isotope dilution—
based concentration calibration is commonly used.

3.3.5 Applications in the Semiconductor Industry

High-purity acids, silicon, and other materials are essential for acceptable yields in
the production of semiconductor devices. Contamination becomes a more and
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more important problem as the size of the structures in the semiconductor devices
is reduced. Metal contamination levels in processing solutions as low as 50 parts
per quadrillion have been identified as potentially deleterious. The operating
properties, dark current, and oxide breakdown voltage are dependent on contami-
nant and dopant element levels in semiconductors [356]. Particulates collected in
traps used to maintain clean conditions must be identified in order to reduce their
occurrence. The use of ICP-MS for the analysis of samples related to semiconduc-
tor device production has recently been reviewed [357-359].

The needs of the semiconductor industry have been one of the main driving
forces to attain detection limits in the low parts-per-quadrillion level. Sector-based
ICP-MS instruments are often used in a low-resolution mode to provide the very .
high sensitivities that are needed. Many of the elements of interest are below mass
80. Therefore, the use of reaction cells in ICP-MS instruments in order to reduce
molecular ion signals and other background is likely to have a major impact on the
analysis of materials used in the semiconductor industry. The importance of
procedures for analysis of these materials with very low detection limits is so key
to the commercial success of the semiconductor manufacturers that details of the
ICP-MS-based methods may not be published. Those that are published may be
modified somewhat from what is done in practice.

High-purity acids are used for cleaning and etching of semiconductor mate-
rials. The analysis challenges include attaining sufficiently low detection limits,
avoiding contamination (including from the extraction of elements on tubing and
sample introduction systems), and dealing with molecular ion spectral overlaps
from plasma species, water decomposition products, and the acids themselves.
Among examples of ICP-MS analysis of acids used in semiconductor processing
are hydrofluoric acid [360,361], sulfuric acid [362], hydrochloric acid [363], and
phosphoric acid [364].

Several approaches have been used to reduce spectral overlaps due to
molecular ions. The use of “cold plasma” conditions, described earlier, is well
suited to the analysis of high-purity acids. Fe, Ca, and K, which suffer from severe
spectral overlaps with ArO™, Ar*, and 33ArH™, under normal plasma conditions,
can be measured in the low-ppt level. The argon ion number density in the ICP is
greatly reduced by operating at lower temperatures. Analyte ion signals for
elements with low ionization energies are not significantly degraded. Sector-based
ICP-MS instruments have been used for acid analysis in low-resolution mode to
provide high sensitivity and in high-resolution mode to overcome spectral over-
laps [365]. ETV-ICP-MS has also been used for high-purity acid analysis [366—
368] to avoid ArO* and other O- or H-containing molecular ions.

The sample introduction system, sampler, skimmer, and ion optics can be
sources of contamination that produces high ICP-MS blank signals so proper
cleaning and maintenance are essential [369]. Some have argued that no dilution
or evaporation (for preconcentration) of high-purity acid samples should be used
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because any sample preparation or handling enhances chances of contamination
[368]. However, many of the acids can cause sample introduction problems if run
directly. Often, large sample volumes of high-purity acids are evaporated in order
to improve detection limits. Great care must be taken to prevent contamination.

The purity of silicon and gallium arsenide starting materials has been
measured by using ICP-MS [370-372]. Impurities in materials used as dopants for
semiconductors have also been measured by using ICP-MS [373].

Vapor phase dissolution (VPD) is commonly used for surface and contam-
ination analysis of semiconductor wafers [374—379]. HF vapor is used to remove
a silicon oxide or native silicon layer. A drop of hydrofluoric acid or deionized
water (with a volume of 50 to 200 wL) is placed on the surface and rolled around
the surface to dissolve the metals. The small drop is then analyzed by ICP-MS by
using either a direct injection nebulizer, a micronebulizer, or ETV. The ability of
ICP-MS to measure several elements rapidly in a small volume of solution is
essential.

Trace impurities in some gases used for semiconductor processing have
also been monitored using ICP-MS [380-382]. It may be necessary to use
specialized materials for the sampler and skimmer to prevent degradation. In one
study, the level of iron from a hydrogen chloride cylinder was found to increase as
the cylinder was used and to depend on the cylinder-valve package [382].

Impurities in photoresists have also been measured by ICP-MS [383,384].
Ultrasonic nebulization and electrothermal vaporization sample introduction ap-
proaches have been used.

The current analytical capabilities of ICP-MS provide a means to assess new
low levels of contamination in the semiconductor industry [385]. Contamination
in clean room air can be detected at very low levels. Dopant and trace metal
contamination on semiconductor wafer surfaces can be monitored. Ultratrace
metals in deionized water, high-purity acids, and other process chemicals can
often be measured at concentrations less than 1 part per trillion.

3.3.6 Speciation Analysis

In many chemical systems, the form of an element controls its biological or
chemical effect and its transport or remediation. Elemental ions in different oxida-
tion states, as different metal-ligand complexes and various organometallic mole-
cules, often have very different toxicity. Certain species are essential nutrients
[Cr(IOI), for example], whereas others are toxic or carcinogenic [such as Cr(VID)].
Organometallic mercury compounds, such as methylmercury, are far more toxic
than inorganic mercury. Trialkyltin compounds are highly toxic and tin is present
in some food cans. The transport of metals through soils and water systems is
highly species-dependent. Industrial processes may also be highly dependent on
elemental speciation. Therefore, elemental analysis alone often provides insuffi-
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cient information. For example, a high concentration of arsenic in blood could be
due to a lethal ingestion of inorganic arsenic or of shellfish that contain seemingly
unharmful arsenobetaene.

The evolution and trends in elemental speciation have recently been as-
sessed [386-—388]. Speciation is essential in many developing areas, including
biomedical, food, environmental, industrial processes, and industrial hygiene.
Among the elements for which species determination can be necessary are Al, As,
Br, Cd, Cr, Cu, Fe, Hg, I, P, Pb, Pt, Se, Sb, Sn, and the actinides [386].

Elemental speciation presents many analysis challenges. Often species are
important at very low concentrations. Stable storage is a problem as often the
speciation changes over time after the sample is collected. The elemental specia-
tion could be changed by processing of the sample. ICP-MS has become popular
as a detector for separation techniques in order to identify and quantify different
species, as described in a recent review [389]. Different species are separated and
introduced into the ICP-MS as a function of time. Time-resolved ICP-MS signals
then provide information on the species containing each detected element (from
the time the signal appears) as well as specifically identifying the elements present
and quantitatively measuring their concentration. Among the separation tech-
niques that have been used with ICP-MS detection are gas chromatography [390,
391], liquid extractions [392], high-performance liquid chromatography [393,
394], size exclusion chromatography [395,396], and capillary electrophoresis
[24,397].

The choice of ICP-MS is mainly due to the low detection limits and high
elemental specificity. Because the sample must be physically transported from the
separation column or capillary into the plasma, the interface is important. High
analyte transport efficiency is desirable to obtain low detection limits, but care
must also be taken in designing the interface so that the separation is not degraded.
Dead volume and induced laminar flow due to the interface [398] must be
considered.

Although there is clear agreement on the importance of elemental specia-
tion, routine applications have not grown as quickly as predicted [386]. The mar-
ket for commercial instruments for elemental speciation has not risen significantly.
There are several reasons for this. The initial groups interested in speciation are
researchers who have put together their own instruments. Sample preservation and
measurement without changes in speciation can be problems; therefore, court
cases based on evidence from elemental speciation measurements have not been
successful. Recently, an approach using isotope dilution has been described to
assess quantitatively and correct for changes in speciation during sample storage
and analysis [399,400]. Standards are lacking, in part because it may be difficult to
ensure their stability. Elemental speciation typically requires much more knowl-
edge about the sample chemistry than does total elemental analysis. Separation
systems for specific sample and analyte types must often be developed. Therefore,
there is not a method that is as “universal” as for total elemental analysis.
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For some specific cases such as Cr(VI) versus CR(IIl) measurement in
waters, commercial products, based on short columns that can be used in a flow
injection mode with ICP-MS, have become available. Separation times of less
than 3 minutes, low cost, and convenience make this approach viable for routine
use in some applications.

The importance of elemental speciation in environmental systems, blO-
medicine, and other areas is becoming more widely realized. Initial regulations for
elemental speciation [such as regulations specifying Cr(VI) measurement rather
than total Cr measurement—EPA 7196A and 3060A, for example] are being
proposed and adopted.

One of the main problems with speciation measurement is that the specia-
tion may change during sampling, sample preparation, or analysis. Furthermore,
spikes added to samples for standard addition calibration or spike recovery mea-
surements may not remain as the same species once in the sample. For example,
oxidation or reduction can take place, depending on the sample chemistry. Re-
cently, speciated isotope dilution mass spectrometry (SIDMS) using an ICP ion
source has been developed to account for these changes in speciation [399]. The
SIDMS method was used to show that Cr(IIl) could be oxidized during alkaline
extraction using EPA method 3060A and Cr(VI) could be reduced by using EPA
method 7196A, leading to errors [400].

Speciation of As has been of great interest because of the wide range of
species-dependent toxicity. HPLC coupled with ICP-MS has been used to mea-
sure arsenite and arsenate, monomethylarsonic acid, dimethylarsinic acid, arseno-
betaine, and arsenocholine in mussels and fish [401]. A Dionex AS7 column with
an on-guard AG7 column was used. A gradient mode separation was carried out
by using a bicarbonate buffer mobile phase. Detection limits were in the 0.001- to
0.003-p.M range. Cation- and anion-exchange HPLC-ICP-MS were used to mea-
sure arsenic speciation in shrimp, crab, fish, fish liver, shellfish, and lobster [402]
as well as human urine [403]. Ion exchange HPLC-ICP-MS was used to monitor
the bioavailability and speciation of Asin carrots grown in As contaminated soil
[404]. HPLC-ICP-MS was also used to study arsenic speciation in soils as a
function of pH [405]. Capillary electrophoresis-ICP-MS has also been used for As
speciation in drinking water [406].

Several potential problems with As speciation have been described [407].
ArCl* causes a spectral overlap in ICP-MS detection. Speciation can change
between the time the sample is obtained and when it is measured. Field separations
or preservations can be developed to prevent that problem. Particulates in drinking
water can contain a significant portion of the As, so filtering the sample without
also analyzing the composition of the particulates can lead to measurements that
are too low [407].

Selenium speciation has also been measured by a variety of approaches for
several different applications. Size exclusion chromatography was coupled with
ICP-MS detection to measure selenium speciation (especially Se-containing pro-
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teins) in human serum [408]. Selenite and selenate were measured by gas
chromatography—(GC)-ICP-MS after derivatization [409] using isotope dilution
calibration. HPLC-ICP-MS was used to measure selenium species in gastroin-
testinal extracts of cooked cod [410]. Retention times for selenomethionine,
selenocystine, sodium selenite, and sodium selenate standards were determined.
One of the peaks observed from the gastrointestinal extracts did not match any of
the standard compounds but appeared to be consistent with an organic species.
This points out one of the limitations of separation techniques coupled to ICP-MS.
The retention or migration time is used to identify the species, but this may not be
unequivocal (in contrast to the certainty of the identification of a particular
element in a sample using ICP-MS). Capillary electrophoresis-ICP-MS was used
to measure selenium species in human milk and serum with detection limits in the
10- to 50-pg/L range [411].

Chromium is used in a number of industrial processes and, as noted, has
toxicity that is highly dependent on its speciation. The combination of ion chroma-
tography and ICP-MS detection has been used to measure Cr(IIl) and Cr(VI) in
waste water [412]. Ton-pairing HPLC-ICP-MS was used to measure chromium
" species. in seawater [413]. Speciation of chromium dyes was also reported by
HPLC-ICP-MS [414].

Transport of metals in the environment is critically dependent on speciation.
Often metals are associated with colloidal materials, fulvic acid, or humic acid.
Extensive research is ongoing to study the uptake capacity of these materials as
well as minerals, the distribution of elements in natural water samples, and
species-dependent means of remediation. Speciation of yttrium and lanthanides in
natural water has been reported [415] using size exclusion chromatography and
ICP-MS. Multistage filtration has also been used with ICP-MS measurement of
the separated fractions [416]. Kinetic studies of metal uptake rate as a function of
EDTA, NTA, and fulvic acid concentrations in the water have been described
[417].

Speciation of tin and lead is important in identifying their source in the
environment and pathway into humans and food. Organotin compounds were
commonly used in paints for ocean ships but are toxic to humans. Dibutyltin
(DBT), tributyltin (TBT), diphenyltin (DPhT), and triphenyltin (TPhT) were
measured in harbor water [418] and fish [419]. Organolead compounds were
commonly used in gasoline and still are in some countries. Ion-pairing reverse-
phase liquid chromatography with ICP-MS detection was used to measure in-
organic Pb2*, triethyllead, triphenyllead, and tetraethyllead [420]. After derivatiz-
ation, GC-ICP-MS has also been used [421].

3.4 CONCLUSIONS

Inductively coupled plasma mass spectrometry is becoming more and more
popular because of the low detection limits, high selectivity, and rapid multiele-
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ment analysis. Convenient, rapid semiquantitative analysis and isotope measure-
ments are additional capabilities that make ICP-MS popular. As indicated by the
wide range of applications, ICP-MS currently provides solutions to analysis
problems in a wide range of disciplines.

Substantial improvements have been made in ICP-MS instruments just over
the last few years and further advances are on the horizon. The quadrupole ICP-
MS instruments have become smaller, more sensitive, easier to use, and less
expensive. Sector-based ICP-MS instruments are growing in popularity and per-
formance, although they are still expensive compared to quadrupole instruments.
Second- and third-generation sector-based instruments hold promise for further
performance improvements. Multicollector sector-based instruments that were
previously useful only for isotope ratio measurements may now provide excellent
elemental analysis performance as well, because of new instrument designs.
Detection limits and precision provided by time-of-flight instruments have im-
proved, and commercial instruments have recently become available. Further
improvements in sensitivity may be possible. The speed of complete spectral
acquisition provided by time-of-flight ICP-MS could be particularly valuable with
sample introduction systems that produce transient signals, such as laser ablation,
electrothermal vaporization, and capillary chromatography. Laser ablation solid
sampling continues to improve with the use of ultraviolet (UV) lasers and flat
beam profiles. Sample introduction systems for solution samples also continue to
improve. Systems with high analyte transport efficiencies and membrane desolva-
tion are particularly promising.

ICP-MS currently has several limitations. Research continues to develop
new ways to overcome these limitations and improve ICP-MS performance
further. At the same time steps to lower the instrument cost continue to progress.

Spectral overlaps, particularly those due to polyatomic ions, remain a
problem in many applications. High-resolution mass spectrometers can overcome
many, but not all, of these overlaps. The use of reaction cells to remove particular
molecular ions chemically is an exciting development that could have a major
impact on ICP-MS performance.

Chemical matrix effects due to space-charge ion transmission loss remain a
problem. Concentrations of heavy ions as low as 100 ppm can affect sensitivity
and therefore produce an analysis error. Perhaps alternative designs will reduce
space-charge effects, but can the space-charge effects be significantly reduced
while maintaining or continuing to improve sensitivity?

Deposition of sample on the sampler, skimmer, ion optics, and other parts of
the interface can lead to elevated blank levels as well as drift. This, in combination
with the space-charge-induced chemical matrix effects, often requires further
dilution of samples than is desirable. This can also limit the range of concentra-
tions that can be measured for a set of samples even though the dynamic range
may in theory be sufficient. An improved understanding of the chemical and
physical characteristics of the deposition process and means to minimize them is
needed.
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Sample introduction systems still require further improvement in terms of
efficiency, noise, solvent removal, and ease of use. Analysis of small volumes is
becoming more common with micronebulizers and efficient desolvation systems.
However, these systems are often more difficult to use than conventional
nebulizer/spray chamber systems. Nebulizer clogging and fouling of membrane
desolvators by aerosol remain problems. Sample introduction systems that may
provide nearly 100% analyte transport efficiency at sample uptake rates of more
than 0.5 mL/min may be within reach. As the amount of sample entering the
plasma increases, chemical matrix effects tend to become more severe. Calibra-
tion for laser ablation sampling is still a problem because of sample-dependent
changes in the amount of material ablated and elemental fractionation, although
progress has been made. Electrothermal vaporization still requires the art of
modifiers; again progress is being made.

Instrument and maintenance costs are high. Prices range from about
$180,000 (U.S. dollars, 1998) for quadrupole instruments to almost $1,000,000
(U.S. dollars, 1998) for a fully capable multicollector sector—based instrument
and laser ablation sampling. About 10 to 20 L/min of Ar is used by the ICP.
Sampling and skimmer cones cost $800 to $3000 (U.S. dollars, 1998), depending
on material. Detector lifetime may be less than 1 year. Vacuum pumps have
limited lifetimes. Of course, the rapid multielement analysis capabilities, low
detection limits, and isotope measurements often provide information that makes
ICP-MS successful financially as well as scientifically.

Intelligent instruments could broaden the use of ICP-MS while enhancmg
analysis reliability. The effect of spectral overlaps, chemical matrix effects, and
drift due to sample deposition or orifice clogging may not be obvious to the |
operator unless knowledge of the sample chemistry is sufficient or procedures are
specifically designed to check for these potential problems. Because the instru-
ments can rapidly scan the entire mass spectrum, information on components in
the sample at high concentration, changes in background ion signals, and isotope
ratios might be used as part of a diagnostic system built into the instrument.

REFERENCES

1. Jarvis,K.E.; Gray, A. L.; Houk, R. S. Handbook of inductively coupled plasma mass
spectrometry; Blackie; Chapman and Hall: Glasgow; New York, 1992.

2. Montaser, A. Inductively Coupled Plasma Mass Spectrometry; Wiley-VCH: New
York, 1997.

3. Reed, N. M,; Carins, R. O.; Hutton, R. C. J. Anal. Atom. Spectrom. 1994, 9, 881-896.

4. Canals, A.; Wagner, J.; Browner, R. F.; Hernandis, V. Spectrochim. Acta, Part B
1988, 43B, 1321-1335.

5. Olesik, J. W.; Bates, L. C. Spectrochimica Acta 1995, 50B, 285-303.



Inductively Coupled Plasma Mass Spectrometry 145

10.
11.
12.
13,

14.
15.

16.
17.
18.
19.

20.
21.
22.
23.
24.
25.
26.
27.
28.

29.
30.
31
32.
33.
34.
35.
36.

37.
38.

39.

40.

Huang, M,; Lehn, S. A.; Andrews, E. J.; Hieftje, G. M. Spectrochim. Acta, Part B
1997, 52B, 1173~1193.

Nam, S.-H.; Zhang, H.; Cai, M.; Lim, J.-S.; Montaser, A. Fresenius J. Anal. Chem.
1996, 355, 510-520.

Cicerone, M. T.; Farnsworth, P. B. Spectrochim. Acta, Part B 1989, 44B, 897-907.
Douglas, D. J.; French, J. B. Spectrochim. Acta, Part B 1986, 41B, 197-204.
Sakata, K.; Kawabata, K. Spectrochim. Acta, Part B 1994, 49B, 1027-1038.
Sharp, B. L. J. Anal. Atom. Spectrom. 1988, 3, 613-652.

Nam, S.-H.; Lim, J.-S.; Montaser, A. J. Anal. Atom. Spectrom. 1994, 9, 1357-1362.
Vanhaecke, F.; Van Holderbeke, M.; Moens, L.; Dams, R. J. Anal. Atom. Spectrom.
1996, 11, 543-548.

Sharp, B. L. J. Anal. Atom. Spectrom. 1988, 3, 939-963.

Scott, R. H.; Fassel, V. A.; Kniseley, R. N.; Nixon, D. E. Anal. Chem. 1974, 46,
75-80. i

Hettipathirana, T. D.; Davey, D. E. Appl. Spectrosc. 1996, 50, 1015-1022.

Wu, M.; Hieftje, G. M. Appl. Spectrosc. 1992, 46, 1912-1918.

Bates, L. C.; Olesik, J. W. J. Anal. Atom. Spectrom. 1990, 5, 239-247.

Farino, J.; Miller, J. R.; Smith, D. D.; Browner, R. F. Anal. Chem. 1987, 59, 2303~
2309.

Fuchs, N. A. The Mechanics of Aerosols; Dover Publications: New York, 1989.
Longerich, H. P.; Strong, D. E; Kantipuly, C. J. Can. J. Spec. 1985, 31, 111-121.
Routh, M. W.; Goulter, J. E.; Tasker, D. B.; Arellano, S. D. Am. Lab. 1987, 98—-104.
Ramsey, M. H.; Thompson, M.; Coles, B. I. Anal. Chem. 1983, 55, 1626-1629.
Olesik, J. W.; Kinzer, J. A.; Olesik, S. V. Anal. Chem. 1995, 34, 1-12.

Schroen, W.; Mueller, U. Fresenius J. Anal. Chem. 1997, 357, 22-26.

Legere, G. PittCon "98, New Orleans, 1998.

Houk, R. S.; Alves, L. C.; Wiederin, D. R. Anal. Chem. 1992, 64, 1164-1169.
McLaren, J. W.; Lam, J. W.; Gustavsson, A. J. Anal. Atom. Spectrom. 1990, 5,
419-424.

Gustavsson, A.; Hietala, P. Spectrochimica Acta 1990, 45B, 1103-1108.

Xie, G.; Okada, T. J. Chem. Soc., Faraday Trans. 1996, 92, 663—-669.

Lecrone, K. I.; Hayes, J. M. Anal. Chem. 1997, 69, 911-918.

Tao, H.; Miyazaki, A. J. Anal. Atom. Spectrom. 1995, 10, 1-5.

Shum, S. C. K.; Pang, H. M.; Houk, R. S. Anal. Chem. 1992, 64, 2444-2450.
Vaughan, B.; Claassen, L. Commun. Soil Sci. Plant Anal. 1996, 27, 819-827.
Houk, R. S.; Wiederin, D. R.; Smith, F. G. Anal. Chem. 1991, 63, 219-225.
Greenfield, S.; Jones, I. L.; Berry, C. T.; Spash, D. I. In Improvements Relating to
Spectroscopic Methods and Apparatus; UK Patent #1,109,602 (1968).

Fassel, V. A.; Lawrence, K. E.; Rice, G. W. Anal. Chem. 1984, 56, 289-292.
McLean, J. A.; Zhang, H.; Dubow, S. R.; Minnich, M. G.; Huff, R. A.; Haydar, D. A;
Montaser, A. Anal. Chem. 1998, 70, 1012-1020.

Montaser, A.; Minnich, M. G.; McLean, J. A.; Liu, H.; Caruso, J. A.; McLeod, C. W.
In Inductively Coupled Plasma Mass Spectrometry, Montaser, A., Ed.; Wiley-VCH,
New York, 1997.

Nakahara, T. In Sample Introduction in Atomic Spectrometry, Sneddon, J., Ed.;
Elsevier: Amsterdam, 1990.



146

41.
42.

43.
44,
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.

59.

60.

61.
62.

63.
64.

65.

66.

67.

68.

Olesik

Nakahara, T. Adv. At. Spectrosc. 1995, 2, 139-178.

Magnuson, M. L.; Creed, J. T.; Brockhoff, C. A. J. Anal. Atom. Spectrom 1996, 11,
893-898.

Van Den Broeck, K.; Vandecasteele, C. Anal. Lett. 1998, 31, 1891-1903.

Wang, X.; Barnes, R. M. Spectrochim. Acta, Part B 1986, 41B, 967-977.

Wang, X.; Barnes, R. M. Spectrochim. Acta, Part B 1987, 42B, 139-156.
McCurdy, E. J.; Lange, J. D.; Haygarth, P. M. Sci. Total Environ. 1993, 135,
131-136.

Story, W. C.; Caruso, J. A.; Heitkemper, D. T.; Perkins, L. J. Chromatogr. Sci. 1992,
30, 427-432.

Burguera, J. L.; Burguera, M. J. Anal. Atom. Spectrom. 1997, 12, 643-651.
Beauchemin, D. Anal. Chem. 1995, 67, 1553-1557.

Fukuda, M.; Hayashibe, Y.; Sayama, Y. Anal. Sci. 1995, 11, 13-16.

Arrowsmith, P. Anal. Chem. 1987, 59, 1437-1444.

Gray, A. L. Analyst (London) 1985, 110, 551-556.

Chan, W. T.; Leung, A. P. K.; Mao, X. L.; Russo, R. E. Appl. Surf. Sci. 1998, 127
129, 269-273.

Russo, R. E.; Mao, X. L.; Caetano, M.; Shannon, M. A. Appl. Surf. Sci. 1996, 96-98,
144-148.

Borisov, O. V.; Mao, X. L.; Ciocan, A. C.; Russo, R. E. Appl. Surf.-Sci. 1998, 127~
129, 315-320.

Mabhoney, P. P;; Li, G.; Hieftje, G. M. J. Anal. Atom. Spectrom. 1996, 11, 401-405.
Halliday, A. N.; Der-Chuen, L.; Christensen, J. N.; Walder, A. J.; Freedman, P. A.;
Jones, C. E.; Hall, C. M.; Wen, Y.; Teagle, D. Int. J. Mass Spectrom. Ion Proc. 1995,
146-147, 21-33.

Halliday, A. N.; Lee, D.-C.; Christensen, J. N.; Rehkamper, M.; Yi, W.; Luo, X.;
Hall, C. M.; Ballentine, C. J.; Pettke, T.; Stirling, C. Geochim. Cosmochzm Acta
1998, 62, 919-940.

Burgoyne, T. W.; Hleft_;e G. M,; Hites, R. A. J. Am. Soc. Mass Spectmm 1997, 8,
307-318.

Longerich, H. P.; Jackson, S. E.; Giinther, D. J. Anal. Atom. Spectrom. 1996, 11,
899-904. '

Cromwell, E. E; Arrowsmith, P. Appl. Spectrosc. 1995, 49, 1652-1660.

Giinther, D.; Frischknecht, R.; Heinrich, C. A.; Kahlert, H.-J. J. Anal. Atom. Spec-
trom. 1997, 12, 939-944,

Hemmerlin, M.; Mermet, J. M. Spectrochim. Acta Part B 1996, 51, 579-589.
Scholze, H.; Stephanowitz, H.; Hoffmann, E.; Skole, J. Fresenius J. Anal. Chem.
1994, 350, 247-252. ;

Allen, L. A.; Leach, I. J.; Pang, H.-M.; Houk, R. S. J. Anal. Atom. Spectrom. 1997,
12, 171-176.

Christensen, J. N.; Halliday, A. N.; Lee, D.-C.; Hall, C. M. Earth Planet. Sci. Lett.
1995, 136, 79-85.

Norman, M. D.; Pearson, N. J.; Sharma, A.; Griffin, W. L. Geostand. Newsl. 1996,
20, 247-261.

Norman, M. D.; Griffin, W. L.; Pearson, N. J.; Garcia, M. O.; O’Reilly, S. Y. J. Anal.
Atom. Spectrom. 1998, 13, 477-482.



Inductively Coupled Plasma Mass Spectrometry 147

69.

70.
71.
72.

73.
74.

75.
76.
77.

78.
79.

80.
81.

82.
83.
84.
85.

86.
87.
88.
89.
90.
91.

92.

93.
94.
95.
96.

97.
98.
99.

100.
101.
102.

Pang, H. M.; Wiederin, D. R.; Houk, R. S.; Yeung, E. S. Anal Chem. 1991, 63,
390-394. :

Baker, S. A.; Smith, B. W.; Winefordner, J. D. Appl. Spectrosc. 1998, 52, 154-160.
Cromwell, E. F.; Arrowsmith, P. Anal. Chem. 1995, 67, 131-138.

Guenther, D.; Cousin, H.; Magyar, B.; Leopold, L. J. Anal. Atom. Spectrom. 1997, 12,
165-170.

Liu, X. R.; Horlick, G. Spectrochim. Acta, Part B 1995, 50B, 537-548.

Spark, C. M.; Holcolme, J.; Pinkston, T. L. Spectrochim. Acta Part B 1993, 48B,
357-363. : :

Gregoire, D. C. Can. J. Anal. Sci. Spectrosc. 1997, 42, 1-9.

Ediger, R. D.; Beres, S. A. Spectrochim. Acta Part B 1992, 47B, 907-922.
Gregoire, D. C.; Almaawali, S.; Chakarbarti, C. L. Spectrochim. Acta Part B 1992,
47B, 1123-1132.

Sparks, C. M.; Holcolme, J. A.; Pinkston, T. L. Appl. Spectrosc. 1996, 50, 86-90. -
Sturgeon, R. E.; Willie, S. N.; Zheng, J.; Kudo, A.; Gregoire, D. C. J. Anal. Atom.
Spectrom. 1993, 8, 1053-1058.

Kubota, R. T. a. M. Spectrochim. Acta Part B 1990, 45B, 779-7817.

Goltz, D. M.; Gregoire, D. C.; Byrne, J. P.; Chakrabarti, C. L. Spectrochim. Acta Part
B 1995, 50B, 1365-1382.

Salin, E. D.; Horlick, G. Anal Chem. 1979, 51, 2284-2286.

Rattray, R.; Salin, E. J. Anal. Atom. Spectrom. 1995, 10, 829-836.

Jiang, S.-J.; Houk, R. S. Anal. Chem. 1986, 58, 1739-1743.

Ivanovic, K. A.; Coleman, D. M.; Kunz, F. W.; Schuetzle, D. Appl. Spectrosc. 1992,
46, 894-899.

Hirata, T.; Akagi, T.; Masuda, A. Analyst 1990, 115, 1329-1333.

DeSilva, K. N.; Guevremont, R. Spectrochim. Acta Part B 1990, 45B, 997-1011.
DeSilva, K. N.; Guevremont, R. Spectrochim. Acta Part B 1990, 45B, 933-939.
Campargue, R. Rev. Sci. Instrum. 1964, 35, 111-112.

Campargue, R. J. Chem. Phys. 1970, 52, 1795-1802.

Beijerinck, H. C. W.; Gerwin, R. J. F; Kerstel, E. R. J.; Martens, J. F. M.; Vliem-
bergen, E. J. W. V.; Smuts, M. R. T.; Kaashoek, G. H. Chem. Phys. 1985, 96,
153-173.

Douglas, D. J.; Tanner, S. D. In Inductively Coupled Plasma Mass Spectrometry,
Montaser, A., Ed.; Wiley-VCH: New York, 1998, 615-679.

Gray, A. L. J. Anal. Atom. Spectrom. 1989, 4, 371-373,

Niu, H.; Houk, R. S. Spectrochim. Acta, Part B 1996, 51B, 779-815.

Douglas, D. J.; French, B. J. J. Anal. Atom. Spectrom. 1988, 3, 743-747.

Houk, R. S. Federation of Analytical Chemistry and Spectroscopy Societies Meet-
ing, 1997, Providence, RI, paper 253.

Fulford, J. E.; Douglas, D. I. Appl. Spectrosc. 1986, 40, 971974,

Olivares, J. A.; Houk, R. S. Spectrochim. Acta B 1985, 40B, 1301-1311.

Tanner, S. D. In Applications of Plasma Source Mass Spectrometry; Holland, G.,
Eaton, E. A, Eds.; Royal Society of Chemistry: Cambridge, 1993; Vol. II, 222-234.
Tanner, S. D. J. Anal. Atom. Spectrom. 1993, 8, 891-897.

Niu, H.; Houk, R. S. Spectrochim. Acta Part B 1995, 49B, 1247-1261.

Niu, H.; Houk, R. S. Spectrochim. Acta Part B 1994, 49B, 1283-1303.



148

103.
104.

105.

106.
107.

"~ 108.
109.
110.
111.

112.

113.

114,

115.

116.

117.

118.

119.

120.

121.

122.

123.
124.

125.
126.
127.

128.
129.

Olesik

Tanner, S. D.; Cousins, L. M.; Douglas, D. I. Appl. Spectrosc. 1994, 48, 1367-1372.
Gillson, G. R.; Douglas, D. J.; Fulford, J. E.; Halligan, K. W.; Tanner, S. D. Anal.
Chem. 1988, 60, 1472-1474.

Tanner, S. D. In Plasma Source Mass Spectrometry: Developments and Applica-
tions; Holland, G. P., Tanner, S. D., Eds.; Royal Society of Chemistry: Cambridge,
1997, 13-27.

Vaughan, M. A.; Hotlick, G. Spectrochim. Acta Part B 1990, 45B, 1301-1311.
Horlick, G.; Shao, Y. In Inductively Coupled Plasmas in Analytical Atomic Spec-
trometry; Montaser, A., Golightly, D. W., Eds.; VCH: New York, 1992, 551-662.
Hu, K.; Clemons, P. S.; Houk, R. S. J. Am. Soc. Mass Spectrom. 1993, 4, 16-27.
Hu, K.; Houk, R. S. J. Am. Soc. Mass Spectrom. 1993, 4, 28-37.

Hieftje, G. M. J. Anal. Atom. Spectrom. 1992, 7, 783-790.

Douglas, D. J. Can. J. Spec. 1989, 34, 38-49.

Rowan, J. T.; Houk, R. S. Appl. Spectrosc. 1989, 43, 976-980.

Eiden, G. C.; Barinaga, C. I.; Koppenaal, D. W. J. Anal. Atom. Spectrom. 1996, 11,
317-322.

Turner, P.; Merren, T.; Speakman, J.; Haines, C. In Plasma Source Mass Spectrome-
try Developments and Applications; Holland, G., Tanner, S., Eds.; Royal Society of
Chemistry: Cambridge, 1997.

Tarner, P. J.; Mills, D. I.; Schroder, E.; Lapitajs, G.; Jung, G.; Iacone, L. A.; Haydar,
D. A.; Montaser, A. In Inductively Coupled Plasma Mass Spectrometry, Montaser,
A., Ed.; Wiley-VCH: New York, 1998, 421-501.

Beaty, J. H.; Liezers, M. Durham Conference on Plasma Source Mass Spectrometry,
Durham, United Kingdom, 1998.

Douglas, D. J.; French, J. B. J. Am. Soc. Mass Spectrom. 1992, 3, 398-408.
Tanner, S. D.; Baranov, V. 1. In Plasma Source Mass Spectroscopy: New Develop-
ments and Applications; Holland, G., Tanner, S. D., Eds.; Royal Society of Chemis-
try: Cambridge, 1999, 46-62.

Baranov, V. L; Tanner, S. D. In Plasma Source Mass Spectroscopy: New Develop-
ments and Applications; Holland, G., Tanner, S. D., Eds.; Royal Society of Chemis-
try: Cambridge, 1999, 34-45.

Vollkopf, U.; Baranov, V.; 1. Tanner, S. D. In Plasma Source Mass Spectroscopy:
New Developments and Applications;, Holland, G., Tanner, S. D Eds.; Royal
Society of Chemistry: Cambridge, 1999, 63-79.

Miller, P. E.; Denton, M. B. J. Chem. Educ. 1986, 63, 617-622.

Watson, J. T. Introduction to Mass Spectrometry; Lippincott-Raven: Philadelphia,
1997.

Leary, J. J.; Schmidt, R. L. J. Chem. Educ. 1996, 73, 1142-1145.

Dawson, P. H. Quadrupole Mass Spectrometry and Its Applications; Elsevier Scien-
tific: New York, 1976.

Dawson, P. H. Adv. Electron. Electron Phys., Suppl. 1980, 13B, 173-256.
Denison, D. R. J. Vacuum Tech. 1971, 8, 266.

Moens, L.; Vanhaecke, E.; Riondato, J.; Dams, R. J. Anal. Atom. Spectrom. 1995, 10,
569-574.

Stuewer, D.; Jakubowski, N. J. Mass Spectrom. 1998, 33, 579-590.

Duckworth, D. C.; Barshick, C. M. Anal. Chem. 1998, 70, 709A-717A.



Inductively Coupled Plasma Mass Spectrometry 149

130.

131.

132.
133.

134.

135.

136.
137.
138.
139.
140.
141.
142.

143.
144.
145.
146.
147.
148.

149.

150.
151.
152.
153.

154.
155.

156.

157.
158.
159.
160.
161.

Eiden, G. C.; Barinaga, C. J.; Koppenaal, D. W. Rapid Commun. Mass Spectrom.
1997, 11, 37-42.

Barinaga, C. J.; Eiden, G. C.; Alexander, M. L.; Koppenaal, D. W. Fresenius J. Anal. .
Chem. 1996, 355, 487-493.

Barinaga, C. J.; Koppenaal, D. W. Rapid Commun. Mass Spectrom. 1994, 8, 71-76.
Koppenaal, D. W.; Barinaga, C. J.; Smith, M. R. J. Anal. Atom. Spectrom. 1994, 9,
1053-1058. .

Milgram, K. E. Abatement of spectral interferences in elemental mass spectrometry:
design and construction of inductively coupled plasma ion sources for Fourier
Transform ion cyclotron resonance instrumentation, Ph. D. Thesis, University of
Florida, 1997, Diss. Abstr. Int., B 1998, 59(2), 639.

Milgram, K. E.; White, F. M.; Goodner, K. L.; Watson, C. H.; Koppenaal, D. W;
Barinaga, C. J.; Smith, B. H.; Winefordner, J. D.; Marshall, A. G.; Houk, R. S.; Eyler,
J. R. Anal. Chem. 1997, 69, 3714-3721.

Du, Z.; Olney, T. N.; Douglas, D. 1. J. Am. Soc. Mass Spectrom. 1997, 8, 1230-1236.
Douglas, D. J.; Konenkov, N. V. J. Am. Soc. Mass Spectrom. 1998, 9, 1074-1080.
Daly, N. R. Rev. Sci. Instrum. 1960, 37, 1385-1390.

Huang, L. Q.; Jiang, S.-J.; Houk, R. S. Anal. Chem. 1987, 59, 2316-2320.
Vaughan, M. A.; Horlick, G. Appl. Spectrosc. 1986, 40, 434—445.

Dulski, P. Geostand. Newsl. 1992, 16, 325-332.

Longerich, H. P; Fryer, B. J.; Strong, D. E.; Kantipuly, C. I. Spectrochim. Acta, Part
B 1987, 42B, 75-92. ,

Lam, J. W.; McLaren, J. W. J. Anal. Atom. Spectrom. 1990, 5, 419-424.

Ebdon, L.; Ford, M. J.; Hutton, R. C.; Hill, S. J. Appl. Spectrosc. 1994, 48, 507-516.
Hill, S. J.; Ford, M. J.; Ebdon, L. J. Anal. Atom. Spectrom. 1992, 7, 1157-1165.
Jiang, S.-J.; Houk, R. S.; Stevens, M. A. Anal. Chem. 1988, 60, 1217-1221.
Tanner, S. D. J. Anal. Atom. Spectrom. 1995, 10, 905-921.

Eiden, G. C.; Barinaga, C. J.; Koppenaal, D. W. Rapid Commun. Mass Spectrom.
1997, 11, 37-42.

Gregory, C. E.; Barinaga, C. I.; Koppenaal, D. W. J. Am. Soc. Mass Spectrom. 1996,
7, 1161-1171.

Ketterer, M. E.; Reschl, 1.J.; Peters, M. I. Anal. Chem. 1989, 61, 2031-2040.
Ketterer, M. E.; Biddle, D. A. Anal. Chem. 1992, 64, 1819-1823.

Vaughan, M. A.; Templeton, D. M. Appl. Spectrosc. 1990, 44, 1685-1689.

van Veen, E. H.; Bosch, S.; de Loos-Vollebregt, M. T. C. Spectrochim. Acta, Part B
1994, 49B, 1347-1361.

de Boer, J. L. M. Spectrochim. Acta Part B 1997, 52B, 389-403.

Horlick, G.; Tan, S. H.; Vaughn, M. A; Rose, C. A. Spectrochim. Acta Part B 1985,
40B, 1555-1572.

Vaughan, M. A ; Horlick, G.; Tan, S. H. Journal of Analytical Atomic Spectroscopy
1987, 2, 765-772.

Hobbs, S: E.; Olesik, J. W. Anal. Chem. 1992, 64, 274-283.

Olesik, J. W.; Fister, J. C., IIL. Spectrochim. Acta Part B 1991, 46B, 851-868.
Dziewatkoski, M. P.; Daniels, L. B.; Olesik, J. W. Anal. Chem. 1996, 68, 1101-1109.
Olesik, J. W. Appl. Spectrosc. 1997, 51, 158A~175A. -

French, J. B.; Etkin, B.; Jong, R. Anal. Chem. 1994, 66, 685-691.



150

162.
163.
164.

165.
.166.
167.
168.
169.

170.

171.
172.
173.
174.
175.
176.
177.
178.
179.
180.
181.
182.
183.

184.
185.

186.
187.

188.
189.

190.

191.
192.
193.

194.
195.
196.
197.
198.
199.

Olesik

Clemons, P. S.; Minnich, M. G.; Houk, R. S. Anal. Chem. 1995, 67, 1929-1934.
Denoyer, E. R.; Jacques, M. D.; Debrah, E.; Tanner, S. D. At. Spectrosc. 1995, 16, 1-6.
Montaser, A.; Tan, H.; Ishii, I.; Nam, S. H.; Cai, M. Anal. Chem. 1991, 63, 2660—
2665.

Hutton, R. C.; Grote, B. Analusis 1996, 24, M29-M31.

Olivares, J. A.; Houk, R. S. Anal. Chem. 1986, 58, 20-25, 13, 843—-854.
Stewart, I. I.; Olesik, J. W. J. Anal. Atom. Spectrom. 1998.

Mermet, J.-M. J. Anal. Atom. Spectrom. 1998, 13, 419-422.

Canals, A.; Hernandis, V.; Todoli, J. L.; Browner, R. F. Spectrochim. Acta Part B
1995, 50B, 305-321.

Marichy, M.; Mermet, M.; Mermet, J. M. Spectrochim. Acta, Part B 1990, 45B,
1195-1201.

Gillson, G.; Horlick, G. Spectrochim. Acta, Part B 1986, 41B, 619-624.

Olesik, J. W.; Williamsen, E. J. Appl. Spectrosc. 1989, 43, 1223-1232.

Hobbs, S. E.; Olesik, J. W. Appl. Spectrosc. 1991, 45, 1395-1407.

Tan, S. H;; Horlick, G. J. Anal. Atom. Spectrom. 1987, 2, 745-763.

Douglas, D. J.; Kerr, L. A. J. Anal. Atom. Spectrom. 1988, 3, 749-752.

Hutton, R. C.; Eaton, A. N. J. Anal. Atom. Spectrom. 1988, 3, 547-550.

Tanner, S. D. Spectrochim. Acta, Part B 1992, 47B, 809-823.

Olesik, J. W.; Dziewatkoski, M. P. J. Am. Soc. Mass Spectrom. 1996, 7, 362-367.
Allen, L. A.; Leach, J. J.; Houk, R. S. Anal. Chem. 1997, 69, 2384--2391,
Stewart, I. 1; Olesik, J. W. J. Am. Soc. Mass Spectrom. 1999, 10, 159-174.
Tanner, S. D.; Douglas, D. I.; French, I. B. Appl. Spectrosc. 1994, 48, 1373-1378.
Ross, B. S.; Hieftje, G. M. Spectrochim. Acta, Part B 1991, 46B, 1263-1273.
Crain, J. S.; Houk, R. S.; Smith, F. G. Spectrochim. Acta, Part B 1988, 43B, 1355~
1364.

Evans, E. H.; Caruso, J. A. Spectrochim. Acta, Part B 1992, 47B, 1001-1012.
Wang, J.; Shen, W.-L.; Shepard, B. S.; Evans, E. H.; Caruso, J. A. J. Anal. Atom.
Spectrom. 1990, 6, 39-44.

Denoyer, E. R.; Jacques, D.; Deborah, E.; Tanner, S. D. Atomic Spectrometry 1995,
16, 1-6.

Xiao, G.; Beauchemin, D. J. Anal. Atom. Spectrom. 1994, 9, 509-518.

Craig, J. M.; Beauchemin, D. J. Anal. Atom. Spectrom. 1992, 7, 937-942.
Thompson, J. J.; Houk, R. S. Appl. Spectrosc. 1987, 41, 801-806.

Vanhaecke, F.; Vanhoe, H.; Dams, R.; Vandecasteele, C. Talanta 1992, 39, 737-742.
Doherty, W. Spectrochim. Acta, Part B 1989, 44B, 263-280.

McLaren, J. W.; Beauchemin, D.; Berman, S. S. Anal. Chem. 1987, 59, 610-613.
Van Heuzen, A. A.; Hoekstra, T.; Van Wingerden, B. J. Anal. Atom. Spectrom. 1989,
4, 483-489.

Yi, Y. V.; Masuda, A. Anal. Chem. 1996, 68, 1444-1450.

Rehkamper, M.; Halliday, A. N. Talanta 1997, 44, 663-672.

Luong, E. T.; Houk, R. S.; Serfass, R. E. J. Anal. Atom. Spectrom. 1997, 12, 703-708.
Colodner, D. C.; Boyle, E. A.; Edmond, J. M. Anal. Chem. 1993, 65, 1419-1425.
Croudace, I. W.; Marshall, S. Geostand. Newsl. 1991, 15, 139-144.

Katoh, T.; Akiyama, M.; Ohtsuka, H.; Nakamura, S.; Haraguchi, K.; Akatsuka, K. J.
Anal. Atom. Spectrom. 1996, 11, 69-71.



Inductively Coupled Plasma Mass Spectrometry 151

200.
201.
202.
203.
204.
20s.
206.

207.
208.

209.
210.
211.
212.
213.
214.
215.
216.
217.
218.
219.
220.
221.
222.

223,

224.

225.
226.
227.

Hwang, T.-J.; Jiang, S.-J. J. Anal. Atom. Spectrom. 1996, 11, 353-357.
Patterson, K. Y.; Veillon, C.; O’Haver, T. C. Anal. Chem. 1994, 66, 2829-2834.
Freydier, R.; Dupre, B.; Polve, M. Eur: Mass Spectrom. 1995, 1, 283-291.
Zhang, L.-S.; Combs, S. M. J. AOAC Int. 1998, 81, 1060-1064.

Wildner, H.; Wuensch, G. Fresenius J. Anal. Chem. 1996, 354, 807-810.
Ekimoff, D.; Van Norstrand, A. M.; Mowers, D. A. Appl. Spectrosc. 1989, 43,1252~
1257.

Amarasiriwardena, C. J.; Gercken, B.; Argentine, M. D.; Barnes, R. M. J. Anal.
Atom. Spectrom. 1990, 5, 457-462.

Ediger, R. D.; Polk, D. Perkin Elmer Technical Summary TSMS-10.

van Veen, E. H.; Bosch, S.; de Loos-Vollebregt, M. T. C. Spectrochim. Acta, Part B
1996, 51B, 591-608.

van Veen, E. H.; de Loos-Vollebregt, M. T. C. In Plasma Source Mass Spectrometry
Developments and Applications; Holland, G., Tanner, S. D., Eds.; The Royal Society
of Chemistry: Cambridge, 1997, 77-84.

Broadhead, M.; Broadhead, R.; Hager, J. W. At. Spectrosc. 1990, 11, 205-209.
Van de Weijer, P.; Baeten, W. 1. M.; Bekkers, M. H. J.; Vullings, P. J. M. G. J. Anal.
Atom. Spectrom. 1992, 7, 599-603.

Denoyer, E. R. J. Anal. Atom. Spectrom. 1992, 7, 1187-1193.

Pearce, N. J. G.; Perkins, W. T.; Fuge, R. J. Anal. Atom. Spectrom. 1992, 7, 595-598.
Krushevska, A.; Lasztity, A.; Kotrebai, M.; Barnes, R. M. J. Anal. Atom. Spectrom.
1996, 11, 343-352.

Amarasiriwardena, D.; Durrant, S. F; Lasztity, A.; Krushevska, A.; Argentine, M.
D.; Barnes, R. M. Microchem. J. 1997, 546, 352-372.

Soldevila, J; El Himri, M.; Pastor, A.; de la Guardia, M. J. Anal. Atom. Spectrom.
1998, 13, 803-807.

Montes Bayon, M.; Garcia Alonso, J. I.; Sanz Medel, A. J. Anal. Atom. Spectrom.
1998, 13, 277-282.

Jarvis, 1. In Handbook of Inductively Coupled Plasma-Mass Spectrometry; Blackie;
Chapman and Hall: Glasgow; New York, 1992, 172-224.

Kingston, H. M.; Walter, P. J. In Inductively Coupled Plasma Mass Spectrometry;
Montaser, A., Ed.; Wiley-VCH: New York, 1997.

Kingston, H. M.; Haswell, S. J.; Eds. Microwave-Enhanced Chemistry: Fundamen-
tals, Sample Preparation, and Applications.; ACS, Washington, DC, 1997,
Matusiewicz, H. Microwave-Enhanced Chemistry; American Chemical Society:
Washington, DC, 1997, 353-369.

Knapp, G.; Panholzer, F.; Schalk, A.; Kettisch, P. Microwave-Enhanced Chemistry;
American Chemical Society: Washington, DC, 1997, 423-451.

Kingston, H. M.; Walter, P. J.; Chalk, S.; Lorentzen, E.; Link, D., Microwave-
Enhanced Chemistry; American Chemical Society: Washington, DC, 1997,
223-349.

Kingston, H. M.; Jassie, L. B.; Eds. Introduction to Microwave Sample Preparation:
Theory and Practice; ACS: Washington, DC, 1988.

Kingston, H. M.; Jassie, L. B. J. Resp Natl. Bur. Stand. (U. S.) 1988, 93, 269-274.
Kingston, H. M.; Walter, P. J. Spectroscopy (Eugene, Oreg.) 1992, 7, 20, 22, 24-27.
Barnes, R. M. Fresenius J. Anal. Chem. 1996, 355, 433-441.



152

228.
229.
230.
231.
232.
233.

234,

23s.

236.

237.

238.

239.

240.

241.

242.

243.
244.

245.
246.
247.

248.

249.
250.
251.
252.
253.
254.
255.

256.
257.

Olesik

Patriarca, M. Microchemical Journal 1996, 54, 262-271.

Moens, L. Fresenius J. Anal. Chem. 1997, 359, 309--316.

Pruszkowski, E.; Neubauer, K.; Thomas, R. At. Spectrosc. 1998, 19, 111-115.
Nuttall, K. L.; Gordon, W. H.; Ash, K. O. Ann. Clin. Lib. Sci. 1995, 25, 264-871.
Nixon, D. E.; Moyer, T. P. Spectrochim. Acta, Part B 1996, 51B, 13-25.
Krushevska, A.; Waheed, S.; Nobrega, J.; Amarisiriwardena, D.; Barnes, R. M. Appl.
Spectrosc. 1998, 52, 205-211.

Moens, L.; Verrept, P.; Dams, R.; Greb, U.; Jung, G.; Laser, B. J. Anal. Atom.
Spectrom. 1994, 9, 1075-1078.

Vanhoe, H.; Vandecasteele, C.; Versieck, J.; Dams, R. In Plasma Source Mass
Spectrometry; Holland, G., Ed.; Royal Society of Chemistry: Cambridge, 1990; Vol.
85, 66-78.

Delves, H. T.; Sieniawska, C. E.; Fell, G. S.; Lyon, T. D. B.; Dezateux, C.; Cullen,
A.; Variend, S.; Bonham, J. R.; Chantler, S. M. Analyst (Cambridge) 1997, 122,
1323-1329.

Gibb, R. C.;:Corrigan, F. M.; Welsh, S.; Smith, I.; Ward, M. 1. Trace Elem. Electro-
Iytes 1996, 13, 205-208.

Godlewska, B.; Hulanicki, A.; Abou-Shakra, F. R.; Ward, N. 1. Anal. Lett. 1994, 27,
2647-2662.

Li, H.; Keohane, B. M.; Sun, H.; Sadler, P. J. J. Anal. Atom. Spectrom. 1997, 12,
1111-1114.

Schutz, A.; Bergdahl, I. A.; Ekholm, A.; Skerfving, S. Occup. Environ. Med. 1996,
53, 736-740.

Vandecasteele, C.; Vanhoe, H.; Dams, R.; Versieck, J. Biol. Trace Elem. Res. 1990,
26-27, 553-560.

Vaughan, M. A.; Baines, A. D.; Templeton, D. M. Clin. Chem. (Winston-Salem,
N. C.) 1991, 37, 210-215.

Vanhoe, H.; Dams, R.; Versieck, J. J. Anal. Atom. Spectrom. 1994, 9, 23-31.
Lorber, A.; Halicz, L.; Karpas, Z.; Elish, E.; Roiz, J.; Marko, R. Spec. Publ. R. Soc.
Chem. 1997, 202, 202-210.

Shiraishi, K.; Mclnroy, J. F. J. Trace Elem. Exp. Med. 1991, 4, 191-202.
Delves, H. T.; Campbell, M. J. Environ. Geochem. Health 1993, 15, 75-84.
Lyon, T. D. B.; Fell, G. S.; McKay, K.; Scott, R. D. J. Anal. Atom. Spectrom. 1991, 6,
559-564.

Ducros, V.; Peoc’h, M.; Moulin, C.; Ruffieux, D.; Amosse, J.; Favier, A.; Pasquier,
B. Clin. Chem. (Washington, D. C.) 1996, 42, 1875-1877.

Beauchemin, D.; Kisilevsky, R. Anal. Chem. 1998, 70, 1026-1029.

Corrigan, F. M.; Reynolds, G. P.; Ward, N. 1. BioMetals 1993, 6, 149-154.
Corrigan, F. M.; Reynolds, G. P.; Ward, N. 1. Trace Elem. Med. 1991, 8, 1-5.
Emmett, S. E. Prog. Clin. Biol. Res. 1989, 317, 1077-1086.

Wang, S.; Brown, R.; Gray, D. J. Appl. Spectrosc. 1994, 48, 1321-1325.

Li, Y.-C.; Jiang, S.-J. Anal. Chim. Acta 1998, 359, 205-212.

de Conto Cinier, C.; Petit-Ramel, M.; Faure, R.; Garin, D. Ecotoxicol. Environ. Saf.
1997, 38, 137-143.

McKay, K. Cancer Surv. 1993, 17, 407-414.

Webster, P. J.; Ng, K.; Snitch, P.; Jones, S. L.; Amos, N.; Harnett, P. R. J. Oncol.
Pharm. Pract. 1995, 1, 41-48.



Inductively Coupled Plasma Mass Spectrometry 153

258.

259.

260.
261.

262.
263.

264.

265.
266.
267.

268.
269.
270.
271.
272.

273.

274.

275.

276.
2717.

278.

279.

280.
281.
282.
283.
284.
285.
286.

287.

288.

Buckley, W. T.; Budac, J. I.; Godfrey, D. V.; Koenig, K. M. Anal. Chem. 1992, 64,
724-729. )

Janghorbani, M.; Ting, B. T. G.; Zeisel, S. H. Curr. Top. Nutr. Dis. 1988, 18,
545-556.

Janghorbani, M.; Ting, B. T. G.; Lynch, N. E. Mikrochim. Acta 1989, 3, 315-328.
Schuette, S. A.; Ziegler, E. E.; Nelson, S. E.; Janghorbani, M. Pediatr. Res. 1990, 27,
36-40.

Patriarca, M.; Lyon, T. D. B.; Fell, G. S. Am. J. Clin. Nutr. 1997, 66, 616-621.
Frost, H. L.; Ketchum, L. H., Jr.; Jain, J. C.; Neal, C. R. Proc. Ind. Waste Conf. 1998,
52, 395-400.

Curdova, E.; Szakova, J.; Koplik, R.; Suchanek, M. In Plasma Source Mass Spec-
trometry; Royal Society of Chemistry: Cambridge, 1997; Vol. 202, 223-230.
Wu, S.; Feng, X.; Wittmeier, A. J. Anal. Atom. Spectrom. 1997, 12, 797-806.
Li, Y.-C,; Jiang, S.-J.; Chen, S.-F. Anal. Chim. Acta 1998, 372, 365-372.

van den Broeck, K.; Vandecasteele, C.; Geuns, J. M. C. J. Anal. Atom. Spectrom.
1997, 12, 987-991.

Watmough, S. A.; Hutchinson, T. C. Environ. Pollut. 1996, 93, 93-102.

Watling, R. J. J. Anal. Atom. Spectrom. 1998, 13, 917-926.

Crews, H. M. Prog. Food Contam. Anal.; Blackie: London, 1996; 147-186.
Barnes, R. M. Adv. Exp. Med. Biol. 1998, 445, 379-396.

Baxter, M. J.; Crews, H. M.; Robb, P.; Strutt, P. R. In Plasma Source Mass Spec-
trometry;, Holland, G., Tanner, S. D., Eds.; Royal Society of Chemistry Cambridge,
1997; Vol. 202, 95-108.

Biego, G. H.; Biaudet, H.; Joyeux, M.; Debry, G. Sci. Aliments 1997, 16, 623-630.
Goossens, J.; De Smaele, T.; Moens, L.; Dams, R. Fresenius J. Anal. Chem. 1993,
347, 119-125.

Augagneur, S.; Medina, B.; Grousset, F. Fresenius J. Anal. Chem. 1997, 357, 1149~
1152.

Eckhoff, K. M.; Maage, A. J. Food Compos. Anal. 1997, 10, 270-282.
Augagneur, S.; Medina, B.; Szpunar, J.; Lobinski, R. J. Anal. Atom. Spectrom. 1996,
11, 713-721.

Baxter, M. J.; Crews, H. M.; Dennis, M. J.; Goodall, I.; Anderson, D. Food Chem.
1997, 60, 443-450.

Greenough, J. D.; Longerich, H. P.; Jackson, S. E. Can. J. Appl. Spectrosc. 1996, 41,
76-80. )

Martin, G. J.; Fournier, J. B.; Allain, P.; Mauras, Y. Analusis 1997, 25, 7.

Date, A. R.; Gray, A. L. Analyst 1981, 106, 1255-1267.

Doherty, W.; Vander Voet, A. Can. J. Spectrosc. 1985, 30, 135-141.

Date, A. R.; Hutchison, D. Spectrochim. Acta, Part B 1986, 41B, 175-181.
Date, A. R.; Gray, A. L. Spectrochim. Acta, Part B 1985, 40B, 115-122.

Jarvis, K. E. Chem. Geol. 1988, 68, 31-39.

Nesbitt, R. W.; Hirata, T.; Butler, 1. B.; Milton, J. A. Geostand. Newsl. 1997, 21,
231-243.

Perkins, W. T.; Pearce, N. J. G.; Westgate, J. A. Geostand. Newsl. 1997, 21,
175-190.

Feigenson, M. D.; Patino, L. C.; Carr, M. I. J. Geophys. Res., [Solid Earth] 1996,
101, 11815-11829.



154

289.
290.
291.
292.
293.
294.
295.
296.

297.
298.
299.
300.

301.
302.
303.
304.
30s.
306.
307.
308.
309.
310.
311

312.
313.

314.
315.

316.

317.

318.

319.

320.
321.

Olesik

Eaton, A. N.; Hutton, R. C.; Holland, J. G. Chem. Geol. 1992, 95, 63-71.

Field, M. P; Sherrell, R. M. Anal. Chem. 1998, 70, 4480-4486.

Hoskin, P. W. O. J. Trace Microprobe Tech. 1998, 16, 301-326.

Hall, G. E. M. J. Geochem. Explor. 1998, 61, 1-19.

Barefoot, R. R. J. Anal. Atom. Spectrom. 1998, 13, 1077-1084.

Perry, B. J.; Barefoot, R. R.; Van Loon, J. C. Trends Anal. Chem. 1995, 14,388-397.
Hall, G. E. M.; Pelchat, J. C. Chem. Geol. 1994, 115, 61-72.

Dickin, A. P.; McNutt, R. H.; McAndrew, J. L. J. Anal. Atom. Spectrom. 1988, 3,
337-342.

Hulbert, L. J.; Gregoire, D. C. Can. Mineral. 1993, 31, 861-876.

Heumann, K. G. Fresenius Z. Anal. Chem. 1986, 324, 601-611.

Enzweiler, J.; Potts, P. J.; Jarvis, K. F. Analyst (Cambridge) 1995, 120, 1391-1396.
Lasztity, A.; Viczian, M.; Wang, X.; Barnes, R. M. J. Anal. Atom. Spectrom. 1989, 4,
761-766.

Moraes, N. M. P; Iyer, S. S. Anal. Chim. Acta 1990, 236, 487-493.

Xie, Q.; Kerrich, R. Chem. Geol. 1995, 123, 17-27.

Hall, G. E. M. J. Geochem. Explor. 1993, 49, 89-121.

Pearce, F. M. Environ. Geochem. Health 1991, 13, 50-55.

Creed, J. T.; Martin, T. D.; Sivaganesan, M. J. Am. Water Works Assoc. 1995, 87,
104114,

Beauchemin, D.; Specht, A. A. Can. J. Anal. Sci. Spectrosc. 1998, 43, 43-48.
Garman, D. E. J.; MacKenzie, D. At. Spectrosc. 1991, 12, 233-234,

Long, S. E.; Martin, T. D. In Methods for the Determination of Inorganic Com-
pounds in Drinking Water. Methods 300.0, 200.8; 1989.

In. EPA Method 1638: Determination of Trace Elements in Ambient Waters by
Inductively Coupled Plasma-Mass Spectrometry, B95-219937GAR. Avail. HTIS.
From: Gov. Rep. Announce. Index (U. S.) 1995, 95(16), Abstr. No. 16-01,260; 1995.
Hall, E. S.; Murphy, E. J. Radioanal. Nucl. Chem. 1993, 175, 129-138.

Richter, R. C.; Swami, K.; Chace, S.; Husain, L. Fresenius J. Anal. Chem. 1998, 361,
168-173.

Hall, G. E. M.; Pelchat, J. C. J. Anal. Atom. Spectrom. 1993, 8, 1059-1065.
Packer, A. P.; Gine, M. F;; Miranda, C. E. S.; Dos Reis, B. F. J. Anal. Atom. Spectrom.
1997, 12, 563-566.

Beauchemin, D. Mikrochim. Acta 1989, 3, 273-281.

McLaren, J. W.; Lam, J. W. H.; Berman, S. S.; Akatsuka, K.; Azeredo, M. A. J. Anal.
Atom. Spectrom. 1993, 8, 279-286.

Akatsuka, K.; McLaren, J. W.; Lam, J. W.; Berman, S. S. J. Anal. Atom. Spectrom.
1992, 7, 889-894,

Batterham, G. J.; Munksgaard, N. C.; Parry, D. L. J. Anal. Atom. Spectrom. 1997, 12,
1277-1280.

Jarvis, K. E.; Williams, J. G.; Alcantara, E.; Wills, J. D. J. Anal. Atom. Spectrom.
1996, 11, 917-922.

Kumagai, H.; Yamanaka, M.; Sakai, T.; Yokoyama, T.; Suzuki, T. M.; Suzuki, T. J.
Anal. Atom. Spectrom. 1998, 13, 579-582.

McKelvey, B. A; Orians, K. J. Mar. Chem. 1998, 60, 245--255.

Nelms, S. M.; Greenway, G. M.; Koller, D. J. Anal. Atom. Spectrom. 1996, 11,907-912.



Inductii/ely Coupled Plasma Mass Spectrometry 155

322.
323.
324.
325.
326.
327.
328.
329.
330.
331
332.
333.

334.
335.

336.

337.

338.

339.
340.

341.

342.
343.

344.
345.

346.
347.
348.
349.

Santosa, S. J.; Tanaka, S.; Yamanaka, K. Fresenius J. Anal. Chem. 1997, 357, 1122~
1127.

Hughes, D. M.; Chakrabarti, C. L.; Goltz, D. M.; Gregoire, D. C.; Sturgeon, R. E.;
Byrne, . P. Spectrochim. Acta, Part B 1995, 50B, 425-440.

Rodushkin, 1.; Ruth, T. J. Anal. Atom. Spectrom. 1997, 12, 1181-1185.
Rodushkin, L; Ruth, T.; Klockare, D. J. Anal. Atom. Spectrom. 1998, 13, 159-166.
Hall, G. E. M., Man. Phys.-Chem. Anal. Aquat. Sediments; Lewis: Boca Raton, FL,
1997, 85-145.

Dolan, R.; Van Loon, J.; Templeton, D.; Paudyn, A. Fresenius J. Anal. Chem. 1990,
336, 99~105.

McLaren, J. W.; Beauchemin, D.; Berman, S. S. J. Anal. Atom. Spectrom. 1987, 2,
277-281.

McLaren, J. W.; Beauchemin, D.; Berman, S. S. Spectrochim. Acta, Part B 1988,
43B, 413-420.

Woller, A.; Garraud, H.; Martin, F.; Donard, O. F. X.; Fodor, P. J. Anal. Atom.
Spectrom. 1997, 12, 53-56.

Duane, M. J.; Facchetti, S.; Pigozzi, G. Sci. Total Environ. 1996, 177, 195-214.
Liaw, M.-J.; Jiang, S.-1. J. Anal. Atom. Spectrom. 1996, 1, 555-560.

Williams, J. G.; Gray, A. L.; Norman, P.; Ebdon, L. J. Anal. Atom. Spectrom. 1987, 2,
469-472.

Beckwith, P. M. Proc. Am. Power Conf. 1995, 57, 266-269.

Dale, L. S.; Riley, K. W. Prepr. Pap. Am. Chem. Soc., Div. Fuel Chem. 1996, 41,
756-760.

Bettinelli, M.; Spezia, S.; Baroni, U.; Bizzarri, G. Microchem. J. 1998, 59,
203-218.

Chenery, S.; Querol, X.; Fernandez-Turiel, J. L. Coal Sci. Technol. 1995, 24,
327-330.

Lichte, F. E. Elem. Anal. Coal Its By-Prod., Int. Conf. Proc., 2nd, 1992; World Sci;
80-96.

Parry, H. G. M.; Ebdon, L. Anal. Proc. (London) 1988, 25, 69-71.

Maenhaut, W.; Roeyset, O.; Vadset, M.; Kauppinen, E. L; Lind, T. M. Nucl. Instrum.
Methods Phys. Res., Sect. B 1993, B75, 266-272.

Bettinelli, M.; Spezia, S.; Baroni, U.; Bizzari, G. In Plasma Source Mass Spectrome-
try; Holland, G., Tanner, S. D., Eds.; Royal Society of Chemistry: Cambridge, 1997,
Vol. 202, 152-158.

Adgate, J. L.; Rhoads, G. G.; Lioy, P. J. Sci. Total Environ. 1998, 221, 171-180.
Pettersson, I.; Gustavsson, I. In Plasma Source Mass Spectrometry; Royal Society of
Chemistry: Cambridge, 1997; Vol. 202, 284-290.

Beck, G: L.; Farmer, O. T., IIL. J. Anal. Atom. Spectrom. 1988, 3, 771-773.
Longerich, H. P; Fryer, B. J.; Strong, D. Y. Spectrochim. Acta, Part B 1987, 42B,
101-109.

Castle, J. E.; Qiu, J. H. Corros. Sci. 1989, 29, 605-616.

Castle, J. E.; Qiu, J. H. J. Electrochem. Soc. 1990, 137, 2031-2038.

Dufosse, T.; Touron, P. Forensic Sci. Int. 1998, 91, 197-206.

Coedo, A. G.; Dorado, M. T.; Fernandez, B. J. Anal. Atom. Spectrom. 1995, 10,
859-863.



156

350.

351.
352.

353.

354.
355.
356.

357.

358.
359.
360.
361.
362.
363.
364.
365.

366.
367.

368.
369.
370.
371.
372.
373.
374.
375.
376.

377.
378.

379.

380.

Olesik

Zopajtic, K.; Rollin, S.; Wernli, B.; Hochstrasser, C.; Ledergerber, G.; Jurcek, P. J.
Anal. Atom. Spectrom. 1995, 10.

Ignacio G. A. J. Anal. Chim. Acta 1995, 312, 57-78.

Fordham, P. J.; Gramshaw, J. W.; Castle, L.; Crews, H. M.; Thompson, D.; Parry, S.
J.; McCurdy, E. J. Anal. Atom. Spectrom. 1995, 10, 303-3009.

Fordham, P. J.; Gramshaw, J. W.; Crews, H. M.; Castle, L. Food Addit. Contam.
1995, 12, 651-669.

Wolf, R. E.; Thomas, C.; Bohlke, A. Appl. Surf. Sci. 1998, 127129, 299-303.
Berry, E. S.; Paulsen, P. J. J. Anal. Atom. Spectrom. 1995, 67, 3193--3201.
Burkman, D.; Peterson, C.; Zaxxwra, L.; Kopp, R. Microcontamination November
1988, 57-62.

Fabry, L.; Pahlke, S.; Kotz, L.; Toelg, G. Fresenius J. Anal. Chem. 1994, 349,
260-271.

Sushida, K. J. Mass Spectrom. Soc. Jpn. 1997, 45, 159-174.

Tsoupras, G. Analusis 1996, 24, M23-M28.

Denoyer, E. R.; Brueckner, P.; Debrah, E. At. Spectrosc. 1995, 16, 12-15.

Horn, M.; Heumann, K. G. Fresenius J. Anal. Chem. 1994, 350, 286-292.

Heo, Y. W.; Gil, J. L; Lim, H. B. Anal. Sci. Technol, 1998, 11, 311-315.
Jacksier, T.; T. J. Gluodenis, J.; Thomas, R. J. Micro (Anal. Technologies) 1996.
Aleksejczyk, R. A. MICRO 1997, 39.

Dahmen, J.; Pfluger, M.; Martin, M.; Rottmann, L.; Weichbrodt, G. Fresenius J.
Anal. Chem. 1997, 359, 410-413.

Samuel, L.; Nakagawa, K.; Kimijima, T. Fresenius J. Anal. Chem. 1996, 356, 31-36.
Laly, S.; Nakagawa, K.; Arimura, T.; Kimijima, T. Spectrochim. Acta, Part B 1996,
51B, 1393-1401.

Kawanabe, I.; Murase, G.; Yonezawa, T.; Maeno, M.; Miki, N.; Ohmi, T. Semicond.
Pure Water Chem. Conf. 1993, 12, 27-44.

Wildner, H.; Hearn, R. Fresenius J. Anal. Chem. 1998, 360, 800-803.

Streusand, B. I.; Yost, V. E.; Govorchin, S. W.; Fry, R. C.; Padula, F. J.; Hughes, S. K.
Tungsten Other Adv. Met. VLSI/ULSI Appl. 5, Proc. Workshop, 6th, 12990; Mater;
251-255.

Becker, J. S.; Soman, R. S.; Becker, T.; Panday, V. K.; Dietze, H.-J. J. Anal. Atom.
Spectrom. 1998, 13, 983-987.

Matsunaga, H.; Hirate, N.; Nishikida, K. Bunseki Kagaku 1989, 38, T21-T25.
Graf, H. J.; Reynolds, W. L. Solid State Technol. 1985, 28, 141-147.

Rath, H. J.; Neunteufel, R. Proc. Electrochem. Soc. 1990, 9011, 335-352.
Fucsko, J.; Tan, S. S.; Balazs, M. K. J. Electrochem. Soc. 1993, 140, 1105-1109.
Tan, S. S.; Balazs, M. K.; Fucsko, J. Semicond. Pure Water Chem. Conf. 1993, 12,
82-92.

Fujimoto, K.; Okano, T. Bunseki Kagaku 1993, 42, T135-T142.

Takenaka, M.; Yamada, Y.; Hayashi, M.; Omori, H.; Ito, S.; Okada, A. Bunseki
Kagaku 1997, 46, 743-747.

Frost, M. R.; Harrington, W. L.; Downey, D. E.; Walther, S. R. J. Vac. Sci. Technol., B
1996, 14, 329--335.

Lee, J. W.; Pearton, S. J.; Abernathy, C. R.; Vawter, G. A.; Shul, R. J.; Bridges, M.
M.; Willison, C. G. Mater. Res. Soc. Symp. Proc. 1998, 483, 191-196.



Inductively Coupled Plasma Mass Spectrometry 157

381.
382.
383.
384.

385.

386.
387.
388.
389.

390.
391.
392.

393.
394.
395.

396.
397.
398.
399.

400.
401.

402.
403.
404.
405.
406.

407.
408.
409.
410.

411.
412.

Hutton, R. C.; Bridenne, M.; Coffre, E.; Marot, Y.; Simondet, F. J. Anal. Atom.
Spectrom. 1990, 5, 463-466.

Stanescu, M. S.; Conroy, M. Proc. Inst. Environ. Sci., Contamination Control, 1995
509-516.

Pinkston, T. L., Future Pract. Contam. Control, Proc. Int. Symp. Contam. Control,
11th, 1992; Mech; 535-540.

Ulieru, D. G., Proc. SPIE-Int. Soc. Opt. Eng. Metrology, Inspection, and Process
Control for Microlithography XII, 1998; SPIE; 721-726.

Fucsko, J:; Mikulsky, J.; Balazs, M. K. Semiconductor, Pure Water and Chemical
Conference, Santa Clara, CA 1996; SPWCC Show Management, Balazs Analytical
Laboratory, Sunnyvale, CA.

Donard, O. F. X.; Caruso, J. A. Spectrochim. Acta Part B 1998, 53B, 157-163.
Lobinski, R. Spectrochim. Acta Part B 1998, 53B.

Welz, B. Spectrochim. Acta Part B 1998, 53B, 169-175.

Zoorob, G. K.; McKiernan, J. W.; Caruso, J. A. Mikrochim. Acta 1998, 128,
145-168.

Heitkemper, D. T.; Caruso, J. A. J. Chromatogr. Libr. 1991, 47, 49-73.
Lobifiskia, R.; Adams, F. C. Spectrochim. Acta, Part B 1997, 52B, 1865~1903.
Marin, B.; Valladon, M.; Polve, M.; Monaco, A. Anal. Chim. Acta 1997, 342,
91-112.

Houk, R. S.; Jiang, S. J. J. Chromatogr. Libr. 1991, 47, 101-122.

Larsen, E. H. Spectrochim. Acta, Part B 1998, 53B, 253-265.

Szpunar, I.; Pellerin, P.; Makarov, A.; Doco, T.; Williams, P.; Medina, B.; Lobinski,
R. J. Anal. Atom. Spectrom. 1998, 13, 749-754.

Shum, S. C. K.; Houk, R. S. Anal. Chem. 1993, 65, 2972-2976.

Barnes, R. M. Fresenius J. Anal. Chem. 1998, 361, 246-251.

Kinzer, J. A.; Olesik, J. W.; Olesik, S. V. Anal. Chem. 1996, 68, 3250-3257.
Kingston, H. M.; Huo, D.; Lu, Y.; Chalk, S. Spectrochim. Acta, Part B 1998, 53B,
299-309.

Huo, D.; Lu, Y.; Kingston, H. M. Environ. Sci. Technol. 1998, 32, 3418-3423.
Caroli, S.; Torre, F. L.; Petrucci, F.; Violante, N. Environ. Sci. Pollut. Res. Int. 1994,
1, 205-208.

Larsen, E. H.; Pritzl, G.; Hansen, S. H. J. Anal. Atom. Spectrom. 1993, 8, 1075-1084.
Larsen, E. H.; Pritzl, G.; Hansen, S. H. J. Anal. Atom. Spectrom. 1993, 8, 557-563.
Helgesen, H.; Larsen, E. H. Analyst (Cambridge) 1998, 123, 791-796.
Pantsar-Kallio, M.; Manninen, P. K. G. Sci. Total Environ. 1997, 204, 193-200.
Magnuson, M. L.; Creed, J. T.; Brockhoff, C. A. J. Anal. Atom. Spectrom. 1997, 12,
689-695.

Edwards, M.; Patel, S.; McNeill, L.; Chen, H.-W.; Frey, M.; Eaton, A. D.; Antweiler,
R. C.; Taylor, H. E. J. Am. Water Works Assoc. 1998, 90, 103-113.

Bricker, T. M.; Houk, R. S. Spec. Publ. R. Soc. Chem. 1995, 163, 109-116.
Gallus, S. M.; Heumann, K. G. J. Anal. Atom. Spectrom. 1996, 11, 887-892.
Crews, H, M.; Clarke, P. A.; Lewis, D. J.; Owen, L. M.; Strutt, P. R.; Izquierdo, A. J.
Anal. Atom. Spectrom. 1996, 11, 1177-1182.

Michalke, B.; Schramel, P. J. Chromatogr., A 1998, 807, 71-80.

Pantsar-Kallio, M.; Manninen, P. K. G. J. Chromatogr., A 1996, 750, 89-95.



158

413.
414.
415.
416.
417.
418.
419.
420.
421.
422.

423.
424.

Olesik

Posta, J.; Alimonti, A.; Petrucci, F.; Caroli, S. Anal. Chim. Acta 1996, 325, 185-193.
Zoorob, G. K.; Caruso, J. A. J. Chromatogr., A 1997, 773, 157-162.

Haraguchi, H.; Itoh, A.; Kimata, C.; Miwa, H. Analyst (Cambridge) 1998, 123,
773-778.

Shkinev, V. M.; M. Fedorova, O.; Spivakov, B. Y.; Mattusch, J.; Wennrich, R.;
Lohse, M. Anal. Chim. Acta 1995, 327, 167-174.

Chakrabarti, C. L.; Lu, Y.; Gregoire, D. C..; Back, M. H.; Schroeder, W. H. Environ,
Sci. Technol. 1994, 28, 1957-1967.

Yang, H.-J.; Jiang, S.-J.; Yang, Y.-J.; Hwang, C.-J. Anal. Chim. Acta 1995, 312,
141-148.

Kumar, U. T.; Dorsey, J. G.; Caruso, J. A.; Evans, E. H. J. Chromatogr. 1993, 654,
261-268.

Al-Rashdan, A.; Vela, N. P.; Caruso, J. A.; Heitkemper, D. T. J. Anal. Atom.
Spectrom. 1992, 7, 551-555.

Heisterkamp, M.; De Smaele, T.; Candelone, J.-P.; Moens, L.; Dams, R.; Adams, F.
C. J. Anal. Atom. Spectrom. 1997, 12, 1077-1081.

Hartshorne, J. A. Speciation by Carbon Phase Liquid Chromatography-Inductively
Coupled Plasma Emission Spectrometry and Studies of Aerosol Formation and
Characteristics, M. S. Thesis, The Ohio State University, Columbus, 1996.

Tan, S. H.; Horlick, G. Appl. Spectrosc. 1986, 40, 445-460.

Boulos, M. 1.; Mostaghimi, J.; Proulx, P. In High Frequency Induction Plasma;
Sherbrooke, 1989.



4

Secondary lon Mass Spectrometry

Stephen S. Cristy
Lockheed Martin Energy Systems
Oak Ridge, Tennessee

4.1 INTRODUCTION

Secondary ion mass spectrometry (SIMS) is a highly sensitive surface technique
for characterizing materials. The procedure is based on the mass analysis of ions
created when an impinging beam strikes the surface of a solid (or liquid, in a few
special applications). The impinging ion beam, usually referred to as the primary
ion beam, is generally accelerated to energies between 0.2 and 40 keV. Figure 4.1
shows the essential elements of SIMS.

Because SIMS is a mass analysis technique, it is possible to analyze for all
elements and to measure isotopic abundances of those elements having more than
one isotope. The removal of surface layers, a few atoms at a time, allows high-res-
olution depth profiling into the nanometer range. Mass imaging with x-y resolu-
tion of 4-8 nm is theoretically possible [1,2] and 20-nm resolution has been
achieved [3]. With the application of computerized data collection and analysis,
three-dimensional imaging is available. In general the technique is highly sensi-
tive, with detection limits extending to parts per billion in favorable cases. These
strengths have led to its application in fields as diverse as genetics, semiconduc-
tors, polymers, metallurgy, geology, and catalysts. The following discussion of
SIMS is limited to inorganic applications.

4.2 HISTORY

The history of SIMS began with the father of mass spectrometry, J. J. Thomson
[4], who reported the emission of “secondary Canalstrahlen” when “primary
Canalstrahlen strike against a metal plate.” Further studies on secondary ion phe-
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Secondary lons

Figure 1 Essential elements of secondary ion mass spectrometry.

nomena were slow in coming. In 1931 Woodcock published the first spectra of neg-
ative secondary ions produced by bombarding NaF and CaF, with 500 eV Li* ions
[5]. Sloane and Press [6,7] and Arnot and Beckett [8] in the late 1930s studied neg-
ative ion formation resulting from ion bombardment of metal surfaces. Sloane and
Press designed a mass spectrograph that accelerated positive ions through a mag-
netic field onto a target. Negative ions from the target were accelerated back
through the same magnetic field to a Faraday cage detector.

In 1949 Herzog and Viehbock reported a novel “ion source for mass spec-
trography” (Fig. 4.2) [9]. This source provided separate accelerating fields for the
primary and secondary ions and thus became the first modern instrument designed
specifically for SIMS. The design included acceleration of the positive secondary
ions from an equipotential surface through an electric field acting as an electron-
optic lens.

Increasing interest in SIMS was evident in the late 1950s with publications
by Veksler and Ben’iaminovich [10], Honig [11], Bradley [12], and Stanton [13].
In the early 1960s the technique was further boosted by new developments in in-
strumentation leading to the first commercial instrument (Geophysics Corporation
of America), based on designs by Liebl and Herzog [14]. This instrument [15] used
a high brightness source, the duoplasmatron—based on a design by V. Ardenne
[16]—and produced a small primary beam spot, ~300 um diameter. The develop-
ers demonstrated the high sensitivity of SIMS by determining limits of detection
for a number of elements. This was also the first observation that ion yields vary
greatly from element to element [15,17].
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Figure 2 Ion source of Herzog and Viehbock: A, ion source (canal ray tube) at inde-
pendent potential; B, primary beam; C, sample; D and E, immersion lens, independent po-
tentials. (From Ref. 9.)

In 1962 Castaing and Slodzian [18,19] reported the development of the sec-
ondary ion microscope (Fig. 4.3). This was the first microscope to have mass analy-
sis capabilities and the first imaging SIMS instrument. In this instrument, the sput-
tered ions are collected by an immersion lens, passed through a stigmatic magnetic
field, and projected onto an ion-to-electron converter that accelerates the electrons
to a fluorescent screen, where a mass analyzed image of the sample surface is
formed. Rouberol et al., at Cameca Instruments, developed an improved version
of this instrument in 1968 [20,21], the IMS-300 (Fig. 4.4). Unique features of this
instrument were the Castaing-Henry magnetic prism [22,23] and an electrostatic
mirror for mass and energy filtration that maintained the optical axis of the mi-
croscope. The IMS-300 imaged a field of view 165-330 um with a lateral resolu-
tion to about 1 um Mass resolution of ~1000 could be achieved.

In 1967 Liebl reported the development of the first imaging SIMS instru-
ment based on the principle of focused ion beam scanning [24]. This instrument,
the ion microprobe mass analyzer, was produced by Applied Research Laborato-
ries (Fig. 4.5). It used an improved hollow cathode duoplasmatron [25] ion source
that eliminated filaments used in earlier sources and allowed stable operation with
reactive gases. The primary ion beam was mass analyzed for beam purity and fo-
cused in a two-lens column to a spot as small as 2 um. The secondary ions were
accelerated from the sample surface into a double focusing mass spectrometer of
Mattauch-Herzog geometry. Both positive and negative secondary ions were de-
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Figure 3  First ion microscope of Castaing and Slodzian. (From Ref. 18.)

tected in a manner similar to that described by Bernhard et al. [26]. Isotope de-
flector plates (Fig. 4.6) between the secondary magnet and the detector slit allowed
rapid sweeping of the secondary ions across the detector slit. Mass resolution was
on the order of 600.

In 1965 Long published a proposed ion microprobe analyzer [27]. Long’s
student, Drummond, began construction and in 1967 published secondary electron
micrographs showing 0.5-um resolution [28] using a primary beam column. This
became the basis for the Associated Electrical Industries (AEI) Ltd. SIMS instru-
ment [29]. This instrument utilized AEI’s MS702R spark source mass spectrome-
ter for secondary ion analysis and had a mass resolution of ~5000.

Hitachi announced the development of the third commercial microprobe in-
strument, the ion microprobe analyzer IMA-2 in 1969 [30]. This instrument placed
a scintillator close to the sample for secondary electron imaging. A Wien filter, for
primary beam mass selection [31], and an electron spray, for charge compensation
on insulating samples [32], were added later.

In 1969 Benninghoven introduced the concept of static SIMS for the deter-
mination of the chemical composition of the uppermost monolayer of a material
[33]. This technique required ultrahigh vacuum conditions and very low primary
beam currents, ~107? A/cm?, so that less than 1% of the surface was removed dur-
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b

ing the analysis. In 1971 Benninghoven and Loebach described an instrument spe-
cially constructed for static SIMS [34] (Fig. 4.7). This instrument utilized turbo-
molecular pumping of the mass analyzed primary beam column, and ion and tita-
nium sublimation pumping of the target chamber to achieve ultimate vacuum
(10~ torr). A quadrupole was used for secondary ion analysis.

In the late 1960s and early 1970s, much effort was focused on development
of secondary ion emission models in the hope of placing quantitative SIMS analy-
sis on a good theoretical footing. A brief outline of these models has been given
by Schroeer [35]. One extensive model was developed by Andersen and Hinthorn
[36-38]; it was based on the concept of a local thermal equilibrium among the
atoms, molecules, electrons, and ions formed in the sputtering process. The Saha-
Eggert ionization equation [39—41] was used to calculate the equilibrium constant
for the secondary ions. Andersen and Hinthorn developed a computer program,
Corrections to Applied Research Laboratories Ion Sputtering Mass Analyzers
(CARISMA), for quantification based on this model.

Wittmaack developed the first quadrupole-based imaging SIMS instrument
in 1975 [42]. This instrument was commercialized in 1976 by Atomika Technis-
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Figure 7 Static secondary ion mass spectrometry (SIMS) instrument of Benninghoven
and Loebach. (From Ref. 34.)

che Physik as the Atomika Dynamic In Depth Analyzer (ADIDA) [43] (Fig. 4.8).
The primary beam was purified by using a Wien filter. lon energy was adjustable
between 1 and 15 keV.

In 1977 Cameca introduced an improved stigmatic ion microscope, the IMS-
3f [44] (Fig. 4.9). This instrument used a double-focusing Nier-Johnson geometry
mass spectrometer for secondary ion analysis with mass resolution of ~5000.
Transfer optics were designed that tied sensitivity of the instrument to the imaged
area. The primary beam could be focused to 1-2 um. Depth profiling with a dy-
namic range of seven decades was demonstrated for boron in silicon using beam
rastering and field aperturing (to eliminate crater edge effects). This instrument
was the first of the f series of Cameca instruments that use the same basic design.
The 4f introduced in 1985 provided scanning probe imaging as well as stigmatic
microscopic imaging.

An important development for the field was the institution of an international
conference dedicated to secondary ion mass spectrometry. Benninghoven hosted
the first conference in Muenster, Germany, in September 1977. The proceedings
were not published, but led to the formation of an International Organizing Com-
mittee and the establishment of the Second International Conference on Secondary
Ton Mass Spectrometry (SIMS 1I) at Stanford University, Stanford, California, on
August 27-31, 1979. The proceedings of this conference were published through
the efforts of the local organizers [45]. An international conference has been held
every 2 years since. The history of the field since 1979 may be followed through
these proceedings.
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Figure 8 Atomika Dynamic In Depth Analyzer (ADIDA), quadrupole-based-imaging
secondary ion mass spectrometry (SIMS) instrument.

The development of high-brightness field desorption liquid metal ion sources
allowed submicrometer images to be obtained. In 1975 Krohn and Ringo suggested
that a finely focused liquid metal ion source could be used for scanning probe SIMS
imaging [46]. In 1979 Seliger et al. demonstrated a liquid gallium ion source with
a 100-nm-diameter beam with a current density of 1.5 A/cm? [47]. In 1980 Prewitt
and Jeffries obtained the first secondary ion images, using a liquid gallium source
[48]. A notable application of the liquid metal ion source was the development of
a high-image-resolution SIMS instrument by Levi-Setti and coworkers at the Uni-
versity of Chicago [49] (Fig. 4.10). This instrument operated in the 40- to 60-keV
range and demonstrated image resolution of 20 nm with a 40-keV In* probe [3].

The application of time-of-flight (TOF) mass spectrometers to SIMS was
first reported by Chait and Standing in 1981 [50]. Their instrument used a pulsed
alkali metal ion source and a linear flight tube. Steffens et al. developed an im-
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Figure 9 IMS-3f, improved stigmatic ion microscope, Nier-Johnson geometry.

proved TOF for SIMS that had a mass analyzed, pulsed primary beam [51]. This
instrument had two linear drift spaces, with a 163° electrostatic sector between,
and provided energy focusing, stigmatic imaging of the secondary ions, and a mass
resolution of about 750. Niehuis et al. improved the mass resolution of the TOF
SIMS to about 7000 (10% valley) by using an ion reflector (reflectron-type ana-
lyzer) that reflects the secondary ions at an angle of 177° and provides second-
order energy focusing [52] (Fig. 4.11). Waugh et al. [53] and Eccles and Vickerman
[54] reported combining a liquid metal ion source with a TOF SIMS for high-spa-
tial-resolution imaging. Schueler et al. developed a stigmatic imaging TOF sec-
ondary ion microscope that employed three electrostatic analyzers in the second-
ary column [55] (Fig. 4.12). A dual-microchannel plate detector was followed by
aresistive anode encoder for position information. This instrument achieved a lat-
eral resolution of 1 um in a 60-um image field. Mass resolution was ~3000.

In 1982 Compsten et al. [56] reported the design and performance of the Sen-
sitive High-Resolution Ion Micro Probe (SHRIMP I), a large double-focusing
SIMS instrument designed specifically for determining the Pb isotopic ratios re-
quired for dating zircons using the U-Pb decay systems. To maximize transmit-
tance of the secondary analyzer at high mass resolution (10,000), the designers
used a large (1.3-m-radius) cylindrical electrostatic analyzer (an electrostatic
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Figure 12 Stigmatic imaging time-of-flight instrument of Schueler et al. (From Ref. 55.)

quadrupole lens) followed by a large 1.0-m-radius magnetic sector (Matsuda ge-
ometry [57]). Clement and Compsten [58] added a “Kohler” aperture in the pri-
mary column after the first lens in an updated SHRIMP II (Fig. 4.13). The first lens
illuminates the Kohler aperture, and the source aperture is imaged on the focal
plane of the second lens. The resulting “Kohler” focusing provides a very uniform,
flat-bottomed sputter crater without rastering. The size of the Kohler aperture de-
termines the primary beam diameter. A reverse geometry (RG) (magnetic sector
before electrostatic) version, SHRIMP RG, was completed in 1998 [59]. The re-
verse geometry gives four times the mass dispersion and thus better mass resolu-
tion. Abundance sensitivity is improved with the mass separation first, but the pos-
sibility of simultaneous collection of isotopes is relinquished.

Another large instrument with emphasis on high transmission at high reso-
lution for isotopic measurements in geological applications is the IMS 1270 [60].
This instrument is similar in design to the IMS-3f and other Cameca f-series in-
struments but is much larger. It operates in either microprobe or microscope mode.
Four auxiliary detector assemblies, containing an electron multiplier or Faraday
cup plus the central beam primary detector, provide simultaneous detection of five
isotopes.

Hillion et al. [61] reported the development of the Cameca NanoSIMS 50, a
commercial instrument for the analysis of submicrometer features. This instru-



172 Cristy

MAGNET

‘Mass Analysis ELECTROSTATIC ANALYZER
Energy Analysis

6170 !

PRIMARY COLUMN
Primary Probe Beam
Formation

3265

DUOPLASMATRON

B I SOURCE CHAMBER
Secondary Beam EXTRACTION
Formation OPTICS

COLLECTOR
Secondary Beam Detection

SAMPLE

Figure 13 Sensitive high-resolution ion micro probe (SHRIMP II) high-mass-resolution,
high-sensitivity instrument designed for isotopic geochronology, dimensions in millimeters.

ment, based on an original design by G. Slodzian, features 50-nm resolution with
a Cs source (Fig. 4.14). The design incorporates normal incident primary ions and
normal extraction of secondary ions (coaxial) to optimize objective lens perform-
ance and ion collection. This requires that primary and secondary ions be of op-
posite polarity. Thus, Cs* primary is used to produce negative secondary ions, and
O™ primary is used to produce positive secondary ions. The analyzer is based on
the Mattauch-Herzog geometry and includes five movable detectors for parallel
ion detection and simultaneous secondary electron imaging.

In response to the necessity for SIMS to provide profiling with resolutions
approaching or exceeding 1 nm, Dowsett et al. developed an ultralow-energy float-
ing ion gun (FLIG) [62] for semiconductor processing. This gun was designed to
maintain high profiling currents with energies between 200 eV and 5 keV (Fig.
4.15). Depth resolution of 1 nm and currents >1 uA at 1 keV and >200 nA at 250
eV on spot sizes of 100 um were reported; a 30-um probe size was achieved.

Some good books, reviews, and historical perspectives of the field of sec-
ondary ion mass spectrometry have been published, including Secondary Ion Mass
Spectrometry, proceedings of a workshop held at the National Bureau of Standards
in Gaithersburg, Maryland, September 1618, 1974 [63]. The proceedings include



Secondary Ion Mass Spectrometry 173

———1 10N source

|
P &2
|
% <« PR
| &L
PRIMARY COLUMN | 2
g -p)
ELECTRON GUN & T
SAMPLE - ELECTROSTATIC A
SWICTH e\
- ' Ve : il 4 4 ==
SPereaT— S~ A=)
N ELECTROSTATIC (]}
$C SECTOR
PM il .
OBJECTIVE COLUMN SECONDARY COLUMN LN
| - O
' &S
b A
L &
g o
GRDQ-{F A

DETECTORS o _ L

(=8

Lo e
N

MAGNET

Figure 14 Ion optical system of the NanoSIMS 50 high-spatial-resolution, high-mass-
resolution scanning-probe instrument. (From Ref. 61.)

reviews of instrumentation by H. Liebl and of optics by G. Slodzian and discus-
sions of quantification and applications. A good introduction to SIMS was written
by J. A. McHugh in Methods of Surface Analysis, edited by A. W. Czanderna [64].
R. E. Honig gives a personal view of the development of SIMS in the SIMS V pro-
ceedings [65]. An excellent review, Mass Analyzed Secondary lon Microscopy by
Bernius and Morrison, appeared in Review of Scienti ¢ Instruments in 1987 [66].
A comprehensive text, Secondary Ion Mass Spectrometry: Basic Concepts, In-
strumental Aspects, Applications and Trends, by Benninghoven et al. also appeared
in 1987 [67]. In 1989, two additional textbooks on SIMS were published: Sec-
ondary Ion Mass Spectrometry: Principles and Applications, edited by Vickerman
et al., which is especially strong in the area of static SIMS [68], and Secondary Ion
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Mass Spectrometry: A Practical Handbook for Depth Pro ling and Bulk Impurity
Analysis, by Wilson et al. [69]. This book is focused on profiling and quantitative
analysis primarily in semiconductors and contains many tables of relative sensi-
tivity factor (RSF) data, profile illustrations, and SIMS spectra.

4.3 THEORY
4.3.1 lon Sputtering/Depth Profiling

‘When an ion beam in the energy range of 0.2-40 keV strikes a solid surface, it may
collide with a surface atom and rebound, but this is a low-probability event. Most
ions penetrate the surface, lose their energy through a series of collisions with lat-
tice atoms, and come to rest in the solid. The atoms in the solid, energized by the
primary collisions, in turn collide with other atoms, creating a zone of damage and
atomic mixing in the solid. A portion of the collisional energy is directed to the
surface and causes atoms and molecules to be ejected from the surface. This process
is known as sputtering. In the sputtering process, a fraction of the surface atoms
are ionized. The ions that are created and accelerated from the surface successfully
are used as the basis of the SIMS analysis. Figure 4.16 illustrates the basic sput-
tering process. Sigmund has described many features of the sputtering process with
a collisional cascade model [70]. This model, however, does not predict ion yields.

The atomic sputtering yields determine the rate at which material is removed
and thus determines the depth profiling rates. These yields are a function of the
sample, the bombarding ion, and the energy and angle of the bombarding ion with
respect to the sample. A simple model developed by Rol et al. [71] illustrates the
general sputtering parameters:
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S atomsfion) = ck(nR?n fcos @ )M, M,/(M, + M,}*|E, “.0n

where S is the atom yield, c is a proportionality constant, & is a negative exponen-
tial function of the binding energy of the surface atoms [72], R is the collision ra-
dius calculated by using a rigid sphere model, n is the number of lattice atoms per
unit volume, @ is the angle between the sample normal and the direction of inci-
dence, M 1 and M, are the masses of the bombarding and target atoms, respectively,
and E, is the energy of the bombarding ion. The term (ntR?n,y) is the reciprocal of
the mean free path of the ion in the solid. This equation illustrates the effects of in-
cidence angle, mass and size of the target and bombarding ions, surface binding
energy, and energy of the incident ions. It also explains the finding that sputtering
rates are minimized for bombarding directions in which the crystal is transparent
(the mean free path for the ion is the greatest), and maximized in the directions in
which crystal density is greatest (mean free path for the ion is least). The equation
was developed for the energy range 5-25 keV. At higher energies the bombarding
ions begin to go so deep into the solid that the fraction of energy available at the
surface for sputtering is reduced. The applicability of this equation is demonstrated
by comparison of theoretical sputtering yields and experimental sputtering yields
measured by using noble gas ions to sputter gold [73] (Fig. 4.17). In general, sput-
tering yields for a given bombarding ion vary by factors up to about 100 and in a
periodic fashion, as shown by the data of Almén and Bruce [72] and Wilson and
Brewer [74] in Fig. 4.18 for 45 keV Kr* sputtering.
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with calculations of Rol’s collision model. (From Ref. 73.)

The depth of penetration of the primary ion and the width of the damage zone
in the solid increase with the energy of the primary ion. Thus, in profiling, in which
depth resolution is important, lower-energy ion beams are used to keep the dam-
age zone as narrow as practicable. Figure 4.19 shows the effect of primary ion en-
ergy on profile resolution [75]. Depth resolution also depends on the angle of im-
pact. Impact angles are normally quoted as degrees off normal incidence. Ion
beams striking at larger angles penetrate to shallower depths and, thus, provide
greater depth resolution.

A number of effects lead to loss of profile depth resolution. The effect of
crystallite orientation on sputtering rate is shown in Fig. 4.20, in which 10 keV Kr*
ions at 50° incidence were used to sputter polycrystalline iron [76]. This ion etch-
ing may be useful to bring out grain structure but leads to loss of depth resolution
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when profiling a field containing more than one grain. With extensive sputtering
on crystalline surfaces, ripples, cones, and other features that can have deleterious
effects on depth resolution are often created. Figure 4.21 shows SEM micrographs
of ripples formed in (100) Si after sputtering with 6 keV O,* to depths of 2.1, 2.8,
and 4.3 pm [77]. Tsunoyama et al. [78] found that the development of surface struc-
ture when sputtering with O,* was related to the binding energy, By, of the
monoxide MO for the target atom M. Where B,,, was high, for example, Si and
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Figure 20 Surface topography effects on polycrystalline iron surface after sputtering
with 10 keV Kr*ions at 50° incidence. (From Ref. 76.)

Figure 21  Sputter crater bottoms in (100) Si after 6 keV O,* sputtering to different
depths: (left) 2.1 wm; (center) 2.8 wm; (right) 4.3 pm. (From Ref. 77.)
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Figure 22  Surface topography on 20 keV O,* bombarded surfaces: a (above), silicon
(high By,,); b (above), germanium (high B,,,); a (below), tin (low B,,,); b (below), alu-
minum (low By,,). Doses ~1 X 10! jons/cm?. (From Ref. 78.)

Ge at 8.3 and 6.8 eV, respectively, the ion-bombarded area was quite uniform, but
as By decreased, more surface topography developed. Their SEM images of Si,
Ge, Sn, and Al after sputtering with 20 keV O,* are shown in Fig. 4.22. Rotation
of the sample (sometimes called Zalar rotation) [79] is commonly used with off
normal incidence sputtering to minimize the formation of sputter-induced topog-
raphy. '

Surface roughness, primary beam current density uniformity, and primary
current stability are extrinsic factors that affect the flatness of the advancing crater
bottom and thus depth resolution. Usually electronic or mechanical aperturing is
used to limit collection of secondary ions to the central, flattest portion of the sput-
ter crater, thereby reducing edge effects and maximizing depth resolution. Elec-
tronic aperturing is used with microprobe instruments in which the primary beam
is deflected in a raster pattern. The electronic aperture allows counting to take place
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only when the beam is located within a preselected portion of the raster. Mechan-
ical aperturing is used with microscope imaging instruments.

A neutral component of the primary beam is formed when the primary ions
collide with residual gas in the primary beam column. This component is mini-
mized by designing the primary column for rapid pumping to maintain ultrahigh-
vacuum conditions. The neutral component is not focused and thus sputters sur-
faces around the crater formed by the ion beam. If elements at the surface are being
profiled, the continued presence of these elements, due to the neutral beam sput-
tering, leads to errors in the profile and limits the dynamic range of the profile.
Coating the surface with a thin layer of a nonprofiled element reduces the effect.

Gross discrepancies from actual in-depth distribution can result from elec-
trical or chemical potential gradients produced as a result of the ion bombardment.
Electrical gradients that are created by charge buildup of imperfectly compensated
insulators can have dramatic effects, as shown in Fig. 4.23, where sodium is pro-
filed in silicon dioxide on silicon [80]. With positive ion bombardment the insula-
tor is charged positively, driving the electropositive sodium into the matrix. When
the conducting silicon substrate was reached, the charging field collapsed and a
large spike of sodium was encountered as the sodium lost its mobility. Gibbsian,
or chemical potential, segregation effects have been demonstrated by profiling a
number of oxides with widely varying heats of formation in a silicon matrix (with
and without an oxygen leak, Fig. 4.24) [81]. For elements with heats of formation
less than that of silicon, the decay length with the oxygen leak increased as silicon
segregated to the surface to form the oxide. For elements with heats of formation
greater than that of silicon, the decay length shortened as they preferentially seg-
regated to the surface.

4.3.2 Secondary lon Formation and Quantitative Analysis

The formation of secondary ions in the sputtering process depends strongly on the
electronic structure of the target matrix and the ionization potential of the atoms
(positive ions) or the electron affinity (negative ions). In the sputtering process,
collisions between the bombarding ions and the target atoms cause excitation of
the atoms, which may de-excite through photon or electron emission. The proba-
bility of electron emission depends upon the ionization potential; thus, alkali and
alkaline earth metals with low ionization potentials form positive ions with much
higher probability than elements with higher ionization potentials. In the sputter-
ing process, electrons are also liberated and negative ions are formed by electron
capture. Thus, the halogens and group VI A elements preferentially form negative
ions. These periodic trends may be noted in the positive and negative secondary
ion yields of a large number of elements [82] (Figs. 4.25 and 4.26). The observed
intensity is dependent not only on the number of ions generated but also on the sur-
vivability of the ion as it leaves the surface. For positive ions, survivability de-
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creases with increasing availability of free electrons. Therefore, targets with low
work function surfaces, such as gold, have very low positive secondary ion yields.
The work function of metal surfaces can be increased and, thus, the positive sec-
ondary ion yields improved by the chemisorption of reactive electronegative gases
or by the use of a reactive gas ion beam to form strongly bonded compounds in the
target. Conversely, negative secondary ion yields are enhanced by increasing the
availability of free electrons, by using a very electropositive bombarding ion such
as Cs*. As can be observed in Figs. 4.25 and 4.26, high-sensitivity analyses for a
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large number of elements may be made by proper choice of bombarding ion and
polarity of the secondary ion.

Velocity of the secondary positive ion also has an effect on its survivability.
A high-velocity ion is more likely to escape the surface without being neutralized
than is a slower one. This effect is illustrated by the fact that in isotopic measure-
ments higher-mass ions have a lower probability of detection. This isotopic mass
effect, usually called mass discrimination, can be compounded by instrument de- .
sign effects.
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Figure 25 Relative secondary positive ion yield (M*) vs. atomic number of secondary
ion. O~ primary beam. ¢, pure element; A, compound. (From Ref. 82.)

The use of reactive gases for sputtering was a great advance for SIMS. When
sputtering with an inert gas beam, such as Ar*, an exponential fall in the signal is
observed as the oxide layer is removed. Figure 4.27 compares the profiles experi-
enced by sputtering aluminum with Ar* and with O,* [83]. With oxygen bom-
bardment, a small drop in the signal is observed between the surface oxide and the
depth where the implanted oxygen reaches its equilibrium concentration. The high
and stable secondary ion signal obtained at this depth makes reactive gases, and in
particular oxygen, the bombardment gas of choice for most dynamic secondary
ion mass analyses. With static SIMS analysis, the primary ion current is kept low
enough to prevent significant change in the surface composition; thus, noble gas
ions such as Ar* are still used.

The typical SIMS mass spectrum is dominated by singly charged atomic and
molecular ions. Doubly charged ions are typically two or more orders of magni-




Secondary Ion Mass Spectrometry 185

108 =
= i § | | 3
- 5 As -
107 b— T -
AH -
. — c® 5@ -
O -
a -
-
W
> 106 — —
z E l =
e &= Av =]
= — e
: " @ Se h—ﬂ p—
a - -
MK s |
@
§\05 — Ge Te Os ¢ =
s = Mg pon
2 - ve -
= — ap Nb -
2 ] . ° -
44 Al Nl W >
of = -
h Cu/xlc * Tha
U
104 |— Ti q Rh AP SN —
- > ¢ 8i —
....Jp (o Fe Zr e
Be
3 Ca ® Pd Pb
107 — Mo . —
— Ga Tag @Re —
. Cdé e
B N Mn In Ba Hil  Hg B
102{N.D.§ | N.D.Y $B.D. | Ml 8.03 | |$8.0. $8.0.
Q 10 20 30 40 50 60 70 80 90

ATOMIC NUMBER (2)

Figure 26 Relative secondary negative ion yield (M ™) vs. atomic number of secondary

ion. Cs* primary beam. °, pure element; A, compound; B.D., barely detectable; N.D., not
detected. (From Ref. 82.)



186 Cristy

ALUMINUM

rS
»
T

14
ot

N
[\

Al' Count Rate (arbitrary units)

o

! ! o ! !
50 100 50 100

TIME (sec.)

Figure 27 Comparison of Al* profiles on aluminum using Ar* or O,* primary beam.
Beam current 4 nA, beam energy 11 keV. (From Ref. 83.)

tude less abundant. Doubly charged ions of the group II elements, however, may
exceed this abundance rule by an order of magnitude. Dimers, trimers, and higher-
order molecular ions diminish as the order increases. Figure 4.28 illustrates a typ-
ical positive SIMS mass spectrum of 347 stainless steel and a negative SIMS mass
spectrum of 304 stainless steel. Both spectra were generated by using an 'O~ ion
beam [84]. The energy bandpass of the SIMS instrument has an effect on the abun-
dance of molecular ions in the mass spectrum because molecular ions have nar-
rower energy distributions than monatomic ions (Fig. 4.29) [85]. Al* is seen to have
a measurable number of ions with energies beyond 500 eV, whereas AL,* and Al,*
have diminished six orders of magnitude at 300 ¢V and 100 eV, respectively. By
rejecting ions with energies of less than 400 eV, this effect was used to discrimi-
nate against cluster ions and successfully profile 3'P~ in silicon without interfer-
ence from 9SiH~ [86]. This method is called energy ltering. Alternatively, and
perhaps more commonly, high-mass resolution is used to separate isobaric atomic
ions and cluster ions.

The raw SIMS mass spectrum provides a means for qualitatively identify-
ing the chemical composition of the atomic layers near the surface of the sample.
Molecular structure and atomic bonding information from the spectra are obtained
when the primary ion dose is kept low (static SIMS) [33]. However, quantitative
analysis is an important goal of any analytical technique. In SIMS, quantitative
analysis is complicated by the fact that elemental ion yields range over several or-
ders of magnitude and are sensitive to matrix, crystallographic orientation, surface
adsorbed species, and bombarding ion and angle of incidence. As a result, many
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attempts at quantification based on various theories of sputtering and ion forma-

tion have met with limited success. The use of standards and relative sensitivity
factors for calibration of instruments and procedures has proved more successful.
Each of these is discussed briefly.

The ion yield S, (ions per incident ion) of element i in a sample matrix M
under ion bombardment may be expressed as

S, =aCY,,

4.2)
where o is the ratio of the secondary ions of element i to the total number of i
atoms sputtered. C; is the atomic concentration of i in the sample. Y, is the total

sputter yield of the sample. The secondary ion current, /, of isotope j of element i
is given by
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Iij =Ip Y My S, “4.3)

where Ip is the total primary ion current, Vi is the isotopic abundance of isotope j,
and ;i is the acceptance, transmission, and detection efficiency of the instrument
for this isotope. I ; may be for any selected positive or negative secondary ion and
S, is the corresponding positive or negative ion yield.

The object of any quantitative scheme is to convert the measured I to ele-
mental concentration. The unknowns are the o, ion yield fraction and 11 i mstru—
ment transmission parameters.

Many attempts have been made to quantify SIMS data by using theoretical
models of the ionization process. One of the early ones was the local thermal equi-
librium model of Andersen and Hinthorne [36-38] mentioned in the Introduction.
The hypothesis for this model states that the majority of sputtered ions, atoms, mol-
ecules, and electrons are in thermal equilibrium with each other and that these equi-
librium concentrations can be calculated by using the proper Saha equations. An-
dersen and Hinthorne developed a computer model, CARISMA, to quantify SIMS
data, using these assumptions and the Saha-Eggert ionization equation [39-41].
They reported results within 10% error for most elements with the use of oxygen
bombardment on mineralogical samples. Some elements such as zirconium, nio-
bium, and molybdenum, however, were underestimated by factors of 2 to 6. With
two internal standards, CARISMA calculated a plasma temperature and electron
density to be used in the ionization equation. For similar matrices, temperature and
pressure could be entered and the ion intensities quantified without standards. Sub-
sequent research has shown that the temperature and electron densities derived by
this method were not realistic and the establishment of a true thermal equilibrium
is unlikely under SIMS ion bombardment. With too many failures in other matri-
ces, the method has fallen into disuse.

Other early attempts at quantification from first principles included use of
the Dobretsov equation for surface ionization through nonequilibrium thermody-
namics [87], use of quantum mechanical models [88,89], and others, including sur-
face bond breaking and dissociative [90] or chemical ionization [91]. None of these
led to successful quantification schemes. An evaluation of several of these meth-
ods was made by Rudat and Morrison [92].

A recent proposal for quantification of SIMS data from first principles is the
infinite velocity (IV) method of van der Heide et al. [93]. The basis for this method
is the quantum mechanical argument derived by Norskov and Lundquist [94]; the
SIMS matrix effect is removed if secondary ions are emitted from the sample sur-
face with “infinite velocity” (i.e., the secondary ion yield for all elements is the
same at infinite emission velocity). Under this condition, the relative concentra-
tion of an element, i, can be calculated from

L
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where [ are the corrected intensity values at infinite velocity for the element of in-
terest, i, and for all the matrix elements x, y, and z. The infinite velocity intensity
for each element is obtained by altering the extraction voltage and measuring the
secondary ion intensities over four or more increments, plotting the intensity of
each element versus the reciprocal velocity (obtained from the kinetic energy ex-
pression, E = 2mv?), and extrapolating to 1/v = 0. This method was tested inde-
pendently by Losing et al. [95] on three homogeneous metal alloys with trace,
major, and minor elements. Negative secondary ions were generated by using a
Cs* beam, and positive secondary ions were generated by using an O, beam. Ex-
traction offsets were 80, 120, 160, and 200 V. The results on these samples were
generally within a factor of 3. A major drawback found was that application of the
high offsets reduced sensitivity by a factor of about 100, thereby requiring higher
primary beam currents and energies to get adequate counting rates for the minor
elements. The method also requires a SIMS instrument that allows changing of the
extraction field in the necessary increments. This technique appears promising for
quantification of samples for which no standards are available, but more research
and application to a wider variety of samples are needed to validate the theory.

Although a Cs* primary beam was used originally to enhance the formation
of negative secondary ions, its use has been further popularized by the discovery
that MCs* ions (where M is any element in the specimen) are formed with greatly
reduced matrix effects [96]. It is believed that the MCs* ions are formed by com-
bining an independently sputtered neutral M atom and a Cs* ion in the near-sur-
face region. With greatly reduced, and in some cases negligible, matrix effects, the
difficulty of quantification in SIMS is reduced. Without a matrix effect, the indi-
vidual MCs* ion yields could be determined by using a reference standard, and the
corrections applied from one type of sample to another or throughout the depth
profile. Schroeer et al. [97] measured relative yields of secondary ions from five
different metals and found the relative yields from matrix to matrix varied no more
than a factor of 2, with the exception of Cr from Si, which varied by a factor of 4.
They also reported that the yields of the MCs* ions were independent of the am-
bient oxygen pressure up to about 1072 torr. Their primary beam was set at an angle
of 42° to the target normal. Wittmaack [98] found that MCs* yields were strongly
dependent on the primary impact angle for materials with low sputtering yields
such as Si and Al. Homma et al. [99] studied MCs* ion yields in Si and SiO, and
found group II, III, and IV MCs* yields in SiO, lower or comparable to that in Si
whereas group V, VI, and VII elements had higher yields in SiO,. The use of MCs*
ions lowers the ion yields for most elements but greatly improves the sensitivity
for the group II B elements (Zn, Cd, and Hg). These elements tend to have lower
signals when analyzed with conventional primary ions as a result of their high first
ionization potentials (i.e., low positive ion yields) and negative electron affinities
(i.e., no negative ion yield). Overall, the use of the MCs* cesium attachment ions
leads to easier quantification of SIMS data.
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The most satisfactory results for SIMS quantification have been achieved
through the use of relative sensitivity factors (RSFs). In its simplest form, RSFs
are determined by measuring ion collection efficiencies from known matrices and
recording them as a ratio to a reference element that is usually the most abundant
metallic atom in the matrix. A matrix that matches the unknown is necessary. If a
good matrix match is available, excellent results can be achieved—especially-in the
dilute concentration range. A relative sensitivity factor (RSF) may be defined as

__1/Cry)
i,m Imn/(Cm ymn)

where S im is the RSF for element i with respect to the matrix element m; C; and
C,, are the atomic concentrations of impurity element i and matrix element m, re-
spectively; and the isotopes measured are j for element i and n for element m. If
relative sensitivity factors for all the elements in an unknown of similar matrix have
been determined, then the concentration of each element x in the unknown may be
calculated from

LoV Sy )

C‘C = n I.
2 i

i=t YiSim

4.5)

(4.6)

If only some of the elements are of concern and the concentration of the ma-
trix element is known or can be reasonably estimated, then Eq. (4.5) can be used
to solve for each unknown.

The method of defining RSFs described is traditional in analytical chemistry,
generates RSFs without units, results in larger numbers for elements for which the
SIMS instrument is more sensitive, and is essentially the same as Wittmaack’s pro-
posed use of “scaled sensitivity ratios” [100]. However, an alternative definition of
sensitivity factors that has gained much popularity with semiconductor specialists
is that of Wilson [69,101]:

p,= (/I ) RSF %)

where p, is the impurity atom density in atoms per cubic centimeter (atoms/cm?)
and the other symbols are as described. For practical use with nonmonoisotopic
elements, the ion intensities need to be corrected for isotopic abundance, and the
equation becomes

Ll )
p; = (W RSF (4.8)

With this definition, RSF has units of atoms per cubic centimeter, and an element
that is detected with more sensitivity in the SIMS instrument has a smaller RSF.
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Thus the SIMS analyst must be aware of the definition of RSF being used when
reading the literature.

An excellent way to create standards is ion implantation of the elements of
interest into the matrix. This works exceptionally well for semiconductors since
one can usually start with high-purity single-crystal materials that represent the
matrix of interest. Also the use of Eq. (4.8) is well suited for this purpose since ion
implanters usually quote doses in atoms per square centimeter. However, Eq. (4.5)
serves just as well by converting the matrix concentration to atoms per cubic cen-
timeter. In this procedure, the implant profile is sputtered through, the implant ele-
ment secondary ions and the matrix element secondary ions are each summed, and
the depth of the sputter profile is determined, usually by using a stylus proﬁlome-
ter. The sensitivity factor is then calculated from

(= 1)dp,,

= 5C 1) @
where 27, and 21, are the sum of the counts of the implanted impurity ion and
matrix ion, respectively; d is the depth of the sputtered profile in centimeters; p,,
is the atom density of the matrix element in atoms per cubic centimeter; and ¢ is
the implant fluence in atoms per square centimeter. Usually the implant ion is iso-
topically pure, so no correction for its isotopic abundance is shown in this equa-
tion. Again the RSF, S, , is unitless. Note that one needs to know the atom density
of the matrix element in this application.

If one uses the RSF as defined in Eq. (4.8) for the ion implant calibration,
the expression becomes

quImn / mn
F= -(—72‘:—1)1—‘“ 4.10)

where all symbols are defined as earlier and RSF has units of atoms per cubic cen-
timeter.

In SIMS, small changes in concentration have nonlinear effects on the rela-
tive sensitivities of the components; changes in vacuum environment or current
density of the primary ion beam also affect the relative sensitivities. Because it is
unreasonable to have precisely matching standards for every matrix and because
precise matching of instrument and vacuum parameters, although desirable, is
often difficult to achieve in practice, empirical methods to extend and adjust the
sensitivity factors (determined from a reasonable number of standards) are impor-
tant. McHugh suggested [64] that sensitivity factors would show a dependence on
&, a parameter reflecting the electronic properties of the secondary ion-emitting
surface. Then, by plotting RSFs versus ¢, derived from a few standard matrices,
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as shown in Fig. 4.30, unknowns could be quantified by determining their £, and
selecting the modified RSFs from the chart. He also suggested that £_could be es-
tablished by measuring ratios such as M M+, MO*IM*, MN*/M*, or others that
might be sensitive to ¢, and independent of element concentration. Ganjei et al.
[102] applied this idea and made it practical by using changes in ambient oxygen
pressure to induce a range of sampling environment changes over which sensitiv-
ity factors could be measured from one standard. Sensitivity factors were plotted
versus a matrix ion species ratio such as >Fe,*/5Fe* in a steel standard. They called
this technique the matrix ion species ratio (MISR) method. Accuracies achieved
on a number of steels, aluminum alloys, and copper alloys were on the order of
10% relative. The best accuracy and precision were achieved with the introduction
of small additions of oxygen to the surface of the unknowns.

For successful quantification in SIMS, great care must be taken to reproduce
instrument conditions as closely as possible. These conditions include energy and
current density of the primary beam, type and purity of the primary, vacuum con-
ditions, angle of incidence of the beam with the sample, energy bandpass of the
mass spectrometer, and detector efficiency. In addition, correct identification of the
secondary ions (i.e., without interference) is crucial to good quantification. As dis-
cussed in other chapters, this can be achieved with high mass resolution to sepa-
rate ions of interest from interfering species, through energy filtering, or by man-
ual or computer spectral stripping (i.e., subtraction). The sample and standards are
also important. A good standard is homogeneous on a micrometer scale and char-
acterized. These may be reference materials generated by organizations such as the
National Institute of Standards and Technology, standards from independent ma-
terial specialists, or ion implantation standards in which care is taken to measure
dose accurately and maintain purity of the implanted ion. Samples that have sec-
ond-phase inclusions are very difficult to quantify completely. Each phase must be
treated separately as ion formation conditions are quite different. Where multiple
crystal orientations exist on the sample surface, each crystallite needs to be quan-
tified separately as ion emission varies greatly, depending on the orientation with
respect to the primary beam and the secondary ion extraction field.

4.4 INSTRUMENTATION
4.4.1 General

At its simplest the secondary ion mass spectrometer needs only five elements.
These are an ion source to create the bombarding primary ions, a target or sample
holder, a mass analyzer for analysis of the secondary ions, a detector to transform
the ions to recordable form, and a recording device. Usually, the practical SIMS
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instrument has additional features such as primary beam filtering and focusing, en-
ergy filtering of the secondary ions, counting systems for highest detection sensi-
tivity, and sometimes an electron flood gun for charge neutralization on insulators.

SIMS instruments may be conveniently divided into three general types: (1)
nonimaging, (2) scanning probe imaging, and (3) microscope imaging. Nonimag-
ing instruments are concerned only with surface or profile analysis within the area
covered by the primary beam, irrespective of the precise location of the emitted
secondary ion. Scanning probe imaging instruments such as the ion microprobe
mass analyzer (IMMA), Fig. 4.5, and the NanoSIMS 50, Fig. 4.14, form second-
ary ion images of the surface by scanning a focused ion beam over the sample sur-
face and displaying the detector signal on a synchronously scanning oscilloscope
or as a function of scan position with a computer. The image resolution in these
instruments depends on how finely the ion beam can be focused on the sample sur-
face. Microscope imaging instruments such as the IMS-3f, Fig. 4.9, and the triple-
electrostatic-sector TOF, Fig. 4.12, form secondary ion images by stigmatically
transferring each secondary ion from the sample surface through the mass analyzer
to the detector. The detector may be a video camera that records the image formed
on a fluorescent screen when the secondary ions are converted to electrons by a
channel plate, or, in an alternative arrangement, a dual-microchannel plate elec-
tron multiplier used with a resistive anode encoder [103] to record counts as a func-
tion of position. Some modern commercial instruments have capability for both
probe and microscope imaging, which allows the analyst to select the type of meas-
urement needed for optimal analysis.

Imaging instruments offer the advantage of analysis of much finer details on
nonhomogeneous samples. Scanning probe imaging instruments have the advan-
tage of being able to achieve the highest spatial resolution; 20 nm has been achieved
[3]. Microscope imaging instruments have the advantage of simultaneous transfer
of all ions of the analyzed mass from the total image area. Thus, images are formed
in much shorter times. In the microscope imaging instruments, large-diameter ion
beams with larger currents mean that profiling and formation of images as a func-
tion of depth are much faster. The best image resolution achieved with microscope
imaging instruments is about 200 nm.

4.4.2 Primary lon Sources

Current density and the type of primary ion have a critical effect on SIMS analy-
ses. High current densities are desirable for rapid profiling and high-sensitivity
analysis, whereas low current densities are chosen when the analyte layer is thin
or when using static SIMS. Exotic polyatomic ion sources are an area of active re-
search today; ReO,™ [104], SF,* [105], SF6"“, NO,*, CF;*, C,t, and many others
[106,107], have been reported to provide exceptional enhancement of secondary
ion yields and ultrashallow depth profiling. However, the most heavily used ion
sources today are the hollow cathode duoplasmatron (Fig. 4.31) [108], the thermal



196 Cristy

Gas Inlet

Hollow Cath
ode Intermediate Electrode

lon Extractor

Figure 31 Duoplasmatron ion source schematic. (From Ref. 108.)

ionization cesium ion source (Fig. 4.32), and the liquid metal ion gun (Fig. 4.33).
Desirable features of any ion source are high brightness, high current density, low
energy spread, long-term stability, and long life.

The most common species used with SIMS sources are Ar*, O,*, O7, and
N,*. These ions and other permanent gas ions are formed easily with high bright-
ness and stability with the hollow cathode duoplasmatron. Ar* does not enhance
the formation of secondary ions but is popular in static SIMS, in which analysis of
the undisturbed surface is the goal and no enhancement is necessary. O,* and O™
both enhance positive secondary ion count rates by formation of surface oxides
that serve to increase and control the work function of the surface. O,* forms a
more intense beam than O~ and thus is used preferentially, except in the case of
analyzing insulators (see Chapter 11). In some cases the sample surface is flooded
with O, gas for surface control and secondary ion enhancement. An N,* beam en-
hances secondary ion formation, but not as well as O,*. It is very useful for pro-
filing and analysis of oxide films on metals, however. It also is less damaging to
duoplasmatron hollow cathodes and extends their life by a factor of 5 or more com-
pared to oxygen.

The detection sensitivity for carbon; hydrogen; the electronegative ele-
ments—F, Cl, O, S, etc.—and certain metals with low work functions (such as Au
and Pt) is greatly enhanced by analyzing their negative secondary ions, sputtered
by a Cs* ion beam. Most cesium ion sources use heated metal to provide vapor to
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the back of a tungsten frit. The cesium diffuses through the frit, where it is ther-
mally ionized. In the presence of an electrostatic field, Cs* is accelerated into the
instrument (Fig. 4.32). A drawback of cesium is the necessity of handling the metal
in inert gas glove boxes. Some have overcome this problem by using cesium com-
pounds that decompose or react to release cesium in situ. Okutani et al. [109] heated
cesium chromate with silicon, which reacted to release Cs and form residues of
Si0, and Cr,0,. As with oxygen, cesium is sometimes evaporated onto the surface
directly. This ensures saturation of the work function effect for Cs* sputtering, or
alternatively it enhances the negative ion yield for noble gas sputtering.

The liquid metal ion source (LMIS) provides the highest current density and
the smallest probe size. In the LMIS (Fig. 4.33), a tungsten emitter tip is coated
with a liquid metal such as Cs, Hg, Ga, In, Sn, Bi, or Au; a high potential field is
then applied. Under these conditions, the liquid metal forms a “Taylor” cone with
a small tip from which ions are emitted. This small, very-high-brightness, very-
high-current-density (~10¢ A/cm?) source allows focusing to spots as small as 20
nm with current densities up to 5 A/cm?. High-resolution secondary ion imaging,
most commonly with Ga* and In* ions, is the forte of LMIS. The very fine intense
LMIS beam has also been used for micromilling and cutting in semiconductor
analysis and repair. k

4.4.3 Primary lon Column

The primary ion column may be nothing more than a vacuum between the ion
source and the sample target, but generally it contains some beam shaping and con-
trolling elements. The IMMA diagram in Fig. 4.5 illustrates common features. The
ion extractor may be considered to be part of the ion source or the first element of
the primary column. A potential difference between the extractor and the ion source
accelerates the primary ions to the desired energy, generally between 0.2 and 40
keV. It is desirable to filter the primary ion beam so that only the selected species
strike the sample. The IMMA does that with a primary magnetic sector; other in-
struments use a Wien filter. Beam shaping and directing are done with electrostatic
alignment plates, apertures, and one or more electrostatic lenses. With scanning
probe-imaging instruments, electrostatic deflection plates are required to control
the position of the beam on the target. Time-of-flight instruments require pulsed
acceleration of the primary ions and often have electric or magnetic field “bunch-
ing” elements to sharpen the pulse of primary ions.

4.44 Sample Mount

The sample mount requires an electrical connection to maintain a constant poten-
tial on the sample surface. In quadrupoles this is generally ground, and extraction
lenses are biased to collect the secondary ions. Magnetic sector instruments usu-
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ally bias the sample to accelerate the secondary ions. A Faraday cup designed to
trap the beam and any sputtered particles is often provided to measure the primary
beam current at the target. Sample current is not an accurate measure of the beam
current, as significant numbers of charged particles are emitted in the sputtering
process and add to or subtract from the primary current (depending on their charge
polarity). The beam diameter on the sample in scanning probe instruments can be
measured by scanning the beam across the Faraday cup and measuring the distance
required for the beam current to drop from the level with the beam outside the cup
to that inside the cup.

The sample mount also positions the sample properly for analysis. This in-
cludes x and y lateral motion, z height, and angle with respect to primary beam and
secondary extraction. It may vary from a simple mechanical mount to a sophisti-
cated stage with stepping motors under computer control.

4.45 Secondary Mass Analyzers

SIMS instruments are generally grouped by type of secondary analyzer as well as
by imaging type. Three general types enjoy wide popularity, and each has its dis-
tinct advantages. They are the magnetic sector, the quadrupole, and the time-of-
flight (TOF).

Magnetic sector instruments are popular because of their high mass resolu-
tion and high transmission of the secondary ions. Transmission figures of 10% to
40% at low mass resolution are common. Most SIMS magnetic sector instruments
are designed to be double-focusing, combining the direction focusing of the mag-
netic sector with the velocity focusing of an electrostatic sector. Useful mass res-
olution in current magnetic sector SIMS instruments ranges from about 5000 to
10,000. Examples of magnetic sector instruments’ include nonimaging (the
SHRIMP 11 in Fig. 4.13), microscope imaging (IMS 300—Fig. 4.4 and IMS-3f—
Fig. 4.9), and scanning probe imaging (IMMA—Fig. 4.5, and NanoSIMS 50—
Fig. 4.14). Secondary ion extraction elements, apertures, and lens elements vary
widely, depending on the requirements.

A novel way of providing electron charge compensation for insulators was
developed for the f-series Cameca instruments, Fig. 4.34 [110]. Electrons from a
gun are turned 90° to pass coaxially through the objective lens of the secondary
ion extractor, which works as an electron mirror to provide a self-regulated po-
tential on the sample surface.

Simultaneous secondary ion detection is limited to the number of detectors
placed in the transmission plane of the magnetic sector. Quasi-simultaneous de-
tection of two or more ions may be achieved by programming electrostatic de-
flection plates to switch ions rapidly within a fairly narrow mass range (see Fig.
4.6). Simultaneous or quasisimultaneous collection of ions is especially helpful for
measurement of isotopic ratios.
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Quadrupole SIMS instruments have the advantage of low extraction fields
and ground-potential samples; this makes them readily applicable to low-energy
ion beams and high-resolution depth profiling. Also, the sample orientation may
be adjusted without serious effect on the primary beam so that beam incidence an-
gles may be adjusted freely to maximize sputtering or ion yield. Quadrupoles are
less complex and thus somewhat less expensive than other instruments. The mass
spectra may be rapidly acquired, an advantage if the sample composition is chang-
ing rapidly. Quadrupoles have the disadvantage of lower mass resolution, gener-
ally less than 1000; lower transmission of secondary ions than sector or TOF in-
struments; and mass discrimination against higher masses. Examples of
quadrupoles are the static SIMS of Benninghoven and Loebach (Fig. 4.7), the
Atomika ADIDA (Fig. 4.8), and the University of Chicago instrument (Fig. 4.10).

In the time-of-flight (TOF) instrument, the primary beam is pulsed and a
packet of secondary ions is extracted into the drift region. Every secondary ion in
the packet is detected rapidly in mass sequence. Thus, every ion that passes through
the mass spectrometer is detected (with the exception of deadtime counting losses).
This essentially simultaneous detection of all masses with transmission of 10% or
greater gives the TOF very high useful yields (number of ions detected/atoms sput-
tered). Thus, the TOF is very popular for static SIMS and surface analysis when
the analyte is very limited in quantity. The mass range is unlimited and transmis-
sion is constant over the mass range. Current commercial TOFs have mass reso-
lutions of 3000-10,000, which give them the capability of resolving many isobaric
atomic and molecular ions. A disadvantage of the TOF is a low duty cycle, per-
haps 0.2% at best and often much less. Sputtering and ion formation are only tak-
ing place in the very small time fraction when the primary is pulsed on. The low
duty cycle means longer times are required to collect counts on low-abundance
ions. Also depth profiling becomes very slow. An auxiliary sputtering beam could
be used intermittently with analysis when rapid depth profiling is required. Ex-
amples of TOFs are Niehuis’s reflectron type [52] (Fig. 4.11) and Scheuler’s triple-
electrostatic-sector instrument [55] (Fig. 4.12).

4.4.6 Detectors and Recording Systems

Both positive and negative secondary ions are important in SIMS, and the dynamic
range is very large, sometimes covering seven orders of magnitude. Electron mul-
tipliers are commonly used in SIMS because they have high gain, low intrinsic
background, and large dynamic range. A polarity-switchable accelerating poten-
tial between the exit slit of the spectrometer and the first dynode of the electron
multiplier gives them dual-polarity capability. Some instruments, especially those
with large current primary ion beams, use a Faraday cup detector for the major ion
species and the electron multiplier for the rest. The detector on the IMMA (Fig.
4.5) was a modified Daly [111] type in which the secondary ions are accelerated
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onto an aluminized surface from which electrons are liberated and accelerated to
a scintillating phosphor that emits light. The light pulses are piped outside the vac-
uum system to a photomultiplier. Analogue currents from either electron multipli-
ers or photomultipliers may be amplified and displayed on X-Y plotters, strip chart
recorders, or oscilloscopes. For greatest sensitivity, pulse counting of the individ-
ual ion-produced cascades is done. In this mode signals ranging from a few ions
per second to over 107 per second may be detected. To cover the high counting
rates that are not uncommon in SIMS, 200-MHz or faster counters should be used.
At the higher counting rates (>10° sec™!), deadtime corrections need to be made
for accurate counting.

In microscope imaging instruments the detection/recording system requires
the amplification and collection of the ion signal from all portions of the detector
plane while maintaining the position information. One technique is to focus the
secondary ion image onto a microchannel plate that converts the ions to electrons;
these electrons are then projected onto a fluorescent screen. The image on the flu-
orescent screen may be viewed, recorded on photographic film, or recorded by a
sensitive CCD video camera. These images on film may be digitized with an op-
tical scanner. The video camera images may be digitized by using an analog-to-
digital converter. The digitized image frames are sent to a computer for frame image
integration, quantification, storage, and display. An alternate method is to focus the
secondary ion image on a dual-microchannel plate electron multiplier that provides
pulse counting and, in conjunction with a resistive anode encoder, position infor-
mation [103]. These count-quantified images may be displayed on an oscilloscope
and/or stored and displayed by computer.

The detector for time-of-flight SIMS must be capable of counting pulses very
rapidly and accurately recording the time of arrival of each pulse. The time func-
tion is usually handled by a time-to-digital converter that must have ~0.1-nsec time
resolution. In Schueler’s microscope imaging TOF [55], ions are detected by using
a dual-microchannel plate (DMCP). The arrival time of the ion is extracted from
the second plate of the DMCP. The pulse is amplified and routed to a time-to-dig-
ital converter. A resistive anode encoder that determines position information for
the pulse follows the DMCP. Arrival time (mass) and position for each secondary
ion detected are stored in a computerized data system. Integration of data over a
sufficient number of primary pulses results in count-quantified secondary ion im-
ages for every ion mass collected.

4.5 APPLICATIONS AND TRENDS
4.5.1 Static Secondary lon Mass Spectrometry

The idea in static SIMS (SSIMS) is to analyze only surface areas that have not been
affected by prior ion bombardment. Thus, the SSIMS experimenter is limited to
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<10"3 primary ions/cm? (the static SIMS limit) striking the surface. This require-

ment for limited bombardment of the surface puts a premium on efficient use of
the available ions. The availability of high mass resolution, high transmission, and
high useful yields (with the advent of a new generation of time-of-flight SIMS mass

~ spectrometers in the late 1980s) provided a strong boost for SSIMS applications.

Since the late 1980s there has been a blossoming of SSIMS, primarily in the area

of organic and polymer applications. Of prime importance in SSIMS is determin-

ing the relationship between the sputtered species and the molecules on the sur-

face. Two libraries of SSIMS spectra are available to help the analyst, the Munster

High Mass Resolution Static SIMS Library [112] and The Static SIMS Library

[113]. Also critically important to SSIMS is ultrahigh vacuum in the 10~ -torr-
range or lower in the sample chamber to prevent contamination of the surface.

A classic example. of SSIMS is a study of the initial stages of oxidation of
chromium [114]. Figure 4.35 shows the changes in the CrO,", Cr03‘, and CrO*
ions as oxygen exposure was increased from 0 to 1000 langmuir (L). After ~50 L
of exposure the CrO,~ and CrO, ™ species begin to increase. At about 300 L, CrO*

j, A/ ! ! . ]

! 1 { |
0 200 400

! |
600 800 1000
Oxygen dose (Langmuir)

Figure 35 Static secondary ion mass spectrometry (SIMS) study of the initial stages of
oxidation on chromium surface. (From Ref. 114.)
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begins to increase on the surface and CrO2™ decreases. When the oxide was pro-
filed, the CrO* species dropped rapidly; the CrO,~ species remained at a constant
level for a period before decreasing. This simple experiment showed that one oxide
species was forming initially and progressed into the bulk. A later forming oxide
characterized by CrO* formed on the surface but apparently remained in a mono-
layer on the surface even though additional oxygen exposure occurred.

In a more recent application of SSIMS, the ratios MO, /MO~ and
MO,™/MO™ for transition metal oxides of the type M, O, were measured to demon-
strate a fingerprint spectrum characteristic of the oxidation state of the metal. The
data for iron oxide were then compared to oxide found on a steel sample with an

-oxide film 4 nm thick. The best match was to Fe,0, [115].

SSIMS has been applied to the study of molecular adsorption on metal sur-
faces [116], catalytic surfaces [117], surfaces of HF- and NH,F-treated silicon
[118], and many others in which surface chemistry is important.

45.2 Profiling

Profiling or other applications of SIMS that are not static are sometimes referred
to as dynamic, although that connotation seems superfluous. The limits of SIMS
profiling resolution are being driven by the requirements of the semiconductor in-
dustry, in which device size is getting smaller and doping implants are getting shal-
lower. As a result, primary beam energies are being reduced. Quadrupole instru-
ments with low extraction potentials can easily accommodate lower primary beam
energies (e.g., 200 eV) [119]. However, modifications to magnetic sector instru-
ments so they can work with lower secondary ion extraction energies have resulted
in impact energies as low as 1 keV.

In profiling, there is a transition region at the surface due to initial sputter-
ing where the implantation of the bombarding beam has not reached its full equi-
librium value. By sputtering with 250 to 500 eV O,* at normal incidence for most
rapid incorporation of the oxygen, transition depths of less than 1 nm have been
observed in silicon [120,121]. Subkiloelectron-volt sputtering can also be achieved
by higher primary ion energy at glancing incidence, but transition depths become
greater as incorporation of the primary beam is reduced. Oxygen flooding was used
to overcome this effect in profiling a boron implant in silicon, as shown in Fig.
4.36. A comparison is made by using 1 keV O,* at 60° incidence to profiles made
by using 250 and 500 eV O,* at normal incidence [122]. Another method of over-
coming the transition region is capping the sample with a thin layer of the substrate
element so that implant equilibrium has been reached when the capped material is
sputtered through [123].

In addition to the transient sputtering region, a thin layer of native oxide on
the surface complicates profile interpretation. Iltgen et al. [124] described a method
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Figure 36 Comparison of normal incidence profiling in vacuum to 60° incident profil-
ing with oxygen flooding. Profiles of boron implanted in silicon. (From Ref. 122.)

for continuous correction of the depth and concentration scale based on knowledge
of the matrix sputter yield and the relative sensitivity factor [RSF (1!B, 39Si)]. These
authors also used SF,* sputtering to provide the smallest transient depth. The large
six-atom ion implantation is very shallow as a result of fragmentation that reduces
the effective energy of the beam.

Magee et al. [125] used O,* with a quadrupole SIMS to profile an epitaxial
silicon grown with five boron delta-doped layers, each 5.4 nm thick. Bombardment
energies from 400 eV to 1.5 keV were used with angles of incidence from 0° to
70°. Analyses were performed with and without oxygen flooding. With a sputter-
ing energy of 500 eV (at 50° incidence, and oxygen flooding), no measurable
change in sputtering rate was found in the transient region or between any of the
layers. A similar sample was profiled in a magnetic sector instrument, using O,*
with 1 keV, at 56° incidence, and oxygen flooding [126]. There was a small 0.6-
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Figure 37 = High-depth-resolution profiling with a magnetic sector instrument using a 1-
keV O," primary beam at 56° incidence with oxygen flooding. (From Ref. 126.)

nm shift in the first layer, as shown in Fig. 4.37, but the results were similar to the
quadrupole results with 400 eV O,* at 0° and no flooding.

A profile of a 500-eV arsenic implant by Hitzman and Mount [127] shows
the effect of Cs* primary ion energy and incidence angle on depth resolution
(Fig. 4.38). These As™ profiles also demonstrate the high sensitivity of the SIMS
technique. » '

The use of MCs* to make quantitative profiling easier is illustrated in Fig.
~ 4.39 [128]. Each element in the structure GaAs/AlGaAs/InGaAs/quantum-well
(20 X AlGaAs/GaAs)/GaAs is profiled as MCs*.

4.5.3 Imaging

Imaging of elemental and isotopic distributions on surfaces has proved useful for
- diffusion measurements, corrosion and reactivity studies, contamination identifi-
cation, and many other applications. SIMS imaging is particularly useful because
of its high sensitivity. An example was the application to a problem in which a U-
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Figure 38 Effect of beam energy and angle of incidence on depth resolution. Profiles of
arsenic in silicon using Cs* primary beam. (From Ref. 127.)

Zr-Nb alloy was being attacked and seriously weakened by an unknown agent.
SIMS spectra showed the presence of a fluoride. Imaging of cross sections of the
metal showed that fluorine was attacking and reacting along the grain boundaries
(Fig. 4.40) [129]. The fact that the grain boundary fluoride always ended abruptly
showed that a reaction in the grain boundary, not just simple diffusion, was oc-
curring. By using SIMS images to measure the extent of the attack at a series of
times and temperatures, the complete kinetics of the process were solved.

The isotopic imaging capability of SIMS provides a way of rapidly screen-
ing particles when isotopic information is important. An example is the location
of rare, isotopically distinct material in interplanetary dust particles that are col-
lected by high-flying aircraft [130]. Another example is the monitoring of nuclear
enrichment facilities by environmental sampling that requires quick scanning of
particles to detect enriched uranium [131]. Simons et al. reported an automated
SIMS for rapidly determining isotopic distributions in particles [132].

A study of engineered silver halide crystals used the high resolving power
of a liquid metal ion gun to image 0.1- to 0.5-um-thick layers of AgBr and
AgBr, I, , that were grown on AgBr platelets (Fig. 4.41) [133]. The flat platelets
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Figure 39 Quantitative depth profile on ITI-V compound structure using MCs* molecu-
lar ions. (From Ref. 128.)

Figure 40 F secondary ion image on cross section of uranium-niobium-zirconium alloy.
(From Ref. 129.)
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Figure 41 High-resolution secondary ion mass spectrometry (SIMS) images on silver
halide microcrystals. Large crystal at top is 6.5 wm across. Crystals have four alternating
layers of AgBr and AgBr, (I, on a AgBr core. A, Br™ image; b, I after ~3 nm removed;
¢, I after ~24 nm removed; d, I~ after ~46 nm removed. (From Ref. 133.)

are 3 to 7 um across and <0.3 um thick. The high resolving power of SIMS al-
lowed the photographic materials engineers to study directly the effects of con-
trolled physical and chemical conditions on composition and morphological char-
acteristics.

The capability of SIMS to record all elements and isotopes with high spatial
resolution in three dimensions is making it popular in solid-state science. Three-
dimensional (3-D) imaging is done retrospectively, using a computer to stack a se-
ries of 2-D images. A good example of the visualization that may be done using
3-D data is shown in Fig. 4.42 [134]. The 0~ image of a separation by implanted
oxygen (SIMOX) structure is 150 um in diameter and 2.5 pm deep. The upper left
shows a “pie slice” to reveal some inner structure that includes an oxide defect ex-
tending from the surface to a depth of about 2 wm. The bottom left is a horizontal
slice showing the oxygen defect to be ~4 um in diameter. At the right are O™ depth
profiles from the defect at position A (top) and a typical region at position B (bot-
tom). To show internal structure better, a “volume rendering,” as illustrated in Fig.
4.43 [134], may be done. In this technique a gray and a partial transparency value
for each voxel (3-D volume element) are calculated. Regions of low intensity are
made transparent to maximize the visibility of internal structure. Since sputtering
rates may not be uniform over the area viewed, topographical corrections of the 3-
D images may be made by making maps of the surface before and after sputtering
using atomic force microscopy [134,135].



210 Cristy

Figure 42 50~ 3-D images and profiles from separation by implanted oxygen (SIMOX)
structure illustrating computerized retrospective imaging capabilities. Field of view is 150
um; depth is 2.5 um. Cs™ primary beam. See text for details. (From Ref. 134.)

Crater base

Figure 43  Volume rendering of D~ secondary ion distribution from a ZrO,/Zr-2.5 Nb
sample. Field of view is 150 um; depth is 10 um. (From Ref. 134.)
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4.5.4 Isotopic

The ability of SIMS to measure isotopic ratios is one of its great strengths in sur-
face analysis. This capability may be utilized in two ways: first, to determine iso-
topic ratios in dating (geological chronology), cosmology, nuclear physics, chem-
istry, monitoring of nuclear enrichment activities, etc., and second, to study or
monitor diffusion, corrosion, or reaction mechanisms in solid materials through
stable isotope substitution.

Measurement of isotopic composition in a mass spectrometer is natural, but
not as simple a process as might be perceived at first glance. In SIMS, the meas-
urements are complicated by isotopic fractionation, which is generally systematic
and characterized by enrichment of the lighter ions with respect to the heavier ions.
Shimizu and Hart [136] found that secondary ions were always enriched in the
lighter ions and the fractionation per atomic mass unit (amu) followed a depend-
ence proportional to high mass/low mass (M/M, ). Enrichment factors ranged
from 6.5%/amu for boron to 0.6%/amu for lead. They also found that fractiona-
tion was dependent on the spatial location and kinetic energy of the extracted ions
relative to the sputtered site. Thus, reproducing instrument parameters is impor-
tant. Schwarz [137], however, found negative fractionation coefficients for MO*,
M~,and M, ions in certain energy ranges. Gnaser and Hutcheon [138] found that
isotope fractionation depended linearly on the inverse velocity of the ejected ions.
They showed that this correlation followed from an exponential dependence of the
ionization probability, P, on the inverse velocity, v~1 such that

~v,
P exp( ) .1
In experiments on B, Si, and Ca, they found a value of ~2 X 10° cm/sec for v,,.
Lyon and Saxton [139] found fractionation due to sample chemical characteristics
and crystallographic orientation in some cases but stated that with extensive cali-
bration and careful control of parameters, reproducible isotopic ratios could be de-
termined to one to two parts per thousand.

An illustration of the power of using isotopic substitution with SIMS to study
reactions on the surface, and in the solid near the surface, involves isotopic sub-
stitution on the solid surface. The differences in the oxidation and fluorination of
nickel were illustrated by depositing a thin layer (~10 nm) of ®*Ni-enriched nickel
on the surface of a nickel substrate, exposing the surface to the reactant, and depth
profiling the ©Ni/**Ni isotopic ratio [140,141]. In the oxidation case, the profile
showed a low ratio of 2Ni/58Ni at the surface, then a higher ratio of $2Ni/%Ni as
the oxide was sputtered through, and finally the normal substrate ratio. This showed
that Ni atoms diffuse through the oxide to react at the surface with the oxygen. In
the fluorination case, however, the 9?Ni layer was not displaced as fluorine diffused
through the fluoride layer to react at the metal-fluoride interface.
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Figure 44 Depth profiles using stable isotopic substitution of reactants to reveal oxida-

tion mechanism of water reaction with uranium and its inhibition in the presence of oxy-
gen. N,* primary beam used. See text. (From Refs. 142 and 143.)

Isotopically altered reactants were used to characterize many aspects of the
reaction between uranium and vapor-phase water and to show the effect of oxygen
on this reaction [142,143]. This study began with simple exposure of a polished
uranium surface to '8OH, and 1%OH,,. A profile of the oxide layers showed that the
water adsorbed last produced the oxide nearest the metal. Thus, oxygen in some
form diffused through the oxide to react at the oxide-metal interface. This is illus-
trated in Fig. 4.44a, where uranium was exposed to 8OH, for 6 hr, followed by
exposure to 10D, for 18 hr. Multiple exposures of equal length showed that the
reaction rate was linear, except for a short delay in initiation (Fig. 4.45). These ex-
periments also showed that the oxygen migration was strictly interstitial, as op-
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Figure 45 Depth profile on uranium sample exposed sequentially to 'OH,, 180H,,
160H,, 1%0OH,, 1®OH,), for 6 hr each at 80°C and 0.6 kPa. See text. (From Ref. 143.)

posed to vacancy migration (i.e., the slope of the 160~ signal between the first and
second layers is the same as that between the third and fourth layers). Vacancy mi-
gration would involve the permanent oxide positions and broaden the interfaces
with time. The deuterium isotope in the water of the second exposure shows that
the oxygen is traveling with deuterium (or hydrogen) through the lattice probably
as OD (or OH). The deuterium is a trapped species that exchanges very little [i.e.,
little change is seen after a third exposure to '30H, (Fig. 4.44b)]. The profiles in
Fig. 4.44 and 4.45 also show that the oxygen isotope from the last exposure is
higher throughout the oxide. The change in 130 in the 190 oxide layer is very rapid.
Using a series of short exposures, the half-life for exchange between the migrat-
ing species and the gas phase was measured as 6 min at 80°C. At 21°C the half-
life was ~125 min. These experiments also showed that the rate-limiting step for
the oxidation process is the reaction at the metal interface and is not due to the dif-
fusion rate of migrating species. Although the migration is rapid, the migrating
species could not be removed in vacuum or by exposure to a strong desiccant at
80°C. Thus the migrating species is not likely OH,.

Before this study was done, it was known that the presence of oxygen in-
hibited the reaction between water and uranium. However, it was incorrectly as-
sumed (and mathematically inferred) from weight gain studies that the mechanism
for the inhibition was the formation of a monolayer of adsorbed or chemisorbed
oxygen atoms on the oxide surface that served to block the adsorption ‘of water
molecules [144]. The SIMS profiles in Fig. 4.44b made after the final exposure to
130H, clearly show that the '®0 migrating species has traveled to the metal sur-
face without inhibition, and additional reaction with the metal has not occurred to
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a measurable degree. Thus, the inhibition by oxygen occurs in the reaction process
at the oxide-metal interface, not by blocking reaction at the oxide surface.

4.5.5 Surface Diffusion

Surface diffusion is an area in which SIMS is unmatched because of its good res-
olution and high sensitivity. An illustration of this was an experiment to determine
the diffusion of molecular oxides over the surface of salt to ascertain whether sur-
face diffusion would be a serious pathway for migration of plutonium oxides or
daughter products from storage locations in salt formations [145]. In the experi-
ment, La,0, was substituted for plutonium oxides and SrO for daughter products.
La,0, and SrO (600 and 1400 nm thick, respectively) were deposited on a pol-
ished NaCl substrate by using an electron beam. Each sample was heated to 693°K
for 473-920 hr. The samples were carbon coated to provide conductivity. An O~
beam was used to sputter areas 30 X 38 um starting at a point distant from the edge
of the deposit and moving toward the deposit. The resultant concentration data
were superposed on plots generated from the usual one-dimensional diffusion
equation for a semi-infinite source. The fit of the data for SrO annealed for 473 hr
is shown in Fig. 4.46. At the low end of the plot, SIMS is detecting ~107!3 g of
SrO. The diffusion rate of 2.0 X 107! cm?%sec indicated that surface diffusion
would not be a serious loss mode for salt formation storage.

4.6 CONCLUSIONS

The closely allied topics of secondary neutral mass spectrometry (SNMS), fast
atom bombardment (FAB), and laser ablation SIMS are important, but are beyond
the scope of this chapter. SNMS is a technique in which neutral atoms or mole-
cules, sputtered by an ion beam, are ionized in an effort to improve sensitivity and
to decouple ion formation from matrix chemical properties, making quantification
easier. This ionization is commonly effected by electron beams or lasers. FAB uses
a neutral atom beam to create ions on the surface. It is often useful for insulator
analysis. Laser ablation creates ions in either resonant or nonresonant modes and
can be quite sensitive and complex.

Computer software and hardware are also important to the modern SIMS
laboratory for automated instrument control, data acquisition, data display, inter-
pretation, and quantitation.

Although SIMS has reached the status of a mature technique, instrumenta-
tion hardware and software improvements continue at a rapid pace as range and
applications continue to grow. High detection sensitivity, high spatial resolution in
three dimensions, detection of all elements, and isotopic capability give SIMS a
strong and unique position among surface analysis techniques.
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Figure 46  Superposition of secondary ion mass spectrometry (SIMS) concentration data
for SrO on theoretical surface diffusion curves. SrO had diffused for 473 hr at 693K. (From
Ref. 145.)
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Isotope Dilution Mass Spectrometry

David H. Smith
Oak Ridge National Laboratory
Oak Ridge, Tennessee

5.1 INTRODUCTION

Isotope dilution mass spectrometry is a powerful method for determining the quan-
tity of an element or an associated compound in a sample. It requires that a spike
of the same element but with an isotopic composition different from that of the
sample be introduced to it in a controlled manner. The mass spectrum of the mix-
ture of spike and sample is then used to determine the concentration of the target
element in the original sample. In most cases, a single ratio is used, one that in-
corporates the major isotope in the spike and the major isotope in the sample; these
must be different isotopes. The difference in the value of this ratio in the sample
and in the mixture of sample and spike is proportional to the amount of the target
element in the sample.

Isotope dilution has been in use for well over 40 years, having been devel-
oped by Inghram in 1954 for determination of minor and trace level elements [1].
It had its first major application in conjunction with thermal ionization mass spec-
trometry but is today used with virtually every kind of instrumentation and in vir-
tually every analytical area in which elemental concentrations are of importance.
It also has been applied to the determination of compound concentrations by using
an appropriate molecular spike containing an enriched isotope of one of its ele-
ments. It has gone beyond its original application in elemental analysis of inor-
ganic materials and is used routinely in fields far removed from its origins.

Isotope dilution is usually the most accurate and most sensitive quantifica-
tion technique when sample size is limited. It has in recent years even been used
in certifying the compositions of reference materials [2]. The use of isotope dilu-
tion mass spectrometry in the standard reference materials program of the National
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Institute of Science and Technology has been described by Bowers et al [3]. A re-
cent report describes using isotope dilution to calibrate analysis of solid samples
using electrothermal vaporization with inductively coupled plasma mass spec-
trometry (ICP-MS) [4].

It is obvious that, no matter what kind of mass spectrometer or ionization
method is used, correction for isotopic bias is mandatory for successful applica-
tion of isotope dilution. The basis of the whole technique rests on trustworthy meas-
urement of the isotope dilution ratio [R,, in Eq. (5.7)], which necessitates applica-
tion of a bias correction. Accuracy of the final result is critically dependent upon
accurate calibration of the instrumentation, and, as always, it is important to have
analysis of reference materials mimic as closely as possible that of samples.

5.2 SAMPLE PREPARATION

An absolutely essential step in isotope dilution is to achieve equilibration of spike
and sample. The spike is usually added as a solution whose concentration is accu-
rately known; since many samples are not solutions, chemical processing is usu-
ally required to equilibrate the two. This invariably involves dissolving the sam-
ple, not always a simple task. The spike solution is added to the sample, and the
two are thoroughly mixed. Equilibration for some elements requires nothing more
than to have spike and sample in solution together. Some elements, like plutonium,
have a multiplicity of oxidation states and require more effort; this very often in-
cludes drying the sample and redissolving it, and adding an oxidizing or reducing
agent to ensure that the target element in both spike and sample assumes the same
oxidation state. Once equilibration is attained, it is unnecessary to achieve full re-
covery of the analyte element in subsequent chemical processing, one of the big
advantages of isotope dilution. Full recovery is not required because chemical
processes do not cause isotopic fractionation, at least to the degree necessary to af-
fect results significantly. This characteristic of isotope dilution is particularly ad-
vantageous when the sample is a complex matrix such as vegetation, soil, or ani-
mal tissue. To exploit this attribute, the spike should be added to the sample as early
in the chemical preparation process as possible. For example, in the author’s lab-
oratory the 233U spike is added to the platinum dish containing a vegetation sam-
ple whose uranium content is desired before it is inserted into the muffle furnace;
the spike is thus introduced before any chemical processing has occurred.
Because extensive chemical processing is involved in using isotope dilution,
it is important to determine the level of the process blank before analyzing sam-
ples. Although there are a few instances in which doing so is unnecessary, the vast
majority of problems require it; it obviously becomes more important with de-
creasing concentration of the analyte element. Many elements are ubiquitous in
nature and occur at some level in virtually all reagents, including purified water.
In numerous applications the blank level rather than the instrumentation determines
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the process detection limit. A process blank is one that tests the whole chemical
procedure, including the instrument and all reagents. A known amount of calibrated
spike is added to the solvent (usually acid) and the mixture subjected to all steps
a real sample would undergo. The amount of the target element is measured in the
same way a normal isotope dilution analysis is carried out. If the blank is unac-
ceptably high, the source of contamination must be identified and eliminated. This
can be a tedious, time-consuming operation. Once the blank level is established, sam-
ples must be corrected for its contribution unless it is deemed insignificant.
Isotope dilution involves isotopes of the same element, thus eliminating differ-
ences in chemical behavior that can plague techniques that use different elements
for the spike than the one being analyzed. This, along with the fact that quantita-
tive recovery is not necessary once spike and sample have been equilibrated, makes
isotope dilution less subject to error arising in chemical processing than many el-
emental assay techniques, a fact of great importance at low concentration levels.

5.3 ISOTOPE DILUTION EQUATION

Isotope dilution was first developed by Inghram in 1954 [1]. Since that time its ap-
plication has become very widespread, and has been used in numerous disciplines.
The following derivation is based on that of Hintenberger [5]. The following no-
tation is used:

C = concentration

W = weight

A = atomic weight

a = atomic abundance
R =ratio

N = number of atoms

The subscripts are defined as follows:

s = unspiked sample

t = tracer (spike)

m = mixture of spike and sample
i = major isotope in the sample
k = major isotope in the spike

The ratios (R, )are defined as follows:
R .=a /a, (5.1)

Note that isotope i is usually that of high abundance in the sample and k the iso-
tope of high abundance in the spike, but using the reverse definition is algebraically
equivalent. Note that the equation simplifies if the spike isotope is not present in
the sample.
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We start with the following equation:
N, i N is + N, it

Rmz—NZZNkS—*_th

(5.2)

This is simply the ratio of isotope i (sample) to isotope k (tracer or spike) in the
mixture of the two as measured by the mass spectrometer. Each isotope has a con-
tribution from each component of the mixture.

Because we want the concentration of the total element and not just that of
a single isotope, we modify the equation to include the total number of atoms in
the sample: '

]Vs ais + Nt ait

R, = ___—_—Nvaks F Na, (5.3)
A few algebraic steps to solve for N yield
it
Rearranging terms gives an expression in terms of isotope ratios:
_ N,a, (R, — R,)

Ns - a, (Rm — Rs) ‘ (55)
Recall that N, and N, are the numbers of atoms in the mixture due to sample
and tracer, respectively. To convert them to weight requires use of the familiar Avo-
gadro relationship and involves multiplying both sides of the equation by 1.0 twice,
thereby introducing the atomic weights of sample and tracer (i.e., multiply each
side by A /A_and A /A)). Note that Avogadro’s number appears on both sides of the
equation and cancels out. A s and A, on the other hand, are not equal and do not
cancel. The resulting equation is one form of the isotope dilution equation.

W As ay, (Rt - Rm)

s="A 4 R - R) -6

In terms of concentration:

c =i B 7 Re) 5.7)
Wr At aks (Rm - Rs)

This formulation is only one of several that, although differing in notation
and in formulation of the collection of R terms, are algebraically identical. The
most common formulation seems to use Eq. (5.4) as the starting point for conver-
sion from atomic units to weight; see, for example, Faure [6] and Jarvis et al. [7].
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Others make use of concentrations in terms of atoms, as does, for example,
Heumann [8,9]. Others use concentrations in terms of moles, as do Fassett and
Paulsen [10] and Dean [11]. Clearly each investigator selects the form with which
he or she feels most comfortable. Due caution is indicated to make sure of one’s
units of concentration before blindly using an equation from the literature.

There are several features to note about this equation. It is important to rec-
ognize that it calls for weights that include all isotopes of the spike and sample and
not solely the weight of the isotopes used in R, ; the equation simplifies if these
latter are used, but most chemists think in terms of weight of the element (as in
parts per million) and not one of its isotopes. The right side of the equation is unit-
less except the W, /W, term; the units used in this numerator and denominator thus
define the units of the concentration calculated. Even though the symbols assume
weights, volumes can of course be substituted. Typical units are micrograms per
gram (ppm) or micrograms per liter, but they can be whatever units the analysis
requires. Another point to note is that the only isotopes that need be measured from
the mixture of sample and spike are the two involved in the isotope dilution ratio;
none of the other isotopes in the mixture plays a role. The same is not the case for
the spike and the unspiked sample, however; the full isotopic composition of each
of these components is required to calculate their atomic weights. The amount of
laboratory work required is reduced when the isotopic composition of the sample
is known, as would usually be the case if it were the naturally occurring element,
for which the International Union of Pure and Applied Chemistry (IUPAC) tabu-
lated values of isotopic composition [12] are invaluable; enriched isotopic spikes
usually have a certificate listing their isotopic compositions. In these relatively
common circumstances, the only analysis required is that of the mixture.

Isotope dilution is applicable to any element for which an enriched isotope
is available. Figure 1.1 of Chapter 1 indicates which elements are amenable to iso-
tope dilution; in most cases the natural element has at least two stable isotopes, but
this is not necessarily the case. For example, 23°Th, though radioactive (half-life
of 1.4 X 10 years), is present in the earth’s crust; 23°Th (half-life of 7.5 X 10*
years), an isotope present in nature at such low levels as to be negligible for most
applications, is used as a spike for isotope dilution purposes in the author’s labo-
ratory. Another common example is the use of 223U (a synthetic isotope) as a spike
for uranium analyses. The only elements not amenable to the technique are those,
like cobalt and arsenic, that have only one stable isotope and all of whose ra-
dioactive isotopes have half-lives so short as to preclude their use.

In the laboratory, the isotope dilution procedure involves adding a known
amount of spike of known isotopic composition to a known amount of sample of
known isotopic composition; the mixture of spike and sample is equilibrated; the
ratio of the sample isotope to the spike isotope is then measured; and the resulting
R, is inserted into the equation. For replicate analyses, this is the only parameter
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Figure 1 Schematic mass spectrum illustrating isotope dilution. **Pu is the sample iso-
tope, and 2*2Pu is the spike.

in the equation that varies; the rest are constant. Figure 5.1 is a schematic drawing
of the mass spectrum produced by a mixture of sample and spike.

If the greatest accuracy is required for a given concentration, a double spike
(a mixture of two enriched isotopes) may be used; this subject is described in de-
tail in Chapter 1.

5.4 CHOICE OF SPIKE ISOTOPE

For the best analytical precision, a good rule of thumb is to make the spike isotope
in the mixture approximately equal to that of the major sample isotope—i.e., R,
~ 1.0. This is only a generality, however, and factors such as the relative abun-
dances of the two isotopes in the spike and sample play a role. In addition, the con-
centration of the target element is not always known in advance (it is, after all, the
goal of the analysis to establish what it is!), and there are many times when a less-
than-optimum ratio of spike to sample must be dealt with. The issue is complicated
by the fact that in most cases the spike isotope is present in the sample and the sam-
ple isotope in the spike. Clearly it is desirable to minimize the degradation of re-
sults caused by correcting for this situation. The ideal situation is one in which the
spike isotope is not present in the sample, as is often the case for uranium, as the
233y spike most commonly used is not present in nature. Failing that, the most
highly enriched spike of the least abundant natural isotope is the best choice. Un-
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fortunately, however, low abundance and high enrichment equate to high cost, fre-
quently making the best solution impracticable; in cases where cost is prohibitive,
another stable isotope of greater natural abundance than that of the smallest must
be chosen. It is for this reason, for example, that enriched “*Ca (0.65% natural
abundance) and “*Ca (2.09%) are more often used than 46Ca (0.004%); the cost of
enriched “Ca is many times higher than that of the other isotopes.

All of the considerations discussed lead naturally to the question of what
price the analyst pays for this less-than-ideal spike/sample ratio. In most cases,
error in the measurement of R makes the largest contribution to analytical uncer-
tainty; the isotopic compositions of sample and spike are usually well known in
comparison to R . The matter of error propagation in isotope dilution analyses has
been extensively treated by Adriaens et al., [13], and Patterson et al. used Monte
Carlo simulation to study the problem [14]. Using propagation of error laws,
Heumann derived the following relationship with which to calculate R_,, the op-
timum spike-to-sample ratio (neglecting cost and availability) [8]:

Ropt = [(ask/asi)(atk /ati)] 2 = (RSRI)”2 (58)

where the terms are as defined for Eq. (5.7). The factor by which error is multi-
plied for given isotopic enrichments is illustrated for thallium in Fig. 5.2. Inspec-
tion of Fig. 5.2 reveals that relatively large deviations from the optimum sample-
to-spike ratio can be tolerated in most analyses; in addition, the greater the
enrichment of the spike isotope, the less sensitive the analysis is to deviation from
optimum. With spikes of 80% or more enrichment in 2%3T1, sample-to-spike ratios
from 0.1 to 10.0 should give acceptable results. In critical applications where highly
accurate concentration measurements are desired, it is advisable to obtain an esti-
mate of the sample concentration to use in determining how much spike to add.
This analysis, of course, need not be by isotope dilution mass spectrometry; a less
time-consuming and less expensive method would be preferred in most cases.

Enriched stable isotopes for use as spikes are available from several sources;
Oak Ridge National Laboratory sells them for most solid elements [15].

5.5 APPLICATIONS

The literature on isotope dilution is so voluminous that it is impossible to cover
the subject thoroughly in a single chapter. It is in fact tantamount to impossible to
locate all relevant papers, let alone read them. There are also questions arising from
the definition of “inorganic.” Elemental assay has traditionally been an inorganic
discipline and analysis of, say, body fluids biological. The question is where, for
example, to place analysis of lead in human serum. The area into which such analy-
ses fall depends on whether it is the analyte or the sample that is used for the def-
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inition. Elemental assay of biological systems is of such importance that a short
section of this chapter is devoted to it.

The following material has been chosen as representative of current trends
but makes no claim for completeness. It does not even pretend to consistency, the
author consoling himself with Emerson’s famous dictum “Consistency is the hob-
goblin of little minds™ [16]. Reviews are cited where known, and references should
be considered as guides to further information rather than to definitive sources.

As mentioned, thermal ionization mass spectrometry is the area in which iso-
tope dilution developed and in which it has received the widest range of applica-
tions. One of thermal ionization’s major limitations is that it is essentially a sin-
gle-element technique; in no way can it be considered multielement in the sense
that numerous elements can be assayed in a single analysis. It is thus highly de-
sirable to mate isotope dilution with multielement analysis capability. Spark source
mass spectrometry for years dominated elemental analysis, but the nature of the
samples (solids) made use of isotope dilution difficult. Use of a multielement spike
was reported as long ago as 1970 by Paulsen et al. [17], however, and more re-
cently by Carter et al. [18] and by Jochum et al. [19,20].

In the last decade or two, the advent of new instrumentation directed at ele-

 mental analysis has provided fertile new ground for expanded use of isotope dilu-
tion. Glow discharge mass spectrometry is in many ways the modern replacement
for spark source and has similar impediments to ready application of isotope dilu-
tion. A recent report of Barshick et al. describes assaying lead in oil residues using
the technique [21]. The obstacles spark source and glow discharge mass spec-
trometry both present to ready use of isotope dilution make it unlikely that wide-
spread application of the technique will occur in conjunction with them.

The same cannot be said for ICP-MS, however. Samples are usually in so-
lution form, ideal for mixing spike and sample. This instrument, described in de-
tail in Chapter 3, has had huge impact on many areas of science in which trace el-
emental analysis is important. The use of isotope dilution in association with
ICP-MS has been described by Jarvis et al. in their book devoted solely to ICP-
MS [7]. It has become widely accepted as a reference method in fields not nor-
mally thought of as mass spectrometric such as in analysis of medical specimens
[22], and a review describing isotope dilution’s role in clinical, pharmacological,
and toxicological applications has recently appeared [23]. Fassett has summarized
its application, along with other traditionally inorganic techniques, to biological
systems [24]. There has been a spate of papers in recent years describing results
obtained by using isotope dilution in association with ICP-MS in inorganic appli-
cations, many of them dealing with environmental issues; two recent reviews by
Heumann bring the subject into focus [8,9].

Because ICP-MS is multielemental and samples are normally in solution
form, use of a multielement isotope dilution spike has many attractive features.
Spikes for individual elements can be kept separate and mixed in appropriate con-
centrations for the problem at hand. Many samples are from the environment, so



232 Smith

for most elements natural isotopic composition as specified by International Union
of Pure and Appliced Chemistry (IUPAC) can be assumed. The only instances in
which this might not apply are those in which elements have isotopic compositions
that are not constant in nature. Examples are fission products (such as neodymium),
in which small deviations from primordial composition might be encountered, and
the end products of naturally occurring decay chains. Lead, the end product of the
decay of uranium and thorium, is the outstanding example of the latter. 2>>U and
238U decay to 2°7Pb and 206Pb, respectively; 232Th decays to 2%8Pb. 2%Pb is thus the
only stable lead isotope that has no radioactive precursors. There are numerous
steps in each decay chain, mostly through short-lived nuclides. There was consid-
erable uranium, thorium, and lead present in the primordial earth, and the ratio of
the three elements varies widely with location. This causes the isotopic composi-
tion of natural lead to display enormous variation; assuming any given composi-
tion is ill advised. Such variation in lead isotopes is only to be expected when one
recognizes that the half-life of 38U (4.5 X 10° years) is about the age of the earth;
half the 238U present at the earth’s formation has thus decayed to 2°Pb. These and
other naturally occurring radioactive isotopes distort the isotopic compositions of
their decay products, thus providing the basis of isotope geochronology. Examples
are cited in the next section.

5.5.1 Geological Applications

By determining the amounts of a naturally occurring radioactive isotope and its
daughter in a given sample, geoscientists are able to calculate its age [6]. The fact
that the isotopes are naturally occurring means that half-lives are very long. Sev-
eral systems, including Rb-Sr, Sm-Nd, Lu-Hf, Re-Os, and Th-Pb, use isotopes with
half-lives in excess of 1010 years. Many age-dating techniques use isotope dilution
to establish how much of each element is present. Plots of one ratio versus another,
called isochrons, allow determination of the specimen’s age. As one example, 1"®Lu
emits a beta particle, decaying to 7®Hf with a half-life of 4.58 X 10'° years. Fig-
ure 5.3 is the isochron for samples from Greenland; it establishes the date at which
Amitsoq gneisses separated from the mantle as 3.59 + 0.33 X 10° years ago [25];
this is very old, for the age of the earth is about 4.5 X 10 years.

Studies such as this one allow geoscientists to investigate the past and to get
some idea of geological conditions then. Because a small error in the measurement
of the ratio translates into a large uncertainty in the calculated age of the sample,
isotope dilution mass spectrometry’s superior sensitivity and accuracy are impor-
tant in obtaining meaningful results.

5.5.2 Environmental Applications

Mounting concern worldwide about emission of toxic substances into the envi-
ronment has driven elemental analysis to new levels of sensitivity and accuracy,
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and one important recent trend in environmental applications is the analysis of el-
emental concentrations at extremely low levels. Detection limits in the picogram
per gram (ppt) range for numerous elements have been achieved by several teams
of investigators. Positive thermal ionization mass spectrometry was used to meas-
ure concentrations in these ranges for Pb, Rb, and Ba in the atmosphere over the
Pacific Ocean [26], as were those for Pb, Ni, Cu, Cd, and T1 over the South At-
lantic Ocean [27]. Concentrations of heavy metals in Antarctic ice normally fall
below 10 pg/g and for some (T1, Cd, Pb) are below 1 pg/g [28,29]. Concentrations
in the picogram per gram range have been reported for Re, Pt, and Ir in sediments
and for Re and Pt in natural waters using a flow injection introduction system for
an ICP-MS [30].

In a radically different analytical situation, Kelly et al. used thermal ioniza-
tion and isotope dilution to determine the amount of sulfur in fossil fuels [31].
These materials (oil and coal) were to be used as reference materials for analyses
by other analytical techniques; the superior accuracy and precision of isotope di-
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~ lution mass spectrometry were put to good use. Quoted precision for oil samples
was 0.5% and for coals, which are more inhomogeneous than oil, 1% to 4%.

ICP-MS dominates the field of environmental assay; most metallic and am-
photeric elements are susceptible of analysis, and it is often a great convenience
(to say nothing of being relatively economical) to be able to assay for all elements
of interest in a single analysis. Another feature of ICP-MS, however, has been ex-
ploited perhaps even more tellingly than multielement analysis. This is that the
sample introduction system lends itself to a wide variety of enhancement schemes,
in part because the sample is introduced to the instrument at atmospheric pressure
and in part because samples are most often in a water-based (dilute acid) medium.
These attributes combine to allow various separation and preconcentration
schemes to be implemented on-line or nearly so.

Information of critical importance for many elements of environmental con-
cern is the identification of their species. For example, chromium in the +3 oxida-
tion state is relatively innocuous, whereas in the +6 state it is extremely toxic. Spe-
ciation is such an important issue that an entire chapter in this book is devoted to
it. Only a few aspects related to isotope dilution are mentioned here.

One ineluctable aspect of isotope dilution is that enriched stable isotopes
range in cost from moderately expensive to prohibitively so. It is thus highly de-
sirable to minimize consumption of spike isotopes, and, since environmental sam-
ples are often large in volume, it is undesirable to spike the original sample di-
rectly. Heumann et al. addressed this issue by developing a dual delivery system
for ICP-MS interfaced to a high-pressure liquid chromatography (HPLC) separa-
tion system [32,33]; a schematic drawing of this system is shown in Fig. 5.4. The
system allows simultaneous introduction of two streams of solution to the ICP
torch. One is the sample, which is the effluent from the HPLC column; the other
contains the solution of the spike for the analyte element. For species-specific quan-
tification, the spike is added to the sample in the usual way. For determining the
total amount of the target element in the sample independent of species, the HPLC
is not used, and spike is added through the second introduction line to the ICP
torch. By this means, spike consumption can be minimized and, through HPLC,
speciation achieved. The two different spikes are often in different oxidation states.
One is used to quantify the species of concern (e.g., Cr¥1); the other is not specific
and measures total element concentration. The system was first demonstrated for
copper and molybdenum [32] and extended to analysis of natural waters with high
humus concentrations, which is a challenging matrix [34]. A multielement spike
of 10 ngZmL of each element was used to determine Cr, Ni, Cu, Mo, I, and Pb from
several rivers and other natural waters.

Heumann’s group also interfaced a gas chromatograph to an ICP-MS for
analysis of volatile elements in environmental samples [35]. The big advantage of
introducing gas-phase samples over the more conventional solutions is that ele-
ments can be transferred to the ICP without incurring the losses attendant on neb-
ulization. Figure 5.5 is a drawing of the apparatus involved. Using isotope dilu-
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Figure 4 Schematic diagram of high-pressure liquid chromatography inductively cou-
pled plasma mass spectrometry (HPLC-ICP-MS) system with dual-inlet system for isotope
dilution analyses. (From Ref. 32.)

tion, the authors were able to obtain good agreement with standards for selenium
atthe 10-ng/mL level. The spike was 32Se, and two isotope dilution ratios ("’Se/32Se
and 78Se/%2Se) were used to improve the accuracy of the speciation analyses.

Barshick et al. adopted a different approach for the speciation of mercury
[36]. These investigators used a commercial gas chromatograph-mass spectrome-
ter (GC-MS) in their work; the mass spectrometer was a quadrupole ion trap. A
solid phase microextraction fiber was employed to collect volatile organic species,
which were then desorbed and subjected to GC-MS analysis. Subsequent to analy-
sis of organic mercury compounds, inorganic species were converted to a volatile
organic form and analyzed, thus providing total mercury in the sample. Quantifi-
cation of mercury at the 400-ppb level using a calibration curve yielded precisions
of about 15%, whereas use of a 2%*Hg spike and isotope dilution yielded 1% [37].
This is a good example of the power of isotope dilution to deliver improved results
even when a mass spectrometer not designed for isotope ratio measurements is in-
volved.

Joining another type of ancillary device to ICP-MS, Beary et al. developed
a continuous-flow microwave digestion apparatus for isotope dilution analysis of
lead in environmental samples [38]. Although introduction to the ICP torch was
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Figure 5 Schematic diagram of gas chromatograph inductively coupled plasma mass
spectrometry (GC-ICP-MS) system. (From Ref. 35.)

not continuous, sample preparation time was reduced to about 10 min, and the au-
thors were able to exploit the ability of microwave digestion to dissolve a large
number of sample types and at the same time benefit from the accuracy and pre-
cision that isotope dilution provides. Good agreement between their results and
other techniques was obtained for leaves, air filters, sludge, dust, paint, and urine.

5.5.3 Biological Applications

Use of stable isotope dilution to assay elemental concentrations in biological sam-
ples has increased markedly in the recent past. Part of the reason is that use of ra-
dioactive isotopes previously employed as tracers has declined, and part is that in-
terest in the effect of various elements on biological systems and their fate once
they enter the food chain has increased. This important field is far from the author’s
area of expertise, so what follows should be considered a rather haphazard survey
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of some recent publications in which isotope dilution mass spectrometry was used
to good advantage.

One excellent example was the determination of lead in human plasma at
sub—nanogram per milliliter (sub-ppb) levels by Bowins and McNutt [39]. Detec-
tion limits of 16 X 10~15 g were reported. Use of a 2Pb spike and electrothermal
vaporization provided excellent sensitivity and accuracy, with precision better than
2% at the 1.3-ng/mL level.

Jiang et al. recently reported use of two different sample introduction ap-
proaches to analyze Cu, Cd, and Pb in biological samples through use of a multi-
element isotopic spike. The first was anodic stripping voltammetry, first adapted
for ICP-MS application by Caruso, Pretty, and coworkers [40-42]; this step
achieves both elemental preconcentration and elimination of the matrix. Jiang et
al. describe optimizing the system for use with isotope dilution and report good
agreement (ca. 2%) of their results with certified reference materials [43]. The sec-
ond development of this group was using isotope dilution in a system in which an
electrothermal vaporization device converted the sample to the gas phase [44]. A
palladium-treated graphite crucible was used to overcome the excessive volatility
of cadmium. Again good results were obtained from reference materials.

Yoshinaga and Morita used isotope dilution in conjunction with ICP-MS to
measure mercury in biological and environmental samples [45]. The same group
used microwave-induced plasma mass spectrometry for the isotope dilution analy-
sis of selenium in biological materials [46]. Analysis of nickel via isotope dilution
and ICP-MS has been reported by Patriarca et al [47].

5.5.4 Nuclear Applications

Isotope dilution mass spectrometry was used in the nuclear area almost from its
inception. Most Department of Energy (DOE) laboratories monitored uranium in
some form or other, whether for process purposes or for evaluation of releases to
the environment. Since this is a relatively mature field, and since the United States
has curtailed its development of nuclear power, research in this area is much less
active than it used to be.

One of the most significant parameters in reactor operation is burn-up—i.e.,
the amount of usable fuel consumed. One of the most important uses of this in-
formation is comparison of actual burn-up with predictions of computer codes; ac-
curate codes are vital to efficient and safe reactor operation. The most commonly
used calculations require knowledge of the isotopic compositions and amounts of
uranium, plutonium, and neodymium [48]. The necessary analyses make the pro-
cedure both time-consuming and very expensive, especially as spent fuel rods are
radioactive enough to require that initial operations be performed in a hot cell. Iso-
tope dilution has traditionally been used as the means of quantification of all three
elements. Green et al. report a thorough analysis of spent fuel rods in which
nanogram quantities of the three elements were analyzed; precision ranged from



238 Smith

0.1% to 0.5% [49]. The same laboratory measured part per million (ppm) levels of
iron in zirconium using isotope dilution [50]; the study was aimed at elucidating
the deformation effects of iron contamination in alloys used in reactors. In both
these studies, mass spectrometers specifically designed for the measurement of iso-
tope ratios were used, and thermal ionization was employed to generate the ion
beams.

In a different application not directly related to nuclear matters but nonethe-
less addressing a similar problem, Beer and Heumann used isotope dilution to
quantify trace levels of U, Th, Cu, Lb, Cd, Cr, Ni, and Fe in titanium, a metal ex-
tensively used in the microelectronics industry, in which purity is of critical import-
ance [51]. Detection limits ranged from 0.07 ng/g for U and Th to 35 ng/g for Fe.

An example of what one might call “double” isotope dilution was reported
by Smith et al. [52]. The specific problem addressed was the determination of the
quantity of material (either by weight or volume) in holding tanks in the nuclear
fuel cycle. Safeguards require establishing a material balance for these tanks, which
contain solutions of spent reactor fuel and, being highly radioactive, constitute a
hostile matrix. The method is a general one, however, and can be applied to any
situation in which the amount of solution is desired. The method involves adding
a known amount of natural lutetium to the tank; this was the first spike. Lutetium
was chosen because it was not present in the sample solutions and is well behaved
under thermal ionization; other elements could of course be used. After addition
of the spike, the contents of the tank were thoroughly mixed. An aliquot was with-
drawn and a lutetium spike of enriched !7Lu (the second spike) added. Isotope di-
lution analysis via thermal ionization mass spectrometry was carried out; knowl-
edge of the amount of natural lutetium added to the tank and its concentration made
calculation of the amount of solution in the tank simple. Precision and accuracy of
‘about 0.5%, superior to those of other methods of tank calibration [53], were ob-
tained.

5.6 CONCLUSIONS

It is with considerable gratification to the author that preparation of this chapter
brought home the realization that in his professional lifetime isotope dilution has
moved from a recondite technique used only by a few initiates into the mainstream
of analytical science, making valuable contributions in a multitude of fields as dis-
parate as the nuclear fuel cycle and the workings of the human body.
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6.1. INTRODUCTION

Surface ionization constitutes a wide range of processes whereby ions are emitted
from a hot surface. The physics of Saha-Langmuir (S-L) ionization [1], whereby
a neutral vapor-phase atom strikes a high-temperature solid surface and is re-emit-
ted as either a positively or a negatively charged atom, has been understood for
many years. The derivation of these formulas is specific for the removal or addi-
tion of an electron to a neutral vapor-phase atom striking a hot surface and is not
valid for molecules or molecular transformations. The S-L equation can be fit rea-
sonably well to experimental data (to at least a first approximation) for situations
in which an element in the zero oxidation state sublimes from a hot surface—for
example, sublimation of positive and negative rhenium ions from a pure rhenium
filament at 2100°C [2]. These situations are referred to here as pseudo—S-L
processes (as distinct from a true S-L process) and specifically situations in which
an element in the zero oxidation state is volatilizing from the surface as a mix of
positive ions, negative ions, and neutrals. Saha-Langmuir ionization is explained
in detail in Chapter 1.

In practice there are few systems in which the S-L model actually describes
the ion formation process, since molecular transformations are usually involved in
this process. A more typical thermal ion source has a multiple-filament arrange-
ment wherein a neutral molecule volatilizes from a sample filament at a modest
temperature, undergoes fragmentation on a much hotter ionizing filament, and
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revolatilizes as an atomic ion. These processes are less well understood since they
involve a chemical change from a molecule to an atom in addition to the change
in charge state. Experimentally the temperature and work function (WF) of the ion-
ization surface, and the ionization potential (IP) or electron affinity (EA) of the ion
species, continue to be important parameters. This chapter deals with the types of
thermal ionization processes in which an inorganic solid is heated to a high tem-
perature and ions are emitted directly from this deposit. These are referred to as
ion emitters and are conveniently divided into two categories: ion emitters with the
ion of interest presynthesized and embedded into a suitable matrix from which this
preformed ion sublimes, and emitters in which the ion of interest is produced via
achemical or physical process either within the matrix or during volatilization from
the matrix. Understanding of the basic principles of both types of ion emitters is
still in an early state of development, and some of the concepts presented in this
chapter are preliminary and in some cases are just now being submitted for jour-
nal publication. Still other topics are presented here as research opportunities.

The vast majority of materials vaporize only neutral species at elevated tem-
peratures, and only a few materials emit ions to an appreciable extent. As an in-
troduction to the topic of ion emitters it is useful to ask the question, What causes
a thermally hot.condensed phase material to vaporize atoms and/or molecules as
ions rather than as neutral species? This is a nontrivial question and only recently
have some models that address this question begun to emerge for a few ion emit-
ters. These models are still in the conceptual state, and although they are consis-
tent with limited sets of experimental data, ideally they will achieve considerable
refinement in the coming years.

The IP for cation emission and the EA for anion emission continue to be im-
portant experimental parameters for ion emitters, as would be expected since these
parameters define the thermodynamic stability of the particular ion. The WFs of
the surfaces of the mixtures that constitute emitters are largely unknown and are a
gap in our understanding of these materials, although it would be expected that this
parameter would also be important. The work functions of the pure material that
is blended into the emitters as the major constituent are known, however. Anion
emitters tend to have a major constituent with a low work function, such as a rare
earth oxide or an alkaline earth oxide. The situation for cation emitters is less clear,
although they tend to be mounted on filaments made of a metal with a high work
function such as metallic thenium or platinum. Experimental measurement of the
work functions of some of these surfaces is a good research opportunity. Since ion
emission is from the deposit itself, one would think that the filament material would
not be important as long as it could tolerate the required temperatures. Experi-
mental results suggest this is not always true. In two instances [3,4] solubility of
the base metal in the ion emitter has the effect of poisoning emission. On the other
hand, in the case of the alkali metal zeolite cation emitters it has been shown that
various supporting materials work equally well [S], as there does not seem to be a
solubility problem for the metals in the zeolite at the experimental temperatures.
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In general, pure materials do not emit appreciable quantities of ions; the one
exception is self-ionization from high-temperature refractory metals [2]. In the ma-
jority of useful ion emitters the material from which ions are to be produced is em-
bedded in a matrix that is usually more refractory than the material itself and al-
lows migration of the species of interest. For many ion emitters the more refractory
matrix is thought to have the effect of increasing the temperature of volatilization
of the species from which ions are to be produced, and the higher operating tem-
perature increases ionization efficiency for most emitters. There are other matrix
effects that have been identified or hypothesized for various ion emitters such as
migration of the species of interest, and these are mentioned as the emitters are dis-
cussed.

The importance of the chemical composition of these inorganic deposits in
regard to ion emission has been understood for many years and is illustrated by the
work of Studier et al. [6]. A deposit of uranium on a hot filament emitted a variety
of ions, depending on the oxidizing and reducing agents added to the material.
They presented their data in the following format:

Oxidizing agents (e.g., oxygen)
UcC,, U*, U0+, U0, Uo,*

Reducing agents (e.g., carboxg

These results illustrate the importance of the chemical species of the element
present in the deposit with regard to ion emission (and gives insight into the effect
of the oxidizing/reducing nature of the ion emitter) but tell little about the actual
mechanisms active in the ion emitting process. As an example, the ions could be
emitted either from the deposit itself or from an intermediate material that formed
as a consequence of the chemical properties, or it could be entirely an interface
phenomenon in which the deposit only served as a repository for the uranium
species and the supporting filament served as the ionization surface.

The study of the mechanistics of ion formation from hot ion emitters has be-
come a topic of research in the author’s laboratory in recent years. As with all re-
search, the deeper one probes the more there is to study. Whenever a new level of
understanding was achieved, new questions arose that required new approaches
and in some instances new instruments custom designed and built to accomplish
measurements needed to achieve the next level of understanding. These instru-
ments are described with examples of how they are applied.

6.2 INSTRUMENTATION FOR THE STUDY OF ION
EMISSION MECHANISMS

This work was initiated with a standard National Bureau of Standards (NBS) style
single magnetic sector mass spectrometer (see Chapter 1). This capability was sup-
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plemented with three new types of instruments constructed or modified from more
standard designs to accomplish specific types of measurements:

1. An ion imaging instrument [5] for imaging the regions on an emitter
from which ions are originating

2. Anion/neutral mass spectrometer [7] that allows the ions and the neu-
trals (via electron bombardment ionization) volatilizing from the emit-
ter to be measured in sequence

3. A secondary ion mass spectrometer (SIMS) able to analyze the chemi-
cal composition and speciation of the surface of ion emitters at full op-
erating temperature

Several new types of source mounts have also been developed to allow op-
timal placement and operation of the ion emitters in these instruments. These in-
struments provide complementary information on the properties of ion emitters
that are helping to elucidate the mechanisms by which ion emitters function. This
knowledge has allowed the development of better ion emitters.

6.2.1 The Sample as an Element in the Focusing Lens

Before describing sample mounting techniques it is important to discuss the issue
of voltage spread across an ion emitting surface and the way it interacts with the
extraction and focusing of the emitted ions. This is a very important aspect of both
the experimental apparatus and the implementation in useful ion sources. In ther-
mal ionization (and in SIMS), the single most important element in the ion lens
system is the sample itself. This is because the ions are at their lowest velocity just
as they are emitted from the sample surface, and thus their flight paths are more
readily altered by either electric or magnetic fields. Another aspect of this issue is
that it is physically more difficult to design and build a useful ion emitter/ion lens
with a high level of symmetry around the emitter than for the rest of the lens. Any
minor irregularities in the electrostatic fields in the region near the emitter have a
far greater effect than in regions after the initial acceleration of the ions. This is
why the NBS style mass spectrometer is operated with a nearly field-free region
surrounding the filaments when a triple-filament source is used, and it is operated
with a substantial draw-out voltage when a single-filament source is used. The
triple-filament assembly adds sufficient electrostatic asymmetry to the source re-
gion that only a weak draw-out voltage can be tolerated.

In general, it is important to maintain electrostatic symmetry around the axis
of a lens that has cylindrical geometry, and to maintain electrostatic symmetry
along the y and z axes of a lens with planar geometry. Deflection electrodes vio-
late this rule, but they are generally downstream in the lens, where the ions have
much greater velocity and hence they have less effect on the focusing. Also, the
deflection offset is quite small when the source is properly aligned, minimizing de-
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focusing. Improperly designed deflection electrodes that deflect the ions a sub-
stantial distance can severely defocus a beam, however. A voltage spread ‘across
the face of the emitter adds an element of asymmetry at the worst possible loca-
tion in the entire lens, causing random defocusing of the ion trajectories. Conven-
tional thermal ionization sources have up to a 2-V drop along the length of the fil-
ament facing the lens from resistance heating. An experiment conducted in the
author’s laboratory, but never published, showed significant defocusing of a pla-
nar beam from this effect. In a lens with cylindrical geometry there is considerable
defocusing, as is discussed in the section on ion imaging. Thus consideration must
be given to constructing an ion emitter with little or no voltage spread across the
face.

6.2.2 Methods for Mounting Samples

Two types of miniaturized sample mounting procedures have been developed. In
the first, the sample is mounted on a miniature version of a single-filament design
of the type described in Chapter 1 and mentioned previously. This design is shown
schematically in Fig. 6.1. The distinguishing features of this design are that the

LR

Front Side

Figure 1 TIllustration of the “minifilament” used to minimize voltage spread in the sam-

ple region of the ion source and to concentrate the sample closer to the central axis of the
ion optics.
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portion of the filament facing the lens is shortened by about a factor of 4, with a
voltage drop of 0.5V or less across the face, and the sample concentrated close to
the lens on the face of the filament. This design has been useful for a variety of ex-
periments in which the approximate 0.5-V spread across the ion emitter does not
cause complications.

The other design, shown in Fig. 6.2, has the sample pressed into one end of
a tube with the opposite end plugged. This tube is supported by filament material
normally used in thermal ion sources, typically rhenium. The assembly is heated
as a standard filament is, except the resistance across the tube is less than the re-
sistance along the length of the filament. Essentially the entire voltage drop across
the assembly occurs along the length of the filament, with the tube at a constant
voltage that is close to one half of the voltage drop across the assembly. Since the
resistance of the tube is so low, little heat is generated by the current flow, so the
heat is supplied by thermal conduction from the filaments. This sample mounting
also reduces the likelihood of the emitter’s falling from the mount since it is con-
tained in the tube. Most of the work described later in this chapter employed one
of six variations of this design.

S |
/‘“ ampe»\

—Tube — |

Front Side

Figure2 lllustration of a version of the “tube ion source.” Voltage drop is primarily across
the filament since the walls of the tube have much higher electrical conductivity than the
filament as a result of wall thickness. The tube therefore has nearly constant voltage across
the ion emitting face.
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Figure 3 Diagram of the “ion source imaging instrument.” The spatially resolved ion
beam is projected onto the image intensifier to produce an image of the ion emitting regions
of the emitter. :

6.2.3 lon Imaging Studies

In an attempt to gain an understanding of where ions originate on these materials,
an instrument [5] was constructed for the purpose of imaging the ion emitting re-
gions. Figure 6.3 is a diagrammatic view of the instrument. The heart of the in-
strument is the ion lens that projects a spatially resolved image of the ion emitting
regions onto an image intensifier. The image intensifier consists of a chevron mi-
crochannel plate interfaced to a phosphor coating plated on the vacuum side of a
~ fiber optic bundle sealed into a vacuum flange. The image of the beam striking the.
device can then be viewed from the other side of the fiber-optic bundle outside the
vacuum. Details of the design and operation of the instrument are given elsewhere
[5]. The instrument produces total ion images from the surface being studied, pro-
viding no mass resolution. The approach of not mass resolving the ion beam greatly
enhances sensitivity and ease of operation and reduces the cost of the instrument
by about an order of magnitude but limits usefulness to the study of emitters with
relatively pure ions. This did not pose a problem for the types of studies of rela-
tively pure ion beams for'which this instrument was intended. When operating with
~ high-intensity ion beams (>107'° A) the image on the image intensifier can be pho-
tographed with a camera, whereas at lower intensities the image is captured with
a high-gain video camera. The photographic camera gives much higher resolution
than the video camera but yields reduced sensitivity since the video camera can
detect very low levels of light, allowing short exposure times with low-intensity
. beams. ; : ‘
Other than the issue of mass resolution, the major limitation of the instru-
ment is the requirement that samples be at a constant voltage across the face of the
emitter. The tube ion source gives about two orders of magnitude higher imaging
resolution than the short filament source (3 um vs. 200 um) because of the issue
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of voltage spread across the face of the emitter, as mentioned in the preceding sec-
tion. Thus, even a 0.5-V spread across the emitter face causes considerable defo-
cusing.
This ion imager has allowed answers to be obtained to the question, Where
~ on the emitter do the ions originate? All of the systems studied to date emit ions
from the surface of the main body of the emitter. This is illustrated in the images
presented in Fig. 6.4a—d. The photographs of the first three of these emitters (Cs*
inFig. 6.4a, ReO,” in Fig. 6.4b, 1™ in Fig. 6.4c) show the surface topographical fea-
tures of the face of the solid emitter, with ion emission clearly emanating from the

d
Figure 4 (a) Image of Cs* emission from cesium zeolite. Note enhanced emission from
the cracks. (b) Image of ReO,” emission from a perrhenate emitter. (c) Image of I~ emis-
sion from an jodide emitter. (d) Image of Bi* emission from a molten glass ion emitter.
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face of the emitter. An interesting feature is the enhanced ion emission from the
cracks in the face of the emitter in Fig. 6.4a. These appear to be due to enhanced
migration of ions along the surfaces within the cracks. This information by itself
provides the insight that ions can migrate along surfaces prior to emission. Another
possible interpretation of the enhanced ion emission from the cracks is that the
edges may provide an enhancement effect, possibly due to electrostatic field gra-
dients that are stronger at an edge. The fourth image is Bi* from a molten glass ion
emitter. Although the image does not show any surface topographical features, the
majority of the ions are originating from the face of the bulk of the deposit. The
ions forming the ring around the main area of ion emission are thought to origi-
nate from sample residing on the outer rim of the tube source. The intensity was
sufficiently low that an exposure of several minutes would have been required to
obtain a good photograph. The features changed with time rapidly enough that this
was not practical, hence the image in Fig. 6.4d is from the video camera. An in-
teresting topographical feature of the molten ion emitter, which unfortunately can-
not be demonstrated to the reader, was the fashion in which bubbles could be ob-
served forming and bursting on the surface. If such a bubble were to occur in a
sample for which an isotope ratio were being measured it would be impossible to
get accurate results since the beam intensity would fluctuate excessively. This may
be the reason why many analytical procedures that use silica gel require the use of
very small loadings.

It is recognized that there may be other ion emitting condensed phase mate-
rials for which ions originate from a region other than from the bulk of the mate-
rial, but since these have not been identified to date, the remainder of this chapter
deals with those systems emitting ions from the bulk of the deposit.

6.2.4 lon/Neutral Mass Spectrometry

Material volatilizing from the surface of most condensed phases at high tempera-
tures consists predominantly of neutral species, with only a few materials emitting
ions to an appreciable extent. Ion emitters are unique in this regard. In an effort to
understand the mechanisms responsible for this phenomenon better an instrument
was constructed to measure the ions and the neutrals volatilizing from a single
specimen of an emitter sequentially. The purpose is to gain better understanding
of the types and quantities of neutrals volatilizing from the materials along with
the ions so asto gain new insights into the processes governing ion emission.
This instrument [7] measures three types of ions in a sequential mode: the
positive and negative ions emitted from the surface of the ion emitter, and the neu-
tral species volatilizing from the surface and ionized by electron impact (EI). A
commercially available quadrupole mass spectrometer equipped with an EI source
was modified to allot a specially designed thermal emitter to be just barely inserted
into the ionization chamber. The chamber is much cooler than the emitter; there-
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fore, condensable species must be ionized prior to striking the wall of the ioniza-

tion chamber as they condense onto the walls. This is Langmuir vaporization, in

contrast to Knudsen vaporization, in which the chamber walls are at the same tem-

perature as the sample, which measures the vapors in thermodynamic equilibrium

- with the surface. Both the miniaturized filament source and the tube source have
‘worked well in this instrument. On heating, neutral atoms and molecules are va-
porized from the surface and ionized by electron ionization, allowing the determi-
nation of the chemical species in the neutral vapor. This requires a specific set of
focusing voltages, which conveniently do not allow ions emitted from the surface
of the emitter to pass into the mass spectrometer. Additional discrimination against
any surface ions is obtained by biasing the emitter.

Both ions and neutrals volatilized into the chamber. Positive ions emitted
from the surface of the emitter are focused into the mass spectrometer with a to-
tally different set of focusing voltages. Negative surface ions are also focused into

~ the mass spectrometer, again with a unique set of focusing voltages, and of course
with the quadrupole voltages reversed and the detector configured for negative ions.
Computer control of the voltages greatly simplifies rotating among the three
modes. The filament producing electrons for EI is turned off when surface ions are
being measured, further ensuring that ions of different origins are differentiated.
Two to four minutes is allowed for spectral scanning and data storage prior to se-
quencing on to the next mode. :

This instrument has allowed several studies that provide information not ob-
tainable by other means to be conducted. Four examples are presented as follows:
The first example concerns the question of the mechanism of emission of potas-
sium ions from potassium zeolite [7]. Earlier studies had made the assumption that
this was an S-L type of ion formation mechanism [8], implying that there was a
neutral potassium atom flux accompanying the flux of atomic potassium cations.
Experiments performed on this instrument clearly showed that this is not the case;
there was no detectable neutral atomic potassium flux accompanying the cation
flux. Thus this instrument was used to answer a long-standing question with an ex-
periment conducted in one afternoon and allowed the conclusion to.be reached that
the mechanism is potassium ions in the solid state subliming into the gas phase.

The second example is the analysis of silver zeolite [7], in which it was shown
that there is a substantial silver atom flux accompanying the relatively weak silver
cation flux. There were no molecules or clusters containing silver in the gas phase.
Pure silver metal heated to the sublimation point gives primarily neutral atoms and
metallic clusters with no ions. Thus, sublimation of atomic silver ions from zeo-
lite may be a pseudo—S-L type of process, although additional evidence concern-
ing the species of silver in the solid state would be required prior to making this
assertion.

The third-example is the analysis of perrhenate emitters [3,9] discussed later
in this chapter. Pure Ba(ReO 4)2 volatilizes as neutral molecules, whereas the blend
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of Ba(Re0,), into a rare earth oxide matrix gave a strong ReO,~ flux and no evi-
dence of Ba volatilizing as either a neutral or an ionic species. Here it can be con-
cluded that Ba(ReO,), must be embedded in a matrix to allow ReO,™ to m1grate
away from the Ba counter ion and to sublime as an anion.

The fourth example, an unpublished study [10], has demonstrated that silver
molten glass ion emitters volatilize a considerable neutral silver atom flux accom-
panying the silver ion flux, again leaving open the possibility that this is a
pseudo—S-L type of ion emission process.

Additional evidence, useful in supporting the concept that silver zeolite and
silver molten glass ion emitters are S-L processes, would be that both ions and neu-
trals arise from the same species in the solid state; this issue is addressed in the fol-
lowing section, on high-temperature SIMS.

6.2.5 High-Temperature Secondary lon Mass Spectrometry

High-temperature mass spectrometry (HT-SIMS) is a technique currently being
developed that has not yet been described in the public literature, and hence is men-
tioned here only briefly. Our group has been developing SIMS as a technique for
determining chemical speciation of inorganic solids at room temperature [11-13],
and HT SIMS is an expansion of this effort. Most techniques for the determination
of chemical species in solids (other than various crystallographic methods) rely on
taking the solid material into solution, followed by some analytical technique such
as liquid chromatography inductively coupled plasma mass spectrometry (LC-
ICP-MS) or LC-electrospray-MS. This can be a definitive determination as long
as the chemical species is unchanged by the process of dissolving the solid mate-
rial. If the chemical species are altered by the dissolution process, then the altered
species is determined rather than the original species.

Performing the chemical speciation analysis on the unaltered specimen with
SIMS alleviates this uncertainty. However, the results are fundamentally more dif-
ficult to interpret, for certain species that are more ambiguous, and for other species
with which the technique cannot be made to work. Each situation is obvmusly quite
different and care must be exercised in choosing a method.

Because the goal is to determine the chemical species present on the surface
of ion emitters at high temperatures, it is obviously impossible to dissolve the ma-
terial; hence SIMS is used to determine the chemical species. One of our SIMS in-
struments has been modified so the ion emitting surface is at full operating tem-
perature in the sample position, where it can be bombarded with a beam of
perrhenate anions and the resulting sputtered secondary ions measured by mass
spectrometry. This instrument is now operational and is being used to determine
the practicality of this approach. The first study, which is presently being con-
ducted, is an effort to determine the chemical species present on the surface of a
silver molten glass ion emitter. The ion/neutral mass spectrometer results show that
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both silver neutral atoms and silver atomic cations are emitted from the surface. If
it can be determined that atomic silver in the condensed phase is the species that
is responsible for the formation of both the neutral and the ionic silver species, then
the conclusion can be drawn that the ion emission process is a pseudo—S-L-type
process. Preliminary data are consistent with the conclusion that silver on the sur-
face is in the zero oxidation state.

6.3 TYPES OF ION EMITTERS

There are dozens of analytical methods published in both the open literature and
in government and other reports that describe the preparation of various ion emit-
ters for the purpose of measuring isotope ratios. There are also many methods that
various laboratories have developed that have never been published but are referred
to in oral presentations. Thus there are probably many groups of ion emitters that
have been developed and used but whose mechanistics properties are not under-
stood. If the mechanism were understood, however, it is likely that the method
could be improved. At the beginning of this chapter ion emitters were divided into
two categories, presynthesized ion emitters and those with ongoing chemical and
physical reactions that produce the ions in situ. Examples of each of these are pre-
sented here, and their mechanistic characteristics are described to the extent they
are understood.

6.3.1 Emitters with lons Presynthesized in the Solid State

In the class of ion emitters in which the ions are presynthesized in the solid state,
the ion of interest is presynthesized and embedded in a suitable matrix. It is thought
that ions are subliming directly from the solid state into the gas phase, as supported
by the images in Fig. 6.4a—c. These images clearly demonstrate that ion emission
is from the face of the bulk of the deposit. The enhanced ion emission from the
cracks in Fig. 6.4a indicates that ions migrate from the bulk to a surface, and then
migrate across the surface until reaching a location where they can sublime. The
actual ion migration and sublimation mechanisms are not understood, and the role
the electrostatic field may play in these processes has not been studied. Two broad
classes of ion emitters of this type have been identified and studied:

1. Anion emitters: This category of emitters is based on the rare earth ox-
ides [3,9], with the best characterized ones based on the Eu, 0, matrix,
and have been shown to be efficient emitters of the perrhenate (ReO, ™)
and the halide (C1~, Br™, and I7) anions. It is probable that the analyt-
ical method for producing ions from technetium [14] also is in this cat-

egory.
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2. Cation emitters: The alkali metal zeolites, and other alkali metal alumi-
nosilicates, are efficient emitters of alkali metal cations. The cation emit-
ters have been known for a much longer time than the anion emitters,
but the anion emitters are better understood from a chemical perspec-
tive; hence they are discussed here. Both types of emitters, however, can
be scaled up in intensity readily to be used for the primary ion guns in
static SIMS instruments. Ion beams of 50 pA to 1 nA focused to a 1-mm
spot size are routinely produced by using these emitters. These emitters
are primarily used in SIMS guns, as opposed to being used for isotope
ratio analyses.

The importance of the work function and temperature of the surface, the ion-
ization potential for positive ion emission, and the electron affinity for negative ion
emission are well established for conditions in which the S-L equations are valid.
Experimentally, the IP and EA are also important for thermal emitters. For exam-
ple, the alkali metals all have low IPs and are emitted in good yields from the ze-
olites impregnated with the corresponding alkali metal. The halide and perrhenate
anions all have high EAs and are emitted in good yield from certain of the rare
earth oxides. The temperature is also quite important, but possibly not for the same
reasons as for the S-L conditions. Under S-L conditions a higher temperature is
more likely to strip an electron or to add an electron to an atom.

Sublimation of preformed ions from the surface is a process much different
from S-L ionization since these ions already have their oxidation and charge states.
It may be surmised that a higher temperature increases the migration rates of the
preformed ions and increases the sublimation rate, until the temperature gets so
high that some undesirable process occurs in the matrix. As an example, the oxi-
dation state of the ion of interest could change with excessive temperature, de-
stroying the ion emission properties, or the matrix could undergo an undesirable
phase transformation. The importance of the IP and EA may be more related to the
degree of polarization between the preformed ion and their counter ions. The WF
of the surfaces of these emitters has never been measured, not even at low tem-
peratures. The better anion emitters are in rare earth oxide matrices, and these ma-
terials are known to have relatively low WFs at low temperatures, but the effects
of blending these components and elevating the temperature have the potential to
alter these values. This area needs more study.

Experimentally, the compound consisting of the preformed ion and its
counter ion (such as barium perrhenate for perrhenate emission) does not produce
ions when heated—instead, only neutral species sublime. It must be embedded in
a suitable matrix and then heated. The limited experimental evidence collected to
date indicates that the ion to be emitted must have significantly greater mobility
and/or vapor pressure in this matrix than its counter-ion, allowing diffusion of the
ion of interest. When the temperature gets sufficiently hot the ion migrates to the
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surface and sublimes, leaving the counter ion behind. This process continues until
something happens to limit further diffusion and/or sublimation. This limiting step
is thought to be the buildup of charge (or color centers) within the matrix. The sec-
ond major requirement seems to be some mechanism to compensate for the buildup
of these charge centers.

The most successful of the anion emitters are based on rare earth oxide ma-
trices, with the rare earth in the +3 oxidation state. Europium oxide, Eu,0;, is the
most successful of these anion emitters and also has the most stable +2 oxidation
state of all the rare earths. This feature of Eu,0;, the stability of the +2 oxidation
state, is thought to be responsible for this compound’s being the best matrix.
Whereas the matrix in the +3 oxidation state allows the migration of the anions
away from the counter ion, the stability of the +2 oxidation states allows reactions
of the following type to take place

Eu,0, + Ba(ReO ), + 2e =>2ReO,” (gas phase) + 2EuO + BaO 6.1

This reaction involves the reduction of Eu in the +3 oxidation state to Eu in
the +2 oxidation state, freeing an oxygen anion to combine with the Ba counter
ion left after the perrhenate anion migrates. There are a variety of other chemical
reactions of a similar type that can be written, such as the following:

Eu,0, + 2Ba(Re0,), + 2¢~ => 2ReO, " (gas phase)
+ 2Eu0 + Ba,0(Re0,), 6.2)

This equation has the advantage over the previous one that the barium con-
taining molecule on the right of the equation retains a partial ionic character that
permits it to serve as a “transfer station” for additional migration of perrhenate an-
ions. '

A model is proposed to account for the capability of these materials to be ef-
ficient emitters of ions:

1. The singly charged ion needs to be presynthesized, paired with a suit-
able counter ion (all successful systems studied to date have the ion of
interest singly charged and the counter ion doubly charged), and em-
bedded in a matrix that allows the singly charged ion to migrate away
from the doubly charged counter ion when heated. Otherwise, the entire
neutral molecule can sublime, bypassing the channel for ion emission.

2. The ion of interest needs to be stable in the matrix. This places various
requirements on redox properties of the matrix for each type of ion.

3. There needs to be some mechanism available for maintaining charge
neutrality in the lattice after ion migration. Electron migration between
the filament and the power supply can maintain charge neutrality, but -
this alone cannot satisfy the bonding requirements of the counter ion.

4. For a cation emitter, an oxidation reaction within the matrix is required
to generate a new cation to satisfy the bonding requirements of the anion
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remaining after cation emission. For an anion emitter a reduction reac-
tion within the matrix is required to generate a new cation to satisfy the
bonding requirements of the remaining cation after anion emission.

It is probable that the oxidation or reduction occurs nearly simultane-
ously with ion migration, since any appreciable electrical charge buildup
is thermodynamically improbable.

" This model is based on studies of anion emitters in rare earth oxide matrices
in the +3 oxidation state extending over several years. These studies can be sum-
marized as follows:

1.

2.

It is an experimental observation that only the rare earths starting out in
the +3 oxidation state are efficient ion emitters.

The rare earth must have a reasonably stable +2 oxidation state, although
the majority of the material must be in the +3 state. The elements eu-
ropium (Eu) and ytterbium (Yb) have by far the most stable +2 oxida-
tion states of the rare earths, and the oxides of these elements make the
most effective matrices for anion emission. Eu is approximately two or-
ders of magnitude more effective as a matrix that Nd when perrhenate
emission is not pushed to high levels.

The included anion to be emitted must have a high electron affinity. The
species demonstrated to be emitted from these matrices are the halides
(C17, Br™, I") and perrhenate (ReO,™). The electron affinities are 3.7
eV,3.5eV,3.2eV, and 4.5 eV, respectively. The borate anion (EA of 3.0
eV) can also be readily observed as an impurity in these emitters.
These anions appear to be quite stable in these matrices. Studies con-
ducted with the ion/neutral mass spectrometer could not detect any gas-
phase reduction products of perrhenate or any oxidized species of the
halides, leading to the conclusion that the Eu,0O, matrix is neutral or
nearly so in regard to oxidation/reduction potential.

Studies on the ion/neutral mass spectrometer have verified that the bar-
ium counter ion is nonvolatile in these matrices, and possibly nonmi-
gratory.

6.3.2 Emitters with lons Produced in Situ,

Emitters that have ions produced in situ are by far the largest group of known ion
emitters. They are much more difficult to scale in intensity than preformed ion
emitters. In general, methods have been developed that give stable and reproducible
ion beams with sufficient intensity to provide an isotope ratio analysis for the par-
ticular element to be analyzed. As stated earlier, it is not necessary to understand
the mechanistics of ion emission to use these ion emitters for isotope ratio analy-
sis as long as the ion beams are sufficiently stable with adequate intensity. There
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is:always the question, though, of whether the method could be improved signifi-
cantly if the mechanism were understood. For this reason, it is useful to attempt to
gain an understanding of these processes. Although the primary application of the
preformed ion emitters tends to be as the primary ion guns in static SIMS instru-
ments, the significant application of these emitters is the measurement of isotope
ratios.

There are two main subdivisions of ion emitters in this group of which we
have some understanding. The first of these subdivisions is an emitter in which an
ongoing chemical reaction synthesizes an ion that is then sublimed. An example
of this is the production of perrhenate anions [15] from the rare earth oxide cat-
alyzed oxidation of rhenium by water vapor. The second subdivision is the pro-
duction of neutral atoms within a matrix and the vaporization of fluxes of neutral
and ionic species. This can be thought of as a type of pseudo-S-L process since
there is an atom on the surface that has a finite probability of volatilizing as either
an ion or the atom. The trick is to be able to produce these atoms in the zero charge
state in the matrix. There are a number of ion emitters thought to be in this cate-
gory, but none proven. There are many other “recipes” that have been used over
the years; among these there are probably other types of ion emitters that have been
used but whose mechanistics properties have never been identified. In truth, there
is very little that is known with certainty about the mechanistics of ion emitters in
these categories; hence the rest of this chapter primarily outlines areas that require
research.

6.4 POSSIBLE PSEUDO-SAHA-LANGMUIR ION
FORMATION PROCESSES

6.4.1 lon Emission from Pure Metals

Several refractory metals emit the respective atomic cation and, in some cases, the
atomic anion at temperatures approaching the burnout point of the material. The
work of Scheer and Fine {2] demonstrates that tungsten and rhenium emit both
atomic cations and anions of the respective metal, and that the ratio of cations to
anions as a function of temperature is consistent with the S-L equations. Such be-
havior can be termed pseudo—Saha-Langmuir behavior, as the characterization
pseudo indicates that this situation is not that of an atomic beam impinging on a
hot metal surface. This does not conclusively prove that these are S-L processes,
however, since no attempt was made to measure the neutral atom flux. This raises
the question, If the S-L equation applies to the sublimation of atoms of the major
(or only) element making up a high temperature metal, will it also be applicable
to the emission of minor impurity metal ions? This has never been proved experi-
mentally, but it seems a logical extension of the preceding conclusions. There are
situations in which such processes may be occurring. First, there are analyses for
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several elements that are limited by the levels of impurities in the filament mate-
rials such as Mo in Re filaments. Since Mo is more volatile than rhenium, it sub-
limes preferentially, causing spectral interferences with Zr and Ru. Also, there are
a variety of isotope ratio analyses in which the chloride or nitrate salt is loaded di-
rectly onto a single filament, with the temperature slowly increased until ion emis-
sion is reached. The mechanisms have never been studied, but it is possible that
the element alloys with the filament material before being re-emitted as the atomic
cation. Thus these ion emitters may also fall into the category of being trace met-
als embedded into a refractory metal matrix. This provides a research opportunity.

6.4.2 Electrodeposited Emitters

Electrodeposition could be a pseudo-S-L type process, although definitive proof is
lacking. The element to be ionized, uranium [16] or plutonium [17], is coelec-
trodeposited with a platinum metal layer, then covered with an additional layer of
platinum. The U or Pu is believed to be electrodeposited as an oxide, and platinum
is electrodeposited as the metal. Hence there is thought to be a U or Pu oxide buried
in the metal matrix. When this deposit is heated, after a sufficient length of time
atomic cations of U or Pu begin to sublime from the surface without measurable
metal oxide ions. Metal oxide ions should be readily observable if they are pres-
ent in the matrix. Thermodynamic calculations indicate that the hot platinum ma-
trix will not reduce the U and Pu oxides to the metallic state, and yet the observed
species are atomic ions and not oxide molecular ions.

6.4.3 Silica Gel (Molten Glass) lon Emitters

The original work on silica gel ion emitters was first published in 1959 [18] and
has typically been referred to as the “silica gel” method. This method has been
widely adapted to the analysis of many elements. The basic method is to deposit
silica gel in an aqueous suspension onto a filament, then to add a solution con-
taining the element to be ionized, then to add either phosphoric acid or boric acid
solutions. The mixture is dried and the filament mounted in the source. The source
is evacuated and the temperature slowly increased to operating temperatures. In
general, it is best to use solutions with the lowest practical strong acid (HCI, HNO,)
content to prevent dissolving filament material that poisons the emitter. The ele-
ments that can be analyzed by this technique can be classified into two main groups:
those that are readily reduced to the metal and those that are not. It is unlikely that
these two groups have the same ion formation mechanism. Elements in the first
group include Pb, Bi, Ag, Au, Te, Sn, Ru, Pd, and Fe [19-25]. The alkaline earth
elements [26] can also be analyzed by using variations of this method; they are
clearly quite difficult to reduce to the metal and therefore constitute the second
group. This analytical technique was originally developed for the isotope ratio
analysis of lead for U/Pb age dating, and this is still the largest single application.
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A recent study [4] conducted on large deposits of bismuth ion emitters pre-
pared by a method of this type identified the material as a molten glass at operat-
ing temperatures. Figure 6.4d identifies the surface of the bulk of the material as
the ion emitting surface. It has been known for many years that rhenium was a su-
perior filament material to tantalum for these analyses, and this study identified the
reason. Tantalum dissolves in the molten glass and poisons the emitter. Thus we
have reason to believe that the molten glasses are highly corrosive, especially to-
ward Ta, and are especially so if strong mineral acids are used.

A more recent study has been conducted on silver/silica gel ion emitters. Sil-
ver was chosen because it has only 0 and +1 oxidation states, greatly simplifying
the determination of the oxidation state responsible for ion emission. The question
is, Is it Q or +1? If it is +1, it would be a preformed ion, whereas if it is 0 it would
be a pseudo-S-L-type process with a mix of neutral and cationic species volatiliz-
ing from the surface. Silver oxides are known to decompose to the metal and
gaseous oxygen at temperatures well below the operating temperatures of these
ion emitters; hence there is a high probability that silver is reduced to the metal
from the temperature alone. Indeed, oxygen is evolved from these emitters at ap-
proximately this temperature range. There is evidence that silver is in the 0 oxida-
tion state at operating temperatures, in spite of the fact that it is in an oxide matrix.
The reasons for this claim are as follows:

1. In the ion/neutral mass spectrometer the silver species identified were
the atomic neutral and cationic species.

2. The HT SIMS data indicate that the only silver species on the surface
of the emitter is metallic. Hence, if metallic silver on the surface is sub-
liming to give a mix of atomic neutral and cationic species, this looks
like a pseudo-S-L. process. Again, the data are not quantitative enough
to compare to the S-L equation.

1f this model, where the metal is reduced to the zero oxidation state, applies
to silver, it is conceivable that it applies to the other elements that can be readily
reduced to the metal. The question that remains to be answered is, Does the model
for silver apply to other elements that can be reduced to the metal in an aqueous
solution?

Another concept that watrants mention is “desolvation.” When silver metal
in bulk is heated, it tends to sublime as neutral species. When both neutral and
cationic silver species volatilize from these silica gel matrices they are exclusively
monatomic. This indicates that silver atoms in the zero oxidation state are not “sol-
vated” by each other or by a component in the matrix. This concept is admittedly
speculative but does offer a concept as to how this ion emitter matrix may operate.

Thus, for those elements that are readily reduced to the zero oxidation state,
a model that is consistent with expenmental evidence can be offered. This model
is the following:
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The element to be ionized is reduced to the zero oxidation state.

The element is “desolvated” in the high-temperature molten glass ma-
trix; therefore, the atoms of the element are not tightly bonded to each
other or to other species.

3. The element volatilizes as a mix of neutral and singly charged positive
atoms and perhaps is a pseudo-S-L process.

PO e

This model is offered somewhat tentatively, but the features are consistent
with a body of experimental evidence. At a minimum, it offers a target against
which to conduct additional experiments that will, it is hoped, shed light on this
subject.

Ton formation mechanisms for silica gel matrices have never been studied
for those elements that are not readily reducible to the metal. The solvation/desol-
vation mechanism hypothesized previously may have arole in enhancing ion emis-
sion from these materials, but it would not be expected that an alkaline earth ele-
ment could exist in the zero oxidation state in these glass matrices, which are oxide
based. The species in the molten glass would be expected to be in the standard +2
oxidation state, but the experimentally observed species is +1. Indeed, there has
never been a +2 species reported from thermal ionization, so there is the question
of how the +2 species in the molten glass is converted to and emitted as a +1 ion.

6.5 CONCLUSIONS

In concluding this chapter, we point out that there are far more research opportu-
nities than hard answers in this field of ion emitters. This field is dominated by sys-
tems in which the element from which ions are emitted is embedded in a matrix
that enhances ion emission. Indeed, with the exception of the small number of emit-
ters in which ions are emitted from pure refractory metals at the temperature lim-
its of the material, pure materials predominantly volatilize neutral atoms and/or
molecules when heated to temperatures sufficiently high to force volatilization to
the gas phase. Thus, the key to the development of superior ion emitters seems to
be to develop better understanding of the processes that cause the matrices to force
the element to volatilize as ions rather than neutrals. With this better understand-
ing perhaps new and better ion emitters can be developed.
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