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Preface

The concept of innate immunity refers to the first-line host defense that serves to
limit infection in the early hours after exposure to microorganisms. Recent data have
highlighted similarities between pathogen recognition, signaling pathways, and effector
mechanisms of innate immunity in Drosophila and mammals, pointing to a common
ancestry of these defenses. In addition to its role in the early phase of defense, innate
immunity in mammals appears to play a key role in stimulating the subsequent clonal
response of adaptive immunity.

Recent exciting information has determined that the templates that are laid down in
primitive life forms, like flowering plants and insects, form the basic principles of first-
line host defense that are conserved in mammalian systems. The next frontier in the
field is to understand the dynamic adaptive changes that occur as a result of the inter-
play between host defenses and infectious agents. One emerging theme is that
microorganisms are constantly seeking ways to co-opt host defenses. On the other hand,
host defense to infection is mediated by the coordinate action of pattern recognition
molecules and receptors that, in mammals, are important and probably necessary
antecedents to the development of an adaptive immune response. Innate Immunity aims
to explore the intersection between host pathogen interactions across an evolutionary
spectrum that will inform our understanding of the dynamic interplay between
infectious agents and host defense in man.

Innate Immunity is divided into four sections that focus on a combination of plant,
insect, and vertebrate systems to elucidate the origins of the human system of defense
against infection. We hope this book will further our understanding of the development
and functioning of the innate immune system.

R. Alan B. Ezekowitz, MB ChB, DPhil, FAAP

Jules A. Hoffmann, PhD
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Section I
Plant Immunity

Section Editor: Frederick M. Ausubel
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From: Infectious Disease: Innate Immunity
Edited by: R. A. B. Ezekowitz and J. A. Hoffmann © Humana Press Inc., Totowa, NJ

In the context of Innate Immunity, the most relevant question concerning the plant
defense response to pathogen attack is the evolutionary relationship between innate
immune responses in plants and animals. In comparing insects and mammals, clear
similarities in innate immunity are apparent, including most prominently the conserva-
tion of Toll-like receptors (TLRs) and the downstream signaling cascades leading to
the activation of Rel-family transcription factors. Plants have neither proteins that are
directly homologous to TLRs nor Rel transcription factors. Despite these differences,
innate immune responses in plants and animals share a variety of common features.
Both animals and plants are able to respond to microbial pathogen-associated molecu-
lar patterns (PAMPs) that distinguish pathogen from host cells. For example, plant
cells respond to Gram-negative lipopolysaccharide (LPS), eubacterial flagella, and to a
variety of fungal cell wall components including glycoproteins and carbohydrates.
However, different plant species may recognize different pathogen-derived PAMPs to
greater or lesser extents, whereas at least mammals as a group all recognize the same
set of PAMPs and have a limited number of TLRs corresponding to these PAMPs. 

An important distinction between two different aspects of the plant innate immune
response may not have a direct parallel in insect and mammalian innate immunity.
Most plants are resistant to most phyto (plant) pathogens; susceptibility is uncommon.
For example, the inability of a wheat pathogen to cause disease on rice is generally
referred to as non-host resistance, because rice is not a host for the wheat pathogen.
The expression of non-host resistance is a multigenic phenomenon, the molecular
basis of which is poorly understood. On the other hand, many pathogens of a particular
plant species are able to cause disease on some cultivars of that species but not on
other cultivars. This latter type of resistance is referred to as gene-for-gene resistance



because the difference in resistance between resistant and susceptible cultivars is usu-
ally determined by a single gene difference. 

The molecular basis of gene-for-gene resistance has been the subject of extensive
investigation during the past decade and has been shown to be mediated by highly con-
served multigene families of so-called resistance proteins, all characterized by the pres-
ence of a leucine-rich repeat (LRR) motif. The largest of these resistance gene families,
containing over 100 members in Arabidopsis, is also characterized by a nucleotide
binding site (NBS). Interestingly, a subset of these NBS-LRR resistance proteins also
contains a so-called TIR (Toll-interleukin-1 receptor) domain present in TLRs in
insects and in mammals. It appears likely that plant resistance proteins function as
receptors for pathogen-associated molecules, but not for highly conserved PAMPs such
as LPS or flagellin. Instead, the NBS-LRR proteins studied to date function as recep-
tors for pathogen-derived virulence factors (also referred to as effector proteins) that
are translocated directly in host cells, for example, by the Type III secretory system in
bacterial pathogens. 

Instead of serving solely as recognition receptors for pathogen effector proteins, an
intriguing possibility is that NBS-LRR receptors form multiprotein complexes with
their corresponding effector proteins and the intracellular targets of the effector pro-
teins. In this latter scenario, the NBS-LRR proteins are hypothesized to “guard” these
cellular targets from attack by particular pathogen effector proteins. Interestingly,
recently identified mammalian proteins that appear to function as intracellular LPS
receptors are homologs of NBS-LRR plant resistance proteins. It is unlikely, however,
that NBS-LRR proteins also function as LPS receptors in plants because plant bacterial
pathogens are almost exclusively extracellular.

Given these aspects of the plant immune response, one can envision the evolution of
plant immunity along the following lines. An ancient common ancestor of plants and
animals evolved the ability to recognize a variety of PAMPs, thereby affording broad-
range resistance against a variety of microbial pathogens. During plant evolution, par-
ticular pathogens evolved to circumvent the host defense response of particular host
species, in part by the elaboration of effector proteins that targeted the plant defense
response. In turn, plants evolved resistance proteins corresponding to particular effec-
tors (virulence factors). An unresolved question is whether cultivar-specific and non-
host resistance share a variety of common molecular features. Both types of resistance
involve the activation of similar sets of host defense responses. In support of a common
mechanism underlying cultivar-specfic and non-host resistance, recent results suggest
that molecular components first identified as part of the cultivar-specific resistance
response also function in non-host resistance. Thus non-host resistance is most likely a
consequence of the recognition of PAMPs as well as the recognition of specific
pathogen effector proteins. Chapters by Cohn and by Martin, Ellis, and Jones, and by
Heath in this section of Innate Immunity explore each of these issues in detail.

Frederick M. Ausubel
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1
Pathogen Recognition and Signal Transduction 

in Plant Immunity

Jonathan Cohn and Gregory B. Martin

1. INTRODUCTION

In natural environments, plants must defend themselves against attack from a variety
of organisms, including bacteria, viruses, fungi, invertebrates, and, in some instances,
other plants. However, we generally pay little attention to plant diseases in nature
because spread is usually limited to small populations and is often restricted to small
areas of tissue on individual plants. Uncontrolled spread of disease does occur how-
ever, in agricultural settings, often as a result of growing large fields of genetically uni-
form crops. This practice, known as monoculture, can promote the spread of a
particular pathogen, which may result in greatly reduced yields and diminished product
quality. Our current understanding of how plants defend themselves against pathogen
ingress has provided some clues as to how plants might be engineered for increased
disease resistance. These plants will help prevent disease epidemics and be an impor-
tant component of more sustainable agricultural systems (1).

Disease resistance in plants is largely dependent on the ability of plants to respond
quickly to external stimuli, including pathogens. Recognition of a potential pathogen
leads to the rapid activation of defense systems that limit colonization and spread. The
genotype’s of both the invading microbe and the host plant are key components of this
recognition event. It has become clear that only a limited number of microbes can
cause disease on a particular plant species. One of the most intriguing questions, then,
is what allows a plant to distinguish a pathogen from a nonpathogen.

One of the ways in which plants are able to sense pathogen attack very early during
an infection is by recognition of signal molecules known as elicitors. Elicitors can be
host cell wall components released by degradation, but they are often compounds pro-
duced by the invading microbe. A variety of compounds have been shown to be elici-
tors, including polysaccharides, lipids, and proteins. In many cases, minute quantities
of pure elicitors are sufficient to induce a series of host defense responses. Therefore, it
has been proposed that these molecules interact with specific plant receptors (2).

Protein elicitors are often the products of pathogen-encoded avirulence (avr) genes,
also referred to as effectors. It is generally accepted that the protein products of specific
plant resistance (R) genes play a critical role in the perception of these avr effectors
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(3). One model of plant disease resistance signaling, the gene-for-gene hypothesis, pre-
dicts that plant resistance often occurs when a plant possesses a dominant R gene and
the pathogen possesses a complementary avr gene (4). In this review, we will highlight
relevant findings that have furthered our understanding of the involvement of R genes
in the perception of pathogen-derived signals. We will also discuss the events down-
stream of signal recognition that lead to the induction of plant defense responses.

2. COMMON PLANT DEFENSE RESPONSES

Upon pathogen recognition, resistant plants respond rapidly (i.e., within minutes) by
activating a battery of defense responses. In many instances, pathogen invasion of a
resistant plant results in macroscopic necrotic lesions that form as the result of rapid
localized cell death (3,5). This response has been termed the hypersensitive response
(HR) and is believed to benefit the plant by limiting pathogen growth and proliferation
throughout healthy tissue. Several physiologic changes are associated with the HR,
including the production of reactive oxygen species (ROS), cell wall fortifications, cal-
lose deposition, transient opening of ion channels, alkalinization of growth media, tran-
scriptional activation of pathogenesis-related (PR) genes, production of antimicrobial
phytoalexins, and changes in protein phosphorylation. There are several excellent
reviews that describe events associated with the HR (3,5,–9). In addition to these phys-
iologic changes, secondary signaling molecules are generated that might be involved in
long-distance signaling of plant defense responses and increased resistance to further
pathogen attack (see refs. 10–12, and references therein).

2.1. Oxidative Burst

One of the earliest host responses to pathogen attack is the production of ROS (13).
Production of ROS, referred to as the oxidative burst, is triggered within just minutes
after infection and involves a series of signaling events that involve guanosine Triphos-
phate (GTP)-binding proteins, changes in protein phosphorylation, Ca2+ flux, and
H+/K+ ion exchange, resulting in intracellular acidification. The production of ROS,
such as H2O2, and superoxide (·O2

–) radicals results in cellular damage to both the plant
and the invading microbe. H2O2 probably also contributes to cell wall reinforcement.
For example, H2O2 has been demonstrated to be essential to lignification of cell walls
(14). Cell wall strengthening around the site of pathogen ingress might serve to limit
microbial spread to uninfected plant tissues. ROS have also been suggested to be criti-
cal components of defense signaling. Indeed, ROS were shown to induce a variety of
defense-related genes (7,15,16). Exogenous application of H2O2 to transgenic tobacco
plants deficient in catalase production was found to activate PR gene expression. Possi-
bly owing to increased production of ROS, the plants also displayed enhanced resis-
tance to the plant pathogen Pseudomonas syringae pv. syringae (16). H2O2 has also
been shown to activate the induction of defense genes in response to wounding (17).

Recent evidence suggests that the oxidative burst in plants is similar to the oxidative
burst described in mammalian neutrophils, which employs a reduced nicotinamide ade-
nine dinucleotide phosphate (NADPH)-oxidase dependent system (18,19,3). This idea
is supported by the identification and cloning of plant homologs of two NADPH-oxi-
dase components; gp91phox and Rac (20,21). Studies using transgenic plants that con-
stitutively overexpress Rac, or dominant negative variants of Rac, suggest that this
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protein plays a role in regulating cell death (21). Plant gp91phox genes are members of a
multigene family, so they might serve a variety of roles in plant metabolism, or they
may be functionally redundant. Other than their similarity to the mammalian proteins,
there is no evidence yet that plant gp91phox genes are involved in plant defense, although it
is likely that they will be shown to be. Although it is not clear how the plant NADPH oxi-
dase complex is regulated or what proteins constitute it, chemical inhibitors of the enzyme
complex found in mammalian cells have been demonstrated to inhibit pathogen, and elici-
tor-induced accumulation of H2O2 produced from the plant oxidative burst (15,22–24).

2.2. Production of Antimicrobial Compounds

One of the most significant quantitative changes in protein composition that occurs
during the HR is the accumulation of PR proteins (9). Several of the PR proteins,
which have been classified into at least 11 families, act as general antibacterial or anti-
fungal molecules. For example, PR-1 and PR-5 family members interact with the
plasma membrane of fungal pathogens (25,26). PR-5 proteins might create transmem-
brane pores, and one family member from tobacco, osmotin, was shown to be active
against several fungal pathogens (26). Several PR genes have been shown to encode
chitinases and β-1,3-glucanases that actively attack fungal cell walls. Chitinases can
also act as antibacterial enzymes, in that they have lysozyme activity and thus possess
the ability to hydrolyze bacterial cell walls (9). Interestingly, chitinase and β-1,3-glu-
canase action on fungal cell walls can result in the production of small oligosaccharidic
fragments that act as elicitors (27). Therefore, these enzymes can amplify a plant
defense response as well as attack invading microbes directly. In addition to PR pro-
teins, another class of peptides referred to as defensins are induced upon pathogen
infection. Plant defensins share similarities to mammalian and insect defensins and are
potent inhibitors of microbial growth (28).

Phytoalexins are another class of compounds that accumulate around sites of
pathogen infection and also in response to a variety of elicitor compounds. Phytoalex-
ins are low molecular weight, lipophilic compounds that have been shown to have
antimicrobial activity (3). Several different phytoalexins have been analyzed, but it is
still not clear whether these molecules are directly involved in defense responses medi-
ated by avr/R gene interaction. Interestingly, plant mutants have been isolated that are
deficient in phytoalexin production (PAD). These mutant plant lines display an
enhanced susceptibility to a number of different pathogens (29). In addition, several of
the PAD genes have been shown to be required for resistance to the eukaryotic biotroph
Peronospora parasitica.

Some of the elicitors that induce phytoalexin production are the β-1,3-glucans and
chitin fragments released from fungal cell walls by the enzymatic products of PR
genes, which are transcriptionally induced rapidly after primary pathogen infection. It
is likely that these cell wall breakdown products stimulate phytoalexin production,
which might help the plant prevent secondary infections (30).

2.3. Secondary Signaling Molecules Involved in Plant Defense
2.3.1. Systemic Acquired Resistance

It has become apparent that plants employ multiple signaling pathways to defend
themselves against pathogen attack. Studies over the years have shed some light on
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how plants respond to individual pathogens, but in natural environments, plants must
protect themselves from a variety of invading microbes. Subsequent to an initial
pathogen infection, plants often develop a heightened and sustained resistance to a
broad spectrum of pathogens at sites distant from the point of infection. This immune
response of plants is referred to as systemic acquired resistance (SAR) (10). One of the
physiologic indicators that has been used to distinguish SAR is the induction of a num-
ber of PR genes. Many PR genes that have been characterized are widely distributed
throughout the plant kingdom. It is likely that a number of different PR proteins act in
concert to maintain SAR.

2.3.2. Salicylic Acid

Accumulating evidence suggests that salicylic acid (SA) plays a critical role in both
disease resistance and SAR signaling (31). Some of the most compelling evidence sup-
porting this idea has come from studies showing that transgenic plants expressing the
bacterial nahG gene, which encodes an SA-degrading enzyme (salicylate hydroxylase),
were incapable of inducing an SAR in response to microbial pathogens (10). Normally,
plants responding to pathogen attack accumulate significantly higher levels of SA than
uninfected plants. In several studies, transgenic plants expressing nahG did not accu-
mulate SA after exposure to pathogens. In addition, these plants were more susceptible
to pathogen attack, indicating that SA is required for SAR (e.g., refs. 32–34). For exam-
ple, expression of the nahG gene in Arabidopsis thaliana led to a loss of gene-for-gene
resistance and a loss of a detectable SAR response. Inoculation of Arabidopsis lines
expressing NahG with the pathogens P. parasitica or P. syringae led to the development
of severe disease symptoms. Interestingly, addition of exogenous SA has been shown in
several plant species to result in the transcriptional activation of PR genes, which are
normally induced by pathogen inoculation (31,35,36).

Further evidence that SA plays a role in the induction of PR genes comes from stud-
ies of Arabidopsis mutants, such as the npr1 (nonexpressor of PR genes), also known
as nim1 (noninducible immunity) mutant. These plants are unable to induce the expres-
sion of many PR gene transcripts when challenged with pathogens. These plants also
displayed enhanced disease susceptibility, despite exogenous treatment with SA
(37,38). In fact, elevated levels of SA in growth media were toxic to these mutants,
whereas similar levels of SA had no effect on wild-type plants (39). It appears that fail-
ure to activate defense responses in these mutant lines is owing to a defect in the plant’s
response to SA, not in metabolism of SA. Endogenous SA levels in the mutant plants
were actually shown to increase in response to pathogen infection (38).

2.3.3. Jasmonate and Ethylene

Two other known regulators of defense signaling in plants are ethylene and jas-
monic acid (JA). A great deal is known about the role of JA in response to mechanical
wounding, such as damage that occurs as a result of insect attack (11). Wounding
induces the octadecanoid pathway which is responsible for the synthesis of JA, which
is in turn involved in the transcriptional regulation of proteinase inhibitor genes
(40,41). A wealth of knowledge also exists about the role of the phytohormone ethyl-
ene, although its role in plant defense responses is still unclear. Ethylene has long been
known to play a role in fruit ripening and is also produced in many plants in response
to mechanical wounding or stress (42). It is likely that JA and ethylene signaling
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pathways act synergistically, as inhibition of ethylene production via mutation, reverse
genetics, or chemical inhibition has been demonstrated to affect the JA pathway nega-
tively (11,42). A recent study reported global changes in gene expression patterns in
Arabidopsis in response to pathogen inoculation or treatment with SA, methyl jas-
monate (an active form of JA), or ethylene (43). Microarray analysis indicated that
there was a high degree of overlap in genes upregulated in response to the different
chemical treatments or inoculation with the fungal pathogen Alternaria brassicicola.
The results of this study indicated that different defense pathways regulated by these
signaling molecules are highly coordinated. These data are quite interesting, since SA
and JA pathways were previously thought to act antagonistically (44). A similar study,
which used microarray analysis to study changes in gene expression in Arabidopsis in
response to 14 different SAR-inducing or-repressing conditions, also found that similar
patterns of gene expression were induced by different stimuli (45). Clustering analysis
was used to identify regulons, or groups of genes that responded in a similar fashion to
the same stimuli. Interestingly, a common promoter element, which binds members of
a plant transcription factor family, was found in a regulon that contained several PR
genes, including PR-1.

2.3.4. Nitric Oxide

Nitric oxide (NO), a well-studied molecule involved in secondary signaling in mam-
malian systems, has been demonstrated to play a role in defense signaling in plants. In
fact, it was demonstrated that NO is a key player in plant defense responses (46,47).
NO is sufficient to activate the expression of PR proteins and is necessary for induction
of ROS-dependent cell death. NO probably acts in a synergistic manner with both ROS
and SA. However, the role of NO in cell death is not well understood. It has been sug-
gested that SA enhances redox signaling of NO and ROS via a feedback loop mecha-
nism (12).

SAR is very likely to be regulated by a diffusible, mobile element, and NO, possibly
bound to nitrosylated glutathione, has been proposed to be this long-distance signal
(12). SA was originally proposed to be the systemically mobile element responsible for
mediating SAR; however this is probably not the case (10,48). Interestingly, another
candidate for a long-distance signal is ROS, such as H2O2. In support of this idea, Ara-
bidopsis plants inoculated with P. syringae were shown to form secondary oxidative
bursts in leaves positioned distally from the site of inoculation (22). Establishment of
SAR was correlated with these “microbursts,” which were dependent on an initial
oxidative burst at the site of infection.

3. WHAT TRIGGERS THE PLANT DEFENSE RESPONSE? 
R-GENE-MEDIATED RESISTANCE

The HR is often triggered by a gene-for-gene interaction that involves a pathogen avr
gene and a dominant R gene in the plant (4). If either the pathogen avr gene or the cor-
responding plant R gene is missing, then the interaction results in disease and thus is
referred to as a compatible interaction. In the instance of an incompatible interaction,
the products of avr genes, delivered either intercellularly or intracellularly to the plant
cell, interact in some fashion with the products of R genes. Proteins encoded by R genes
are either transmembrane or intracellular proteins that are presumed to initiate signal
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transduction cascades upon ligand binding. To date, over 20 plant R genes have been
identified and grouped into five classes according to their structural characteristics (see
Table 1; 1,6). Many R gene products share structural motifs, indicating that resistance to
diverse pathogens may be controlled by similar pathways. The five different classes of
R proteins include: (1) a cytoplasmic protein kinase; (2) transmembrane receptor-like
proteins with extracellular leucine-rich repeats (LRRs) and cytoplasmic protein kinase
domains; (3) intracellular receptor-like proteins with LRR domains and nucleotide
binding sites (NBS); (4) intracellular receptor-like proteins with LRR domains, NBS
domains, and a region of homology to the Toll family of receptors from Drosophila and
mammals, including the human interleukin-1 receptor, thus known as the Toll/inter-
leukin-1 receptor (TIR) domain; and (5) transmembrane receptor-like proteins with
extracellular LRR domains.

It is possible that additional types of R proteins might exist that do not contain any
of these structural characteristics. Indeed, an R gene locus conferring broad-spectrum
resistance to mildew pathogens was recently cloned from Arabidopsis and found to
have little homology to any known R genes (49). This locus was found to contain two
genes, RPW8.1 and RPW8.2. These genes are similar to known R genes, in that they
are both dominant genes that exist in a cluster and induce defense responses associated
with the HR. However, it is not clear whether RPW8.1 and RPW8.2 act as classic R
genes, as the RPW8 locus does not conform to the gene-for-gene model of disease
resistance. Another example is the mlo gene from barley, which is involved in resis-
tance to powdery mildew (50). The product of the mlo gene is putatively a seven trans-
membrane protein; thus it resembles G-protein-coupled receptors (51). Unlike the
well-characterized dominant R genes, the mlo gene is recessive and confers broad-
spectrum resistance to several powdery mildew isolates. It is likely that Mlo negatively
regulates defense responses, leading to cell death: multiple mlo alleles form sponta-
neous legions even when grown axenically (52).

3.1. Pathogen Effector Proteins: Virulence and Avirulence Determinants

Many pathogen effector proteins were originally identified as genetic determinants of
incompatibility toward specific plant genotypes and thus were referred to as avirulence
(Avr) proteins. Clearly, the presence of the proper avr gene can limit the capacity of a par-
ticular pathogen to grow on its host plant, with no disease symptoms resulting. It seems
counterintuitive that microbial pathogens would produce proteins that allow a possible
plant host to recognize them and subsequently mount a defense response. Therefore, it
was not surprising that several proteins originally characterized as Avr effectors have also
been found to enhance the virulence of pathogens on plant hosts lacking a corresponding
R gene (53,–59). It is likely that these effector proteins originally served as virulence
determinants, and plant R proteins evolved to recognize these molecules specifically.

Avr proteins and other pathogenic effector proteins probably interact with specific
plant targets to disrupt cellular processes and thus allow increased pathogen prolifera-
tion and enhanced disease development. One recent hypothesis suggests that plants
may have evolved R proteins to recognize specifically the physical association of
pathogen-encoded effector proteins with their plant cellular targets (60). Interaction of
R proteins with this complex might then initiate plant defense responses associated
with the incompatible interaction, such as the HR. This guard hypothesis may explain
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Table 1
Classes of Plant Resistance Genes

R Gene Class Plant Cloned avr gene Pathogen Protein motifs Reference

Pto 1 Tomato avrPto Pseudomonas syringae pv. tomato PK 88
Xa21 2 Rice Unknown Xanthomonas oryzae pv. oryzae xLRR TM-PK 66
Prf 3 Tomato avrPto P. syringae pv. tomato NBS-LRR 84
12C-1 3 Tomato Unknown Fusarium oxysporum NBS-LRR 134, 135
Mi 3 Tomato Unknown Meloidogyne incognita NBS-LRR 86, 87
Rp1-D 3 Maize avrRp1D Puccinia sorghi NBS-LRR 136
Xa1 3 Rice Unknown X. oryzae pv. oryzae NBS-LRR 137
Pi-ta 3 Rice AVR-Pita Magnaporthe grisea NBS-LRR 64
RPS2 3 Arabidopsis avrRpt2 P. syringae pv. tomato LZ-NBS-LRR 138
RPS5 3 Arabidopsis avrPphB P. syringae pv. maculicola LZ-NBS-LRR 139
RPM1 3 Arabidopsis avrRpm1, avrB P. syringae pv. maculicola LZ-NBS-LRR 140
RPP8 3 Arabidopsis Unknown Peronospora parasitica LZ-NBS-LRR 141
HRT 3 Arabidopsis TCV-CP Turnip crinkle virus LZ-NBS-LRR 142
Rx 3 Potato CP Potato virus X LZ-NBS-LRR 143
Gpa2 3 Potato Unknown Globodera palllida LZ-NBS-LRR 144
N 4 Tobacco Replicase Tobacco mosaic virus TIR-NBS-LRR 145
L6 4 Flax Unknown Melampsora lini TIR-NBS-LRR 146
M 4 Flax Unknown M. lini TIR-NBS-LRR 147
RPS4 4 avrRps4 P. syringae pv. tomato TIR-NBS-LRR 148
RPP5 4 Arabidopsis Unknown Peronospora parasitica TIR-NBS-LRR 149
RPP1 4 Unknown P. parasitica TIR-NBS-LRR 150
Cf-2 5 Tomato Avr2 Cladosporium fulvum xLRR-TM-LRR 151
Cf-4 5 Tomato Avr4 C. fulvum xLRR-TM-LRR 152
Cf-5 5 Tomato Avr5 C. fulvum xLRR-TM-LRR 153
Cf-9 5 Tomato Avr9 C. fulvum xLRR-TM-LRR 154
mlo Barley Unknown Erysiphe graminis f.sp. hordea 7 TM-G-protein-coupled receptor 50
RPW8 Arabidopsis Unknown E cruciferarum, E. cichoracearuma Unclear; TM-(sig. peptide?) CC 49
Hml Maize None Cochliobolus carbonum, race 1 Toxin reductase 155
Hs1pro1 Sugar beet Unknown Heterodera schachtii Unclear 156

Abbreviations: TM, transmembrane; PK, protein kinase; x, extracellular; LRR, leucine-rich repeat; NBS, possible nucleotide binding site; LZ, leucine zipper; TIR, Toll/interleukin 1-
receptor; CP, coat protein; CC, coiled coll.

a Broad-spectrum resistance.
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some of the unknown details of R gene-mediated defense signaling. However, there is
evidence that argues against this hypothesis, as will be discussed in more detail in sub-
sequent sections.

3.1. Pathogen Recognition: Gene-for-Gene Interaction
3.1.1. Direct Evidence of Interaction of Avr/R Proteins

The gene-for-gene model states that complementary pairs of dominant genes in the
plant and pathogen are required for disease resistance. One possible mechanism under-
lying this model is that Avr proteins are ligands for R protein receptors that initiate sig-
nal transduction cascades upon ligand binding (61). Experimental evidence has
suggested that this model of gene-for-gene interaction in plant disease resistance is
probably correct. The first direct evidence came from two separate studies of the P.
syringae avrPto gene and the Pto gene of tomato. Agrobacterium-mediated transient
expression of avrPto inside tomato leaf cells induced a Pto-dependent HR (62,63), and
AvrPto and Pto were shown to interact in a yeast two-hybrid system (62,63). A similar
study was recently performed with the AVRPita gene from the rice blast fungus Mag-
naporthe grisea and the product of the R gene, Pi-ta, from rice (64). These two pro-
teins were shown to interact using a yeast two-hybrid system and also by using an in
vitro binding assay. Although these data provided strong evidence of protein/protein
interaction, they did not clearly demonstrate that Avr and R proteins interact in the
plant cell.

The first demonstration of in vivo interaction between an Avr protein and an R pro-
tein came from a study of the Arabidopsis RPS2 and P. syringae AvrRpt2 proteins (65).
Using a transient assay in which the genes encoding the RPS2 and AvrRpt2 proteins
were expressed in leaf mesophyll protoplasts, the authors demonstrated that the two
proteins co-immunoprecipitated along with at least one additional plant protein of
approx 75 kDa. These data are not contradictory to the guard hypothesis, in that it is
possible that this other protein is a cellular target of the AvrRpt2 effector protein. This
might explain why the authors found that another P. syringae effector protein, AvrB,
immunoprecipitated with RPS2, using the same system. An alternative explanation,
however, is that the 75-kDa protein is necessary for complex formation between Avr-
Rpt2 and RPS2. Although unlikely, it is also possible that the protein is an artifact of
the immunoprecipitation procedure used in the assay system. There has been no previ-
ous indication that AvrB and RPS2 interact. In fact, AvrB is believed to interact with a
distinct R protein, RPM1, from Arabidopsis.

3.1.2. Indirect Evidence for Interaction of Avr/R Proteins

The Xa21 protein from rice contains an extracytoplasmic LRR, a single trans-
membrane region, and an intracellular serine/threonine kinase domain (66). Xa21
confers resistance to Xanthomonas oryzae pv. oryzae, but the avr gene that might
interact with this R protein has not yet been characterized. Xa21 is a member of the
growing class of plant receptor-like kinases (RLKs) (67). A recent report suggested
that RLKs possessing a LRR region share a general signaling mechanism (68). In
this study, the extracellular LRR region and transmembrane domain of the Ara-
bidopsis BR11 RLK was fused to the intracellular Ser/Thr kinase domain of Xa21.
BR11 has been implicated in brassinosteroid signaling in Arabidopsis (69). The fusion
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construct, transfected into rice cells, was able to elicit defense responses upon stimu-
lation with brassinosteroids. This study indicated that RLKs are indeed receptors that
can initiate signal transduction cascades and provided further evidence that R pro-
teins act as receptor molecules.

Recent studies have provided clues as to how RLK proteins interact with their lig-
ands and how this interaction might lead to the initiation of signaling cascades. Muta-
tions at three loci in Arabidopsis (CLV1, CLV2, and CLV3) resulted in plants with
enlarged shoot meristems and aberrant floral development. CLV1 encodes an LRR-
RLK, similar to the R gene Xa21 from rice (70). CLV2 encodes a LRR-RLK similar to
CLV1; however, it has only a short cytoplasmic tail (71). CLV3 encodes a small,
secreted polypetide that probably acts as a diffusible ligand (72). CLV3 was demon-
strated to co-immunoprecipitate with a CLV1/CLV2 receptor complex in vivo (73).
Additionally, CLV3 from plant extracts was demonstrated to bind to yeast cells
expressing CLV1 and CLV2 (73). Interestingly, results of this same study indicated that
CLV3 was not able to bind to a kinase-inactive form of CLV1. These results were con-
firmed in a separate study also showing that the CLV signaling complex is controlled
by CLV3 via a feedback loop mechanism (74). Previous studies had indicated that
CLV1 is present in two distinct protein complexes and that the larger of these com-
plexes contains a kinase-associated protein phosphatase (KAPP) and a Rho-type
GTPase, which might be involved in CLV3-dependent downstream signaling (75).

Recently, a unique gene in Arabidopsis, FLS2, was cloned and demonstrated to be
similar to the LRR-RLK class of R genes; it contains a membrane-spanning region
(76). This is quite interesting, because this gene is involved in the perception of the
most conserved region of bacterial flagellin, the flg22 elicitor, indicating that this pro-
tein may be involved in the general recognition of phyotopathogenic bacteria. This is
in contrast to most R genes identified thus far, which are believed to be specific recep-
tors for individual effector proteins, thus providing the specificity observed in disease
resistance. Biochemical analyses of the flg22 elicitor, the proposed ligand for FLS2,
found that this peptide bound specifically, saturably, and with high affinity to receptor
sites in membrane preparations from tomato (77). At this point, however, it has not
been demonstrated that this binding site in tomato corresponds to the Arabidopsis
FLS2 protein.

3.2. Cellular Localization of Avr/R Proteins
3.2.1. Type III Secretion of Avr Proteins

As mentioned above many characterized R genes encode putative cytoplasmic pro-
teins, indicating that interaction with their Avr effector ligands probably occurs intra-
cellularly. Therefore, many pathogenic effector proteins are likely to be delivered
inside the plant cell. Clearly, there is a great deal of evidence that Avr proteins are
active inside the plant cell. Avr proteins can elicit an HR following expression of the
avr gene inside the plant cell from plant transcriptional control signals (see ref. 78 and
references therein). Further evidence comes from the recent demonstration that the
AvrRpt2 effector protein is processed by a plant protease (79,80).

The phenotypes of many Avr proteins have been shown to be dependent on the func-
tional expression of the pathogen hypersensitive response and pathogenicity (hrp) genes,
which code for proteins of the type III secretion pathway (81). The type III secretion
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system was originally characterized in bacterial pathogens of animals, such as Yersinia
and Salmonella spp. (see ref. 82 for a recent review), which inject pathogenic effector
proteins into host cells via the type III system. Several Avr proteins are believed to be
delivered to the plant cell by the type III secretion system; however, researchers are just
beginning to learn about the fate of these proteins once they are inside the plant cell.

Some Avr proteins have been shown to possess eukaryotic nuclear localization-like
sequences and to interact with host nuclear factors, which might affect host defense
gene transcription (83). Several Avr proteins (e.g., AvrPto) have predicted N-terminal
myristylation motifs. One study demonstrated that acylation of Avr proteins inside the
plant cell mediated translocation to the plasma membrane. This translocation was also
reported to enhance their functionality (58). Consistent with this study, Shan et al. (56)
demonstrated that the AvrPto protein of P. syringae is localized to the plasma mem-
brane of plant cells. Mutation of a putatively critical myristylation motif of AvrPto
completely abolished the avirulence activity of this protein in two host plants, tomato
and tobacco (56). These studies indicate that plant recognition of several Avr proteins
likely occurs on the plasma membrane.

3.2.2. The Guard Hypothesis

The guard hypothesis was originally formulated based on the Pto-mediated defense
response in tomato (60). In this model, R proteins have evolved to recognize complexes
between Avr proteins and host virulence target proteins. As mentioned earlier, the effec-
tor protein AvrPto from P. syringae pv. tomato has been shown to interact in a yeast two-
hybrid system with Pto (62,63). As these two proteins are both required for resistance to
bacterial speck disease in tomato, following the gene-for-gene hypothesis, it is assumed
that Pto is a receptor for AvrPto that mediates disease resistance. However, another pro-
tein, Prf is required for resistance to bacterial speck and for the development of an HR
caused by transient expression of AvrPto (57,84). The predicted protein product of the
Prf gene is an R protein of the NBS-LRR class, the class with the most members identi-
fied thus far (84). As this class of R proteins is so prevalent, it has been proposed that Prf
might actually be a key recognition component involved in the incompatible interaction
of AvrPto and Pto (60). It has been suggested that the virulence target of AvrPto might be
Pto. Prf may have evolved to recognize a complex between AvrPto and Pto. This could
explain why Prf is also necessary for the HR-like response initiated by the organophos-
phorous insecticide fenthion, which requires the presence of another Pto family member,
the Fen kinase (85). That is, Prf might also recognize an activated Fen:fenthion complex.
There have been reports of dual recognition specificity for other NBS-LRR proteins
(6,86,87). The observation that an unknown protein, p75, co-immunoprecipitates with
RPS2 (an LZ-NBS-LRR R protein) and AvrRpt2 in vivo, possibly forming a complex,
provides further evidence that R proteins may have evolved to recognize interaction
between virulence factors and their intracellular targets (65).

Although the guard hypothesis is an attractive molecular explanation for gene-for-
gene based plant disease resistance, there is experimental evidence against this hypothe-
sis. Resistance mediated by the Pto pathway can be activated in an effector-independent
manner. Overexpression of Pto in transgenic plants provides increased, broad spectrum
resistance that requires the presence of Prf (90). Likewise, overexpression of Prf also
leads to increased resistance, yet is Pto dependent. Furthermore, transient expression of
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a constitutively active mutant, Pto (Y207D), causes an HR in the absence of AvrPto
that is Prf dependent. Taken together, these data indicate that Pto and Prf can activate
resistance in an AvrPto-independent manner, thus arguing that Prf does not necessarily
recognize an AvrPto/Pto complex.

Another argument against the guard hypothesis is the lack of evidence that Pto is a
virulence target. Clearly, AvrPto acts as a virulence factor when Pto is not present in the
host plant, allowing for greater bacterial proliferation and increased disease symptoms
(57,90a). In addition, specific mutations in AvrPto that interfere with its ability to inter-
act with Pto do not affect its virulence function. Furthermore, AvrPto has been shown to
interact with intracellular tomato proteins distinct from Pto (92). These Api proteins
(AvrPto interactors) have been postulated to be virulence targets of AvrPto (Fig. 1).
Additionally, yeast three-hybrid experiments using AvrPto and Pto as bait were success-
ful in identifying interacting proteins, yet to date, they have failed to identify Prf as an
AvrPto-dependent, Pto-interacting protein (Adi) (91). Although this result may be owing
to the absence of a functional Prf in the library screened, it clearly demonstrates that pro-
teins distinct from Prf interact with Pto in an AvrPto-dependent manner. These results
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Fig. 1. Models for the virulence and avirulence activities of AvrPto. AvrPto is probably intro-
duced into the plant cell via a bacterial type III secretion mechanism. If the plant possesses the R
protein Pto (right), then AvrPto is recognized and interacts with Pto. This interaction might be
part of a complex with the NBS-LRR protein Prf, which is necessary for Pto-mediated signaling
events. The complex of AvrPto and Pto may also interact with additional proteins, the Adis,
which may play a role in signaling. Pto is known to phosphorylate the kinase Ptil, and this phos-
phorylation event might be necessary for additional signaling events downstream. Pto has also
been shown to interact directly with the transcription factors Pti4/5/6, which are involved in the
transcriptional activation of PR genes. AvrPto is also a known virulence factor (left), and has
been demonstrated to interact with Api proteins, which might be targets when Pto is not present
in the plant cell. Interaction of AvrPto with these proteins might inhibit plant defense responses
and lead to disease development.



suggest that AvrPto, when acting as a virulence factor, might indeed seek out specific
intracellular proteins, yet it is unlikely that Pto itself is one of these pathogenicity targets.

4. SIGNAL TRANSDUCTION IN PLANT DISEASE RESISTANCE

We are just beginning to understand the signaling mechanisms involved in plant dis-
ease resistance. Even though several R genes and Avr genes have been cloned, rela-
tively little is known about the downstream events that occur after recognition between
these two partners. What is known is that reversible phosphorylation cascades probably
play a critical role in defense signaling in plants. For example, two R genes, Pto and
Xa21, encode Serine/Threonine kinase domains (66,88). Additionally, one of the R
gene classes shares a region of homology with the Toll family of receptors, such as the
interleukin-1 receptor (IL-1R) from humans, and the Toll receptor from Drosophila,
the so-called TIR domain (1,6). Further evidence is emerging that phosphorylation
events regulate plant defense signaling, including the characterization of kinases that
are activated in an R gene-dependent manner (92). Evidence is also emerging that R
gene-mediated signaling cascades specifically activate transcription factors that are
necessary for induction of PR genes.

4.1. Ancient Mechanism of Defense Signaling 
in Plants, Insects, and Mammals?

The discovery that R gene products share similarities with the Toll family of recep-
tors was one of the first clues that some components of defense signaling in plants are
similar to those involved in innate immunity in animals. The wealth of information
about Toll-mediated signaling pathways has provided several clues about defense sig-
naling pathways of plants.

IL-1R is a human Toll-like receptor (TLR) that is known to play a critical role in
immunity and inflammation responses of mammals by initiating a signaling cascade
upon binding its cognate ligand, the cytokine IL-1. One of the immediate responses to
ligand binding, in this case, is the activation of the transcription factor NF-κB. Binding
of IL-1 is known to stimulate recruitment of members of a protein complex. The adaptor
molecule MyD88, which has been shown to be a member of this complex, binds to the
receptor and interacts with the protein kinase IL-1R-associated kinase (IRAK) via a con-
served “death domain,” originally defined in proteins involved in apoptosis. IRAK has
been demonstrated to recruit the adaptor protein TRAF-6, which subsequently interacts
with NF-κB-inducing kinase (NIK), resulting in phosphorylation of I-κB kinase (IKK),
an inhibitor of NF-κB. Upon phosphorylation, IKK dissociates from NF-κB, which is
translocated to the nucleus, where it stimulates gene transcription. Several excellent
reviews are available that elaborate further on IL-1 signaling pathways (93–97).

A very similar pathway has been appreciated for some time in Drosophila. The Toll
pathway is involved both in dorsoventral patterning and in the production of antimicro-
bial signals. Upon binding a proteolytically cleaved form of its ligand, Spätzle, the Toll
receptor initiates a signaling cascade that requires the proteins Tube and Pelle, which
are homologous to MyD88 and IRAK. Signaling from Toll results in degradation of
Cactus, a Drosophila I-κB homolog, which is complexed with Dorsal, a transcription
factor related to the Rel/NF-κB family of transcription factors. Interestingly, Tube and
Pelle have been shown to be required for production of both the antifungal compound
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drosomycin and antibacterial toxins in response to infection (98). Over 10 TLRs have
currently been identified in humans, and at least 2 of the family members, TLR2 and
TLR4, have been shown to mediate responses to multiple bacterial cell wall compo-
nents including lipopolysaccharide (LPS) (99–101).

A recently described human protein, Nod1/Card 4, which is related to the apoptosis
regulator Apaf-1, shares significant homology to R proteins from plants (102,103).
Nod1 is similar to the most abundant class of R proteins, the NBS-LRR class (6). Inter-
estingly, signaling from Nod1 results in the induction of NF-κB activation, similar to
IL-IR-dependent signaling (96,103). It is possible that Nod1 and other family members
are receptors for cellular pathogen components, such as LPS. Indeed, Nod1 has been
shown to have LPS binding capacity and to mediate transcriptional activation of the
transcription factor NF-κB by LPS (104). The similarity of TLR proteins and plant R
genes has led to the proposal that certain components of the innate immune response of
plants and animals might share a common evolutionary origin (105).

4.2. Phosphorylation Events Involved in Defense Signaling

Because protein phosphorylation is critical to signaling events in yeast and animal
systems, it was not surprising to find that phosphorylation events play an important role
in plant defense signaling. Protein phosphorylation was implicated in defense signaling
in plants when researchers demonstrated that treatment of cell suspension cultures with
elicitors such as oligosaccharides and chitin fragments caused rapid changes in protein
phosphorylation profiles (106–108). The isolation of the first R gene, the Pto gene from
tomato, provided further evidence that kinases are involved in defense signaling, as Pto
is a serine/threonine kinase (88).

4.2.2. Tomato Pto Kinase Signaling

The signal transduction cascade controlled by Pto is an excellent model of defense
signaling in plants (109). Pto-controlled resistance conforms to the gene-for-gene model.
That is, resistance to P. syringae pv. tomato only occurs when the plant expresses Pto
and the bacterium expresses the corresponding avrPto effector gene. Moreover, Pto has
been shown to activate defense responses constitutively and to confer broad resistance to
a variety of pathogens when overexpressed in transgenic plants (89).

As mentioned previously, AvrPto and Pto were the first Avr/R proteins demonstrated
to interact directly, thus providing a molecular explanation for the gene-for-gene model
of plant defense (62,63). Although these two proteins have not been demonstrated to
interact in vivo, there is a great deal of evidence that this interaction is critical for
defense signaling in tomato. For example, the interaction that was detected in the yeast
two-hybrid system strictly correlated to the activation of defense responses in the plant.
Analysis of mutated forms of AvrPto indicated that the ability to interact with Pto in
yeast also affected the ability of the protein, expressed transiently via Agrobacterium,
to induce a defense response in planta (63).

Domain swapping between Pto and the closely related Fen protein kinase, also from
tomato, resulted in the identification of regions required for specific recognition of
AvrPto (62,63). Within this region, a conserved threonine residue, Thr204 was demon-
strated to be required for interaction with AvrPto and for elicitation of the HR (110).
Additionally, introduction of this threonine residue into the Fen kinase protein con-
ferred the ability to interact with AvrPto in yeast and to elicit an HR in plants when
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introduced transiently along with AvrPto (110). The wild-type Fen protein is a func-
tional ser/thr protein kinase that does not interact with AvrPto (85,111). Interestingly,
the Fen gene is one of five Pto family members that are tightly clustered on chromo-
some five of tomato and is required for sensitivity to the insecticide fenthion, which
produces an HR-like reaction on tomato plants (85). Thr204 might be a target for
autophosphorylation of Pto, or phosphorylation by another kinases. Interestingly, sev-
eral protein kinases related to Pto have a conserved threonine residue corresponding to
Thr204, including the R protein Xa21 from rice, the RLK5 protein in Arabidopsis, the
Drosophila Pelle protein, and the human IRAK (92). This is significant, since Pelle
and IRAK are involved in signaling downstream of the IL-1R and Toll receptors,
respectively, which, as stated previously, share significant homology with a family of
plant R proteins (6,93).

It is very likely that physical interaction between Avr proteins and the products of
some R genes results in the activation of downstream signaling components (Fig. 1).
However, no direct evidence for this has yet been demonstrated in vivo. One possible
mechanism for R protein activation is that interaction results in a conformational
change in the activation domains of critical enzymatic components, such as kinases. In
support of this hypothesis, there is evidence that Pto undergoes a change in conforma-
tion upon binding AvrPto. An activation domain mutant of Pto that replaced tyrosine
207 with aspartate, Y207D, was able to elicit an HR in the absence of AvrPto (90). It is
important to note that this “constitutive” mutant of Pto is only active when the Prf gene
is present. As mentioned, the Prf gene is a member of the NBS-LRR class of cytoplas-
mic R genes and is required both for tomato resistance to P. syringae pv. tomato and for
sensitivity to fenthion (84).

Autophosphorylation of Pto is a likely mechanism of Pto activation. It has been
clearly demonstrated that Pto autophosphorylates in vitro via an intramolecular mecha-
nism. There is precedent for this mechanism, as the activation domain of several well-
characterized ser/thr kinases is regulated by autophosphorylation (112). It is possible
that AvrPto binding causes a conformational change in Pto, resulting in autophospho-
rylation and subsequent induction of kinase activity. Interestingly, a mutation in the Pto
autophosphorylation site, Ser-198, interfered with the elicitation of a HR. However
interaction with AvrPto was not affected by this mutation (113).

Another possibility for Pto activation via interaction with AvrPto is that the two pro-
teins are part of a larger protein complex. This might explain why the Prf gene is nec-
essary for activation of defense responses, such as development of the HR, in response
to AvrPto/Pto-initiated signaling. In support of this model, the predicted protein prod-
uct of Prf contains an LRR, which has been shown to mediate protein/protein interac-
tion in other proteins (84).

Autophosphorylation may also be required for the interaction of Pto with down-
stream signaling components. Indeed, Pto has been shown to interact with several
tomato proteins that might be downstream targets of a signaling cascade. Yeast two-
hybrid screens using Pto as bait and tomato cDNA as prey identified several interacting
proteins, including Pto-interacting kinase (Pti1), and three transcription factors, Pti4,
Pti5 and Pti6 (114,115). Interestingly, mutation of the autophosphorylation site Ser198
also alters the interaction of Pto with Pti1 and two other proteins that remain to be
functionally characterized, Pti3 and Pti10 (113).
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Pti1 is a functional serine/threonine protein kinase that is probably localized in
the cytoplasm; however, its substrate has not been identified (114). Overexpression
of Ptil in transgenic tobacco was shown to enhance the HR in leaves inoculated with
P. syringae pv. tabaci expressing the avrPto gene. Pti1 was demonstrated to
autophosphorylate via an intramole]cular mechanism in vitro and to be a substrate
for Pto phosphorylation (113,114,116). A detailed biochemical analysis of Pto and
Pti1 identified several serine and threonine residues of both proteins that were criti-
cal to their ability to interact in yeast (113,116). However, the physiologic signifi-
cance of Ptil phosphorylation by Pto is not known, and similar studies have yet to be
performed in planta.

4.2.3. Kinases Downstream of R Proteins

In vivo phosphorylation experiments and studies using specific substrates and enzy-
matic inhibitors have demonstrated that protein kinases and phosphatase are critical for
activation of plant defense responses (1). For example, mitogen-activated protein
kinases (MAPKs) have been shown to be involved in plant defense signaling (92).
MAPKs in mammalian systems and yeast are critical components of signal transduc-
tion cascades triggered by extracellular ligands (117,118). Several MAPKs have been
found in plants that are activated in response to pathogen inoculation and wounding
(92,119–121). One of the kinases that is activated by wounding is the wound-induced
protein kinase WIPK (122). Initially found to be both transcriptionally and posttran-
scriptionally activated in response to wounding, the WIPK MAPK was recently shown
to be activated by resistance gene-mediated pathways (120). The kinase activity of
WIPK was induced by tobacco mosaic virus infection and was dependent on the
tobacco R gene N. Furthermore, increases in WIPK activity were demonstrated in
tobacco plants expressing the tomato Cf-9 R gene when the plants were inoculated with
Cladosporium fulvum strains expressing the avr9 gene (123). The Cf-9 R gene confers
on tomato resistance to strains of C. fulvum expressing the avr9 gene (6). Another
MAPK that has been associated with defense response is the tobacco salicylic acid-
induced protein kinase (SIPK) (124). SIPK has been shown to be activated by both SA
treatment and in response to a variety of biotic and abiotic stresses. Similar to WIPK,
SIPK activity is activated by tobacco mosaic virus infection in an N-gene dependent
manner and also by Avr9 in a Cf-9-dependent manner (121,123,124). However, in the
case of SIPK, no increase in mRNA or protein levels was detected, as was the case for
WIPK. The fact that both of these MAPKs were activated by a wide variety of inducers
suggests that these proteins might represent a connection point between defense signal-
ing pathways initiated from different R genes.

A phenotype was recently described for a MAPK in Arabidopsis that was inacti-
vated by transposon mutagenesis (125). The mutant line containing the transposon-
inactivated form of MAPK MPK4, exhibited constitutive SAR elevated levels of SA, as
well as enhanced disease resistance to pathogens. Microarray analysis of genes
expressed in either wild-type seedlings or seedlings of the mpk4 mutant line indicated
that PR genes are constitutively expressed in the mpk4 mutant.

The enhanced disease resistance (edr1) mutation confers resistance to powdery
mildew caused by the fungus Erysiphe cichoracearum. The EDR1 gene of Arabidopsis
was recently identified by positional cloning and was found to encode a putative
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MAPK kinase (126). EDR1 shares a high degree of sequence similarity with the CTR1
protein which is involved in the negative regulation of ethylene responses in Arabidop-
sis. The phenotype of the mutation indicates that EDR1 negatively regulates defense
responses. This is a surprising finding, because several other MAPKs are activated by
plant defense responses, as mentioned above.

Romeis et al. (127) reported the identification of a calcium-dependent protein kinase
(CDPK), one of a class of serine/threonine kinases that are unique to plants (and some
protists); this CDPK is specifically activated by interaction of the Avr9 protein from C.
fulvum with the Cf-9 R protein from tomato. In addition, the phosphorylation-depen-
dent activation of the CDPK was accompanied by an increase in enzymatic activity.
CDPKs are believed to be analogous to protein kinase C isomers characterized in ani-
mal systems. Interestingly, protein kinase C activity is required for induction of the
defense-activated oxidative burst in macrophages (128).

4.4. Transcriptional Activation of PR Genes

One of the major changes associated with R gene-mediated plant defense responses
is transcriptional activation of PR proteins. Even though PR genes are believed to play
critical roles in plant defense, relatively little is known about their transcriptional regu-
lation. One mechanism by which these genes might be activated is the specific regula-
tion of transcription factors such as Pti4, Pti5, and Pti6 (Fig. 1). The tomato Pti4/5/6
genes were originally isolated as proteins that interacted with Pto in a yeast two-hybrid
screen (115). Using gel shift assays, Pti4/5/6 were shown to bind to a cis-acting ele-
ment required for ethylene responsiveness that is present in promoters of PR genes: the
GCC box (115,129). In addition, mRNA transcript levels of Pti4 and Pti5 increased in
response to inoculation of tomato by the pathogen P. syringae (130). Interestingly, gel
shift analysis indicated that Pti4 binding to a GCC box element was enhanced by phos-
phorylation of Pti4 by Pto (129). These data suggest that Pto might directly activate
these transcription factors via phosphorylation; however, it is not presently clear what
role phosphorylation of Pti4/5/6 might play.

The NPR1, or NIM1, protein of Arabidopsis is known to play a critical role in SAR
(37). The NPR1 protein has been demonstrated to be necessary for the transcriptional
activation of PR proteins such as PR-1, via SA-mediated signaling pathways. The
NPR1 protein shares a sequence with I-κB, a mammalian transcriptional regulator, and
possesses an ankyrin-like repeat domain known to mediate protein-protein interaction
(39). I-κB negatively regulates the major target of IL-1R signaling, the transcription
factor NF-κB (96). In three separate yeast two-hybrid screens, NPR1 was shown to
interact with members of the TGA family of transcription factors in Arabidopsis
(131–133). TGA proteins are members of the basic region/leucine zipper (bZIP) family
of transcription factors and are known to recognize promoter elements of PR genes. At
least one of these genes, PR-1, is thought to be involved in the SA response pathway
leading to SAR. Each of the three studies showed that NPR1 was able to enhance the
ability of TGA factors to bind to promoter elements present in PR genes. The results of
these studies suggest that NPR1 is directly involved in the transcriptional activation of
SA-induced PR proteins via interaction with TGA transcription factors. It is not clear
whether NPR1 negatively regulates TGA factors via a mechanism analogous to mam-
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malian I-κB, as has been proposed (132). On the contrary, most of the data on NPR1
action suggest that it positively regulates defense responses.

5. FUTURE DIRECTIONS

Research during the past decade has provided an incredible amount of information
about how plants recognize pathogens and respond to attack. The cloning and charac-
terization of R genes and pathogen effectors have provided a molecular model for
gene-for-gene based resistance in plants. This information can now be used in new
research that is sure to lead to a greater understanding of the initial events involved in
pathogen recognition. This will require intensive studies of the structure of both plant
R proteins and pathogen effectors, as well as analysis of complexes that form between
these proteins. In addition, a greater emphasis on cell biology will be needed to eluci-
date the localization of plant and pathogen proteins, as well as basic biochemical
analyses to determine the factors effecting R-protein activation. We are just beginning
to understand the signaling events that occur downstream of R proteins. A better under-
standing of these events will require forward and reverse genetics to define new gene
loci: cell biology, biochemistry, and proteomics technologies including yeast two-
hybrid systems to learn more about how the signaling components work. Additionally,
the mechanisms of plant defense responses and their relative importance need to be
addressed in greater detail. This information will probably come from newly emerging
gene expression profiling technologies such as microarray analysis and functional
genomics technologies including gene silencing and mutational studies.

REFERENCES

1. Martin GB. Functional analysis of plant disease resistance genes and their downstream effec-
tors. Curr Opin Plant Biol 1999;2:273–279.

2. Benhamou N. Elicitor-induced plant defence pathways. Trends Plant Sci 1996;1:233–240.
3. Hammond-Kosack KE, Jones JDG. Resistance gene-dependent plant defense responses. Plant

Cell 1996;8:1773–1791.
4. Flor H. Current status of the gene-for-gene concept. Annu Rev Phytopathol 1971;9:275–296.
5. Dangl JL, Dietrich RA, Richberg MH. Death don’t have no mercy: cell death programs in plant-

microbe interactions. Plant Cell 1996;8:1793–1807.
6. Hammond-Kosack K, Jones JDG. Plant disease resistance genes. Annu Rev Plant Physiol Plant

Mol Biol 1997;48:575–607.
7. Lamb C, Dixon RA. The oxidative burst in plant disease resistance. Annu Rev Plant Physiol

Plant Mol Biol 1997;48:251–275.
8. Yang Y, Shah J, Klessig DF. Signal perception and transduction in plant defense responses.

Genes Dev 1997;11:1621–1639.
9. Fritig B, Heitz T, Legrand M. Antimicrobial proteins in induced plant defense. Curr Opin

Immunol 1998;10:16–22.
10. Ryals JA, Neuenschwander HU, Willits MG, et al. Systemic acquired resistance. Plant Cell

1996;8:1809–1819.
11. Dong X. SA, JA, ethylene, and disease resistance in plants. Curr Opin Plant Biol

1998;1:316–323.
12. Durner J, Klessig DF. Nitric oxide as a signal in plants. Curr Opin Plant Biol 1999;2:369–374.
13. Bolwell GP. Role of active oxygen species and NO in plant defence responses. Curr Opin Plant

Biol 2000;2:287–294.

Pathogen Recognition and Signal Transduction 19



14. Bradley D, Kjellbom P, Lamb CJ. Elicitor- and wound-induced oxidative cross-linking of a pro-
line-rich plant cell wall protein: a novel, rapid defense response. Cell 1992;70:21–30.

15. Levine A, Tenhaken R, Dixon RA, Lamb CJ. H2O2 from the oxidative burst orchestrates the
plant hypersensitive response. Cell 1994;79:583–593.

16. Chamnongpol S, Willekens H, Moeder W, et al. Defense activation and enhanced pathogen
tolerance induced by H2O2 in transgenic tobacco. Proc Natl Acad Sci USA 1998;95:
5818–5823.

17. Orozco-Cárdenas ML, Narváez-Vásquez J, Ryan CA. Hydrogen peroxide acts as a second mes-
senger for the induction of defense genes in tomato plants in response to wounding, systemin,
and methyl jasmonate. Plant Cell 2001;13:179–191.

18. Dwyer SC, Legender L, Heinstein PF, Low PS, Leto TL. Plant and humann neutrophil oxidative
burst complexes contain immunologically related proteins. Biochim Biophys Acta
1996;1289:231–237.

19. Groom QJ, Torres MA, Fordham-Skelton AP, et al. rbohA, a rice homologue of the mammalian
gp91phox respiratory burst oxidase gene. Plant J 1996;10:515–522.

20. Keller T, Damude HG, Werner D, et al. A plant homolog of the neutrophil NADPH oxidase
gp91phox subunit gene encodes a plasma membrane protein with Ca2+ binding motifs. Plant
Cell 1998;10:255–266.

21. Kawasaki T, Henmi K, Ono E, et al. The small GTP-binding protein rac is a regulator of cell
death in plants. Proc Natl Acad Sci USA 1999;96:10922–10926.

22. Alvarez ME, Pennell RI, Meijer P-J. Reactive oxygen intermediates mediate a systemic signal
network in the establishment of plant immunity. Cell 1998;92:773–784.

23. Piedras P, Hammond-Kossak KE, Harrison K, Jones JDG. A rapid Cf-9 and Avr9-dependent
production of active oxygen species in tobacco suspension cultures. Mol Plant Microbe Interact
1998;11:1155–1166.

24. Orozco-Cárdenas ML, Ryan CA. Hydrogen peroxide is generated systemically in plant leaves
by wounding and systemin via the octadecanoid pathway. Proc Natl Acad Sci USA
1999;96:6553–6557.

25. Niderman T, Genetet I, Bruyere T, et al. Pathogenesis-related PR-1 proteins are antifungal.
Plant Physiol 1995;108:17–27.

26. Abad LR, D’Urzo MP, Liu D, et al. Antifungal activity of tobacco osmotin has specificity and
involves plasma membrane permeabilization. Plant Sci 1996;118:11–23.

27. Hahn MG. Microbial elicitors and their receptors in plants. Annu Rev Phytopathol
1996;34:387–412.

28. Broekaert WF, Terras FRG, Cammue BPA, Osborn RW. Plant defensins: novel antimicrobial
peptides as components of the host defense system. Plant Physiol 1995;108:1353–1358.

29. Glazebrook J, Zook M, Mert F, et al. Phytoalexin-deficient mutants of Arabidopsis reveal that
PAD4 encodes a regulatory factor and that four PAD genes contribute to downy mildew resis-
tance. Genetics 1997;146:381–392.

30. Brunner F, Stintzi A, Fritig B, Legrand M. Substrate specificities of tobacco chitinases. Plant J
1998;14:225–234.

31. Dempsey D, Shah J, Klessig DF. Salicylic acid and disease resistance in plants. Crit Rev Plant
Sci 1999;18:547–575.

32. Gaffney T, Friedrich L, Vernooij B, et al. Requirement of salicylic acid for the induction of sys-
temic acquired resistance. Science 1993;261:754–756.

33. Delaney TP, Uknes S, Vernooij B, et al. A central role of salicylic acid in plant disease resis-
tance. Science 1994;266:1247–1250.

34. Lawton K, Weymann K, Fridrich L, et al. Systemic acquired resistance in Arabidopsis requires
salicylic acid but not ethylene. Mol Plant Microbe Interact 1995;8:863–870.

20 Cohn and Martin



35. Ward ER, Uknes SJ, Williams SC, et al. Coordinate gene activity in response to agents that
induce systemic acquired resistance. Plant Cell 1991;3:1085–1094.

36. Malamy J, Klessig DF. Salicylic acid and plant disease resistance. Plant J 1992;2:643–654.
37. Cao H, Bowling S, Gordon A, Dong X. Characterization of an Arabidopsis mutant that is nonre-

sponsive to inducers of systemic acquired resistance. Plant Cell 1994;6:1583–1592.
38. Delaney TP, Friedrich L, Ryals JA. Arabidopsis signal transduction mutant defective in chemi-

cally and biologically induced disease resistance. Proc Natl Acad Sci USA 1995;92:6602–6606.
39. Cao H, Glazebrook J, Clarke JD, Volko S, Dong X. The Arabidopsis NPR1 gene that controls

systemic acquired resistance encodes a novel protein containing ankyrin repeats. Cell
1997;88:57–63.

40. Pearce G, Strydom D, Johnson S, Ryan C. A polypeptide from tomato leaves induces wound-
inducible proteinase inhibitor proteins. Science 1991;25:895–898.

41. Farmer EE, Ryan CA. Octadecanoid precursors of jasmonic acid activate the synthesis of
would-inducible proteinase inhibitors. Plant Cell 1992;4:129–134.

42. O’Donnell PJ, Calvert G, Atzorn R, et al. Ethylene as a signal mediating the wound response of
tomato plants. Science 1996;274:1914–1917.

43. Schenk PM, Kazan K, Wilson I, et al. Coordinated plant defense responses in Arabidopsis
revealed by microarray analysis. Proc Natl Acad Sci USA 2000;97:11655–11660.

44. Doares SH, Narvaez-Vasquez J, Conconi A, Ryan CA. Salicylic acid inhibits synthesis of pro-
teinase inhibitors in tomato leaves induced by systemin and jasmonic acid. Plant Physiol
1995;108:1741–1746.

45. Maleck K, Levine A, Eulgem T, et al. The transcriptome of Arabidopsis thaliana during sys-
temic acquired resistance. Nat Genets 2000;26:403–410.

46. Durner J, Wendehenne D, Klessig DF. Defense gene induction in tobacco by nitric oxide, cyclic
GMP and cyclic ADP-ribose. Proc Natl Acad Sci USA 1998;95:10328–10333.

47. Delledonne M, Xia Y, Dixon RA, Lamb C. Nitric oxide signal functions in plant disease resis-
tance. Nature 1998;394:585–588.

48. Vernooji B, Friedrich L, Morse A, et al. Salicylic acid is not the translocated signal responsible
for inducing systemic acquired resistance but is required in signal transduction. Plant Cell
1994;959–965.

49. Xiao S, Ellwood S, Calis O, et al. Broad-spectrum mildew resistance in Arabidopsis thaliana
mediated by RPW8. Science 2001;291:118–120.

50. Buschges R, Hollricher K, Panstruga R, et al. The barley Mlo gene: a novel control element of
plant pathogen resistance. Cell 1997;88:695–705.

51. Devoto A, Piffanelli P, Nilsson I, et al. Schulze-Lefert, P. Topology, subcellular localization, and
sequence diversity of the Mlo family in plants. J Biol Chem 1999;274:34993–35004.

52. Wolter M, Hollricher K, Salamini F, Schulze-Lefert P. The mlo resistance to powdery mildew
infection in barley triggers a developmentally controlled defence mimic phenotype. Mol Gen
Genet 1993;239:122–128.

53. Kearney B, Staskawicz BJ. Widespread distribution and fitness contribution of Xanthomonas
campestris avirulence gene avrBs2. Nature 1990;346:385–386.

54. Lorang JM, Shen H, Kobayashi D, Cooksey D, Keen NT. avrA and avrE in Pseudomonas
syringae pv. tomato PT23 play a role in virulence on tomato plants. Mol Plant Microbe Interact
1994;7:508–515.

55. Ritter C, Dangl JL. The avrRpm1 gene of Pseudomonas syringae pv. maculicola is required for
virulence on Arabidopsis. Mol Plant Microbe Interact 1995;8:444–453.

56. Shan L, Thara VK, Martin GB, Zhou JM, Tang X. The Pseudomonas AvrPto protein is differen-
tially recognized by tomato and tobacco and is localized to the plant plasma membrane. Plant
Cell 2000;12:2323–2328.

Pathogen Recognition and Signal Transduction 21



57. Chang JH, Rathjen JP, Bernal AJ, Staskawicz BJ, Michelmore RW. avrPto enhances growth and
necrosis caused by Pseudomonas syringae pv. tomato in tomato lines lacking Pto or Prf. Mol
Plant Microbe Interact 2000;13:568–571.

58. Nimchuk Z, Marois E, Kjemtrup S, et al. Eukaryotic fatty acylation drives plasma membrane
targeting and enhances function of several type III effector proteins from Pseudomonas
syringae. Cell 2000;101:353–363.

59. Chen ZK, AP, Boch J, Katagiri F, Kunkel BN. The Pseudomonas syringae avrRpt2 gene prod-
uct promotes pathogen virulence from inside the plant cells. Mol Plant Microbe Interact
2000;13:1312–1321.

60. Van der Biezen EA, Jones JD. Plant disease-resistance proteins and the gene-for-gene concept.
Trends Biochem Sci 1998;23:454–456.

61. Gabriel DW, Rolfe BG. Working models of specific recognition in plant-microbe interactions.
Annul Rev Phytopathol 1990;28:365–391.

62. Scofield SR, Tobias CM, Rathjen JP, et al. Molecular basis of gene-for-gene specificity in bacte-
rial speck disease of tomato. Science 1996;274:2063–2065.

63. Tang X, Frederick RD, Zhou J, et al. Initiation of plant disease resistance by physical interaction
of AvrPto and Pto kinase. Science 1996;274:2060–2063.

64. Jia Y, McAdams SA, Brya GT, Hershey HP, Valent B. Direct interaction of resistance gene and
avirulence gene products confers rice blast resistance. EMBO J. 2000;19:4004–4014.

65. Leister RT, Katagiri F. A resistance gene product of the nucleotide binding site-leucine rich
repeats class can form a complex with bacterial avirulence proteins in vivo. Plant J
2000;22:345–354.

66. Song W-Y, Wang G-L, Chen L-L, et al. A receptor kinase-like protein encoded by the rice dis-
ease resistance gene, Xa21. Science 1995;270:1804–1806.

67. Lease K, Inhgam E, Walker JC. Challenges in understanding RLK function. Curr Opin Plant
Biol 1998;1:388–392.

68. He Z, Wang Z-Y, Li J, et al. Perception of brassinosteroids by the extracellular domain of the
receptor kinase BRl1. Science 2000;288:2360–2363.

69. Li J, Chory J. A putative leucine-rich repeat receptor kinase involved in brassinosteroid signal
transduction. Cell 1997;90:929–938.

70. Clark SE, Williams RW, Meyerowitz EM. The CLAVATA1 gene encodes a putative receptor
kinase that controls shoot and floral meristem size in Arabidopsis. Cell 1997;89:575–585.

71. Jeong S, Trotochaud A, Clark S. The Arabidopsis CLAVATA2 gene encodes a receptor-like pro-
tein required for the stability of the CLAVATA1 receptor-like kinase. Plant Cell
1999;11:925–1933.

72. Fletcher JC, Brand U, Running MP, Simon R, Meyerowitz EM. Signaling of cell fate decisions
by CLAVATA3 in Arabidopsis shoot meristems. Science 1999;283:1911–1914.

73. Trotochaud AE, Jeong S, Clark SE. CLAVATA3, a multimeric ligand for the CLAVATA1 recep-
tor-kinase. Science 2000;289:613–617.

74. Brand U, Fletcher JC, Hobe M, Meyerowitz EM, Simon R. Dependence of stem cell fate in Ara-
bidopsis on a feedback loop regulated by CLV3 activity. Science 2000;289:617–619.

75. Trotochaud AE, Hao T, Wui G, Yang Z, Clark SE. The CLAVATA1 receptor-like kinase requires
CLAVATA3 for its assembly into a signaling complex that includes KAPP and a Rho-related
protein. Plant Cell 1999;11:393–406.

76. Gómez-Gómez L, Boller T. FLS2: an LRR receptor-like kinase involved in the perception of the
bacterial elicitor flagellin in Arabidopsis. Mol Cell 2000;5:1003–1011.

77. Meindl T, Boller T, Felix G. The bacterial elicitor flagellin activates its receptor in tomato cells
according to the address-message concept. Plant Cell 2000;12:1783–1794.

78. Mudgett MB, Staskawicz BJ. Protein signaling via type III secretion pathways in phytopatho-
genic bacteria. Curr Opin Microbiol 1998;1:109–114.

22 Cohn and Martin



79. McNellis TW, Mudgett MB, Li K, et al. Glucocorticoid-inducible expression of a bacterial aviru-
lence gene in transgenic Arabidopsis induces hypersensitive cell death. Plant J 1998;14:247–257.

80. Mudgett MB, Staskawicz BJ. Characterization of the Pseudomonas syringae pv. tomato Avr-
Rpt2 protein: demonstration of secretion and processing during bacterial pathogenesis. Mol
Microbiol 1999;32:927–941.

81. Alfano JR, Collmer A. The type III (Hrp) secretion pathway of plant pathogenic bacteria: traf-
ficking harpins, Avr proteins, and death. J. Bacteriol. 1997;179:5655–5662.

82. Galan JE, Collmer A. Type III secretion machines: bacterial devices for protein delivery into
host cells. Science 1999;284:1322–1328.

83. Zhu W, Yang B, Kurata N, Johnson LB, White FF. The C terminus of AvrXa10 can be replaced
by the transcriptional activation domain of VP16 from the herpes simplex virus. Plant Cell
1999;11:1665–1674.

84. Salmeron JM, Oldroyd GED, Rommens CMT, et al. Tomato Prf is a member of the leucine-rich
repeat class of plant disease resistance genes and lies embedded within the Pto kinase gene
cluster. Cell 1996;86:123–133.

85. Martin GB, Frary A, Wu T, et al. A member of the tomato Pto gene family confers sensitivity to
fenthion resulting in rapid cell death. Plant Cell 1994;6:1543–1552.

86. Rossi M, Goggin FL, Milligan SB, et al. The nematode resistance gene Mi of tomato confers
resistance against the potato aphid. Proc Natl Acad Sci USA 1998;95:9750–9754.

87. Milligan SB, Bodeau J, Yaghoobi J, et al. The root knot nematode resistance gene Mi from
tomato is a member of the leucine zipper, nucleotide binding, leucine-rich repeat family of plant
genes. Plant Cell 1998;10:1307–1319.

88. Martin GB, Brommonschenkel S, Chunwongse J, et al. Map-based cloning of a protein kinase
gene conferring disease resistance in tomato. Science 1993;262:1432–1436.

89. Tang X, Xie M, Kim JJ, et al. Overexpression of Pto activates defense responses and confers
broad resistance. Plant Cell 1999;11:15–29.

90. Rathjen JP, Chang JH, Staskawicz BJ, Michelmore RW. Constitutively active Pto induces a Prf-
dependent hypersensitive response in the absence of AvrPto. EMBO J 1999;18:3232–3240.

90a. Shan L, He P, Zhou JM, Tang X. A cluster of mutations disrupt the avirulence but not the viru-
lence function of AvrPto. Mol Plant Microbe Interact 2000;13:592–598.

91. Bogdanove AJ, Martin GB. AvrPto-dependent Pto-interacting proteins and AvrPto-interacting
proteins in tomato. Proc Natl Acad Sci USA 2000;97:8836–8840.

92. Sessa G, Martin GB. Protein kinases in the plant defense response. In: Kreis M, Walker JC (ed.)
Advances in Botanical Research (incorporating Advances in Plant Pathology), vol. 32. London:
Academic Press, 2000, pp. 379–398.

93. Aderem A, Ulevitch RJ. Toll-like receptors in the induction of the innate immune response.
Nature 2000;406:782–787.

94. Bowie A, O’Neill LA. The interleukin-1 receptor/Toll-like receptor superfamily: signal genera-
tors for pro-inflamatory interleukins and microbial products. J Leukoc Biol 2000;67:508–514.

95. Medzhitov R, Janeway C. Innate immunity. N Engl J Med 2000;343:338–344.
96. Hatada EN, Krappmann D, Scheidereit C. NF-κB and the innate immune response. Curr Opin

Immunol 2000;12:52–58.
97. Hoffmann JA, Kafatos FC, Janeway CA, Ezekowitz RAB. Phylogenetic perspectives in innate

immunity. Science 1999;284:1313–1318.
98. Williams MJ, Rodriguez A, Kimbrell DA, Eldon ED. The 18-wheeler mutation reveals complex

antibacterial gene regulation in Drosophila host defense. EMBO J 1997;16:6120–6130.
99. Yang RB, Mark MR, Gray A, et al. Toll-like receptor-2 mediates lipopolysaccharide-induced

cellular signalling. Nature 1998;395:284–288.
100. Poltorak A, He X, Smironova I, et al. Defective LPS signaling in C3H/HeJ and C57BL/10ScCr

mice: mutations in Tlr4 gene. Science 1998;282:2085–2088.

Pathogen Recognition and Signal Transduction 23



101. Aliprantis AO, Yang RB, Mark MR, et al. Cell activation and apoptosis by bacterial lipoproteins
through toll-like receptor-2. Science 1999;285:738–739.

102. Zou H, Henzel WJ, Liu X, Lutschg A, Wang X. Apaf-1, a human protein homologous to C. ele-
gans CED-4, participates in cytochrome c-dependent activation of caspase-3. Cell
1997;20:405–413.

103. Inohara N, Koseki T, del Peso L, et al. Nodq, and Apaf-1-like activator of Caspase-9 and nuclear
factor kappa B. J Biol Chem 1999;274:14560–14567.

104. Inohara N, Ogura Y, Chen FF, Muto A, Nunez. Human Nod1 confers responsiveness to bacterial
lipopolysaccharides. J Biol Chem 2001;276:2551–2554.

105. Cohn J, Sessa G, and Martin GB. Innate immunity in plants. Curr Opin Immunol
2001;13:55–62.

106. Grab D, Feger M, Ebel J. An endogenous factor from soybean (Glycine max L.) cell cultures
activates phosphorylation of a protein which is dephosphorylated in vivo in elicitor-challenged
cells. Planta 1989;179:340–348.

107. Dietrich A, Mayer JE, Hahlbrock K. Fungal elicitor triggers rapid, transient, and specific protein
phosphorylation in parsley cell suspension cultures. J Biol Chem 1990;265:6360–6368.

108. Felix G, Grosskopf DG, Regenass M, Boller T. Rapid changes of protein phosphorylation are
involved in transduction of the elicitor signal in plant cells. Proc Natl Acad Sci USA
1991;88:8831–8834.

109. Sessa G, Martin GB. Signal recognition and transduction mediated by the tomato Pto kinase: a
paradigm of innate immunity in plants. Microbes Infect 2000;2:1591–1597.

110. Frederick RD, Thilmony RL, Sessa G, Martin GB. Recognition specificity for the bacterial avir-
ulence protein AvrPto is determined by Thr-204 in the activation loop of the tomato Pto kinase.
Mol Cell 1998;2:241–245.

111. Loh Y-T, Martin GB. The Pto bacterial resistance gene and the Fen insecticide sensitivity gene
encode functional protein kinases with serine/threonine specificity. Plant Physiol
1995;108:1735–1739.

112. Johnson LN, Noble MEM, Owen DJ. Active and inactive protein kinases: structural basis for
regulation. Cell 1996;85:149–158.

113. Sessa G, D’Ascenzo M, Martin GB. Thr-38 and Ser-198 are Pto autophosphorylation sites
required for the AvrPto-Pto mediated hypersensitive response. EMBO J 2000;19:2257–2269.

114. Zhou J, Loh Y-T, Bressan RA, Martin GB. The tomato gene Pti1 encodes a serine/threonine
kinase that is phophorylated by Pto and is involved in the plant hypersensitive response. Cell
1995;83:925–935.

115. Zhou J, Tang X, Martin GB. The Pto kinase confering resistance to tomato bacterial speck dis-
ease interacts with proteins that bind a cis-element of pathogenesis-related genes. EMBO J
1997;16:3207–3218.

116. Sessa G, D’Ascenzo M, Loh Y-T, Martin GB. Biochemical properties of two protein kinases
involved in disease resistance signaling in tomato. J Biol Chem 1998;273:15860–15865.

117. Herskowitz I. MAP kinase pathways in yeast: for mating and more. Cell 1995;80:187–197.
118. Seger R, Krebs EG. The MAPK signaling cascade. FASEB J 1995;9:726–735.
119. Ligterink W, Kroj T, zur Nieden U, Hirt H, Scheel D. Receptor-mediated activation of a MAP

kinase in pathogen defense of plants. Science 1997;276:2054–2057.
120. Zhang S, Klessig DF. N resistance gene-mediated de novo synthesis and activation of a tobacco

MAP kinase by TMV infection. Proc Natl Acad Sci USA 1998;95:7433–7438.
121. Zhang S, Du H, Klessig DF. Activation of the tobacco SIP kinase by both a cell wall-derived

carbohydrate elicitor and purified proteinaceous elicitins from Phytophthora spp. The Plant Cell
1998;10:435–449.

122. Seo S, Okamoto M, Seto H, et al. Tobacco MAP kinase: a possible mediator in wound signal
transduction pathways. Science 1995;270:1988–1992.

24 Cohn and Martin



123. Romeis T, Piedras P, Zhang S, et al. Rapid avr 9- and Cf-9-dependent activation of MAP kinases
in tobacco cell cultures and leaves: convergence of resistance gene, elicitor, wound, and salicy-
late responses. Plant Cell 1999;11:273–288.

124. Zhang S, Klessig DF. Salycylic acid activates a 48-kD kinase in tobacco. Plant Cell
1997;9:809–824.

125. Petersen M, Brodersen P, Naested H, et al. Arabidopsis MAP kinase 4 negatively regulates sys-
temic acquired resistance. Cell 2000;103:1111–1120.

126. Frye CA, Tang D, Innes RW. Negative regulation of defense reponses in plants by a conserved
MAPKK kinase. Proc Natl Acad Sci USA 2001;98:373–378.

127. Romeis T, Piedras P, Jones JDG. Resistance gene-dependent activation of a calcium-dependent
protein kinase in the plant defense response. Plant Cell 2000;12:803–815.

128. Perkins RS, Lidsay MA, Barnes PJ, Giembycz MA. Early signaling events implicated in
leukotriene B4-induced activation of the NADPH oxidase in eosinophils: role of Ca2+, protein
kinase C and phopholipases C and D. Biochem J 1995;310:795–806.

129. Gu Y-QY, Thara VK, Zhou J, Martin GB. The Pti4 gene is regulated by ethylene and salicylic
acid and its product is phophorylated by the Pto kinase. Plant Cell 2000;12:771–785.

130. Thara VK, Tang X, Gu YQ, Martin GB, Zhou J-M. Pseudomonas syringae pv. tomato induces
the expression of tomato EREBP-like genes Pti4 and Pti5 independent of ethylene, salicylate,
and jasmonate. Plant J 1999;20:475–483.

131. Zhang Y, Fan W, Kinkema M, Li X, and Dong X. Interaction of NPR1 with basic leucine zipper
protein transcription factors that bind sequences required for salicylic acid induction of the PR-
1 gene. Proc Natl Acad Sci USA 1999;96:6523–6528.

132. Despres C, DeLong C, Glaze S, Liu E, Fobert PR. The Arabidopsis NPR1/NIM1 protein
enhances the DNA binding activity of a subgroup of the TGA family of bZIP transcription fac-
tors. Plant Cell 2000;12:279–290.

133. Zhou J-M, Trifa Y, Silva H, et al. NPR1 differentially interacts with members of the TGA/OBF
family of transcription factors that bind an element of the PR-1 gene required for induction by
salicylic acid. Mol Plant Microbe Interact 2000;13:191–202.

134. Ori N, Tanksley SD, Zamir D, et al. The 12C family from the wilt disease resistance locus 12
belongs to the nucleotide binding leucine-rich repeat superfamily of plant resistance genes.
Plant Cell 1997;9:521–532.

135. Simons G, Groenendijk J, Wijbrandi J, et al. Dissection of the fusarium 12 gene cluster in
tomato reveals six homologs and one active gene copy. Plant Cell 1998;10:1055–1068.

136. Collins N, Drake J, Ayliffe M, et al. Molecular characterization of the maize Rp1-D rust resis-
tance haplotype and its mutants. Plant Cell 1999;11:1365–1376.

137. Yoshimura S, Yamanouchi U, Katayose Y, et al. Expression of Xa1, a bacterial blight-resistance
gene in rice, is induced by bacterial inoculation. Proc Natl Acad Sci USA 1998;95:1663–1668.

138. Bent AF, Kunkel BN, Dahlbeck DJ, et al. RPS2 of Arabidopsis thaliana: a leucine-rich repeat
class of plant disease resistance genes. Science 1994;265:1856–1860.

139. Warren RF, Henk A, Mowery P, Holub E, Innes RW. A mutation within the leucine-rich repeat
domain of the Arabidopsis disease resistance gene RPS5 partially suppresses multiple bacterial
and downy mildew resistance genes. Plant Cell 1998;10:1439–1452.

140. Grant MR, Godiar L, Straube E, et al. Structure of the Arabidopsis RPM1 gene enabling dual
specificity disease resistance. Science 1995;269:843–846.

141. McDowell JM, Dhandaydham M, Long TA, et al. Intragenic recombination and diversifying
selection contribute to the evolution of downy mildew resistance at the RPP8 locus of Ara-
bidopsis. Plant Cell 1998;10:1861–1874.

142. Cooley MB, Pathirana S, Wu HJ, Kachroo P, Klessig DF. Members of the Arabidopsis
HRT/RPP8 family of resistance genes confer resistance to both viral and oomycete pathogens.
Plant Cell 2000;12:663–676.

Pathogen Recognition and Signal Transduction 25



143. Bendahamane A, Kanyuka K, Baulcombe DC. The Rx gene from potato controls separate virus
resistance and cell death responses. Plant Cell 1999;11:781–791.

144. van der Vossen EA, van der Voort JN, Kanyuka K, et al. Homologues of a single resistance-gene
cluster in potato confer resistance to distinct pathogens: a virus and a nematode. Plant J
2000;23:567–576.

145. Whitham S, Dinesh-Kumar SP, Choi D, et al. The product of the tobacco mosaic virus resis-
tance gene N: similarity to Toll and the interleukin-1 receptor. Cell 1994;78:1011–1015.

146. Lawrence GJ, Ellis JG, Finnegan EJ. Cloning a rust-resistance gene in flax. In: 7th ISMPM I—
Advances in Molecular Genetics of Plant-Microbe Interactions, vol III, 1995.

147. Anderson PA, Lawrence GJ, Ellis JG, et al. Inactivation of the flax rust resistance gene M asso-
ciated with loss of a repeated unit within the leucine-rich repeat coding region. Plant Cell
1997;9:641–651.

148. Gassmann W, Hinsch ME, Staskawicz BJ. The Arabidopsis RPS4 bacterial-resistance gene is a
member of the TIR-NBS-LRR family of disease-resistance genes. Plant J 1999;20:265–277.

149. Parker JE, Coleman MJ, Dean C, et al. The Arabidopsis downy mildew resistance gene RPP5
shares similarity to the Toll and interleukin-1 receptors with N and L6. Plant Cell
1997;9:879–894.

150. Botella MA, Parker JE, Frost LN, et al. Three genes of the Arabidopsis RPP1 complex resis-
tance locus recognize distinct Peronospora parasitica avirulence determinants. Plant Cell
1998;10:1847–1860.

151. Dixon MS, Jones DA, Keddie JS, et al. The tomato Cf-2 disease resistance locus comprises two
functional genes encoding leucine-rich repeat proteins. Cell 1996;84:451–459.

152. Thomas CM, Jones DA, Parniske M, et al. Characterisation of the tomato Cf-4 gene for resis-
tance to Cladosporium fulvum identifies sequences which determine recognitional specificity in
Cf-4 and Cf-9. Plant Cell 1997;9:1–17.

153. Dixon MS, Hatzixanthis K, Jones DA, Harrison K, Jones JD. The tomato Cf-5 disease resis-
tance gene and six homologs show pronounced allelic variation in leucine-rich repeat copy
number. Plant Cell 1998;10:1915–1925.

154. Jones DA, Thomas CM, Hammond-Kosack KE, Balint-Kurti PJ, Jones JDG. Isolation of the
tomato Cf-9 gene for resistance to Cladosporium fulvum by transposon tagging. Science
1994;266:789–793.

155. Johal GS, Briggs SP. Reductase activity encoded by the HM1 disease resistance gene in maize.
Science 1992;258:958–987.

156. Cai D, Kleine M, Kifle S, et al. Positional cloning of a gene for nematode resistance in sugar
beet. Science 1997;275:832–834.

26 Cohn and Martin



2
Plant Disease Resistance Genes

Jeffrey G. Ellis and David A. Jones

1. INTRODUCTION

No adaptive immune system equivalent to the highly effective vertebrate immune
system has been detected in plants. Nevertheless, the very existence of plants in the
presence of many pathogens bears witness to the presence of highly effective systems
for defense against pathogen invasion and disease. One system is based on disease
resistance genes, which allow plants to detect pathogen infection and mount effective
defense responses. These genes were first identified in the early years of the 20th cen-
tury and were cloned and characterized more than 90 years later in the last decade of
the century (see refs. 1 and 2 for reviews). Intense studies of these genes are now taking
place in the present century to discern how their products function and how this knowl-
edge can be applied to problems of disease resistance and food security.

2. RESISTANCE AND SUSCEPTIBILITY IN PLANTS

It is interesting to contemplate which of the two, plant diseases or human diseases, is
the greater potential threat to human health. The human immune system, as effective as it
is, cannot meet the challenge of plant disease-induced famine. Significant diseases of
plants in agriculture are caused by diverse pathogens, including viruses, bacteria, fungi,
and nematodes. These diseases cause various visible symptoms, and some result in death
of the infected plant, but all important diseases result in reduced crop yields and quality
and in some instances complete regional crop failures. In contrast to susceptibility, plant
disease resistance is characterized by either partial or complete suppression of pathogen
growth or replication at the site of infection. One of the most dramatic visible pheno-
types that is frequently (but not always) associated with plant resistance is rapid local-
ized cell death, the hypersensitive response (HR), at the site of infection, which is often
compared with animal programmed cell death. This is an especially effective process in
limiting pathogens that require living host cells. Other resistance responses include (but
are not limited to) activation of defense gene expression, leading to production of antimi-
crobial proteins or low molecular weight antibiotics. In this respect, plant disease resis-
tance has been likened to the innate immunity systems that have been described in
insects and vertebrates. Most of the major plant pathogens mentioned above, with the
exception of viruses, cause disease from the outside of plant cells. This includes patho-
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genic bacteria whose extracellular life styles in plants are in contrast to the intracellular
life styles of many mammalian bacterial pathogens.

3. GENETIC STUDIES OF HOST PLANT RESISTANCE 
AND PATHOGEN VIRULENCE

When a single isolate of a plant pathogen species (e.g., the wheat rust fungus) is
inoculated onto a collection of host (e.g., wheat) genotypes, it is common to find that
some genotypes are resistant and others are susceptible to the pathogen. Thus the
pathogen isolate distinguishes host plant variation that is manifested as clear differ-
ences in disease reaction. Furthermore, if several isolates of the rust fungus are inocu-
lated separately onto a set of different wheat genotypes, the different rust isolates are
frequently distinguished by their ability to infect different host genotypes. For exam-
ple, rust isolate 1 may infect host genotype 1 but not host genotype 2, while rust isolate
2 infects wheat 2 but not wheat 1. These sorts of observations are general for many dif-
ferent host-pathogen interactions. The ability of the pathogen to infect and cause dis-
ease in its host plant is referred to as virulence; the inability of a pathogen isolate to
infect a resistant genotype of its normal host is called avirulence. In these ways,
pathogen isolates can be used to distinguish host genotypes and, conversely, host plant
genotypes can be used to distinguish isolates of the pathogen.

The existence of polymorphism for resistance/susceptibility in the host plant and for
virulence/avirulence in a pathogen was initially found in crop plant species and their
pathogens and more recently in wild plant species such as the “model” plant Ara-
bidopsis thaliana and its pathogens. These polymorphisms provide the opportunity to
carry out simultaneous genetic analysis of the inheritance of resistance and suscepti-
bility in host species and inheritance of virulence and avirulence in the pathogen
species. The most extensive classical genetic analyses were carried out on the flax
plant, a crop plant grown for linseed oil and linen fiber production, and the fungal
pathogen, flax rust (3). This fungus grows at the expense of living plant tissue and pro-
duces masses of orange spores over the leaf surfaces of susceptible plants. These
genetic experiments involved the analysis of sexual crosses between resistant and sus-
ceptible flax genotypes and also sexual crosses between different rust isolates that dif-
fered in their ability to infect the host genotypes. Particular rust strains were used to
follow the segregation of resistance/susceptibility in the host plant and particular flax
genotypes were used as hosts to follow the segregation of avirulence/virulence in the
pathogen. The following points summarize the results of these experiments with flax
and flax rust and with other host-pathogen systems, which have provided a genetic
description of plant-pathogen interactions.

1. Resistance to a pathogen isolate can be determined by a single gene difference between
the resistant and susceptible host genotype. This gene is referred to as a resistance
gene.

2. Resistance is most commonly dominant to susceptibility.
3. Multiple resistance genes can occur in a single species. Each resistance gene frequently

encodes resistance to some but not all isolates of a pathogen species. The resistance
gene’s ability or inability to determine resistance to different pathogen isolates can dis-
tinguish one resistance gene from another. This difference between resistance genes is
referred to as resistance gene specificity. For example, 30 different rust resistance
specificities have been identified in the flax genome.
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4. Different resistance genes against a particular pathogen species can occur at several
different loci in plant genomes, and in addition multiple resistance specificities often
map to each genetic locus. In flax, for example, 30 rust resistance genes map to 5 loci
with 11 specificities at the L locus.

5. Plant species are frequently highly polymorphic for resistance. Populations often con-
tain individuals with different resistance specificities.

The results of the genetic analysis of pathogenicity of flax rust and other pathogens
are summarized as follows:

1. Inability of a pathogen isolate to infect a resistant plant (referred to as avirulence) can
be determined by a single gene difference between the virulent and avirulent isolate.

2. Avirulence is most commonly dominant to virulence.
3. Pathogen species often carry multiple avirulence genes and are often highly polymor-

phic for these genes.

The joint analysis of genetic segregation data for resistance of the host on one hand
and rust avirulence on the other demonstrated that for each resistance gene specificity
that is identified in the flax plant, a single corresponding avirulence gene is identified in
the rust. For instance, flax plants carrying only the L6 rust resistance gene are resistant
to rusts carrying the A-L6 avirulence gene but are susceptible to those strains without
this avirulence gene (Fig. 1). This one-for-one or gene-for-gene relationship has been
observed in many different host-pathogen interactions and has been used to propose a
receptor-ligand model (see below). Under this model, it is postulated that the resistance
gene encodes a receptor that perceives the direct (protein) or indirect (enzymatic) prod-
uct of the corresponding avirulence gene in the pathogen. The cloning of host resis-
tance genes and corresponding plant pathogen avirulence genes is beginning to provide
the opportunity to test this model directly. As will be seen later, physical proof of a
simple receptor-ligand pair in general has been difficult to obtain and (as discussed
below), this model, based on genetic data, may be an oversimplification.
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Fig. 1. Growth (+) or no growth (–) of the flax rust fungus on its host plant flax is determined
by matching gene pairs at the host resistance locus and the pathogen avirulence locus. No growth
(host resistance) occurs when the host carries one or more copies of the dominant resistance gene
L6 and the rust carries one or more copies of the corresponding avirulence gene A-L6.



4. MOLECULAR NATURE OF AVIRULENCE GENES

Avirulence genes in pathogens are those genes that confer the ability to be recog-
nized by a resistant host plant. This concept is one that is often problematic to animal
pathologists. The simplest analogy is probably with genes encoding antigens in animal
pathogens that are recognized by the mammalian immune system. Clearly, the princi-
pal function of these sorts of pathogen genes is not to trigger recognition by the host
resistance mechanism. However, ultimately, in the presence of the appropriate host
receptor, they are determinants of avirulence.

A number of avirulence genes have been cloned from plant pathogens, particularly
viral and bacterial avirulence genes (4). Viral avirulence genes encode a range of func-
tions including capsid proteins and replicase proteins. Comparisons of the gene prod-
ucts of bacterial avirulence genes show that they are mostly unrelated and their
function is largely unknown. There is now evidence that the bacterial avirulence gene
products are introduced into plant cells by a type III secretion mechanism (5). Further
evidence suggests that these gene products are involved in enhancement of bacterial
virulence (in the absence of the corresponding host resistance gene) and so are analo-
gous to the virulence effector proteins delivered to animal cells by mammalian bacter-
ial pathogens (6). Only a few fungal avirulence genes have been cloned owing to the
more complex genomes of fungi. The products of these genes include small, secreted
proteins of unknown function (4). In one case, a fungal avirulence protein from the rice
blast fungus has similarity to a zinc protease (7).

5. MOLECULAR NATURE OF RESISTANCE GENES

A growing number of resistance genes that recognize viral, bacterial, fungal, nema-
tode, and insect pathogens have been cloned from both crop plants and the model plant
Arabidopsis. Most of these genes are predicted to encode proteins with at least three
core domains, a C-terminal leucine-rich repeat (LRR) domain, a central nucleotide
binding site (NBS) domain, and an N-terminal domain that either contains homology
to cytosolic domains of the Drosophila Toll or animal interleukin-1 receptors (TIR) or
a potential coiled-coil (CC) domain (TIR-NBS-LRR or CC-NBS-LRR) (8) (Fig. 2).
Two subclasses of CC domains have been described (8), but there are probably at least
three subclasses of CC domains in the CC-NBS-LRR class of resistance proteins. The
tripartite structure of the NBS-LRR resistance proteins resembles the tripartite struc-
ture of CARD-NBS-WD40 [caspase recruitment domain-NBS-tryptophan aspartic
acid (WD) repeat, with a periodicity of approx. 40 amino acids], CARD-NBS-LRR,
AT-NBS-LRR (acetyl transferase-NBS-LRR), and BIR-NBS-LRR (baculovirus inhibi-
tion of apoptosis repeat-NBS-LRR) proteins controlling either apoptosis or the activa-
tion of cellular defenses or both in animals.

Simplistically, in NBS-LRR plant resistance proteins, the C-terminal domain is
thought to be a receptor domain involved primarily in recognition of the avirulence
ligand, the central NBS domain a regulatory domain, and the N-terminal TIR or CC
domain an effector domain; however, biochemical evidence is still lacking. Simi-
larly, in the human apoptotic protease-activating factor-1 (Apaf-1) CARD-NBS-
WD40 apoptosis protein, the C-terminal WD40 domain is thought to be involved in
the recognition of cytochrome c released from the mitochondria following an apop-
totic stimulus, the central NBS domain in the regulatory binding of ATP or dATP,
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and the N-terminal CARD in the triggering of the caspase cascade that effects apop-
tosis (9–11).

Initially, the NBS domain was defined in plant resistance proteins by the presence of
kinase 1a (P-loop), kinase 2, and kinase 3a motifs likely to be involved in ATP/GTP or
dATP/dGTP binding. As more resistance genes were cloned, at least five additional
motifs were recognized, not only among resistance proteins, but also among the animal
Apaf-1 (10), CED-4 (Caenorhabditis elegans death-regulating CARD-NBS protein)
(12), and Ark (Drosophila Apaf-1-related killer CARD-NBS-WD-40 protein) (13)
apoptosis proteins (8,14,15) (Fig. 3), leading to the redesignation of the NBS domain
as an NB-ARC domain (nucleotide binding domain shared by Apaf-1, plant resistance
proteins, and CED-4) (15). The additional motifs present in the NB-ARC domain do
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Fig. 2. Domain structures and predicted membrane topology of representative plant disease
resistance proteins in comparison with one another and with similar proteins involved in plant
development or animal innate immunity. All plant proteins have been described in the text apart
from Rx, which is a potato gene for resistance to potato virus X (27). CD14 is a glycophospho-
inositol (GPI)-anchored LRR protein, and LBP is a lipopolysaccharide binding protein that form
part of the TLR complex recognizing bacterial lipopolysaccharides. MyD88 is an adaptor pro-
tein with TIR and DD domains that link signal transduction from the TLR complex to the ser-
ine/threonine protein kinase IRAK. The nature and function of these and other protein
components involved in TLR signaling are described elsewhere in this book. The horizontal bar
depicts a cell membrane with the cytosol below. All proteins except Prf are shown with the N
terminus at the top. Abbreviations: LRR, leucine-rich repeat; PM, plasma membrane; NBS,
nucleotide binding site; TIR, Toll/interleukin-1 receptor domain; CC, coiled-coil; PK,
serine/threonine protein kinase; DD, death domain; TLR, Toll-like receptor; LPS, lipopolysac-
charide; IRAK, interleukin-1 receptor-associated kinase. (Adapted from ref. 8.)
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Fig. 3. Conserved motis in the NBS regions of the Arabidopsis RPS2 (Genbank accession
U14158), tobacco N (U15605), and flax L6 (U27081) disease resistance proteins and the human
Apaf-1 (AF013263), Caenorhabditis elegans CED-4 (X69016), and Drosophila Ark (AAF57916)
apoptosis-activating proteins. Blocks of conserved motifs were aligned using Macaw (71). Amino
acid identities are highlighted with black boxes and similarities with gray boxes. Conserved motifs
are overlined, and the kinase 1a, 2, and 3a motifs of the NBS are indicated.



not seem to be present in the NBS domains of the human CIITA (MHC class II tran-
scriptional activator) AT-NBS-LRR protein (16,17), Nod1 (18,19), Nod2 (20), and
DEFCAP (death effector filament-forming CED-4-like apoptosis protein) (21), CARD-
NBS-LRR proteins, or the BIR-NBS-LRR protein NIAP (neuronal apoptosis inhibitor
protein) (22,23).

Superficially, the latter proteins resemble plant resistance proteins more than Apaf-
1, CED-4, or Ark, because they share both NBS and LRR domains, but the resem-
blance is misleading because only the motifs directly involved in nucleotide binding
are shared between the two types of NBS domain. This finding suggests that any other
interactions mediated or regulated by the two types of NBS domain may differ. How-
ever, despite this difference, the proteins carrying this kind of NBS domain appear to
be functionally more similar to plant disease resistance genes. Apaf-1, CED-4, and Ark
are only involved in regulation of apoptosis, whereas CIITA, Nod1, Nod2, DEFCAP,
and NIAP are involved in the regulation of apoptosis and/or cellular defenses
(16,19,20,21,24). The latter function is more similar to that of plant disease resistance
proteins, which regulate both cell death and pathogen-response protein expression, and
in some cases plant disease resistance can be effected without cell death (25–27).

The remainder of the cloned resistance genes have been found in only one or a few
kinds of plant-pathogen interactions. These comprise the rice Xa-21 gene encoding an
extracytosolic LRR receptor domain connected by a single transmembrane domain to a
cytosolic serine/threonine protein kinase (LRR-TM-PK) and conferring resistance to
the bacterial blight bacterium Xanthomonas oryzae pv. oryzae (28); the tomato Pto
gene encoding a serine/threonine protein kinase (PK) and conferring resistance to the
bacterial speck bacterium Pseudomonas syringae pv. tomato (29); the tomato Cf-2, Cf-
4, Cf-5, Cf-9, and Cf-ECP2 genes on the one hand and the tomato Ve1 and Ve2 genes on
the other, encoding extracytosolic LRR receptor domains connected by a single trans-
membrane domain to a short cytosolic tail (LRR-TM) and conferring resistance to the
leaf mold fungus Cladosporium fulvum or the vascular wilt fungus Verticillium
dahliae, respectively (30–35); the Arabidopsis RPW8.1 and RPW8.2 genes encoding
CC proteins conferring broad resistance to the powdery mildew fungi Erysiphe cru-
ciferarum and E. cichoracearum (36); and the sugar beet Hs1-pro gene (possibly based
on an incomplete clone) encoding a novel protein conferring resistance to the cyst
nematode Heterodera schachtii (37).

LRR domains are common to both the NBS-LRR resistance proteins and a number
of the non-NBS resistance proteins. However, the LRR domains of NBS-LRR proteins
are predicted to be cytosolic and have slightly different and highly degenerate repeat
motifs in terms of length and composition compared with the LRR domains of the
LRR-TM or LRR-TM-PK proteins, which are predicted to be extracytosolic and have
very regular and well-conserved repeat motifs (38). In fact, the LRRs of the NBS-LRR
proteins are often difficult to discern, and assignments of LRRs are sometimes rather
arbitrary as a consequence. A useful way to determine the presence of LRRs in a pro-
tein is to carry out similarity searches against the very large array of LRR proteins pre-
sent in publicly available sequence databases. Such searches do not, for example,
substantiate the original claim that Hs1-pro is an LRR protein. Despite the structural
diversity of LRRs, their role as determinants of recognitional specificity in plant
pathogen interactions is now well established (see below).
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Besides LRR domains, the non-NBS-LRR proteins also show other intriguing relation-
ships to one another, to NBS-LRR proteins, and to proteins involved in development and
innate immunity in both plants and animals. The Xa-21 LRR-TM-PK protein bears an
obvious resemblance to the Cf and Ve LRR-TM proteins and the Pto PK protein (Fig. 2),
and it is not uncommon to find interacting protein domains that are separate in some
organisms joined together in others (39). The Xa-21 protein is also structurally similar to
a number of Arabidopsis LRR-TM-PK proteins including developmental proteins such as
the CLV1 protein involved in shoot meristem development (40) (Fig. 2), the hormone
receptor BRI protein involved in brassinosteriod perception (41), and the innate-immunity
FLS2 protein involved in the sensing of bacterial flagellin and triggering of defense
responses similar to those triggered by disease resistance proteins (42). Moreover, the
CLV1 protein requires and interacts with CLV2, a LRR-TM protein structurally similar to
the Cf and Ve proteins (43) (Fig. 2). The FLS2 protein is functionally analogous to the
animal innate immunity Toll and Toll-like receptor (TLR) proteins involved in detection
of pathogen-associated molecular profiles (PAMPs), such as bacterial lipopolysaccharides
and proteoglycans (as described in detail elsewhere in this book).

One might therefore predict that animal cells will recognize and respond to fla-
gellins, perhaps via a TLR protein and, vice versa, that plant cells will respond to the
PAMPs detected by Toll and the TLR proteins, perhaps by other as yet uncharacterized
LRR-TM-PK proteins. Interestingly, Toll performs a dual function in both develop-
ment and innate immunity, controlling development of the dorsal-ventral axis in the
Drosophila embryo and innate immunity in the adult fly. Moreover, at least one TLR
protein has been shown to have a role in the activation of apoptosis as well as cellular
defenses (44,45). However, in addition to functional similarities, there are also struc-
tural similarities between the non-NBS-LRR plant disease resistance proteins and the
Toll and TLR proteins besides that already noted for the TIR-NBS-LRR proteins. The
Toll and TLR proteins are LRR-TM-TIR proteins with structural similarity to the LRR-
TM domains of the Xa-21, Cf, and Ve proteins (Fig. 2). Moreover, the TIR domains of
Toll, the interleukin-1 receptor, and the TLR proteins interact with serine/threonine
protein kinases Pelle and interleukin-1 receptor-associated kinase (IRAK), which are
similar to the PK domains of Xa-21 and Pto (Fig. 2). Nor does the web of intrigue end
here. For functioning, Pto requires Prf, a CC-NBS-LRR protein (46,47), and the RPW8
proteins are similar to the amino-terminal CC domain of a subclass of CC-NBS-LRR
proteins (36), suggesting a possible homotypic interaction.

Thus, there would seem to be at least two functional connections between the NBS-
LRR and the non-NBS-LRR resistance proteins. A similar connection has also been
made in animal cells with innate immunity to bacteria determined by both extracellular
TLR4-mediated and intracellular Nod1-mediated recognition of bacterial lipopolysac-
charides feeding into the same signaling pathway (48). However, owing to the extracel-
lular life style of plant bacterial pathogens, it is unlikely that cytoplasmic plant
NBS-LRR proteins would be involved in the recognition of the PAMPs associated with
innate immunity in animals.

Proximity to cell membranes is another potential similarity between NBS-LRR pro-
teins and other resistance proteins that needs to be explored. The LRR-TM and LRR-
TM-PK proteins have obvious membrane associations. Pto has an N-terminal
myristoylation site that is dispensable for Pto function (49), but its presence neverthe-
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less suggests that Pto is membrane-associated. Furthermore, Fen, another member of
the Pto family (50,51), and AvrPto, the bacterial avirulence ligand recognized by Pto
(52), both have functionally-indispensable N-terminal myristoylation sites (51,53),
with that of Avr-Pto processed in the plant, strengthening the argument that Pto func-
tions at a membrane. RPW8.1 and RPW8.2 are predicted to be type Ib membrane pro-
teins, i.e., anchored to the cytosolic face of the cell membrane by an N-terminal
hydrophobic signal anchor domain that remains uncleaved (36, and our own analysis).
The flax L6 (54), flax M (55), and Arabidopsis RPS2 (56,57) resistance proteins have
N-terminal hydrophobic regions predicted to be potential translocation signal peptides
(54, and our own analysis), but in light of the cytosolic composition of their LRR
domains are more likely to function as type Ib signal anchors. Like RPW8, the tomato
I2 (58), tomato Mi (59,60), lettuce Dm3 (61,62), and Arabidopsis RPP1-WsA (63)
resistance proteins are also predicted to have N-terminal hydrophobic signal anchor
domains that remain uncleaved (63, and our own analysis).

A number of other NBS LRR resistance proteins are not predicted to have transloca-
tion signal peptides or signal anchors at their N termini. The Arabidopsis RPM1 pro-
tein (64) is one of these, but nevertheless it has been shown experimentally to behave
as a peripheral membrane protein (65). The Arabidopsis RPP1-WsB, RPP1-WsC (66),
and RPS5 (63) NBS-LRR resistance proteins are also not predicted to have transloca-
tion signal peptides or signal anchors, but instead have predicted N-terminal myristoy-
lation sites (our own analysis) and are therefore possibly associated with a cell
membrane. Moreover, the bacterial avrB (67) and avrRpm1 (68) avirulence ligands
recognized by RPM1 and the bacterial avrPphB (69) avirulence ligand recognized by
RPS5 also have functionally indispensable plant-processed N-terminal myristoylation
sites (revealed after removal of a propeptide in the case of AvrPphB), suggesting target-
ing to the host membrane (70).

Collectively, these examples might tend to point toward membrane association for
the NBS-LRR proteins as a whole, however, it is possible that resistance proteins may
be targeted to the same location as their cognate avirulence ligands, so only a subset of
NBS-LRR resistance proteins recognizing membrane targeted avirulence ligands may
themselves be membrane-associated. Thus, NBS-LRR proteins recognizing cytosolic
viral or nuclear-targeted bacterial components may not have any functional association
with membranes. Although perhaps indicative, type Ib membrane anchors and N-termi-
nal myristoylation may be insufficient by themselves to ensure membrane localization,
and other proteins may be required to stabilize any membrane associations. Moreover,
it is possible that membrane associations provided by other proteins in a resistance
complex could render those of the resistance protein redundant under some circum-
stances, as may be the case for Pto.

Large numbers of NBS-LRR, LRR-TM-PK, and LRR-TM genes have been revealed
in the sequence of the Arabidopsis genome. There are at least 135 NBS-LRR genes dis-
tributed somewhat unevenly over the five Arabidopsis chromosomes and at least 208
LRR-TM-PK genes distributed more evenly (Table 1), although genes of both types
show a degree of clustering within each chromosome. Despite the large numbers of
NBS-LRR sequences, of which several have been shown to function as disease resis-
tance genes, none as yet have been shown to be involved in any other function, whereas
LRR-TM-PK and LRR-TM genes have been shown to be involved in a number of other
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functions including development, disease resistance, and innate immunity. It would
therefore seem that NBS-LRR genes are dedicated plant disease resistance genes,
whereas the LRR-TM-PK and LRR-TM genes seem able to diversify, and part of this
diversification may be recruited into or from a disease resistance function.

6. COMPLEX AND SIMPLE GENETIC LOCI

Different disease resistance specificities often map to tightly linked regions of plant
genomes, referred to as complex loci. Recent molecular analysis of these loci show that
they consist of several genes closely related in DNA sequence (called paralogs) that
occur as tandem direct repeats (71–74). Any particular complex locus can differ
between genotypes of particular plant species in the absolute number of genes, the
DNA sequence of the genes, and the resistance specificities encoded. A particular com-
plement of related resistance genes at a complex locus in an individual genotype is
referred to as a resistance gene haplotype. For example, 14 different resistance speci-
ficities (Rp1-A, -B, and so on) for common maize rust that map to the Rp1 locus of
maize have been identified in the maize gene pool, and these occur in different resis-
tance gene haplotypes (75). The Rp1 haplotype contains a family of nine CC-NBS-
LRR genes, five of which are transcribed and only one of which encodes an identified
resistance specificity (the Rp1-D specificity) (75). In contrast, only a single gene
occurs in the naturally occurring Rp1-D haplotype of the maize line A188, and this
gene encodes no known resistance specificity (A. Pryor, personal communication).

Locus expansion and contraction probably occur by unequal crossing over events at
meiosis. In Arabidopsis, extensive genome sequence data provide further insight into
the molecular complexity of resistance gene haplotypes. For example, nine TIR-NBS-
LRR genes occur at the RPP5 locus of the Landsberg erecta ecotype (73). One of these
genes encodes the RPP5 resistance specificity (resistance to Peronospora parasitica),
whereas the eight other genes in this haplotype contain stop codons or insertions of
transposable elements in their coding regions. Two further well-studied complex resis-
tance gene loci are Cf-4/Cf-9 (72) and Cf-2/Cf-5 (31,32), which occur on tomato chro-
mosomes 1 and 6, respectively. These loci contain genes for resistance to the fungus
Cladosporium fulvum. The occurrence of multiple repeated related genes at these loci
indicates several episodes of gene duplication during their evolution.
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Table 1
Number and Chromosomal Distribution of NBS-LRR 
and LRR-TM-PK Genes in the Arabidopsis Genomea

Chromosome NBS-LRRs LRR-TM-PKs

1 33 66
5 55 53
3 15 33
2 4 34
4 28 22
Total 135 208

a Chromosomes are listed in descending size.
Adapted from http://www.niblrrs.ucdavis.edu, May 2001.



Resistance genes can also occur in simple loci apparently containing only a single
gene. Multiple resistance specificities can be encoded by different allelic variants of a
single gene. For example, 11 rust resistance specificities map to the L locus in flax,
which contains a single TIR-NBS-LRR gene (76).

7. MOLECULAR BASIS FOR RESISTANCE GENE SPECIFICITY

The receptor-ligand model postulates that specificity differences are caused by dif-
ferent ligand recognition capacities. The most informative analyses of the molecular
basis of gene-for-gene specificity have been generated using sequence information
from either multiple alleles of a simple locus or several closely related resistance genes
from a single complex locus. Examples of these situations are the 11 alleles at the L
locus of flax (76), the 30 specificities (two cloned; 77,78) at the Mla locus in barley and
the 2 specificities at each of the Cf-4/Cf-9 (30,33) and Cf-2/Cf-5 (31,32) loci in tomato.
The experimental approach has been to compare the sequences of closely related genes
and their protein products and attempt to correlate sequence differences with speci-
ficity differences. The correlations can then be tested by making in vitro exchanges
between genes encoding different specificities and testing the function and specificity
of the recombinant genes in transgenic plants using discriminating isolates of the
appropriate pathogen species. The most extensive studies have been carried out using
the multiple allelic resistance specificities at the flax L locus (76) and two resistance
specificities at the tomato Cf-4/Cf-9 locus (79,80).

The common structural domain in several different classes of plant disease resis-
tance proteins, and originally proposed as a specificity determinant, is the leucine-rich
repeat (LRR). Although no crystal structure of the LRR region of a plant disease resis-
tance protein has been reported, structures are known for the human and porcine
ribonuclease LRR proteins either alone or in complex with their ligands (81). These
proteins adopt nonglobular, horseshoe-shaped, α/β-helical structures. Each repeat unit
includes a short β-strand/β-turn region with consensus xxLxLxx (where x is any amino
acid and L is a leucine or other aliphatic residue buried in the hydrophobic core of the
protein helix; Fig. 4A); most of the ligand contact points involve the variable x residues
in this motif. Among products of resistance gene alleles or paralogs from complex loci,
extremely high levels of polymorphism frequently occur in the LRR sequences, and
particularly in the analogous xxLxLxx motif (Fig. 4B). This motif, which is found in
many proteins, is involved in protein-protein interactions.

The role of the LRR regions in resistance protein specificity has now been demon-
strated experimentally (76), and the importance of variation in the β-strand region has
now also been confirmed (82). For example, the alleles of the flax rust resistance gene
L, encoding closely related, polymorphic TIR-NBS-LRR resistance proteins, control
distinct rust resistance specificities. In most cases, the corresponding avirulence genes
in the flax rust fungus map to unlinked loci. Comparison of 11 L protein sequences
indicated that although sequence differences occur in all domains of the protein, the
most polymorphic domain is indeed the LRR region. The importance of the LRR
region in specificity is indicated by comparison of the L6 and L11 proteins. L6 and L11
are identical in the TIR and NBS domains and differ at 33 positions in the LRR region
(Fig. 4B). Therefore one or more of these polymorphisms must differentiate L6 and
L11 specificities. These LRR polymorphisms in the products of the L alleles occur pre-
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Fig. 4. (A) The LRR structural unit. L, leucine or another aliphatic amino acid; x, any amino
acid. (B) Amino acid alignment of the LRR region of the flax rust resistance proteins L6 and
L11. (Identical residues are indicated by dots.) These proteins are identical in the TIR and NBS
regions (residues 1–600) and differ at 33 positions in the LRR region, principally in or close to
the xxLxLxx motif (overlined) of the LRR units.



dominantly in the predicted solvent-exposed xxLxLxx motifs in several of the individ-
ual LRR units (Fig. 4B). Analysis of TIR-NBS-LRR flax rust resistance proteins
encoded at the flax P locus was also informative. The difference between P and P2
specificity is owing to at most six amino acid differences between the two proteins and
these differences occur exclusively in the xxLxLxx motifs of four LRR units (82).

Other sequence comparisons and domain swaps indicate that specificity differences
are not solely determined by the LRR. The N-terminal domain TIR domain can also
affect specificity. For example, the L6 and L7 proteins, which have distinct resistance
specificities, are identical in the NBS-LRR region and differ at 11 residues in the TIR
region (76). Domain swaps implicate at most three polymorphisms as being sufficient
for the specificity differences (83). Whether these residues, together with the LRR
region, are involved in the postulated interactions with pathogen ligands is unknown.

Extensive analysis of the molecular basis of specificity has also been carried out
with the TM-LRR resistance proteins Cf-4 and Cf-9, from tomato. More than 50% of
the single-amino acid substitution polymorphisms between the two proteins occur in
the nonleucine residues of the xxLxLxx motif. Domain swap and gene shuffling exper-
iments between Cf-4 and Cf-9 have further refined the definition of critical polymor-
phisms and have shown that the Cf-4 protein can be converted to Cf-9 specificity (and
vice versa) by a limited number of sequence changes (79,80). It is important to stress
that these sorts of sequence comparisons and domain swaps can only identify the
regions that contribute to the differences in specificity between the genes under com-
parison. Conserved residues can also contribute to binding and thus to the overall
specificity of recognition.

8. EVOLUTION OF DISEASE RESISTANCE SPECIFICITIES

When extensive comparisons have been made between closely related resistance
genes from a single locus, it is evident that variation is generated by standard evolu-
tionary processes, including point mutation, small deletions, insertions, and meiotic
recombination. No evidence has been uncovered suggesting that specialized processes
accelerate the evolution of resistance genes, such as site-directed recombination or
mutation mechanisms. Although point mutations provide the source of new sequence
variation in resistance gene evolution, much of the variability among resistance gene
families appears to result from recombination, which shuffles polymorphic sites
between individual genes. Patchworks of sequence similarities shared between alleles
of a single gene and also between members of complex resistance gene haplotypes are
frequently observed and provide evidence for past exchanges of blocks of sequence
variation by recombination. There is also evidence from sequence comparisons that
unequal exchanges can occur after mispairing of complex resistance loci; however, the
extent of this sort of exchange appears to decrease as the sequence similarly diverges.

Intragenic unequal sequence exchanges between repeated sequences within LRR-
encoding regions also appear to be an important source of variation between resistance
gene homologs. Unequal exchange can delete and duplicate sequence information that
could form new ligand binding surfaces and alter spatial arrangements between critical
residues involved in ligand binding. These events could alter or optimize specific lig-
and interactions. Examples of this type of variation are found among the L alleles of
flax, which contain one, two or four copies of a 450-bp DNA sequence encoding six
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LRR units (where one unit is approx 24 residues) (76). A second example is provided
by the RPP5 locus of Arabidopsis. RPP5 homologs, with variable numbers of direct
DNA repeats, encode proteins with 13, 17, 21, or 25 LRR units (74). Homologs from
the Cf-2/Cf-5 locus of tomato also differ widely in the number of LRR units, which
result from deletion/duplication of individual LRR units (32).

When the individual LRR units of a resistance protein are aligned with those of its
homologs or allelic variants, it is apparent that the leucine or other hydrophobic
residues that form the backbone of the repeats are highly conserved, whereas the inter-
vening residues are more variable (72,76). Variation is particularly evident in the x
residues of the xxLxLxx motif within each repeat. Analysis of DNA sequence variation
using approaches pioneered for the analysis of variation in the human MHC genes (84)
has been applied to studies of plant disease resistance gene variation (62,72,82,85).
Analysis of the rates of synonymous (non-amino acid altering) and nonsynonymous
(amino acid altering) nucleotide substitution rates (Ks and Ka, respectively) in closely
related resistance gene sequences has been particularly informative.

Most genes are subject to conservative selection because most amino acid changes
to proteins are deleterious, or at best neutral, and hence allelic gene comparisons find
Ka < Ks. However, in resistance genes it has generally been found that Ka < Ks for
non-LRR coding regions, the LRR coding regions showing Ka > Ks. This is particu-
larly evident in the codons for the x residues in the xxLxLxx motif. The result indicates
that selection favors amino acid variation at these sites, presumably because such
changes can introduce new or more efficacious recognition specificities. These molecu-
lar evolutionary analyses further support the view that this region is involved in binding
pathogen-derived ligands and thus specificity of recognition. Similarly, diversifying
selection has been detected in the TIR-encoding region of L alleles of flax, which also
contributes to the specificity of these resistance proteins (83).

9. THE RECEPTOR-LIGAND MODEL AND THE GUARD HYPOTHESIS

Although direct interaction between a resistance protein receptor and the corre-
sponding avirulence gene product has been predicted on the basis of gene-for-gene
interactions, little direct evidence exits from biochemical analysis. Furthermore, apart
from viruses, the other major groups of plant pathogens are extracellular, and the
largest class of resistance proteins, the NBS-LRR group, is probably located in the
cytoplasm. Bacterial avirulence proteins and resistance proteins are probably brought
together via the bacterial type III secretion system (5), and although no evidence has
yet been reported, uptake of proteins secreted by pathogenic fungi at the host-pathogen
interface is also likely. Direct interaction in a yeast two-hybrid system has been demon-
strated between the cytoplasmic serine/threonine protein kinase Pto (a resistance pro-
tein from tomato) and AvrPto (the corresponding bacterial avirulence protein) (86,87).
Although there is a strong correlation between the ability of mutant forms of Pto to
bind AvrPto in the yeast test system and the ability to function as a resistance protein in
vivo, no direct evidence for in vivo binding has been reported. Direct interaction
between the NBS-LRR resistance protein Pi-ta and its corresponding avr protein has
been reported from in vitro but not in vivo experiments (88). Failure to detect direct
interaction between several other resistance proteins and their corresponding Avr pro-
teins has also been reported in meetings, but not published. Although these negative
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data may reflect technical difficulties and/or low affinity between the receptor-ligand
pairs, the possibility that simple binary interactions may not generally occur is now
being seriously considered. Recently, the first documentation of resistance proteins and
Avr proteins being involved in higher order complexes has been reported (89). Further-
more, mutation experiments have identified other plant genes necessary for activity of
specific resistance genes (46,47). A new scenario is therefore being considered and
examined in experimental systems. Avirulence proteins are postulated to have a pri-
mary role as virulence determinants through interaction with host proteins, similar to
the type III effector proteins of bacterial pathogens of animals. Resistance proteins, it is
further postulated, have a role in guarding host cellular proteins from recruitment by
pathogen avirulence proteins (90). Models for this so-called guard hypothesis are pre-
sented in Fig. 5.
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Nonhost Resistance in Plants 

to Microbial Pathogens

Michèle C. Heath

1. INTRODUCTION

Like microbial parasites in general, microorganisms that cause disease in plants exhibit
host specificity. Indeed, resistance to disease is the norm in plants, as any single microbial
pathogen successfully infects only a small fraction of the approx 250,000 extant species
of flowering plants. Disease resistance to a single pathogen may be exhibited by a com-
plete plant species, in which case the species is considered a nonhost, or may be shown by
only certain genotypes within what is otherwise considered a host species. This latter
resistance is called host resistance and, as discussed below, how much it differs from non-
host resistance depends on which specific plant-pathogen combinations are being com-
pared. For the purpose of this chapter, “pathogen” is used as a general term for a
microorganism capable of causing a disease in at least one plant species.

In some cases, nonhost resistance to disease may involve features or life history char-
acteristics that, in themselves, are not antimicrobial. However, such phenomena rarely
totally account for the nonhost status of a plant species, and additional, antimicrobial,
features are usually involved. Plants have a multitude of antimicrobial features, both con-
stitutive and inducible, that could potentially confer disease resistance. Although there
are common themes of defense among all plants, there are also differences between
species, and sometimes between genotypes within species, in the structure, biochemical
nature, and (for inducible defenses), the eliciting features of these defenses.

Pathogens are similarly diverse in their mode of infection and in the type of inter-
action that they have with their hosts. Fungal pathogens, which tend to predominate
in terms of economically important diseases of crop plants, usually have a filamen-
tous growth habit that gives them autonomous invasive capabilities lacking in bacte-
ria or viruses. Bacteria, however, have the ability to inject materials directly into plant
cells by type III secretion systems (1) and to exchange genetic material, (including
pathogenicity factors) with each other relatively readily. Viruses, in contrast, are
unlike either type of cellular pathogen in their need to commandeer the metabolic
machinery of the host and in the common linkage of host range with the plant speci-
ficity of their vectors. These differences between pathogens makes it very likely that
different plant defenses will be differentially effective against different types of
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pathogens even though defensive plant responses are not generally “tailor-made” for
a particular microorganism.

Given the ubiquity and multiplicity of antimicrobial features in plants, a successful
pathogen must not only be adapted to obtain nutrients from its host species, but must also
be able to overcome the multiple defensive “hurdles” that it would normally encounter or
elicit (2,3) (Fig. 1C). The corollary of this is that a nonhost plant may have a number of
effective defenses against a particular pathogen so that eliminating only one of them may
not appreciably affect resistance. In a nonhost species for which a pathogen has few or no
successful pathogenicity factors, the number of effective defenses may be large (4) (Fig.
1A). However, one can envisage situations in which the pathogen may be adapted to
defensive features shared by both by host and nonhost species, so that the number of
effective defenses left in the nonhost is small (4) (Fig. 1B) and more easily investigated.

This is probably the case for many of the examples of nonhost resistance in which
single defensive features, or single eliciting molecules, have been identified. Such may
be the case in the interaction between an oomycete potato pathogen and one particular
nonhost species in which nonhost resistance is lost if the pathogen does not produce a
single cell death-eliciting protein (5). However, the interpretation of this particular
example is complicated by the fact that, in some plant-pathogen interactions, resistance
is governed by plant resistance genes involved in the recognition of molecules from
specific pathogens. Such recognition leads to the activation of the same inducible
defenses that can be elicited nonspecifically by a variety of stresses and pathogen activ-
ities. This type of recognition (governed by gene-for-gene interactions involving
matching of an avirulence gene in the pathogen with a resistance gene in the plant) is
most common in host resistance (see Chapters 1 and 2), but evidence is accumulating
that it may also be involved in some forms of nonhost resistance.

Whether the potato pathogen-nonhost interaction mentioned above involves a gene-
for-gene interaction remains to be determined, but demonstrated gene-for-gene interac-
tions resulting in visible and localized plant cell death (the hypersensitive response)
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Fig. 1. Cartoon illustrating that a nonhost plant may have many (A) or few (B) effective
defenses against a microbial pathogen, depending on how many defensive features in the plant
the microorganism can overcome. In its host species (C), the pathogen can negate all potential
defenses that it may encounter or elicit.



seem particularly common in nonhost-bacteria interactions (6,7). However, it has been
pointed out that the abolition of this recognition and the hypersensitive response often
does not abolish nonhost resistance (8,9) indicating either that this recognition is a non-
functional evolutionary legacy of avirulences genes inherited from the pathogen’s
ancestors or that it controls only one of several effective nonhost defenses.

This review focuses on the types of nonhost resistance that probably do not involve
specific parasite recognition. However, it must be pointed out that in most examples of
nonhost resistance in which inducible defenses are involved, there is little or no hard
evidence to indicate whether or not these defenses are the result of nonspecific elicita-
tion, or the result of a specific recognition event controlled by a parasite-specific resis-
tance gene. It also has been difficult to determine which of the many defenses elicited
during host or nonhost resistance are actually responsible for the restriction of
pathogen growth. Only recently have studies using plants genetically compromised in
specific types of defenses begun to unequivocally reveal their role in particular plant-
pathogen interactions (10–12). Figure 2 is a simplified diagrammatic summary of some
of the features that may contribute to nonhost resistance and that are discussed below.

2. PREFORMED DEFENSES INVOLVED IN NONHOST RESISTANCE

2.1. Defensive Plant Features That Are Not Inherently Antimicrobial

Plants otherwise susceptible to certain fungal diseases can avoid them by, for exam-
ple, changes in flowering times (13) or the presence of physical barriers to infection
such as bud scales (14). How prevalent such phenomena are in determining nonhost
resistance in plants is unknown, but one might expect such features to be the first of
several defensive features that face a nonadapted pathogen. It has been well docu-
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Fig. 2. Summary of preformed and/or inducible features in plants that can potentially play a
role in defense against microorganism-induced disease. How some of these features interact
with a pathogen on a cellular level is shown in the diagrammatic cross-section of a leaf shown on
the right.



mented that some species of rust fungi respond to topographic cues from their host
species in order to locate the stomatal pores through which they enter the leaf (15). On
nonhost species with significantly different surface topographies, incorrect responses
of the fungus can result in very few fungal individuals gaining entry into the nonhost
tissue, and these then succumb to successful inducible defenses (15). For bacteria and
fungi that lack the capability of breaching outer epidermal cells walls and normally
enter through wounds, the mere presence of an intact epidermal cell surface in both
host or nonhost plants can be an effective defense irrespective of whether or not the
pathogen can overcome defenses encountered within the plant.

2.2. Plant Features That Are Potentially Antimicrobial

Plants contain a number of constitutive components that are potentially toxic or
inhibitory to microbes or herbivores, and such antimicrobial compounds are known as
phytoanticipins (16). Seeds tend to be particularly well endowed with physical barriers
(hard seed coat impregnated with substances resistant to microbial degradation), toxic
secondary metabolites (17), and proteinaceous compounds such as lectins (18), cys-
teine-rich antimicrobial peptides resembling defensins found in insects and mammals
(19,20), antifungal lipid-transfer proteins (21), and proteinase inhibitors (22) that can
interfere with pathogen growth. Constitutive antimicrobial materials in other plant
parts include potentially antiviral proteins (23), antifungal lipid transfer proteins (24),
proteinaceous inhibitors of pathogen enzymes (25), and secondary metabolites, such as
alkaloids, cyanogenic glycosides, sesquiterpenes, and isoflavonoids (17). Some sec-
ondary metabolites require the action of plant hydrolytic enzymes to release the antimi-
crobial agent from an inactive conjugate and often they, or the hydrolytic enzymes, are
stored in the plant vacuole so that they are not released until the plant cell is damaged
(17). Others impregnate cell walls and may inhibit fungal penetration into the cell (26).
Interestingly, most phytoanticipins, including peptide defensins (19), tend to have a
greater effect on fungi than on bacteria. An exception is a recently discovered antimi-
crobial compound in strawberry with a particularly high antibacterial activity (27).

Although it is reasonable to assume that these antimicrobial compounds play a role
in the nonhost resistance of plants to microbial pathogens, unequivocal proof is rare.
Evidence suggesting that secondary metabolites contribute to plant defense include the
enhanced disease susceptibility of maize mutants defective in the ability to synthesize
2,4-dihydroxy-1,4-benzoxazin-3-one (28) and of tobacco plants with reduced accumu-
lations of phenypropanoids (10). Perhaps the best example of a clear role of preformed
toxic metabolites in nonhost resistance comes from the study of saponin-deficient
mutants in oats. These mutants are susceptible to a fungal pathogen that is normally a
pathogen of wheat roots (12). Significantly, saponin deficiency does not increase sus-
ceptibility to a leaf-infecting nonpathogen of oat, illustrating the need for experimental
evidence to reveal which of a plant’s battery of defensive features are effective in a
given example of nonhost resistance.

2.3. Lack of Growth Stimulants or Nutrients

The concept that disease susceptibility is correlated with the presence of plant com-
pounds that fulfill some nutrient requirement for the pathogen has generally not been
supported by experimental evidence, not even for obligately parasitic fungi that cannot
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be grown away from the living plant (15). However, the notable exception is the case of
the susceptibility of wheat anthers to the fungus Fusarium graminearum, which corre-
lates with the presence of choline and betaine in this tissue (29). Presumably, resistance
to this fungus in other parts of the wheat plant, and in nonhost plant species, is at least
partly owing to the absence of these substances.

2.4. Enzymes That Detoxify Pathogen Toxins

The successful pathogenicity of a number of bacterial and fungal pathogens
depends, in part, on the killing the plant tissue with toxins. There are at least two
known examples in which the nonhost resistance of plants to toxin-producing fungi
seems associated with the ability of the plant species to detoxify the toxin enzymati-
cally. Cereals other than maize have been suggested to owe part of their resistance to a
corn pathogen to the presence of a toxin-detoxifying enzyme (30), and resistance of a
white mustard to a pathogen of rapeseed has similarly been associated with the rapid
metabolism of the toxin to a less toxic product (31). However, insensitivity to microbial
toxins cannot account for all examples of nonhost resistance to toxin-producing
pathogens, as there are examples of nonhost species that are sensitive to fungal toxins
but are still nonhosts to the pathogens that produces them (32)

3. INDUCIBLE DEFENSIVE RESPONSES IN PLANTS

Plants are extraordinarily sensitive to their environment and have a large battery of
potentially defensive responses that can be triggered by abiotic and biotic stresses. Differ-
ent stresses may trigger different subsets of these responses, but there can be considerable
overlap between responses to stresses (such as drought, wounding, or herbivory damage)
and responses to pathogens. Unlike the situation in insects, in which a given class of
pathogen results in the preferential elicitation of appropriate antimicrobial peptides (33),
there is little evidence to suggest that plants modify their responses to make them more
applicable to the invading microorganism. Pathogen components such as peptides, glyco-
proteins, unsaturated fatty acids, or oligosaccharides may trigger defensive responses
(34), as may plant molecules that are released during the pathogen invasion (35). These
“nonspecific” elicitors are commonly active in a wide range of plant species irrespective
of whether the plant is a host or nonhost of the pathogen, and they trigger a wide array of
defensive responses. It seems reasonable to assume that this nonspecific elicitation of
defenses plays a role in many examples of nonhost resistance and that being able to sup-
press, detoxify, or otherwise negate these defenses in its host is an important component
of the pathogenicity factors of a pathogen. The rest of this section describes the main cat-
egories of inducible defensive responses that have so far been documented in plants.

3.1. Defensive Responses Associated with the Plant Wall

Rapid and localized responses associated with plant cell walls are a common
response to nonspecific elicitors, the introduction of bacteria into the intracellular
spaces of a plant, and attempts by fungi to breach the wall physically. These responses
include the generation of reactive oxygen species via a plasma membrane-located
reduced nicotinamide adeninedinucleotide phosphate (NADPH) oxidase system analo-
gous to that of mammalian phagocytes, or via enzymes such as peroxidases or amine
oxidases within the plant wall (36). Other wall-associated responses include the
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“toughening” of the wall through the crosslinking of structural proteins (37) and the
impregnation of the wall with potentially antimicrobial phenolic compounds (38)
and/or impermeable and degradation-resistant compounds such as lignin (38) and silica
(39). Localized changes within the wall are usually accompanied by the deposition of
the wound-response carbohydrate callose between the wall and the plasma membrane
to form a hemispherical papilla that usually becomes impregnated with other com-
pounds such as phenolics or silica (39,40).

The role of such wall-associated responses in nonhost resistance has been best stud-
ied for fungal pathogens that attempt, and fail, to penetrate epidermal cell walls. Papil-
lae have been associated with this penetration failure in grasses inoculated with a
variety of pathogens for which they are nonhosts, but the components within them that
stop fungal growth have not been identified (26). Papillae and wall modifications may
also be induced in cells other than epidermal cells if the pathogen enters the intercellu-
lar spaces of the plant, and one example of nonhost resistance has been attributed to sil-
ica deposits in walls adjacent to the extracellular fungus that prevent the formation of
intracellular fungal feeding structures (39). However, wall modifications adjacent to
bacterial colonies in the plant’s intercellular spaces may not have a role in nonhost
resistance as the bacteria do not try to breach the plant wall and resistance may be
related to the encapsulation of the bacteria in an extracellular matrix (40). Phenolic
compounds within modified walls and papillae are widely assumed to have defensive
roles, but in vitro studies show that their antifungal and antibacterial activities differ for
different compounds (41), and in at least one situation, their primary role may be to
foster the precipitation of silica (39). Hydrogen peroxide generation has recently been
implicated in the inhibition of fungal growth within the plant wall in nonhost interac-
tions involving rust and powdery mildew fungi (42),

3.2. Antimicrobial Secondary Metabolites

Every flowering plant appears to be able to accumulate low molecular weight,
antimicrobial compounds locally at the sites of attempted pathogen invasion. These
phytoalexins tend to fall within the same chemical class within plant families, but a
wide range of compounds including phenylpropanoid derivatives, sesquiterpenes, and
polyketides, involving several biosynthetic pathways, can be found among various
plant groups (43). In addition to phytoalexins, which by definition are generally not
detectable in uninfected plants, some preformed antimicrobial secondary metabolites
also increase in concentration following infection. Phytoalexin accumulation is typi-
cally elicited by nonspecific elicitors (35), and it seems reasonable to assume that they
play a role in at least some examples of nonhost resistance, particularly when the
pathogen cannot detoxify or otherwise tolerate the compounds. Nevertheless, a role
may not be universal, as a phytoalexin-deficient mutant of the weed Arabidopsis does
not become more susceptible to a rust fungus for which it is a nonhost (Mellersh and
Heath, unpublished data) or other bacterial or fungal pathogens for which the plant is
either a nonhost or resistant host (44).

3.3. Pathogenesis-Related Peptides and Proteins

In plants resistant to a particular pathogen, a variety of novel proteins and peptides
are synthesized after infection that are collectively known as pathogenesis-related pro-
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teins (PRs). Generally these not only accumulate at the infection site but are also
induced systemically in association with increased resistance of uninfected parts of the
plant to further microbial attack. A large number of classes are recognized that include
the peptide plant defensins and lipid transfer proteins, proteinase inhibitors, and
enzymes such as glucanases, chitinases, and peroxidases (45). It has recently become
apparent that PRs play diverse roles in plant that may not be restricted to plant defense.
Some occur constitutively, often in the plant vacuole and in specific cell types or
organs, some seem essential for morphogenesis, and others accumulate extracellularly
and exhibit antifreeze activity. Commonly those PRs that are induced by pathogen
infection are secreted into the cell wall or extracellular spaces of the tissue (45).
Although antimicrobial activity has been demonstrated for many PRs (45), a clear role
in nonhost resistance has not yet been proved. Nevertheless, the fact that their induc-
tion seems to be the culmination of signaling pathways (discussed below) involved in
inducible plant responses makes it likely that they play a significant role in at least
some forms of nonhost resistance.

3.4. The Hypersensitive Response

A common expression of host resistance controlled by gene-for-gene interactions is
the rapid and localized death of plant cells in association with the restriction of
pathogen growth, a phenomenon known as the hypersensitive response (HR). As cell
death, in itself, is not a defense mechanism against most microbial pathogens, the
restriction of pathogen growth is usually attributed to the antimicrobial environment
that develops within and around the dead cells through the accumulation of phytoalex-
ins and other inducible antimicrobial compounds (46). The HR appears to be a form of
programmed cell death that has some similarity to mammalian apoptosis, although
many of the genes critical to this process in mammals have no homology in plants (46).

The role of the HR in nonhost resistance is more equivocal than it is in host resis-
tance. Although there is good evidence that an HR is responsible for nonhost resistance
in one plant-pathogen combination (5), nonhost resistance to fungi often does not
involve an HR unless the fungus penetrates plant cells (47). An HR more commonly
accompanies nonhost resistance to bacteria (48), but in some situations the HR may be
eliminated without compromising this resistance (see Introduction). The elicitation of
defense responses in the absence of an HR has been demonstrated for mutant bacterial
pathogens and for nonphytopathogenic bacteria, suggesting that these, rather than (or
as well as) the HR, may be important in nonhost resistance to bacteria (49)

4. SIGNAL TRANSDUCTION INVOLVED IN INDUCIBLE DEFENSES

As discussed above, inducible defenses in nonhost plants are likely to be triggered
by nonspecific elicitors released either from the pathogen or from the plant as a result
of pathogen activities. In general, the putative receptors that have been isolated for
such nonspecific elicitors are located in membranes, most likely the plasma membrane
(34,35,50). Binding of an elicitor to a receptor does not, however, always lead to a
plant response, as there is one example of a proteinaceous elicitor that only induces cell
death in tobacco, although binding sites have also been found in plant species in which
the elicitor seems inactive (51). This plasma membrane location of receptors of non-
specific elicitors contrasts with the common cytoplasmic location of host resistance
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gene products involved in the perception of specific avirulence gene products of a
pathogen (52). There may be some overlap in the type of receptors involved in host and
nonhost resistance, however, as the perception of flagellin, a bacterial nonspecific elici-
tor, involves a leucine rich repeat receptor-like kinase similar to one type of resistance
gene product involved in gene-for-gene recognition (53). In an evolutionary context, it
is interesting that other host resistance genes in plants code for proteins with a
Toll/interleukin-1 receptor domain (52) resembling that of Drosophila Toll proteins
and related receptors in mammals (33) that are central to nonspecific defense against
bacteria and fungi.

Perhaps not surprisingly, given the fact that host and nonhost resistance are accom-
panied by the same types of inducible responses, similar signaling systems are acti-
vated by nonspecific elicitors or the avirulence gene products (“specific elicitors”) that
trigger resistance controlled by host resistance genes. These appear to involve ion
fluxes similarly across the plasma membrane (35) and to trigger signal cascades involv-
ing protein kinases, elements of the mitogen-activated protein kinase pathway and pro-
tein phosphatases (54).

Recent genetic analysis of plant mutants impaired in exhibiting host resistance has
revealed a number of interconnecting signaling pathways involving small signaling
molecules such as salicylic acid, jasmonic acid, and ethylene (55,56). Despite some
crosstalk, each pathway is associated with certain types of inducible defenses, although
phytoalexin accumulation in Arabidopsis seems to involve none of these pathways
(11). As yet, these signaling pathway mutants have not been exploited much for studies
of nonhost resistance, but the available data suggest that the salicylic acid pathway is
involved in at least some examples (e.g., ref. 9) and ethylene production in others (57).
Consistent with the idea that host and nonhost resistance share signaling pathways and
inducible defenses, a gene that is required for both host and nonhost resistance to
Pseudomonas bacteria has recently been identified in Arabidopsis (9).

5. GENE SILENCING

The resistance of totally symptomless nonhost plants to plant pathogenic viruses has
rarely been studied directly and, therefore, the mechanisms of resistance are generally
unknown. However, a plant feature that has been suggested to be an effective defense
against virus infection is an RNA-mediated defense resembling the posttranscriptional
gene silencing that is commonly seen in transgenic plants (58) and that has phenome-
nologic similarities in fungi and animals. Suppression of this gene silencing has been
suggested to be a widespread strategy for pathogenicity among plant viruses, and it is
possible that nonhost species are those for which this suppression by a particular virus
is ineffective (58). In support of this hypothesis, mutations in genes that control gene
silencing in Arabidopsis enhance susceptibility to virus infection (59).

6. CONCLUSIONS

Nonhost resistance in plants to microbial pathogens has been difficult to study
because it is frequently multicomponent and multigenically controlled. An additional
problem is that effective defenses vary with the pathogen and the plant, and it has been
difficult to pick out effective defensive features from the ineffective ones that the plant
may be expressing at the same time. Mutational studies, particularly with the model
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plant, Arabidopsis, have now made it possible to explore signaling pathways involved
in inducible defensive features and have started to provide unequivocal information on
which features are responsible for the cessation of pathogen growth in a given situa-
tion. Although studies of nonhost resistance have lagged behind host resistance, the
fact that nonhost resistance is the most ubiquitous and most stable form of disease
resistance in plants makes it important to understand so that its principles may be
applied to future disease control in crop plants (8).
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Over the last ten years, our understanding of the innate immune system has changed
so rapidly that we need to pause in order to integrate the wealth of data appearing on
an almost daily basis. Innate Immunity gives us an excellent opportunity to review the
findings of the last few years before continuing with this adventure.

The adaptive immune system arose in the chordate assemblage of the Deutero-
stomes with the appearance, in the first jawed Vertebrates, of RAG genes allowing for
somatic recombination in B and T lymphocytes and leading to antigen–dependent
immune memory. The adaptive immune system exists in Vertebrates, entangled in a
complex network of interactions with the innate immune system. In all other Meta-
zoans, the defense mechanisms are purely innate. Chapter 4 of this section by Rothen-
berg and Davidson delineates the origins and frontiers of these two systems, shedding
light on the defense mechanisms in one of the earliest emerging groups of Deuteros-
tomes, the echinoderms. As this immune system is cellular, the reader will have a tran-
scription factor-based evolutionary description of the development of the different cell
types in the adaptive and innate immune systems.

The knowledge that we have on the protostoman immune systems is restricted to the
ecdysozoan arthropods. More precisely, we have information on two systems: the
holometabolous dipteran insects Drosophila and Anopheles and the cheliceratan
merostomata, Tachypleus. Chapter 6 is a review of the wonderful work conducted over
the last 20 years by Iwanaga and his group, which has led to the almost complete dis-
section of the cellular immune response of the horseshoe crab. For the dipteran insects,
several laboratories have been working on their humoral response. This began with the
purification and cloning of the effector molecules of the humoral response, the antimi-
crobial peptides, which are reviewed in Chapter 5 by Bulet et al. These peptides are



mainly synthesized in the insect fat body. This work followed the elucidation of the
control of expression of the genes encoding these peptides as reviewed in Chapter 8 by
Royet et al.

The pathways leading to the induction of the antimicrobial peptide genes are them-
selves activated by a recognition process. This process takes place outside the fat body
effector cells and is mediated by Pattern Recognition Receptors (PRR) binding to
microbial molecular patterns. Rämet et al. discuss the possible PRRs in Drosophila in
Chapter 7. As a sign of the speed with which new information becomes available, four
important publications have appeared since this chapter was written. It is shown that
the Gram-negative bacteria perception process requires a specific peptidoglycan recog-
nition protein (1,2,3) that is different from the molecule needed to recognize Gram-
positive bacteria (4). However, fungal recognition still awaits its receptor. 

In insects, we know much less about the cellular arm of host defense. However, the
recent discovery of a prototypical innate immune component related to the comple-
ment system, has led Levashina et al. to write on the Thio-ester containing proteins
secreted by the Anopheles and Drosophila hemocytes in Chapter 9.

The data reviewed in this section shows that we have made tremendous progress, but
also that we still lack crucial information on antimicrobial responses in a major group
of Metazoans, the Lophotrochozoa. With the knowledge of the immune system in
annelids or molluscs, we should be able to reconstruct an image of the ancestral
defense mechanism through comparison of extant innate immune systems and careful
evaluation of their possible homologous characters. Only then, will we be able to
understand how this system evolved independently in each of these different groups
and thus be able to give us the present complex picture. In conclusion, I would like to
paraphrase the sentence of J. Monod by saying that “What is true for arthropods is true
for elephants, only more so”.

Jean-Marc Reichhart
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4
Regulatory Co-options in the Evolution 

of Deuterostome Immune Systems

Ellen V. Rothenberg and Eric H. Davidson

1. INTRODUCTION

Nowhere can Archimedes’ famous dictum, that to move the Earth one would need
only a foot of ground somewhere else to stand on, be more aptly cited than in evolu-
tionary bioscience. To understand where our own working systems come from, we
must examine equivalent systems in animals that are not ourselves but that are of
known evolutionary relationship to us. If the other species are wisely chosen, and if we
know enough, then by logic the characteristics of the ancestral states will fall out, and
at least the main steps in the evolutionary construction of our own divergence from
these ancestors can be understood. As yet we clearly do not know nearly enough to do
this for the evolution of innate immune systems in the deuterostomes, the subject of
this chapter. However, it is possible to make a start: several recent observations on the
workings of the innate immune system in a distantly related deuterostome animal, the
sea urchin, prove immensely interesting when viewed comparatively with respect to
the innate immune systems of vertebrates. In this chapter we have focused on the evo-
lution of the gene regulatory foundations on which the very different innate immune
systems of these different animals are built. Everything in this argument rests on the
phylogeny of the deuterostomes, which determines the topography of the tree that
organizes the currently extant deuterostomes in respect to their similarities and differ-
ences, and from which their ancestral relations are deduced. So it is with a brief reprise
of deuterostome phylogeny that we begin.

2. PHYLOGENY

2.1. Molecular Phylogeny

The concept of the deuterostome clade was put forward in 1908 by Grobben, on the
basis of perceived anatomic homologies between the embryos of “lower” deuterostomes.
The most important feature in the classical analysis was the developmental fate of the
embryonic blastopore, which in invertebrate deuterostomes can be seen to give rise to the
anus of the completed embryo, whereas in (some) protostomes it becomes the mouth, or
is at least situated near the site of the mouth. A number of other striking homologies
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among deuterostomes were noted by comparative embryologists, of which the most
obvious is the embryologic origin of the coelomic mesoderm. For instance, in echino-
derms, hemichordates, and the invertebrate chordate amphioxus, the major mesodermal
constituents can be seen to arise as an outpocketing or delamination from the invaginated
gut. [The anatomic arguments are summarized in Brusca and Brusca (1).] The develop-
mental homologies among deuterostomes are convincing, and the reality of the deuteros-
tome clade was accepted by some long before molecular evidence became available
(2–4), despite the completely disparate adult body plans that the deuterostome assem-
blage includes. However, for others, it was hard to swallow the conclusion that the verte-
brate and invertebrate chordates and urochordates share a common ancestor with the
radially symmetric echinoderms, which display such peculiar features as a calcite
endoskeleton and a water vascular system; or with the vermiform hemichordates, some
of which have tentacles on their heads, and which are characterized by an enormous
anterior proboscis and both dorsal and ventral nerve cords.

Molecular phylogenetics has very recently brought about a major revolution on our
image of evolutionary relationships within the Bilateria. Many aspects of the phyloge-
netic trees found in all except the very newest textbooks were about as wrong as could
be. Not so the concept of the deuterostomes, however: molecular phylogenetics has
confirmed the reality of the deuterostome assemblage in an exceptionally robust way
(5). This result has fully justified the (unspoken) conviction of classical morphologists
that the characters they felt to be important are so deeply embedded in the developmen-
tal process that they must have a fundamental genealogic significance. The main sup-
port comes from ribosomal RNA phylogenies, but that is not all. Even before
contemporary rRNA phylogenetics were available, it was noticed that intron positions
in actin genes constitute a set of shared, deuterostome-specific characters (6–8). Fur-
thermore, the molecular phylogeny of hox cluster genes independently demonstrates
the existence of the deuterostome clade. What this means essentially is that the
deuterostomes indeed descend from a common ancestor and that they are all more
closely related to one another and to their ancestor than any of them is to any other,
non-deuterostome bilaterian animal.

A strong point that was not so clear earlier, and that is especially important for our
purposes, has emerged from rRNA phylogeny. This concerns the internal phylogenetic
organization of the deuterostome clade, as illustrated in Fig. 1 (9–11). It can be seen
that the deuterostomes consist of two large assemblages, the chordates, and a sister
group that includes the echinoderms and the hemichordates. The echinoderm-hemi-
chordate sister grouping is supported not only by rRNA phylogenetics (9–11) but also
by mitochondrial sequence organization (12). It too was very strongly suggested ear-
lier, by the remarkably similar morphologic organization of the larvae of indirectly
developing echinoderms and hemichordates (for review, see ref. 13). It follows from
the phylogeny shown in Fig. 1 that characters of the innate immune system shared
between echinoderms and chordates are very likely to be characters also possessed by
the deuterostome common ancestor and therefore the “starting point” characters for
innate immunity throughout the deuterostomes. Whether these are deuterostome-spe-
cific characters (synapomorphies of the deuterostomes) or primitive characters (ple-
siomorphies) also present in the remote common ancestor of all bilaterians will depend
on whether they are also shared with protostomes (such as Drosophila).
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2.2. The Antiquity of the Deuterostome Divergence

The only unequivocal way to determine the (minimal) age of a clade of animals is by
its fossil record. Discoveries made in just the last few years in a fine-grained deposit
from the Lower Cambrian of Yunnan, China have now begun to fill out the real-time
fossil record of the deuterostomes. Three different groups of echinoderms that appear
in the Lower Cambrian (eocrinoids, helicoplacoids, and edrioasteroids; 14), and a sus-
pected cephalochordate-like Middle Cambrian animal called Pikaia, which seemed to
resemble amphioxus, were known before (15), but the evidence is now greatly
expanded. Some relevant recent fossils from the Lower Cambrian of Yunnan are repro-
duced in Fig. 2. In Fig. 2A we see an exceptionally well-preserved animal of cephalo-
chordate grade, in which classic chordate features such as notochord, segmented trunk,
and branchial arches can be seen (16). Figure 2B shows a fish-like true chordate of
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Fig. 1. Phylogeny. (A) Deuterostome phylogeny. The tree is based on molecular evidence,
mainly rRNA phylogeny (see text for references); arthropods are shown as an outgroup. Num-
bers represent the morphologic character shared by all organisms belonging to groups situated
on the chart above the numbered mark: 1, bilateral organization of the body plan; 2, paired tri-
partite larval coeloms; 3, fivefold radially symmetric adult body plan; 4, calcite endoskeleton; 5,
proboscis; 6, notochord. (B) Vertebrate phylogeny featuring organisms mentioned in this chap-
ter. Cephalochordates are shown as the outgroup (cf. A): agnathans, jawless fish; gnathostomes,
jawed vertebrates; Haikouella and Haikouichthys, the Lower Cambrian fossil forms shown in
Fig. 2. (From Davidson EH, San Diego, CA: Academic, 2001, pp. 158–202. With permission
from Academic Press.)



Fig. 2. Lower Cambrian chordate fossils recently discovered in Yunnan, China. (A) Haikouella, a cephalochordate grade animal, anterior left.
This animal apparently had a more extensively developed brain than does the modern amphioxus, with which it otherwise shares many structures
such as a series of branchial arches (Ba), heart, aorta (Va, ventral aorta), gonad (G), bucal cavity, segmented trunk muscles, postanal tail, and so
forth. (B) Reconstruction of Haikouichthys, a vertebrate of agnathan grade, anterior right. This animal displays many characters of jawless fish, as
indicated. (C) Probable tunicate (urochordate). The scale bar on left is calibrated in millimeters. The animal is structured similarly to the modern
ascidian genus Styela. St, stem; S, Es, En, possibly stomach, esophagus, and endostyle, respectively; T, tunic; Ph, pharynx, Bt, buccal region; Os
and Cs, oral and cloacal siphons, respectively. (From Chen J-y, Huang D-\Y, Li C-W. Nature 1999;402:518–522; © 1999 Macmillan Magazines
Inc., Shu D-G, Chen L, Han J, Zhang X-L. Nature 1999;411:427–473; © Shu D-G, Chen L, Han J, Zhang X-L. Nature 2001;411:472–473. ©
2001 Macmillan Magazines Ltd.)
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agnathan grade, which had a cartilaginous skull, dorsal fin, and other vertebrate struc-
tures (17,18). Figure 2C, from the same Lower Cambrian deposit, shows a beautifully
preserved adult ascidian form (19).

What these fossils demonstrate is that divergence of the major deuterostome clades
had already occured by about 530 million years ago, i.e., only a few million years after
the Lower Cambrian boundary. Therefore in real time all the evolutionary divergences
represented by branch points in the diagram of Fig. 1A had occured well before this. It
is an inescapable conclusion that the common deuterostome ancestor (let alone the last
common protostome-deuterostome ancestor) lived in Precambrian time, and this sets
the real-time antiquity of regulatory features that are held in common between echino-
derms and chordates.

3. INNATE IMMUNITY IN AN ECHINODERM: 
A WINDOW ON ANCESTRAL REGULATORY ASSIGNMENTS

There is a long history of more or less casual phenomenologic observations on the
innate immune functions executed by sea urchin coelomocytes. These are the immuno-
cytes of the echinoderm, a free-wandering population of cells that inhabit the coelomic
cavity. They are also present in large numbers within certain organs, such as the late
season ovary, where their function is phagocytosis of unused oocytes. In the sea urchin
Strongylocentrotus purpuratus, the California purple sea urchin, on which most mod-
ern experiments have been carried out, there are about 7.5 × 106 coelomocytes per ml
of coelomic fluid. Coelomocytes chemotactically accumulate at sites of injury, they
generate cellular clots, they are extremely active in phagocytic encapsulation of bacte-
ria or particles, and they carry out secretory activities as well (for reviews, see refs. 20,
and 21). They participate in graft rejection (22,23), but these animals have no immuno-
logic memory: they reject second grafts with equal alacrity irrespective of their source
(for review, see ref. 24). There are at least four kinds of coelomocytes, the major
phagocytic class (or petaliferous amebocytes), red spherule cells, colorless spherule
cells, and vibratile cells. The red cells and the phagocytes form inflammatory infiltrates
at infections and injuries; and the phagocytic cells are capable of clearing relatively
enormous amounts of bacteria injected into the coelomic cavity within hours. Beyond
this sort of information, however, very little is known of how the coelomocytes really
work at the cellular level, or what they actually do in terms of individual cellular func-
tion to provide the animal with immune protection. That they work well, and that the
innate immune systems of sea urchins confer extremely effective defenses against
pathogens, there can be no doubt. These are long-lived animals (the record so far for S.
purpuratus is a 16-year-old individual bred and cultured in our marine laboratory facil-
ity). We have often observed the remarkable ability of S. purpuratus to recover from
apparently global epidermal infections or severe, obviously infected wounds.

3.1. Effectors of Coelomocyte Immune Function

Molecular biology has revealed three classes of immune effector proteins that are
expressed by sea urchin coelomocytes. Qualitatively, these are all familiar from the
innate immune systems of mammals: they are complement proteins; scavenger receptor
cysteine-rich repeat (SRCR) proteins; and Toll-class receptors. It is possible that at least
the latter two gene families are functionally elaborated in sea urchins to a much greater
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extent than in mammals. Conversely, there is no sign in sea urchins of immunoglobulin-
based immune effector proteins, nor of any but an innate system of immunity.

A C3-type complement component was discovered in a coelomocyte expressed
sequence tag (EST) project in 1996 (25). Further work revealed that the mRNA
encodes a 186-kDa protein that gives rise to α- and β-chains that display the major fea-
tures of C3-class complement proteins of vertebrates, from hagfish to human (26). The
gene is single copy and is expressed specifically in coelomocytes. A second comple-
ment gene was soon discovered as well, also expressed specifically by coelomocytes,
encoding a factor B (Bf; or C2-like) protein. This 91-kDa protein contains five “con-
sensus repeats” similar to the three commonly found in vertebrate Bf/C2 proteins, as
well as several other sequence features that are also common to the mammalian pro-
teins (27). Phylogenetic analysis places both the C3 and Bf proteins of S purpuratus in
basal positions with respect to the vertebrate complement proteins. Their joint pres-
ence, and their particular sequence features suggest that sea urchin coelomocytes
express an “alternative pathway” opsonization function, which is deployed to assist the
phagocytes in cleaning up incident bacteria (for review, see ref. 28). Similar proteins
are apparently utilized for opsonization in the lamprey (29,30). Furthermore, these
complement genes could represent a true deuterostome synapomorphy (27); the closest
known protostome relatives of C3 (31) are more closely related to the α2-macroglobu-
lins of deuterostomes than to C3 itself. It is particularly interesting to note that the C3
and Bf genes are linked in S. purpuratus, having been recovered on a single 140-kb
bacterial artificial chromosome (BAC) recombinant (32); they are also linked within
the MHC class III region in mammals.

The second class of immune effector genes expressed in coelomocytes that have been
discovered in the sea urchin encodes SRCR proteins. The SRCR proteins constitute a pan-
metazoan superfamily, having been found in sponges, nematodes, flies, tunicates, lam-
preys, and mammals (33). Several of these proteins function in the development of the
immune system and in regulation of the immune response in mammals, e.g., the WC1 and
TC9 families of T-cell surface receptors in pigs and sheep (34–38). Macrophage SRCR
proteins in mammals are involved in binding and phagocytosis of bacteria, entocytosis,
and regulation of opsonization functions (39–46). In the sea urchin the SRCR genes are
likely to be major players in the immune functions mediated by coelomocytes, although
unfortunately the only information that so far exists is descriptive and correlative. How-
ever, along these lines, some remarkable features have emerged (33,47).

The S. purpuratus genome contains well over 100 of these genes (and possibly a
much larger number). This follows from the isolation from a coelomocyte cDNA
library of representatives of a number of different SRCR subfamilies, as well as results
obtained when these probes were used to screen a genomic BAC library, and also from
sequence comparisons with a set of about 80,000 BAC-end sequences that have been
obtained for this genome (48). There are an average of up to seven SRCR domains per
gene, and the genes themselves are clustered in those BACs that have been mapped
(33). The current estimate is that the S. purpuratus genome contains a total of about
22,000 ± 5000 genes (49), so the SRCR genes family may account for at least a half of
a percent of all the genes, perhaps more. The SRCR genes are expressed in coelomo-
cytes in sets, which vary from animal to animal and which thereby distinguish each
individual sea urchin from each other individual. A correlation analysis shows that
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many factors contribute to these individual patterns of expression, which are of tran-
scriptional origin (all the animals appear to possess similar complements of SRCR
genes): some SRCR proteins are preferentially expressed on immune challenge (injec-
tion of bacteria or injury); expression of others is modulated over time, for unknown
reasons (33). There are also correlations with the origin (i.e., individual past history) of
the experimental animals, and with their genetic constitutions, as displayed at least pre-
liminarily in experiments on inbred S. purpuratus (Z. Pancer and E. Davidson, unpub-
lished data). Judging from their sequence features, some of the encoded SRCR proteins
are secreted, but others are apparently mounted in the coelomocyte membranes (47)
and could serve as receptors or co-receptors. The importance for immune function of at
least some SRCR genes is directly suggested by the observation that the transcriptional
expression of these genes is sharply upregulated after immune challenge (33).

The third class of coelomocyte genes that also form part of the genetic armamentar-
ium for innate immunity in mammals is the Toll-like receptors (Z. Pancer and E.
Davidson, unpublished data). Their presence in sea urchin immune effector cells and
their likely functional role are clearly plesiomorphies: Toll-class receptors serve as
recognition elements for immune responses to bacterial and fungal substances from
Drosophila to mammals (50–53). Several cDNAs encoding Toll-class receptors have
been cloned from S. purpuratus coelomocytes. Both genome blots and the prevalence
of sequences quite similar to the cloned Toll-class receptors in the BAC-end sequence
collection indicate that this genome contains many genes encoding similar proteins.

Sketchy as it is, this glimpse of the repertoire of immune effector genes utilized by
sea urchin coelomocytes suggests some of the ways they do business. They secrete or
mount on their surfaces a tremendous variety of proteins containing SRCR domains,
which might bind to different components produced by pathogens. Since these are
encoded by prevalent mRNAs, they are likely to be end products of the defense appara-
tus, although there is no direct evidence to this effect. Synthesis of the SRCR proteins
is transcriptionally controlled. It is a reasonable speculation that the variety in the set of
SRCR proteins expressed individual to individual reflects the past immunologic experi-
ence of the animal, implying some receptor mechanism that relates the nature of the
incident challenge to the set of genes activated. The existence of many Toll-class recep-
tors suggests that the coelomocytes have a complex repertoire of recognition capabili-
ties. The most prominent and easy to observe feature of coelomocytes is their avid
phagocytic activity, and the discovery that they produce Bf and C3 complement pro-
teins indicates the role of opsonization in a major aspect of their function.

3.2. Transcriptional Regulation of Coelomocyte Immune Responses

The first indication of transcriptional responses to immune challenge on the part of sea
urchin coelomocytes came from experiments of Smith et al. (24,54) on expression of the
gene encoding profilin. These measurements showed that the level of transcripts of this
cytoskeletal protein, which is involved in actin mobilization, is sharply increased on
injection of bacteria into the coelomic cavity. Responses were measured after one to sev-
eral days, and similar results were obtained on injection of lipopolysaccharide (LPS; at
the same low levels as are effective on mammalian immunocytes), instead of bacteria.
The expression of the gene encoding the C3 complement protein is also upregulated by
LPS injection, and responses were observed as early as 1 hour post injection (55).
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Genes encoding three transcription factors expressed in coelomocytes are now
known to respond to introduction of bacteria within hours (47). The responses mea-
sured, as reproduced in Fig.3, consist of large changes in transcript level, i.e., they are
most likely the result of changes in expression of these regulatory genes. The least sur-
prising, given the above, is the response of a gene encoding a rel domain regulator sim-
ilar to NF-κB (SpNF-κB in Fig. 3). Within 2-hours after injection of bacteria into the
coelom of a sea urchin, the NF-κB response peaks. (The earliest point shown in Fig. 3
is at 16-hours.) The puncture needle wound in itself suffices to produce a response on
the part of this gene, although a much slower one (this could be caused by inadvertent
introduction and replication of surface bacteria with the needle). Note that in these
experiments the whole coelomocyte population is being sampled. The second tier of
Fig. 3 shows the even more dramatic response of a gene encoding a Runt-class tran-
scription factor. This mRNA is present at very low levels in coelomocytes from healthy
unchallenged animals (Fig. 3C) but quickly becomes fairly prevalent on injection of
bacteria. Figure 3 shows that the opposite happens with gata-c gene transcripts. The S.
purpuratus gata-c gene is expressed in embryonic mesoderm cells and is later constitu-
tively transcribed in adult coelomocytes (unpublished data). On introduction of bacte-
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Fig. 3. Changes in level of expression of three transcriptional regulatory genes in sea urchin
coelomocytes following immune challenge. Bacteria isolated from the skin of sea urchins were
cultured, and 1 mL of this culture (OD600 = 0.5) was injected into the coelom of each of five ani-
mals per time point. Total coelomocytes were extracted at the indicated times and pooled. Coelo-
mocytes from three control animals were similarly pooled. Sham injection indicates samples
from sets of animals in which 1 mL of sea water was injected rather than bacterial culture; these
samples were otherwise similarly treated. The figure shows an RNA gel blot hybridization in
which 10 µg of total RNA was loaded in each lane. The thymosin transcript, always present in
coelomocytes irrespective of treatment, served as a loading control. Probes were obtained by
PCR from cDNA clones. Each of the five probes was reacted in turn with the same blot. Numer-
als indicate the positions of size markers (in kb). (From Pancer Z, Rast JP, Davidson EH.
Immunogenetics 1999;49:773–786. © Springer-Verlag.)



ria, gata-c transcripts abruptly disappear (Fig. 3, tier 3), but within about half a day the
cells recover (or are replaced).

The sharp dynamics of the responses shown in Fig. 3 provide several inferences:
they implicate all three regulatory genes in the dedicated control system underlying
coelomocyte immune functions; they imply that all three genes are somehow hooked
up to a cellular recognition apparatus that detects the presence of bacteria; and they
suggest that this is mediated by response to diffusible substances; otherwise, i.e.,
unless a large fraction of the coelomocytes are involved, it is unlikely that responses of
this magnitude could have been observed. For instance, one can see in Fig. 3 that virtu-
ally all the coelomocytes normally expressing the gata-c gene turn it off (or degrade its
mRNA) on introduction of bacteria.

There is an evolutionary as well as a mechanistic significance to the discovery that
these transcriptional regulatory genes are involved in the innate immune system of sea
urchins (32). The same regulators are expressed during the development and operation
of the innate immune systems of mammals, and also in their adaptive immune systems.
In the innate and adaptive immune systems of mammals, however, many of the down-
stream genes they control are likely to be different. What this tells us of the pathways
of regulatory immune system evolution is now to be our subject, but first it is important
to focus on regulatory synapomorphies of vertebrates that underlie the special features
of their innate immune systems.

4. REGULATORS THAT CONTROL GENES 
OF THE VERTEBRATE IMMUNE SYSTEM(S)

The adaptive immune system, with its B- and T-lymphocytes, antigen-dependent clonal
selection mechanisms, and antigen-specific immunologic memory, is found only in verte-
brates within the chordate assemblage of deuterostomes (56–60). Supplementing the innate
immune system, this results in a layered system of innate and adaptive responses, intercon-
nected and cemented by many potent regulatory links between the two kinds of response
(61). In evolutionary terms, lymphocytes presumably arose by the modification of develop-
mental pathways, leading to more basal hematopoietic cell types. In this section, we con-
sider the relationships between the innovations required for the adaptive immune system
and the underlying regulatory structures of deuterostome innate immunity.

4.1. Immune System Innovations of Jawed Vertebrates

Two innovations are conspicuous in this comparison. One, of course, is the elaborate
recombinase system, which rearranges antigen receptor gene segments in vertebrates to
assemble the transcription units that encode immunoglobulins and T-cell receptors.
This first innovation is made possible by the presence of the RAG-1 and RAG-2 genes
in the genome and their regulated expression in the differentiation of specialized
immune cells. The other innovation is the development of the distinctive lymphocyte
cell type. Lymphocytes are not only distinguished by their use of the RAG-mediated
DNA rearrangement process, but also by their long lives and antigen-dependent control
of proliferation and death. They combine sophisticated, differentiated effector func-
tions with a self-renewal potential that is second only to that of stem cells within the
hematopoietic series. The origins of adaptive immunity in a deuterostome ancestor
depend on the origins of the RAG genes and the origins of the lymphocyte cell type.
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4.2. Potential Evolutionary Bridges Between Innate 
and Adaptive System Components

RAG gene homologs are not evident in any animals thus far studied except jawed
vertebrates (57–62). Sequence data for agnathans and invertebrate deuterostomes are
admittedly scarce, and there might be RAG homologs waiting to be discovered in such
animals. However, there is also no trace of RAG homologs in protostomes, giving rea-
son to suspect that the discontinuity is real. The RAG-1 and RAG-2 genes could have
entered the genomes of vertebrate ancestors only after the split between agnathans and
gnathostomes, perhaps by horizontal transfer of a transposable element with its trans-
posase gene from a prokaryotic source (63). A true discontinuity of this kind would give
little indication of what characteristics to look for in cells of agnathans and inverte-
brates that might be functional counterparts of the ancestors of vertebrate lymphocytes.

In contrast, the differentiation pathways of lymphocytes do suggest traces of a con-
tinuum with other hematopoietic lineages. Evidence for such a continuum emerges
from the detailed studies that have been performed in recent years on mammalian lym-
phocyte precursors. Lymphocytes differentiate continuously from the same hematopoi-
etic stem cells that give rise to phagocytic and nonimmune blood cell types.
Intermediates in this process retain certain subsets of developmental potentials after
having lost others. It has long been assumed that lymphocyte development branches off
from the development of all erythroid and myeloid blood cell types at an early stage.
There are descriptions of a “common lymphoid progenitor,” with the ability to give rise
to all classes of lymphocytes but not to other hematopoietic cell types (64,65), and of a
complementary “common myeloid progenitor” with the opposite potentials (66). The
existence of such partially restricted precursors has been taken to suggest a profound
early split. However, it appears that a common lymphoid precursor is not the only
intermediate through which lymphocytes can be made.

In fetal life, especially, mouse T- and B-cells arise from precursors that may also
give rise to macrophages, although not to other blood cell types (67,68). Many fetal T-
cell precursors can still give rise to mixed T/myeloid clones even though they cannot
give rise to B-cells, and the reverse is true for B-cell precursors (69). There are numer-
ous cases of cell lines that appear to be immortalized B/macrophage precursors, and
recently a naturally occurring cell population in the bone marrow that expresses many
B-lineage properties has been shown to be able to generate macrophages or dendritic
cells, which play key sentinel roles in the innate immune system (70,71). Mouse and
human T-cell precursors after birth similarly retain the ability to differentiate into den-
dritic cells until they start undergoing antigen receptor gene rearrangement (72–75).
Yet another fate as an innate immune system effector is available to T-cell precursors as
well: that of becoming a natural killer (NK) cell. These branch points in B- and T-cell
development are shown in Fig. 4. Most strikingly, even cells that appear to be commit-
ted “common lymphoid progenitors” turn out to retain the ability to differentiate into
macrophages and neutrophilic granulocytes, after all, provided they are given an appro-
priate growth factor receptor signal (76). Thus, the division between the developmental
programs leading to adaptive and innate immune function is not so deep. Right up to
the first stages of their receptor gene rearrangement events, mammalian lymphoid pre-
cursors preserve the developmental alternative of becoming a macrophage or dendritic
cell, as shown in Fig. 4.
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A corollary is that the difference between lymphoid and myeloid developmental
programs should be attributable to specific regulatory changes that occur in lym-
phoid precursors when these two programs diverge. Cells that do not undergo these
events should develop by default into macrophages, dendritic cells, or NK cells. The
key regulatory molecules at these points are thus the first candidates we consider as
effectors or targets of evolutionary innovations that may have made lymphocyte
development possible.
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Fig. 4. Transcription factor roles in lymphocyte development. Timing of transcription factor
action relative to developmental branch points and checkpoints in B- and T-cell development.
For details and evidence, see the reviews cited in the text. The relevant stages of lymphocyte
development appear to be the same whether the cells are differentiating from a panlymphoid
common lymphoid progenitor (CLP) or from a B/myeloid (B, M) or T/myeloid (T, M) precursor,
so all three types of potential precursors are shown at the left. The timing of activity of E2A,
EBF, and Pax5 in B-cell development and of GATA-3, E2A, HES-1, HEB, and TCF-1 in T-cell
development are based on the stages at which homozygous knockouts of these genes cause the
most severe phenotype. Arrows leading to alternative fates (NK, or Dendritic/mac) show the lat-
est stages at which individual precursor cells can give rise to both T-or B-lymphocytes and the
indicated alternative. Bold arrows, major developmental pathways; thin arrows, confirmed
minor pathways; broken arrow, conditional pathway. Stages when RAG-1/2-mediated recombi-
nation is active are indicated as R+. Stages at which further developmental progression becomes
dependent on successful rearrangement events (checkpoints) are indicated for B- and T-cells by
vertical dotted double lines. Important cell surface molecules are shown: for B-cells,
immunoglobulin chains µ and/or δ and κ; for T-cells, CD4, CD8, the T-cell receptor chains α
and β, and the alternative class of T-cell receptors TCRγδ.



4.3. Critical Regulators of B-Cell Specification

Three transcription factors play key roles in driving B-cells to differentiate from precur-
sors that initially retain the ability to give rise to macrophages (reviewed in refs. 77–80).
These factors appear to act in a mutually reinforcing cascade. The first one required for B-
lineage specification is a class A basic helix-loop-helix (bHLH) factor encoded by the E2A
gene. (differential splicing products E47 and E12 are both active.) The second is the HLH
factor early B cell factor (EBF) (Olf-1, COE1), which collaborates closely with E2A to
turn on B-cell genes. Even if these two factors have initiated a B-lineage gene expression
program, specification is not stabilized into commitment until a third factor, Pax5, is also
activated. Pax5 participates in both the positive regulation of B-cell genes and the negative
regulation of alternative fates and the genes associated with them (79). The stages at which
these factors are required to act are shown in Fig. 4 (upper part).

As probes for the events leading to evolutionary change, these transcription factors are
illuminating, although perhaps in an unexpected way. None of them is a vertebrate inno-
vation, or even a deuterostome innovation, in terms of its structure or DNA binding speci-
ficity. All three are members of small multigene families of extremely ancient provenance,
with close relatives in protostomes as well as deuterostomes. E2A is a homolog of daugh-
terless in Drosophila (81) with a close relative in the sea urchin (J.P. Rast, personal com-
munication); EBF has homologs in the Drosophila Collier protein and CeO/E in
Caenorhabditis elegans (82); and Pax5 is a member of the pan-bilaterian Pax2/5/8 gene
family (83). Furthermore, all these transcription factors have important functions outside
the immune system, functions that are conserved from mammals to protostomes. Both
EBF and Pax5 are used in the mammalian nervous system, D-Pax2 is used for external
sensory organogenesis in Drosophila, and the EBF homolog CeO/E is used in neuronal
differentiation in C. elegans (84). The evolutionary innovations that gave these factors
roles in B-cell development must have been primarily regulatory, i.e., changes that gave
EBF and Pax5 a new domain of expression within the hematopoietic system.

The case of E2A is particularly striking, for the products of this gene are not generally
restricted to any particular cell type at all. Mammalian E47 and E12, like Drosophila
Daughterless, are expressed ubiquitously. They are used as developmentally neutral
dimerization partners of other bHLH transcription factors that enable the heterodimers to
carry out various tissue-specific differentiative functions. The only respect in which the
B-cell use of E47 is distinct from that of muscle or nerve cells is that B-cells lack any
other dimerization partners, and instead employ E47 as a homodimer. It is what the B-
lineage cells lack, not what they express, that gives the E2A product(s) their unique roles
in B-cells. Thus, in all three cases, the transcription factors that establish the unique B-
cell identity in developing hematopoietic cells have been “seconded” to this task from
other assignments of greater antiquity.

4.4. Regulators of T-Cell Specification

The initial events leading to specification of T-cells from multilineage or bipotent
precursors are not yet as well understood as those for B-cells (reviewed in refs. 75,85,
and 86). Still, mutational and expression analysis in mice suggests that at least four
kinds of transcription factors are needed specifically in T-cell differentiation (Fig. 4,
lower part). The zinc finger factor GATA-3 is required cell autonomously from a very
early stage (87,88). The bHLH repressor HES-1 (a target of activation by Notch signal-
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ing) is also required in immature T-cells, particularly for proliferative expansion (89).
Class A bHLH proteins are essential for T-cell development in general: inhibition of
these transcription factors can be sufficient to drive the earliest precursor cells into an
NK developmental pathway (90). The class A bHLH activator Hela E-box binding pro-
tein (HEB) and the high mobility group (HMG box) factor T-cell factor-1 (TCF-1; a
target of Wnt pathway signaling) are also needed later, for transition through the first T-
cell receptor-dependent checkpoint (91,92). Precursor cells in older adult mice require
TCF-1 even earlier in the T-cell differentiation pathway, perhaps as early as they
require GATA-3 (93). By analysis of the cis-regulatory elements of T-cell-specific
genes, it is evident that additional classes of factors, e.g., Ets, Runx, and Myb, are also
essential (75,86,94), but individually these do not reveal T-cell-specific effects either
because of the presence of multiple, partially redundant family members (for Ets: ref.
95), or because they are needed in hematopoietic precursors generally.

Like the transcription factors that orchestrate B-lineage specification, the T-cell dif-
ferentiation factors are members of pan-bilaterian families that are used in diverse
developmental programs. HEB is another member of the same small bHLH factor fam-
ily as the E2A gene products, and there is extensive overlap between the functions of
HEB and E2A even in mammalian lymphocyte development (96). Like the E2A prod-
ucts, HEB is a homolog of Daughterless in Drosophila. The bHLH repressor, HES-1, is
closely related to Drosophila Hairy and the products of the various Enhancer of split
complex genes. TCF-1 and its close vertebrate relative Lef-1 have a sea urchin
homolog (97) and are members of the same family as Drosophila Pangolin. GATA-3
and its close vertebrate relative GATA-2 are similarly closely related to Drosophila
dGATAc, as well as to sea urchin SpGATAc.

There are broad similarities in the ways that these transcription factors are utilized
throughout the bilaterian radiation. As for the B-cell factors, all the T-cell transcription
factors are used in other tissues as well as in lymphocytes, and it is these nonlymphoid
sites of action that are conserved. GATA-3 (and dGATAc) and the bHLH activators and
repressors all play prominent roles in neurogenesis, in both vertebrates and flies
(98,99). TCF/Lef factors in vertebrates and in sea urchins mediate signals from the Wnt
pathway (97,100–102); similarly, Pangolin mediates Wg signals throughout the fly
embryo (103). Among the T-cell factors, only GATA-3 appears to have an additional,
specific role in hematopoiesis that may be shared with animals that do not have lym-
phocytes. GATA-3 and its close relative GATA-2 are used in vertebrate hematopoietic
stem cells (104,105), and we have already seen how SpGATAc, a GATA-2/3 homolog,
is used by sea urchin coelomocytes. Even Drosophila hemocytes express a kind of
GATA factor, Serpent, although this is not an ortholog of deuterostome hematopoietic
GATA factors (106,107). Such instances of hematopoietic use cannot be simply inter-
preted as evidence that the invertebrates have T-lymphocyte-like cells per se, however,
because the nonlymphoid sites of function of each of these factors and their close rela-
tives are so diverse. The conclusion is evident that the T-cell developmental program,
as far as it is understood, is again a new application for old regulators.

4.5. Regulators of Lymphomyeloid Precursor Generation

To find evidence for regulatory molecules that might contribute novel functions for
lymphocyte development, perhaps surprisingly, we must look at the factors that control
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the development of uncommitted lymphomyeloid precursors. It has become increas-
ingly clear in the past decade that the long-term self-renewing hematopoietic stem cells
of adult vertebrates are not a “primitive” cell type, but rather the product of a regulated
developmental program that maintains their pluripotentiality (108). Several additional
transcription factors are involved in the generation of these definitive (post-yolk sac)
hematopoietic precursors that can later continue to play essential roles in gene expres-
sion throughout lymphocyte differentiation, linking the stem cell and lymphocyte regu-
latory states. Differentiation programs for which these factors are required are shown
in Fig. 5. In mice, these factors include the Runt class transcription factor Runx1
(AML1, CBFα2, PEBP2αB), the Myb class transcription factor c-Myb, the zinc finger
transcription factor Ikaros, and the divergent Ets subfamily member PU.1 (Spi-1).
There is nothing lymphocyte-specific about these transcription factors, and yet, as we
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Fig. 5. Timing of transcription factor activities in hematopoiesis. The figure emphasizes the
roles of Ikaros and PU.1 in definitive fetal hematopoiesis and in the differentiation of various
hematopoietic cell types. Primitive, extraembryonic yolk sac hematopoiesis does not depend on
either of these transcription factors, nor on Runx1 or c-Myb. Definitive intraembryonic stem cell
generation, in contrast, depends acutely on Runx1 and c-Myb. Two kinds of derivatives of defin-
itive stem cells show further dependence on PU.1 and Ikaros: these are the special long-term
repopulating set of definitive stem cells (lower left) and the lymphocytes (NK, T, B). Myeloid
cells also depend for their development on PU.1 to greater (macrophages) or lesser (granulo-
cytes) extents, but they do not depend on Ikaros. In the figure, cell types that are Ikaros-depen-
dent are shown in gray. Cell types that are at least partially PU.1-dependent are shown vertically
striped. Heavy vertical stripes in B-cells and macrophages indicate the complete absence of cells
of these lineages in PU.1–/– mice. Megakaryo, megakaryocyte.



shall see, it is PU.1 that provides our best current evidence for a factor that is a verte-
brate lymphohematopoietic innovation.

These transcription factors regulate lymphocyte and stem cell development via sets
of target genes that may overlap but are certainly not the same. In mammals, c-Myb
and Runx1 are essential for the establishment of definitive hematopoietic stem cells
(109–111) (Fig. 5). Runx is also essential for the expression of T-cell receptor α, β, γ,
and δ genes, and c-Myb is used by T-cells not only to drive their cell cycle progression
in response to stimulation by antigen (112), but also for expression of the T-cell recep-
tor γ and δ genes (data not shown). Ikaros (113) and PU.1 (114) are important for
establishing the pool of definitive long-term repopulating stem cells in the bone mar-
row prior to birth (Fig. 5). Even in the fetal stages at which other blood cell types can
develop without them, though, these two transcription factors still turn out to be essen-
tial for any lymphocyte development whatsoever (Fig. 5).

Both the Myb and the Runx/Runt family are extremely ancient, at least predating the
protostome/deuterostome split. The cases of Ikaros and PU.1 (or the PU.1 subfamily of
Ets factors) are a little different, as described in the next section.

Both Ikaros and PU.1 have particularly complex functions that include inhibitory as
well as stimulatory effects on particular target genes. Recent studies imply that one of
the major roles of Ikaros may be as a repressor of subset-specific lymphoid genes that
are inappropriate for the current differentiation state (115); it also appears to keep lym-
phocytes from responding too easily to subthreshold activation signals (116). PU.1 is
intimately involved in positive regulation of B-cell cytokine receptor and antigen
receptor genes (117,118). However, in its most general role, PU.1 is a potent positive
regulator of the differentiation and growth of macrophages and granulocytes, cells of
the innate immune system (119) (Fig. 5). Whereas at moderate levels of expression it is
needed for early events in both T- and B-lymphocyte lineages (120,121), at higher lev-
els, PU.1 can actually block lymphocyte development (122,123). The fact that lympho-
cytes depend on the activity of a myeloid transcription factor for their initial
development is an additional feature linking the lymphocyte lineages with the phago-
cytic lineages. The compatibility between the regulators needed to initiate lymphoid
and phagocytic differentiation programs in jawed vertebrates is consistent with the pos-
sibility that the lymphocyte developmental program evolved as a modification of a
phagocytic cell program.

5. A REGULATORY DIVIDE BETWEEN AGNATHANS 
AND GNATHOSTOMES

In the case of the adaptive immune system, several critical innovations appear to
have occured only after the divergence of the ancestors of jawed and jawless verte-
brates, as already noted. Among these changes are alterations and expansions of the
repertoires of transcription factors available to direct lymphocyte differentiation pro-
grams. There are numerous examples of transcription factors encoded by a single gene
in invertebrates up to cephalochordates, but by a family of three or four members in
bony vertebrates (reviewed in ref. 124). The expansion of these gene families and the
evolutionary specialization of their expression patterns and “downstream” functions
greatly enhances the potential regulatory sophistication in vertebrates. PU.1, and possi-
bly Ikaros as well, are members of families that underwent threefold expansion well
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after the origin of vertebrates, between the divergence of agnathan and gnathostome
vertebrates and the divergence of bony and cartilaginous fish.

5.1. PU.1/Spi-1 Origins

PU.1 is a valuable probe for evolutionary shifts in transcription factor function
because of its relation to the rest of the Ets family and because of its well-mapped
domain structure. The PU.1/Spi (spleen focus-forming virus preferential integration
site) subfamily of Ets factors uses an easily recognizable Ets domain to bind to DNA,
but this version of the Ets domain sequence is distinctive enough to define one of the
five major subdivisions of Ets factors (125). In PU.1 itself there are additional discrete,
well-mapped “activation” domains carrying out separate functions. The region N-ter-
minal to the Ets domain contains acidic and glutamine-rich transactivation domains
and a PEST domain, each of which carries out interactions with different transcrip-
tional partners in a modular fashion (117,118). As a positive regulator, PU.1 uses these
interaction domains to synergize powerfully with other developmentally regulated fac-
tors for activation of different batteries of cell type-specific target genes. PU.1 can also
act as an important negative regulator, for example, by a mutually inhibitory
protein/protein interaction with hematopoietic GATA factors (126–129). GATA/PU.1
competition is thought to help regulate erythroid vs. myeloid specification of pluripo-
tent precursors and could conceivably play a role in T-cell development as well
(123,130). Thus, the complex and central function of PU.1 in the hematopoietic system
depends on more than its DNA-binding Ets domain. Conservation of the structure of
each of its non-Ets domains may be an indicator of conservation of PU.1 activity in a
different regulatory context.

The PU.1 Ets domain is conserved throughout the vertebrate radiation. There is an
indisputable PU.1/Spi family member even in the agnathan lamprey (Petromyzon mari-
nus) (131). Cartilaginous fish have a whole family of three PU.1/Spi members, like
mammals (123). By contrast, the PU.1 Ets domain cannot be detected in any inverte-
brate to date. No member of this subfamily of Ets factors is encoded in the Drosophila
or C. elegans genome sequences, and even deuterostome invertebrates seem to lack
such genes. Multiple attempts to detect a family member in sea urchin genomic DNA
or cDNA have been unseccessful (M.K. Anderson, X. Sun, R. Pant, and E.V.R., unpub-
lished data). Thus, the divergence of this PU.1/Spi subfamily from other Ets factor
genes is probably a vertebrate-specific innovation.

Phylogenetic comparison yields another interesting result, namely, evidence for a
further discontinuity, occuring after the origin of the PU.1/Spi Ets domain. The
sequence of the transcription factor gene itself provides structural evidence for an evo-
lutionary shift in function. The protein-interaction domains of lamprey Spi do not
maintain the organization of any other PU.1/Spi family member (123,131) (Fig. 6, mid-
dle and bottom). However, in the cartilaginous fish Raja eglanteria, there is a PU.1
ortholog with a sequence that meticulously corresponds to the mammalian, avian, and
teleost fish versions in every domain (Fig. 6, top), and another Raja family member
that resembles, throughout its length, both PU.1 and the closely related factor, SpiB
(132). This implies that the transcription factor interaction circuits in which PU.1 (and
SpiB) take part are older than the chondrichthyan divergence, about 450 Mya, but that for
the most part they arose since the divergence between the agnathans and gnathostomes
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approx. 50–100 My earlier. As already seen, this is the same phylogenetic interval in
which the components of the adaptive immune system became established in vertebrates.

5.2. PU.1 and the Agnathan/Gnathostome Divide in Immune System Function

Cartilaginous fish have all the components of an adaptive immune system that have
been examined so far. Not only do they have RAG genes, immunoglobulins, T-cell
receptors, and MHC molecules, but they also have well-organized lymphoid organs,
including a thymus that is homologous to that of bony vertebrates (133). Consistent
with a conserved developmental role for PU.1, they have a well-differentiated PU.1/Spi
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Fig. 6. A discontinuity in conservation of PU.1/Spi structural domains between lampreys
and cartilaginous fish. Sequences are from refs. 131 and 132. (Top) Alignment of skate PU.1
(sequence 1, gi:11245498) with human PU.1 (sequence 2, gi:36561). The same results are
obtained using murine instead of human PU.1. (Middle) Alignment of lamprey PU.1 (sequence
1, gi:8748404) with mouse PU.1 (sequence 2, gi: 111187). Only the Ets domain is detectably
similar. (Bottom) Alignment of lamprey PU.1 (sequence 1) with human SpiB (sequence 2,
gi:36563). Some similarity is detectable in the PEST domain as well as the Ets domain. Align-
ments were done by BLASTP 2.1.2 using the BLOSUM62 matrix with penalties of 11 for gap
opening and 1 for gap extension, a wordsize of 3, x_dropoff of 50 and “expect” value of 300.



transcription factor family, and this is expressed, as in mammals, in the tissues that har-
bor B-cell and macrophage cell types.

In contrast, agnathans still have not revealed any molecular traces of an adaptive
immune system, although cell morphologies and tissues suggest some links to gnathos-
tome counterparts. Searches for genes encoding adaptive immune system receptors,
histocompatibility antigens, and recombinases in the lamprey have remained uniformly
unsuccessful even with recent technologies (57). The lamprey does have round
hematopoietic cells that have been referred to as possible lymphocytes, but there is no
molecular evidence to distinguish them from any other kind of small, nongranular cir-
culating cell (134).

The single, highly divergent PU.1/Spi family member in the lamprey could be asso-
ciated with the lymphocyte-like cells (131), but the identities of any target genes are a
complete mystery. A critical question is whether these cells share anything other than
the expression of a PU.1/Spi family factor with mammalian lymphocytes; it seems
unlikely from its structure that lamprey Spi can participate in most of the transcription
factor interaction circuits that give mammalian hematopoietic cells their identities.
There is some weak similarity between the lamprey Spi and mammalian SpiB within
the PEST domain of the latter (Fig. 6, bottom). This is the domain in which interferon
regulatory factors (IRF4 or interferon consensus sequence binding protein [ICSBP])
interact with PU.1 (or SpiB) to turn on common target genes. Initially, this kind of
interaction was defined as important for immunoglobulin light chain gene expression in
later stages of B-cell development (135), but more recently it has been shown to play
an important role in macrophage gene expression as well (136,137). If this PEST
domain interaction is significant, it could indicate that IRFs are the most ancient inter-
action partners of PU.1/Spi family transcription factors.

5.3. Use and Modification of Other Transcription Factor Innovations

Ikaros is another gene that is needed for early T-cell development in the mam-
malian fetus, and for all B-cell (and NK-cell) development. Although it is dispensible
for myeloid and erythroid cell development, and thus is distinct from PU.1, its role in
establishing a normal stem cell pool (113) implies that lymphocytes require some
overlapping or common function(s) shared with stem cells. Ikaros, like PU.1, is a
member of a small family of related genes, all members of which are found in verte-
brates from mammals to cartilaginous fish (138,139) In all these animals, Ikaros fam-
ily members appear to have homologous sites of expression, suggesting a linkage to
hematopoietic cell development throughout jawed vertebrates. Only a single member
of the family has been found to date in lamprey (139). Here the lamprey “Ikaros”
sequence is much more similar to those of members of the family seen in jawed verte-
brates than is the case for the lamprey Spi, suggesting that the function of Ikaros
should be conserved in the lamprey even if the lack of related genes with overlapping
functions limits the complexity of the regulatory patterns. As in the case of PU.1,
however, no Ikaros family member has been found yet in sea urchins (J.P. Rast, per-
sonal communication), and only the sequences encoding individual hunchback-type
zinc finger domains can be recognized in the genome sequences of flies or nema-
todes. Thus it may be that the functions mediated by this transcription factor family
are also vertebrate innovations.
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6. TRANSCRIPTIONAL HISTORY OF DEUTEROSTOME IMMUNITY

This chapter has sketched out three kinds of mechanisms that have contributed to the
layered evolution of deuterostome immune systems: continuity, co-option, and innova-
tion. Establishing much of the bedrock of innate immunity are the profoundly conserved
functions of regulators like Runt/Runx, NF-κB/Rel, and GATAc (GATA-2/3), which work
in innate immunity throughout the deuterostomes and have close relatives in protostomes.
At the opposite extreme, we have suggested that other hematopoietic regulators, such as
PU.1, may have been “invented” and further specialized only after the beginning of the
vertebrate radiation. Between these two extremes lie the transcription factors and target
genes that are used for much of the immune cell-specific differentiation. These genes are
used at least throughout the deuterostomes, but the way they are used, their relationships
to other regulators and target genes, and the sites in which they are expressed have under-
gone functionally important changes to work in vertebrate immunity.

6.1. Continuity and Co-option in the Generation of Functional Novelty

Much of this volume concerns the conservation of whole regulatory circuits of
innate immune function over long evolutionary times. In such a conserved circuit, not
only individual gene products but the connectivity between them are retained, for
example, the ability of an ancient receptor (e.g., Toll/Toll-like receptor) to trigger acti-
vation of an ancient transcription factor (e.g., NF-κB/Rel), which will turn on an
ancient target gene (e.g., a defensin). This kind of conservation does not preclude indi-
vidual transcription factors from expanding their range of target genes, however. The
use of NF-κB to drive expression of the immunoglobulin light chain genes in verte-
brates is an obvious case of this kind of target set expansion.

Expansion of a family of target genes, with subsequent diversification, provides another
way that the gene family can acquire novel patterns of expression. The scavenger receptor
(SRCR) genes of sea urchins, discussed earlier in this chapter, is an example of such a fam-
ily that is highly expanded and diversified in a particular clade. In sea urchins the polymor-
phism and incorporation of different C-terminal structures may give this receptor family
multiple effector functions as well as multiple recognition specificities. We do not know
yet which coelomocyte transcription factors primarily regulate the complex expression of
SRCR genes, but it is likely that some stress-inducible family members will be found to
have acquired binding sites for inducible transcription factors such as NF-κB or SpRunt.

The appropriation of old transcription factors for new cell types is a clear example of
co-option. This is most vividly illustrated by the case of a factor like EBF, which has a
highly specific developmental role in protostomes and deuterostomes and then appears
to have acquired a discrete new site of action within the developing B-cells of the
gnathostome immune system. There is no developmental continuity between the various
cell types—olfactory epithelium, adipose cells, early B-cells—in which EBF is
expressed in mammals (and in cartilaginous fish: Anderson et al., in preparation). It thus
appears that in the jawed vertebrates, the EBF gene has become co-opted into the B-cell
developmental regulatory program, presumably by acquiring a cis-regulatory element, or
module, that responds to pro-B-cell regulatory cues. EBF is a particularly likely case of
regulatory element acquisition because there is remarkable conservation of domain
structure among its small family of genes, and the other members of the family remain
confined to their neuronal differentiation roles (82). In the case of the T-cell factors, such
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as GATA-3, the picture is complicated by the pan-deuterostome roles in many kinds of
blood cells of the hematopoietic GATA family as a whole. Still, the distinction between
GATA-2, mostly expressed in stem cells, and GATA-3, which is upregulated in T-cell
development, could also have arisen from the modification or acquisition of a new regu-
latory element by GATA-3 (e.g., responsive to HEB/E2A; 140).

6.2. Innovations

PU.1 (and perhaps Ikaros) may indeed be a vertebrate innovation, but it is worth
considering what functional innovations they may have made possible. From a lym-
phocentric perspective, the lack of PU.1 in invertebrates could simply be connected to
the lack of recognizable lymphocytes in all these animals. However, from another per-
spective, the recent provenance of PU.1 is surprising. By far the most prominent role of
PU.1 in mammals is that of a positive regulator of myeloid cell development, yet these
cell types, as this volume shows in detail, have apparent homologs throughout
deuterostomes and equivalents throughout bilateria. Focusing on these PU.1-dependent
cells, one would imagine that PU.1 function would be as ancient and universal as that
of the NF-κB/Rel family genes. It is not, however. This is most vividly seen in the case
of particular effector genes, e.g., the use of macrophage scavenger receptor-class genes
by sea urchin coelomocytes. In vertebrates, genes encoding scavenger receptors are
PU.1-dependent for their expression (141), yet, so far, it appears that sea urchins
express these genes without using any PU.1/Spi family member. Thus, the develop-
mental program of phagocytes, including the expression of scavenger receptors, is
older than the use of PU.1 to “control” that program. We can interpret this in two ways.
One possibility is that phagocytes in invertebrates are completely nonhomologous with
those in vertebrates, in spite of the sharing of parts of their gene expression programs.
The other interpretation is that, in jawed vertebrates, PU.1 has been intercalated into
the regulatory cascade that controls phagocyte gene expression and development (142).
Intercalation is a powerful mechanism for altering the spectrum of activities of a differ-
entiation cascade without risking loss of activity of the differentiated cells.

There is indeed some evidence that mammals themselves retain some ability to
develop phagocytic cells in the absence of PU.1: this is in the primitive hematopoiesis
in the earliest embryos. PU.1, like c-Myb, has a more essential role in definitive
hematopoietic than in primitive hematopoiesis, and it turns out to be dispensible for
expression of macrophage-like characteristics in cells from extraembryonic blood
islands in the yolk sac (143,144). What, then, is the function that might be contributed
to the phagocytic cells and pluripotent precursors through the addition of PU.1 activ-
ity? A hallmark of earliest yolk sac hematopoiesis is that cells proceed directly to effec-
tor differentiation with little or no generation of long-term proliferating precursors or
stem cells (108). The complex transcription factor interactions that PU.1 mediates
could balance the developmental progress of the cells with controlled proliferative
expansion. Thus, in spite of its many effects on target genes of differentiated
macrophages, PU.1 may be most uniquely important for the generation of long-term,
proliferating macrophage progenitors. Such cells could provide a necessary precondi-
tion for development of lymphocytes as well. In this context, the repression and activa-
tion-damping roles of another potential vertebrate innovation, Ikaros, could also be
important to prevent premature differentiation.
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Enormous gaps in our of knowledge need to be filled in, but one element of a pattern
will have emerged: the transcription factors that appear most likely to be new in verte-
brates are factors that are vital for the generation of particular kinds of multipotent
progenitors, and/or stem cells capable of long-term self renewal, as well as for the gen-
eration of lymphocytes. By contrast, the transcription factors known to turn on defini-
tive lymphocyte differentiation genes, such as the E2A products GATA-3, TCF-1, EBF,
and Pax5, appear to be co-opted without major structural alteration from roles in ner-
vous system development and elsewhere. This is a reminder that although the lympho-
cyte gene rearrangement program is the showiest of the distinctive properties of these
cells, these cells may also incorporate profound regulatory innovations in the form of
properties they share with stem cells. We do not know whether true long-term repopu-
lating hematopoietic stem cells exist in invertebrates at all. Conceivably the radical
uncoupling of proliferation from differentiation, in both stem cells and lymphocytes, is
the feature that requires innovative regulatory mechanisms.
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Antimicrobial Peptides in Insect Immunity

Philippe Bulet, Maurice Charlet, and Charles Hetru

1. INTRODUCTION

With around one million named species and probably 8–10 times that number
unnamed, insects account for the great majority of animal species on earth. Insects can be
found in almost all terrestrial and freshwater habitats, from the driest deserts to freshwater
ponds, from the canopy of a tropical rainforest (where their diversity is unbelievably
great) to the arctic wastes. They are a tremendously successful group. They are a funda-
mental part of our ecosystem. They are responsible for the pollination of many plants; the
decomposition of organic materials, facilitating the recycling of carbon, nitrogen, and
other essential nutrients; the control of populations of harmful invertebrate species
(including other insects); the direct production of certain foods (honey, for example); and
the manufacture of useful products such as silk. However, they are often considered as
negative, mainly because they are important vectors of animal and human diseases.

Important features of their success are their short life cycle and their ability to
evolve rapidly to colonize new niches and to mount rapid and efficient immune
defenses against pathogens. The response of insects to infection can be divided into
three main mechanisms (for review, see ref. 1). First, when the size of the foreign body
is small enough, particular hemocytes (blood cells) can internalize these foreign bodies
by phagocytosis (for review, see ref. 2). A second aspect, initiated upon contact of the
foreign bodies with the internal cavity of the insect, is the rapid activation of prote-
olytic cascades leading to (1) melanization and encapsulation of the foreign material
within an envelope of highly flattened cells, which become pigmented (melanized); (2)
localized clotting of wound; and (3) opsonization. Finally, holometabolous insects
respond to infection by a transient transcription of antimicrobial peptides (AMPs) by
the fat body tissue (analogous to the mammalian liver). The AMPs are then secreted
into the hemolymph (blood), where they accumulate to high concentrations and diffuse
throughout the body. Interestingly, local expression of genes coding the AMPs is also
observed in various surface epithelia at the site of infection; for an example, see the
work of Tzou and co-workers (3) on the tissue-specific expression of AMP genes in
Drosophila melanogaster epithelia. However, in insects that undergo an incomplete
metamorphosis (heterometabolous), AMPs are produced constitutively by the hemo-
cytes and secreted during infection (4).
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Fig. 1. Features of the seven Drosophila antimicrobial peptide families produced following a
septic injury in adult insect. Peptides are listed on the basis of sequence and structural character-
istics: (1) linear peptide devoid of cysteine residues and forming α-helices, i.e., cecropins; (2)
open-ended cyclic peptides containing cysteine residues with a Csαβ motif, i.e., defensin and
drosomycins; (3) peptides with an high content of one amino acid, as proline, i.e., drosocin and
metchnikowin, or glycine, i.e., diptericins and attacins. Hemolymph concentrations are given in
µM. G+ and G– antibacterial activity against Gram-positive and Gram-negative bacteria, respec-
tively; F, antifungal activity. Three-dimensional structures of defensin, drosomycin, drosocin,
and cecropin are based on information from the Brookhaven Protein Data Bank and are designed
using a Swiss PDBviewer. Diptericin, metchnikowin, and attacin are schematically represented.



Since the first report by Hans Boman and co-workers (5) in 1981 of AMPs from the
moth Hyalophora cecropia (5), several hundreds of these molecules have been isolated
from immune-challenged insects (for reviews, see refs. 6 and 7). AMPs are not only
part of the insect immune response; they are also found in microorganisms, various
invertebrates, mammals, and plants (for review, see ref. 8).

Insect AMPs enclose a wide variety of primary structures that can be arbitrarily clas-
sified, according to their amino acid composition and three-dimensional structure, into
three main classes: (1) linear peptides forming amphipathic and hydrophobic α-
helices; (2) open-ended cyclic peptides with one or more cysteine bonds that form β-
sheet or α-helix/β-sheet structures; and (3) AMPs with an overrepresentation of
particular amino acids such as proline and/or glycine residues. Most of these AMPs are
amphipathic, with a net positive charge at physiologic pH. They can be particularly
abundant, in terms of concentration and diversity. For example, after a septic injury,
Drosophila produces at least seven distinct AMP families (Fig. 1), peptides forming α-
helices (cecropins), open-ended cyclic peptides (defensin and drosomycins), and mole-
cules with unique amino acid compositions, such as proline-rich peptides (drosocins
and metchnikowin), as well as glycine-rich molecules such as attacins and diptericins
(for review, see ref. 9). Their total concentration estimated in the hemolymph of
infected Drosophila reaches a value around 200 µM (Fig. 1).

We will discuss in this review what is known about the structure, activity, and mech-
anism of action of the different groups of AMPs from insects, with special reference to
the α-helical peptides and the open-ended cyclic molecules, including AMPs from spi-
ders and scorpions. Special mention is made of AMP gene organization in Drosophila.

2. α-HELICAL PEPTIDES: CECROPINS

2.1. Primary Structure

The cecropin family is perhaps the one of the largest and best studied classes of AMPs
(Fig. 2). In insects, the AMPs forming α-helical structures are, for the most part,
cecropins. Cecropins were initially discovered in the hemolymph of bacteria-challenged
diapausing pupae of the giant silk moth Hyalophora cecropia (5). To date, more than 40
cecropins and cecropin-like molecules have been isolated from invertebrates. Cecropins
were isolated from several phylogenetically higher insect species belonging to the orders
of Diptera (Drosophila spp., Sarcophaga peregrina, Aedes spp., Anopheles gambiae, and
Ceratitis capitata) and Lepidoptera (Hyalophora cecropia, Antheraea pernyi, Manduca
sexta, Bombyx mori, Heliothis virescens, Agrius convolvuli, Estigmene acraea, and
Hyphantria cunea). Recently, a new group of cecropin-like molecules were isolated
from the venom glands of a third order of insects (Hymenoptera), the ant Pachycondylas
goeldii (10). Interestingly, cecropin homologs were found in pig intestine (11) and more
recently in a simple marine invertebrate, the solitary tunicate Styela clava, (12,13). All
these molecules have been identified either by biochemical characterization or by
cloning studies. Similarity studies revealed that dipteran cecropins fit into a homogenous
group, with more than 70% identical amino acids. The sequence of Drosophila
melanogaster cecropin A is identical to cecropin IA from Sarcophaga peregrina (named
sarcotoxin IA). In contrast to the dipteran cecropins, the lepidopteran cecropins present
more variations in their amino acid sequence (for review, see ref. 14).
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Fig. 2. Features of selected cecropins (α-helical peptides) from insects. In the primary (1D) and secondary (2D) structures, the charac-
teristic tryptophan residue is noted in bold; the underlined sequences indicate the hinge regions between the amphipatic α-helix and the
hydrophobic α-helix, and the * indicates a C-terminal amidation. The 3D structure of cecropin A from the lepidopteran Hyalophora
cecropia has been determined by 2D NMR and designed using a Swiss PDBviewer. In the Schiffer-Edmundson wheel projection of
Drosophila cecropin, the numbering corresponds to the amino acid sequence. Additional data from insect ceropins (alignments and phylo-
genetic relationships) are given in ref. 18. For complementary information on the ponericins from the ant Pachycondyla goeldii, see ref. 10.
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The cecropins from dipteran and lepidopteran insects consist of 31–39 amino acid
residues and have two characteristics (1) the presence of a tryptophan residue at posi-
tion 1 or 2; and (2) the amidation of the C-terminal residue. There are a few exceptions:
the cecropin D from Bombyx mori (15), the cecropin A from Aedes aegypti (16,17) and
the cecropin from Aedes albopictus (16) have no C-terminal amidation. In addition,
neither cecropin D from Bombyx mori nor the cecropins from mosquitoes have a tryp-
tophan residue (for review, see ref. 18). Investigations on the importance of the trypto-
phan residues and the C-terminal amidation tend to indicate that these structural
characters contribute to better stability of the cecropins and efficacy against bacteria.
Interestingly, Anopheles cecropin A (lacking the tryptophan residue) was found to be
efficient against yeast and a larger number of Gram-positive bacterial strains compared
with Drosophila cecropin A, bearing the tryptophan signature (19).

Recently, a new group of cecropin-like molecules, the ponericins, was isolated from
venom glands of the predatory ant Pachycondylas goeldii (10). Fifteen ponericins, have
been identified and classified into three different families, ponericins G, W, and L.
Ponericins G have almost 60% similarity with cecropins, whereas ponericins W share
about 70% similarity with the major toxic component of the honey bee venom, the
antimicrobial and hemolytic melittin. Most of the ponericins have a tryptophan residue
between positions 1 and 3, but only a few are C-terminally amidated.

2.2. Secondary Structure

The structure of insect cecropins consists of a basic N-terminal region and a long
hydrophobic C-terminal half. Helical well projection of cecropins and ponericin rela-
tives allows clear visualization of an amphipathic α-helix. Circular dichroism (CD)
spectroscopy reveals that all these molecules have unordered structure in aqueous solu-
tions. However, analysis in hydrophobic environments (presence of organic solvents or
liposomes) shows a stabilized α-helical conformation. Studies by nuclear magnetic
resonance (NMR) on Hyalophora cecropin demonstrated organization in the motif
helix-bend-helix, with an amphipatic α-helical N-terminus linked to a C-terminal
hydrophobic α-helix through a glycine-proline bend. In this model, the hinge region
that separates the two helices consists of a triplet, alanine-glycine-proline. This struc-
ture in the α-helix has been demonstrated to be important for maintaining the antibac-
terial activity of these molecules (for review, see ref. 20).

2.3. Biological Activity

In vitro experiments, performed in various media (agar or liquid growth diffusion
assays) and at different incubation temperatures (from 25° to 37°C), established that
Gram-negative bacteria are generally more sensitive to cecropins than Gram-positive
bacteria. Often an exposure period of less than 30 minutes is sufficient to inhibit
bacterial growth. Cecropins were initially reported to have no cytotoxic effects
against fungi and other eucaryotic cells. However, recent reports revealed that the
cecropins from Hyalophora cecropia (21), Drosophila melanogaster, (17,19,21),
Aedes aegypti (17), and Anopheles gambiae (19) have antifungal properties against
different classes of higher fungi including plant pathogens and several Fusarium and
Aspergillus species. None of the cecropins are active against the entomopathogen
Beauveria bassiana. Interestingly, only the cecropins from the mosquitoes Aedes
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aegypti and Anopheles gambiae are effective against some yeast strains (18,19),
whereas neither Drosophila cecropins nor Hyalophora cecropins affect the growth
of yeast. This difference in biologic efficacy against yeast cells may be linked to the
absence of the tryptophan residue (see above). To date, experiments producing the
expression of cecropins or analogs into the intercellular compartment of tobacco
leaves have failed to enhance the plant resistance to bacterial or fungal infections.
This absence of resistance acquisition is owing to a rapid clearance of the cecropin
by degradative activity of proteases present in the intercellular fluid (22), an obser-
vation that will help in the design of protease-resistant cecropin-derived peptides
that can enhance plant resistance.

Cecropins have no hemolytic activity, but they can affect the development of viruses
and parasites causing malaria and Chagas disease. Surprisingly, in addition to antibac-
terial activity, ponericins (the cecropin-like molecules from ant venom; see above) are
lethal to erythrocytes and are strong insecticides (10).

2.4. The Drosophila Cecropin Gene Family

Cecropin genetics are particularly well known in Drosophila melanogaster. In this
model, the first AMP genes to be characterized were a compact cecropin gene cluster
localized at position 99E4–99E4 on chromosome 3R with three expressed cecropin
genes and two pseudogenes. Two of these genes, CecA1 and CecA2, encode identical
peptides, the cecropin A having a deduced amino acid sequence identical to that of sar-
cotoxin IA, the Sarcophaga peregrina cecropin. The two other genes in the cluster
code cecropins B and C, which differ from cecropin A in five and three amino acids,
respectively. The CecA1 and CecA2 genes are mainly expressed in larvae and adults,
whereas CecB and CecC genes are predominantly expressed during metamorphosis.
Each of these four genes contains a short intron and codes a prepropeptide of 63
residues. The promoter regions of the cecropin genes contain a number of motifs anal-
ogous to mammalian cis-regulatory elements involved in the regulation of acute-phase
response genes (for review, see ref. 23).

3. OPEN-ENDED CYCLIC ANTIMICROBIAL PEPTIDES

AMPs with an even number of cysteine residues intralinked by disulfide bridges
(1–8) are produced in many plants and animals. Here we summarize the information on
these molecules from insects, scorpions, and spiders. The cysteine-containing AMPs
from these invertebrates can be classified into two subgroups according to their sec-
ondary structure: (1) the peptides with an α-helix/β-sheet structure, for example, the
insect antibacterial defensins and the antifungal defensins (drosomycin, heliomycin,
and termicin); and (2) the AMPs forming a hairpin-like β-sheet structure, such as tha-
natin, androctonin, and gomesin.

3.1. Insect defensins

Insect defensins were first described almost simultaneously from cell cultures of
Sarcophaga peregrina (24) and from experimentally infected larvae of the black
blowfly Phormia terranovae (25). Since then, more than 40 defensins have been
reported from a wide range of insect orders including primitive insects, such as the
dragonfly (Odonata), and phylogenetically recent orders (for review, see ref. 6). In fact,
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the family of defensins is certainly the most widespread group of AMPs, as they are
present not only in all the insect species investigated so far but also in mussels, scorpi-
ons, ticks, and nematodes (Fig. 3).

3.1.1. Primary Structure

According to their main target, insect defensins can be subdivided into two groups: the
antibacterial defensins mainly active against bacteria (Phormia and Sarcophaga defensins
as prototypes), and the antifungal defensins, with drosomycin as the first representative.
3.1.1.1. ANTIBACTERIAL DEFENSINS

All insect defensins have three internal disulfide bridges with the same cysteine pair-
ing (Cys1-Cys4, Cys2-Cys5, and Cys3-Cys6), except drosomycin, which has four
disulfide bridges (Cys1-Cys8, Cys2-Cys5, Cys3-Cys6, and Cys4-Cys7) (26). Insect
defensins are in general 34–46 amino acids long, with three exceptions, the royalisin
from royal jelly and two defensins from bees, which have 51 residues (for review, see
ref. 6). The shortest defensin (34 residues) is sapecin B from the fleshfly Sarcophaga
peregrina. Bee defensins have a C-terminal extension of 12 amino acids with an α-
helix structure. Interestingly, bee defensins are also the only ones to be C-terminally
amidated, a feature often reported for cecropins (see above). No similar large, amidated
defensin is found in another well-studied hymenopteran insect, the ant Formica rufa.
The peptide sequence of defensins is often quite homologous within the same order but
considerably different across the orders. Multisequence alignments and phylogenetic
analysis of the invertebrate defensins using the six cysteine residues as landmarks
revealed salient features. The invertebrate defensins split into two clearly distinct
groups (for review, see ref. 6). The dragonfly defensin was similar to the scorpion, and
mollusk defensins and to the two recently described acari defensins isolated from the
soft tick, Ornithodoros moubata (27). All the other defensins fit into a second compact
cluster (for a recent dendrogram, see refs. 18 and 27). Surprisingly, the difference
between the defensins from organisms belonging to different phyla such as the dragon-
fly vs. the mollusk, scorpions, and tick is smaller than that of two closely related
dipteran insects, Drosophila melanogaster and Aedes aegypti.
3.1.1.2. ANTIFUNGAL DEFENSINS

In addition to the production of antibacterial defensins, insects respond to an experi-
mental infection by the synthesis of cysteine-rich peptides with antifungal properties.
To date three antifungal defensins have been characterized: (1) drosomycin from
Drosophila melanogaster; (2) heliomicin from the tobacco budworm Heliothis
virescens; and (3) termicin from the termite Pseudacanthotermes spiniger.

Drosomycin was the first inducible antifungal molecule to be isolated from insects
(28). It is a 44-residue peptide with the invariant disulfide array of the insect defensins.
However, this AMP has the particularity of an additional disulfide bridge linking the cys-
teine at position two with the C-terminal cysteine residue. These four disulfide bridges
give to the molecule (1) a high stability over a broad pH range and (2) a high resistance
to proteolysis. Drosomycin has marked similarities to plant defensins, with only the cys-
teine residues in common with the antibacterial insect defensins (for review, see ref. 29).
The second strictly antifungal peptide isolated from an insect was heliomicin (30). The
sequence of heliomicin (44 residues) is evocative of that of antibacterial defensins, in
that it shares the cysteine array with these molecules and three glycine residues in its
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central part. Heliomicin and drosomycin have in common six cysteine residues and a
conserved cluster of four amino acids at the C-terminal part (for details, see ref. 30). The
third peptide with antifungal activity was isolated from hemocytes of the termite
Pseudacanthotermes spiniger. This molecule, named termicin, is rather short, with 36
amino acids, and it has the invariant cysteine array found in the antibacterial defensins
drosomycin and heliomycin (4,6). However, with the exception of the six cysteine
residues, termicin shows little sequence similarity with the other insect defensins
(antibacterial or antifungal). The closest sequence similarity for termicin was observed
with sapecin B from Sarcophaga peregrina (for an alignment, see ref. 4), whereas the
activity of termicin is closer to the antifungal drosomycin and heliomicin.

3.1.2. Secondary Structure

The three-dimensional solution (water or methanol) structures of (1) two insect
defensins [Phormia (31) and Sarcophaga defensins (32)], (2) Mediterranean mussel
defensin-1 (MGD-1; a defensin from mollusk, 33), and (3) the two antifungal
defensins, drosomycin (34) and heliomicin (35), have been established on recombinant
AMPs using 1H-NMR. They mainly consist of an α-helical part and two antiparallel β-
strands linked by two disulfide bridges (scaffold αββ). Together, these structural ele-
ments give the structure termed the CSαβ motif for cysteine-stabilized α-helix/β-sheet
motif. This scaffold refers to the arrangement whereby the tripeptidic motif Cys-Xaa-
Cys is present in a strand of a β-sheet and the cysteine residues are attached to two cys-
teine residues of the pentapeptide Cys-(Xaa)3-Cys (for definition, see refs. 36 and 37).
Interestingly, the scaffold for the two antifungal molecules, heliomicin and dro-
somycin, is βαββ, with an additional short N-terminal β-strand. This βαββ scaffold is
identical to the scaffold observed for the plant defensins (38). Such a scaffold is not
present in mammalian defensins, which are organized exclusively in hairpin-like β-
sheet structures with the exception of human β-defensin 2, which has a short α-helical
segment next to the N-terminus (39). However, the structural organization of human β-
defensin 2 does not include the invariant CSαβ motif observed in the insect defensins.

2.1.3. Biologic Activity

Insect antibacterial defensins are active against a large variety of Gram-positive bac-
teria, whereas few Gram-negative bacteria and filamentous fungal strains are affected
by defensins. No inhibitory effect has so far been reported on yeast growth for insect
defensins. Interestingly, under low salt concentrations, insect defensins are lytic
(within 1 minute) at a low micromolar level (0.1–10 µM) for most of the susceptible
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Fig. 3. Comparison of defensins (open-ended cyclic peptides) from some insects and two
other invertebrates, Ornithodoros moubata and Mytilus galloprovincialis. The defensins are listed
according to their antimicrobial activity assessed in vitro using a liquid growth inhibition assay:
antibacterial and antifungal. Cysteine residues are marked in bold. Broken lines indicate cysteine
bridges in Phormia terranovae defensin A (antibacterial peptide with 6 cysteines residues) and
drosomycin (antifungal peptide with 8 cysteine residues) from Drosophila melanogaster. Under-
lined sequences indicate the CSαβ motif. Three-dimensional structures are based on information
from the Brookhaven Data Bank and are designed using a Swiss PDBviewer.



Gram-positive strains. However, this efficacy is rapidly decreased by increasing the salt
concentration (40). Such salt sensitivity is also observed for mammalian (41) and plant
defensins (42). Phormia and the dragonfly defensins affect the development of Plas-
modium gallinaceum sporozoites in vitro and cause profound morphologic changes of
the Plasmodium oocystes in Aedes (43). The Anopheles gambiae midgut (initial point
of invasion of the mosquito by Plasmodium) shows that the parasite invasion is associ-
ated with defensin RNA upregulation (44,45). Conceivably, a localized expression of
defensin and other AMPs such as cecropin within the gut tissue may help to limit Plas-
modium parasite infectivity.

In contrast to the antibacterial defensins, heliomicin and drosomycin are potent anti-
fungal compounds. They affect the growth of various filamentous fungi, including plant
and human pathogens. Their efficacy was often reported to be below the micromolar
range. They have no activity against bacteria and no hemolytic activity even at high con-
centrations. This is reasonable, considering that these AMPs are secreted in the insect
bloodstream and can be in contact with the cytoplasmic membrane of the insect blood
cells. Heliomicin is active against some yeast strains, whereas drosomycin has no effect
on the same strains. The activity of both AMPs is retained at a high salt concentration,
contrasting to the loss of activity of plant defensins in the same conditions. This strongly
contrasts to the situation observed for antibacterial defensins but is reminiscent of
styelins and clavanins and AMPs from tunicates (12,13). Termicin has the particularity
of being active against Gram-positive bacteria, filamentous fungi (including plant and
human pathogens), and yeast, but not against Gram-negative bacteria (4).

2.1.4. The Drosophila Defensin and Drosomycin Genes

The Drosophila defensin (blood titration 1 µM) was first partially characterized
from an extract of experimentally infected flies and finally fully characterized follow-
ing cDNA cloning (46). This 40-residue peptide, of 80% and 82% identity with
Phormia and Sarcophaga defensins, respectively, results from the maturation of a pre-
prodefensin (92 residues), encoded by a single intronless gene mapping at position
46D7-46D7 on chromosome 2R. A local expression of the defensin gene is observed in
the female reproductive tract and the labellar glands (3). Such local expression in sur-
face epithelia is also observed in Anopheles (44,45) and in Stomoxys calcitrans (47).

Drosomycin (blood titration 100 µM) was first isolated through differential analysis
between an extract of experimentally infected and control flies by high-performance
liquid chromatography (HPLC) (28). The gene encoding the isoform of drosomycin
isolated by biochemical techniques is intronless and maps at position 63D-63D on
chromosome 3L. However, in the Drosophila genome, seven distinct genes are present,
coding seven variants of drosomycin. Only one variant of mature drosomycin has been
isolated so far from infected Drosophila. The six additional genes are located on chro-
mosome 3L at position 63C5-63C5. The isolated mature drosomycin results from the
maturation of a precursor (70 amino acids) with a predomain, the 44-residue sequence
of the mature drosomycin but no prosequence (26). This contrasts with what has been
observed for the precursors of cecropins and defensin (see above).

3.2. AMPs Forming a Hairpin-Like β-Sheet Structure

Several AMPs with one or two internal disulfide bridges have been isolated from a
variety of arthropods including insects, arachnids, and horseshoe crabs. Although AMPs
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forming a hairpin-like β-sheet structure (Fig. 4) have not been found in Drosophila, a
similar fold is found for protegrins, AMPs from porcine leukocytes (for review, see ref.
48), and Ib-AMP1, a 20-residue AMP from the plant Impatiens balsamina (49).

3.2.1. Primary Structure

The first representatives of the invertebrate AMPs with two disulfide bridges were
found in the hemocyte granules of horseshoe crabs: the tachyplesins from Tachypleus
tridentatus (50) and the polyphemusins from Limulus polyphemus (51). Since these
first reports, two additional AMPs with two disulfide bridges have been reported,
namely, androctonin from the scorpion Androctonus australis (52) and more recently
gomesin from the tarantula spider Acanthoscurria gomesiana (53). Only one AMP
with a single disulfide bridge has been observed in invertebrates, thanatin from the
hemipteran insect, Podisus maculiventris (54). All these molecules have been identified
following chemical characterization.

In general these AMPs are short, with the number of amino acids being 17–18
residues for the shortest ones, tachyplesins/polyphemusins and gomesin, up to 21
residues for thanatin, and 25 amino acids for the longest, androctonin. These peptides
also have a positive net charge (5.5–8) at physiologic pH owing to the presence of a
high proportion of arginine and lysine residues (>30%) and an almost identical isoelec-
tric point of around 9.8, with 10.5 for thanatin. Primary sequence alignments between
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Fig. 4. Features of selected hairpin-like β-sheet structure AMPs from arthropods. Cysteine
residues are marked in bold. Broken lines indicate cysteine bridges, the * indicates a C-terminal
amidation, and Z stands for pyroglutamic acid, a cyclicized N-terminal amino acid. 3D struc-
tures for thanatin and androctonin, determined in solution in water by 2D NMR, are based on
information from the Brookhaven Data Bank and designed using a Swiss PDBviewer. For
gomesin, the 3D structure is a representation of a superposition of the backbones (in green) and
the different side chains of 20 final structures using SYBYL graphic software.



the AMPs with two internal disulfide bridges reveal high similarities between gomesin
from the tarantula spider and the peptides from horseshoe crabs (53) and limited simi-
larities between gomesin and androctonin.

3.2.2. Secondary Structure

The aqueous solution three-dimensional structures of tachyplesin, thanatin, and
androctonin have been established with synthetic molecules using 1H-2D-NMR and
molecular modeling. In water, tachyplesin and androctonin adopt a well-defined highly
twisted two-stranded-antiparallel β-sheet structure stabilized by their two disulfide
bridges (55,56). Tachyplesin has a marked amphipathic character with two clearly
distinct faces, whereas the repartition of hydrophobic potentials at the surface of
androctonin does not evidence such a dichotomy. In aqueous solution, thanatin also
adopts a well-defined two-strand antiparallel β-sheet organization stabilized by the
disulfide bridge. However, the N-terminal extension exhibits a large structural vari-
ability. Hydrophilic residues are globally situated at the two opposite sides, whereas
the central part of thanatin contains mainly hydrophobic residues forming a belt
around the core of the molecule (57). The three-dimensional structure of gomesin has
also been established in aqueous solution using 1H-2D-NMR and molecular model-
ing (58). As suspected from its sequence similarities with the AMPs that form a hair-
pin-like β-sheet structure, described above, gomesin also adopts a β-hairpin-like
structure, consisting of a twisted antiparallel β-sheet with a C-terminal extension of
two amino acids. The two strands of the β-sheet are associated owing to a turn com-
posed of four residues. The structure of gomesin appears to be perfectly well defined
in the β-sheet region stabilized by the two disulfide bridges, whereas one face of its
surface is clearly hydrophobic.

3.2.3. Biologic Activity

These short-chain AMPs forming a hairpin-like β-sheet structure are strongly active
against both Gram-positive and Gram-negative bacteria (including human pathogens) at
a low micromolar level as well as against numerous filamentous fungi and yeasts such as
Candida spp. Therefore, they are both bactericidal and fungicidal. Although tachyplesins
and gomesin have evident hemolytic activity against human erythrocytes, the hemolytic
activity of tachyplesins is linearly dependent on the peptide concentration. However,
increasing the concentration of gomesin from 1 up to 100 µM does not increase the per-
centage of hemolysis observed at 1 µM (53). On the other hand, no hemolytic activity is
observed for thanatin and androctonin, even at concentrations up to 150 µM. This differ-
ence in hemolytic activity observed for all these AMPs structured in β-hairpins may
reflect (1) the difference in the length of their C-terminal tail (five residues in the non-
hemolytic androctonin vs. one residue in the highly hemolytic tachyplesins); and (2) the
presence of a C-terminal amidated arginine residue in the most hemolytic molecules,
tachyplesin and gomesin. Gomesin is more toxic to the protozoan parasite Leishmania
(L) amazonensis at the promastigote stage, with 50% viability in the presence of 2.5 µM
of gomesin, than to human erythocytes. Such an effect on Leishmania spp. was also
recorded for the cecropin A-melittin hybrid peptide. The presence of a higher percentage
of anionic phospholipids in the plasma membrane of this protozoan parasite compared
with the plasma membrane of the mammalian cells plus the replacement of the choles-
terol by ergosterol may explain such an efficacy on Leishmania parasites.
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Regarding androctonin, in addition to its effect on bacteria and fungi, this peptide
binds to the torpedo nicotinic acetylcholine receptor with an affinity comparable to that
of α-conotoxin SII, a small peptide isolated from the venom of the marine mollusk
Conus striatus, with sequence similarities to androctonin (52). A detailed structure-
activity study on an all-D thanatin strongly suggests that more than one mode of action
is responsible for killing bacteria or fungi (54,56). In vitro antimicrobial experiments
combined with structural studies using 1H-2D-NMR and molecular modeling per-
formed with truncated versions of thanatin outline the necessity to maintain the two-
stranded-antiparallel β-sheet structure for maintaining the efficacy of the molecule.
Data provided by Mandard and colleagues (56) on the three-dimensional structure of
thanatin suggest that its activity against Gram-negative bacteria is associated with the
positively charged antepenultimate residue (arginine) tightly held to two hydrophobic
amino acids (proline and isoleucine) next to the poorly defined N-terminal arm.

4. MODE OF ACTION OF AMPS

Most of AMPs are proposed to act on the bacterial membranes as the primary target.
This hypothesis is based on model membrane studies with liposomes showing that the
peptides induce efflux of the vesicle contents if the lipids constituting the membrane
are negatively charged. Similar studies using living bacteria demonstrate that the pep-
tides cause the efflux of solutes.

The concentration needed to observe such a phenomenon is relatively high, and
some calculations indicate that several million AMP molecules are necessary to break
liposomes or kill bacteria (40,59). These observations led to the proposal of a mecha-
nism based on accumulation of peptides on the membrane surface: the carpet-like
mechanism (Fig. 5) (60). As the AMPs accumulate within the outer leaflet of the
bilayer, they insert their hydrophobic residues in the lipid tails and disturb the head
groups. The surface area of the outer leaflet becomes larger than the inner, and finally,
in some places, accumulation of peptides induces the collapse of the membrane struc-
ture, leading to efflux of inner solutes.

This mechanism did not show marked specificity for pathogen compared with ani-
mal cells; however, insect AMPs present strong selectivity for prokaryote or pathogen
cells compared with those from animals. In the case of AMPs from vertebrates, it has
been shown that these molecules are produced by epithelia in specialized structures of
some blood cells and that normally the AMPs do not diffuse in the blood or in other
body fluids (61). These peptides do, however, present some toxicity for eukaryotic cells
(62,63). In contrast, in the case of the systemic immune response in insects, AMPs are
produced by the fat body and are secreted into the blood, where they are in direct con-
tact with every cell type. Insect AMPs can reach very high concentrations (up to 100
µM) with no cytotoxicity for the host cells.

Why is the target of most antibacterial substances specifically the outer membrane
of such pathogens? There are three main differences between the cellular membranes
of eukaryotic and prokaryotic cells in contact with AMPs. In bacteria, the outer
leaflet of the bilayer exposed to the external medium is mainly composed of lipids
with negatively charged phospholipid headgroups. In contrast, the outer leaflet of the
membrane of animal cells is composed essentially of lipids with no net charge,
whereas the negatively charged phospholipids are concentrated in the inner leaflet
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that is in contact with the cytoplasm. Thus targeting of AMPs to bacteria results in
electrostatic interaction between the cationic peptide and the negatively charged sur-
face of the bacteria, rather than the surface of animal cells.

Another important difference is the high concentration of sterol in eukaryotic mem-
branes; the influence of the presence of this stabilizer is more controversial (64–66).
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Fig. 5. Carpet mechanism for α-helical amphipathic peptides. (A) The cationic peptides in
solution have no defined structure. The peptides are attracted through electrostatic interactions to
the outer leaflet of bacteria, and the α-helical structure of the peptides is only induced after inter-
action with the membrane. Amphipathic interactions pull the molecule into the outer leaflet. (B)
More and more antimicrobial peptides interact with the membrane. (C) Punctual aggregation of
peptide molecules completely destabilizes the bacterial membrane, inducing permeabilization
and efflux of solutes.



The third factor that can be crucial for selectivity is the membrane potential, which in
eukaryotes is less negative than in prokaryotes. The complexity of these differences
makes it difficult to define exactly why some cells are susceptible to cationic peptides
and other not. In the case of insect antifungal peptides, which act selectively on eukary-
otic fungi, the differences are not as evident.

The initial binding of the cationic peptides to the negatively charged bacterial mem-
brane is a simple electrostatic interaction that must be, in principle, sensitive to charges
in the medium, and most of the AMPs are salt-sensitive (for reviews, see refs. 67 and
68). The less sensitive components to the salt effect were found either in marine inver-
tebrates or as a result of synthetic peptide design (69,70). Although most of the insect
AMPs are salt-sensitive, some of them, like helimicin, are particularly insensitive to
high ionic strength (30). However, this observation does not imply that the peptides are
not active under physiologic conditions, as the situation in vivo, where the environment
is rich in potentially synergistic compounds, is much more complex than a simple in
vitro assay (71).

Besides the membrane active molecules, some antimicrobial peptides have other tar-
gets. The proline-rich peptides have long been shown to have specific macromolecular
targets. Recently, work on drosocin, pyrrhocoricin, and apidaecin suggested a precise
molecular mode of action whereby this type of peptide may bind bacterial DnaK,
inhibiting ATPase action and preventing chaperone-assisted protein folding (72,73).

5. CONCLUSIONS

Cationic antimicrobial peptides are paramount and are important and significant
actors in the innate immunity of vertebrates, invertebrates, and plants. Since the first
report of cecropins from the moth Hyalophora cecropia, several hundred AMPs have
been isolated from many invertebrate sources. The known diversity in the primary
structure of AMPs is increasing with the number of structures elucidated. However,
most of the AMPs from the animal and plant kingdom fit into three families, as defined
by an arbitrary classification system based on the amino acid composition and/or struc-
tural elements. The three families are (1) linear α-helical peptides; (2) open-ended
cyclic peptides with a β-sheet structure or the scaffold αββ or βαββ; and (3) AMPs
rich in particular amino acids.

Reports on in vitro activity of AMPs from invertebrates reveal that these small
cationic molecules affect a broad range of microorganisms (bacteria, filamentous fungi,
and yeast), often at a physiologic concentration. Their efficacy was reported against
human pathogens and phytopathogens. Some of them are also active against protozoan
parasites (Leishmania spp. and Plasmodium spp.), whereas only a few have toxicity to
mammalian cells.

In most insects investigated, AMPs are inducible upon an infection (experimental or
natural) and are released into the bloodstream (hemolymph), where they can act indi-
vidually or in concert to kill or inhibit the growth of pathogens. This contrasts to what
is observed in vertebrates, in which the AMPs are not normally released in the blood-
stream but are stored in the secretory granules of some specific cells.

In addition to a systemic response, studies on the tissue-specific expression of AMPs
in invertebrates as well as in vertebrates reveal that AMPs are also involved in a local
response, as many surface epithelia can produce AMPs. The presence in insects of
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AMPs in the bloodstream and in blood cells or epithelial cells, their low toxicity
toward mammalian cells, their efficacy at physiologic salt concentrations, and their
resistance to proteases and to pH variations are all in favor of developing these mole-
cules for therapeutic use in a systemic or/and topical approach. Although exact details
on the mode of action of these AMPs remain controversial, enough data are now avail-
able to orient correctly the design of efficient peptide-antibiotics with enhanced antimi-
crobial activity and minimal toxicity to mammalian cells.
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Innate Immunity in the Horseshoe Crab

Shun-ichiro Kawabata, Tsukasa Osaki, and Sadaaki Iwanaga

1. INTRODUCTION

Arthropod horseshoe crabs belong to the class Merostomata and are phylogenetically
more related to Arachnoidea than Crustacea. Many fossils of horseshoe crabs can be
found, primarily in deposits from the Paleozoic era to the Cenozoic era of North America
and Europe. However, the distributions of the four extant species, including Limulus
polyphemus, Tachypleus tridentatus, T. gigas, and Carcinoscorpius rotundicauda, are
different from those of fossil species. L. polyphemus is distributed along the east coast of
North America, and the other three species are found in Southeast Asia. In Japan, T. tri-
dentatus is distributed along the limited coastal areas of the Inland Sea and the northern
part of Kyushu Island. The divergence between L. polyphemus and T. tridentatus has
been calculated to have occurred 135 million years ago during the late Jurassic period of
the Mesozoic era, based on mutation distances in a clottable protein, coagulogen: 52.5
million years between T. gigas and the two Asian species and 36.3 million years between
T. tridentatus and C. rotundicauda (1).

Innate immune systems in arthopods include hemolymph coagulation, phenoloxidase-
mediated melanization, cell agglutination, antimicrobial actions, and phagocytosis (2).
Despite the absence of acquired immune systems, arthropod hemolymph shows a high
degree of specificity against invading pathogens. Hemolymph of T. tridentatus contains
granular hemocytes, comprising 99% of the total hemocytes (3). The granular hemocytes
are filled with two types of secretory granules, L-granules and S-granules, which selec-
tively store defense molecules such as coagulation factors, protease inhibitors, lectins,
and antimicrobial peptides (4,5). The hemocytes are highly sensitive to lipopolysaccha-
rides (LPS) that induce secretion of the defense molecules stored in both types of gran-
ules through exocytosis (6,7). Here we focus on the molecular mechanisms of
hemolymph coagulation, prophenoloxidase activation, and nonself recognition as well as
the antimicrobial actions of the horseshoe crab.

2. HEMOLYMPH COAGULATION THROUGH HEAD-TO-TAIL
POLYMERIZATION OF COAGULIN

The LPS-mediated coagulation cascade involves four-serine protease zymogens (5).
Factor C is a biosensor against LPS and is autocatalytically activated to factor C–, which
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then activates factor B; in turn, factor B– converts the proclotting enzyme to the clotting
enzyme. Another biosensor, factor G, is also autocatalytically activated in the presence
of β-1,3-glucans to factor G–, which directly activates the proclotting enzyme (Fig. 1).
Another arthropod protease cascade, the morphogenetic cascade for determining
embryonic dorsal-ventral polarity in the fly Drosophila melanogaster, has been well
characterized at the molecular level (8,9). The structural similarity of their target pro-
teins [a clottable protein (coagulogen) of the horseshoe crab and a Drosophila Toll lig-
and (spätzle)], as well as the sequence homology between the serine proteases
participating in the two cascades, suggests that these two functionally different cas-
cades may have a common origin (10,11).

It is of interest that the NH2-terminal L-chains of factor B and proclotting enzyme
contain a small compact domain with three disulfide bonds called the clip domain
(12,13). These clip domains have been found not only in Drosophila snake and easter
proteases but also in other various insect serine proteases (14). Furthermore, the fold-
ing pattern of the three disulfide bridges in the clip domain is identical to those of β-
defensins, which are known as strong antimicrobial peptides in the innate immunity
system. These clip domains might be released during activation of the protease cascade
to work as antimicrobial substances. Thus, the system shown in Fig. 1 may have dual
actions: coagulation and the killing of invading microorganisms.

The clotting enzyme cleaves coagulogen of 175 amino acid residues at two sites,
yielding a fragment referred to as peptide C (Thr19-Arg46), and the resulting coagulin,
which consists of the NH2-terminal A-chain (Ala1-Arg18) and the COOH-terminal B-
chain (Gly47-Phe175), connected by two disulfide bridges, forms an insoluble gel by
self-polymerization (15,16). Crystal structural analysis of coagulogen has revealed an
elongated molecule (approximate dimensions 60 × 30 × 20 Å) with a topologic similar-
ity to nerve growth factor (11). The three-dimensional structure of coagulogen suggests
a possible polymerization mechanism in which release of the helical peptide C would
expose a hydrophobic cove on the “head,” which interacts with the hydrophobic edge
or “tail” of a second molecule, resulting in the formation of coagulin gel. We have
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Fig. 1. Comparison of the coagulation cascade in the horseshoe crab with the morphogenetic
cascade in Drosophila. LPS, lipopolysaccharide.



recently obtained evidence that the polymerization of coagulin proceeds through an
interaction between the hydrophobic cove on the head and the hydrophobic tail (17).
The two lysine residues at positions 85 and 156, oppositely located at the head and tail
regions of the elongated molecule, are chemically crosslinked intermolecularly (Fig.
2). An octapeptide containing Tyr136, which occupies the tail end of coagulin, inhibits
the polymerization, and replacement of Tyr136 of the peptide with Ala results in a loss
of inhibitory activity. The polymerization of coagulin possibly proceeds through an
interaction between the newly exposed hydrophobic cove on the head and the wedge-
shaped hydrophobic tail.

Several synthetic peptides corresponding to the NH2-terminal regions of the fibrin α-
and β-chains prevent the polymerization of fibrin monomers, and a peptide of Gly-Pro-
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Fig. 2. A molecular model of the coagulin-coagulin interaction. Based on X-ray structural
analysis, exposure of a hydrophobic cove on the head in response to the release of peptide C has
been postulated (11). A coagulin monomer lacking peptide C may polymerize through a head-
to-tail interaction.



Arg-Pro binds to fibrinogen (18–20) and to fragment D with Ka = 0.5 × 105 M–1 (21,22).
Coagulogen interacts with the immobilized coagulin through the tail of coagulogen and
the head of coagulin, with Ka = 1.7 × 105 M–1. Not only the coagulin monomer, but also
coagulogen, could be incorporated into a coagulin fiber and then converted to coagulin
by the clotting enzyme, leading to an extension of the fiber (Fig. 3). Relative to this find-
ing, if serine proteases in the coagulation cascade are scavenged in vivo by the horseshoe
crab serine protease inhibitors (23–25), coagulogen could regulate extension of the fiber
to bind to the terminus. Coagulin fibers have a tendency to aggregate laterally to form a
thicker fiber with a diameter of approx 10 nm, probably through other hydrophobic
patches on the coagulogen surface (11). The resulting thick fibers may form a reticulate,
catching microorganisms invading from outside (26). The binding site(s) for such a side-
to-side interaction remains to be determined.

In the mammalian coagulation system, a plasma transglutaminase covalently
crosslinks fibrin to convert a stable crosslinked fibrin with itself or with other proteins,
which is essential for normal hemostasis and wound healing (27). In horseshoe crab
hemolymph, however, a transglutaminase is present in the cytosol of hemocytes, but
not in the plasma (28,29). Furthermore, coagulogen and coagulin themselves are not
substrates for the hemocyte transglutaminase; the proteins of 8.6 and 80 kDa present in
hemocytes serve as substrates for the transglutaminase (5,28). These proteins may par-
ticipate in forming the reticulate structure of the coagulin gel.

The activation of Drosophila Toll is also critical to the production of antibacterial
and antifungal peptides as a response to microbial infection (30,31). Although the mol-
ecular mechanism for the activation of Toll by spätzle is not currently known, many
membrane receptors are known to be activated through ligand-induced dimerization or
oligomerization (32). Based on consideration of the polymerization process of coag-
ulin, it seems possible that the ligand spätzle may also induce dimerization or
oligomerization of Drosophila Toll, leading to activation of intercellular signaling (33).
Ideally, the polymerization mechanism demonstrated here in coagulin will contribute
to the body of knowledge concerning proteolysis-induced associations of proteins in
various biologic phenomena.
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Fig. 3. A hypothetical scheme of coagulin polymerization.



3. A LINK BETWEEN HEMOLYMPH COAGULATION 
AND PROPHENOLOXIDASE ACTIVATION

In insects and crustaceans, the prophenoloxidase activation system is an important
part of the host defense, where it functions to detect and kill invading pathogens as well
as to synthesize melanin for wound healing and encapsulation of pathogens (34,35).
Phenoloxidase, a copper-containing enzyme, is widely distributed not only in the ani-
mal kingdom but also in plants and fungi and is responsible for initiating the biosyn-
thesis of melanin (36). Under physiologic conditions, arthropod prophenoloxidases
require proteolytic cleavage for activation by a specific protease: the freshwater cray-
fish prophenoloxidase with a molecular mass of 76 kDa is converted into a 62-kDa
active form by the prophenoloxidase-activating enzyme (37). The tarantula Eurypelma
californicum hemocyanin expresses phenoloxidase activity after limited proteolysis
with trypsin or chymotrypsin (38), and it has recently been shown that the coagulation
cascade of the horseshoe crab is linked to prophenoloxidase activation, with the oxy-
gen carrier hemocyanin functioning as a substitute for prophenoloxidase (39).

The clotting enzyme or factor B– functionally transforms hemocyanin to phenoloxi-
dase, and the conversion reaches a plateau at 1:1 stoichiometry without proteolytic
cleavage. The active site-masked clotting enzyme also has the same effect, suggesting
that complex formation of the clotting enzyme with hemocyanin is critical for the con-
version. Interestingly, the zymogen of the clotting enzyme (proclotting enzyme) also
induces the phenoloxidase activity. A common structural feature of the clotting enzyme
and factor B– is the presence of the NH2-terminal clip domain, consisting of three disul-
fide bridges (12,13), as mentioned previously. Homologous clip domains are also pre-
sent in the NH2-terminal regions of insect prophenoloxidase-activating enzymes
(40–42), but not in those of factor C– and factor G–. Therefore, the clip domains of the
clotting enzyme and factor B– may mediate the interaction of these proteases with
hemocyanin to turn on the switch for functional conversion. Arthropod prophenoloxi-
dases are nonenzymatically activated by treatment with detergents, lipids, or organic
solvents (43). Hemocyanins from the crab Carcinus maenas and the lobster Homarus
americanus express significant phenoloxidase activity in the presence of perchlorate
(44). Sodium dodecyl sulfate and phosphatidyl ethanolamine also induce the phenolox-
idase activity of the horseshoe crab hemocyanin, and the specific activity for-methyl-
catechol is equal to that activated by the clotting enzyme (39).

Arthropod hemocyanins display significant structural similarities to crustacean and
insect prophenoloxidases, suggesting that the origin of arthropod hemocyanins is in
ancient prophenoloxidase-like proteins (45). The crystal structure of the American horse-
shoe crab L. polyphemus hemocyanin (subunit II) suggests the importance of Phe49 in
allosteric cooperativity and the regulation of oxygen binding (46,47). Furthermore, the
crystal structure of catechol oxidase of the sweet potato Ipomoea batatas complexed
with an inhibitor phenylthiourea indicates that the catalytic center could superimpose the
oxygen-binding center of L. polyphemus hemocyanin (48,49). The phenyl ring of Phe49
of L. polyphemus hemocyanin aligns perfectly with the aromatic ring of the phenylth-
iourea in the catechol oxidase-inhibitor complex. The shielding of Phe49 in L. polyphe-
mus hemocyanin possibly inhibits the binding of phenolic substrates. In the case of
octopus hemocyanin, the phenylalanine is substituted with a less bulky isoleucine, and
the related phenoloxidase activity has been observed at pH 6.0 (50).
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Decker and Rimke (38) have hypothesized that the activation of tarantula hemo-
cyanin creates a large entrance for phenolic substrates to the active site by removing
the NH2-terminal peptide containing Phe49 through limited proteolysis: Phe49 acts as
a placeholder for the phenolic substrates while acting as an oxygen carrier to suppress
the second function as a phenoloxidase. The Japanese horseshoe crab T. tridentatus
hemocyanin also contains the conserved phenylalanine Phe48 (51). Therefore, in
response to specific binding of the clotting enzyme or factor B–, T. tridentatus hemo-
cyanin can induce a conformational change or partial unfolding of the protein structure
to pull Phe48 from the active site, creating an entrance for phenolic substrates.

The horseshoe crab coagulation cascade appears to be a highly rational and sophisti-
cated system by which the host defense can simultaneously trigger both blood coagula-
tion and prophenoloxidase activation. In insects and crustaceans, an ancestral protease
cascade corresponding to the bifunctional cascade found in horseshoe crabs may have
evolved into an exclusive system of prophenoloxidase activation.

4. NON-SELF-RECOGNIZING LECTINS

The innate immune system of the horseshoe crab recognizes invading pathogens
through a combinatorial method using lectins with different specificities against carbo-
hydrates exposed on pathogens (52). Five types of lectins of the horseshoe crab, named
tachylectins, have been identified in circulating hemocytes and hemolymph plasma.
These tachylectins may serve synergistically to accomplish an effective host defense
against invading microbes and foreign substances.

Tachylectin-1 interacts with Gram-negative bacteria, probably through 2-keto-3-deoxy-
octonate, one of the constituents of LPS (53). Tachylectin-1 exhibits no hemagglutinating
activity, but it agglutinates sheep erythrocytes coated with LPS. Tachylectin-1 also binds to
polysaccharides such as agarose and dextran with broad specificity. Tachylectin-1 is a sin-
gle-chain protein consisting of 221 amino acid residues with no N-linked sugar chain and
contains three intrachain disulfide bonds and a free Cys residue. An outstanding structural
feature of tachylectin-1 is that it consists of six tandem repeats. Tachylectin-1 exists as a
monomer in solution, judging from data obtained by gel-filtration chromatography.

A homolog of tachylectin-1 with unknown function has been identified in the myx-
omycete Physarum polycephalum and named tectonin (54). Tachylectin-1 shows 33%
sequence identity to tectonin. This myxomycete in its plasmodial form feeds on bacte-
ria and organic detritus by phagocytosis. Tectonin is located on the plasmodial surface,
can therefore recognize LPS of Gram-negative bacteria for phagocytosis, and could
have an affinity for several saccharides for non-self recognition.

Tachylectin-2 has hemagglutinating activity against human A-type erythrocytes
(55). Tachylectin-2 binds specifically to GlcNAc with a Kd of 0.05 mM, and detailed
sugar-binding analysis has indicated that the acetamide group at the C-2 position and a
free OH group at the C-4 position of GlcNAc are required for recognition by
tachylectin-2. Tachylectin-2 consists of 236 amino acid residues, and the most interest-
ing feature of the sequence is the presence of five tandem repeats of 47 amino acids.
Tachylectin-2 contains no cysteine and no N- and O-linked sugars, and it is present as a
monomer in solution, as judged from ultracentrifugal analysis.

Tachylectin-3 exhibits hemagglutinating activity specifically against human A-type ery-
throcytes (56). The hemagglutinating activity is equivalent to that of tachylectin-2, but it is
not inhibited by D-GlcNAc or D-GalNAc. Interestingly, the hemagglutinating activity is
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completely inhibited by a synthetic pentasaccharide of a blood group A antigen and is
more strongly inhibited by S-type LPS from several Gram-negative bacteria at concentra-
tion ranges of 5–10 ng/mL, but not by the corresponding R-type LPS. These results indi-
cate a high specificity of tachylectin-3 against the O-antigens, and one of the most effective
S-type LPS is from Escherichia coli 0111:B4 LPS. Tachylectin-3 contains 123 amino acid
residues consisting of two repeating sequences and is present as a dimer in solution.

Tachylectin-4 containing 232 residues is an oligomeric glycoprotein of 470 kDa
(57). It has more potent hemagglutinating activity against human A-type erythrocytes
than tachylectin-2 and tachylectin-3. Although L-fucose and N-acetylneuraminic acid
at 100 mM completely inhibit the hemagglutinating activity of tachylectin-4, the activ-
ity is more strongly inhibited by bacterial S-type LPS than by R-type LPS, which is
lacking an O-antigen. The most effective S-type LPS is from E. coli 0111:B4. The min-
imum concentration required for inhibiting agglutination against human A-type ery-
throcytes is 160-fold lower than those necessary for S-type LPS from Salmonella
minnesota. Therefore, colitose (3-deoxy-L-fucose), a unique sugar present in the O-
antigen of E. coli 0111:B4 with structural similarity to L-fucose, is the most probable
candidate for a specific ligand of tachylectin-4.

Tachylectins-5A and -5B identified in hemolymph plasma show the strongest bacte-
rial agglutinating activity among the five types of tachylectins, and they exhibit broad
specificity against N-acetyl group-containing substances (58). They agglutinate all
types of human erythrocytes, indicating that the primary recognition substance is not a
blood group antigen. Their hemagglutinating activities are inhibited by 5 mM EDTA,
although this inhibition can be overcome by adding an excess amount of CaCl2. Both
lectins specifically recognize acetyl group-containing substances, including noncarbo-
hydrates; the acetyl group is required and is sufficient for recognition. They also
strongly agglutinate both Gram-negative and Gram-positive bacteria.

Hemolymph of horseshoe crabs contains another class of hemagglutinins that is
structurally related to C-reactive protein (CRP) (59). CRP was first recognized in
human plasma as a nonimmunoglobulin capable of precipitating with C-polysaccha-
rides derived from the cell wall of Streptococcus pneunomiae (60). Limulin, a sialic
acid- and phosphorylethanolamine-binding hemagglutinin in the hemolymph plasma
of L. polyphemus, is a hemolytic CRP (61). Three types of CRPs in the plasma of T. tri-
dentatus have been purified based on different affinities against fetuin agarose and
phosphorylethanolamine agarose. These CRPs are named T. tridentatus CRP-1 (tCRP-
1), tCRP-2, and tCRP-3, each of which consists of several isoproteins (62).

tCRP-2 and tCRP-3, but not tCRP-1, agglutinate mammalian erythrocytes. tCRP-1
is the most abundant CRP and exhibits the highest affinity to the phospho-
rylethanolamine-protein conjugate, but it lacks both sialic acid binding and hemolytic
activity. tCRP-2 binds to both fetuin-agarose and phosphorylethanolamine-agarose and
exhibits Ca2+-dependent hemolytic and sialic acid binding activity. Furthermore, tCRP-
2 exhibits a higher affinity to colominic acid, a bacterial polysialic acid. By contrast,
tCRP-3 shows stronger hemolytic, sialic acid binding and hemagglutinating activities
than tCRP-2. However, tCRP-3 has no affinity to phosphorylethanolamine agarose and
colominic acid. tCRP-3, therefore, is a novel hemolytic CRP lacking a common char-
acteristic of CRPs, phosphorylethanolamine-agarose binding affinity.

Twenty-two clones of tCRPs with different deduced amino acid sequences have been
obtained (62). These tCRP clones possess high molecular diversity and fall into three
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related groups, consistent with classifications based on their biologic activities. Only
tCRP-3 contains a unique hydrophobic nonapeptide sequence that appears in the trans-
membrane domain of an MHC class I heavy chain of rainbow trout, suggesting the impor-
tance of the hydrophobic patch to the hemolytic activity of tCRP-3. The structural and
functional diversities of tCRPs provide a good model for the study of properties of innate
immunity in invertebrates, which survive without the benefit of acquired immunity.

In the following sections we review recent functional and structural studies of
tachylectin-2 and tachylectin-5, and we discuss a molecular mechanism in non-self-
recognition.

4.1. Tachylectin-2

The X-ray structure of tachylectin-2 in a complex with GlcNAc has been solved at
2.0 Å resolution (Fig. 4) (63). Tachylectin-2 is a fivefold β-propeller structure, and the
single chain of tachylectin-2 is organized into five β-sheets arranged in consecutive
order with fivefold symmetry around a central tunnel. Tachylectin-2 contains five
equivalent binding sites with virtually identical occupancy and geometry in the crystal.
The GlcNAc points its acetamide group to the bottom of the binding pocket, and the
C6-OH group points outside into the solvent.

Tachylectin-2 shows virtually no change in main- or side-chain conformation on the
binding of GlcNAc. The deviation (root mean square) between the free tachylectin-2
and the complex with the ligands is only 0.18 Å, suggesting no cooperativity in the lig-
and binding. The central tunnel is not a ligand binding site but is instead filled with
water molecules. The water molecules are arranged in a pentagonal dodecahedron, a
structural element that is also found in clathrate hydrates. However, the water cage in
tachylectin-2 is empty, and no guest species has been observed in the cage. This water
cage is not affected by the crystal packing of tachylectin-2 and is expected also to exist
in solution, possibly contributing to stabilization of the protein fold.
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Fig. 4. A stereo ribbon plot (left) and a space-filling model (right) of tachylectin-2 com-
plexed with GlcNAc as a ball-and-stick model.



The nature of the binding pocket explains the strict specificity of tachylectin-2 for
GlcNAc. The exoskeleton of the horseshoe crab contains a ubiquitous polysaccharide of
β-1,4-linked GlcNAc, chitin. However, tachylectin-2 shows no significant binding affin-
ity to chitin, primarily because there is no free 4-OH group in the β-1,4-linked GlcNAc
units, except for the nonreducing end. The mechanism of self/nonself distinction is rein-
forced by a distance of two individual binding sites of 25 and 40 Å, respectively, which
seems to prevent multiple binding to distant terminal GlcNAc units of chitin. Therefore,
the high valency of five binding sites of the single molecule suggests the recognition of
GlcNAc units on pathogens with a fairly high ligand density. Multiple binding of the five
binding sites to repetitive structures on pathogens will generate very tight interactions.

4.2. Tachylectin-5

Tachylectin-5A is biosynthesized in the heart and intestine, and tachylectin-5B is
synthesized only in hemocytes (58). The overall sequence identity between tachylectin-
5A of 269 residues and tachylectin-5B of 289 residues is 45%. Tachylectins-5A and -
5B have significant sequence similarity with the COOH-terminal domains of
fibrinogen β- and γ-chains and their related proteins such as ficolins, tenacins, and
angiopoietins. Among the proteins, mammalian ficolins show striking sequence iden-
tity of up to 51%. Ficolins are composed of an NH2-terminal cysteine-rich segment fol-
lowed by a collagen-like region and a COOH-terminal fibrinogen-like globular domain
(64–66). Interestingly, a collagenous domain found in ficolins is missing in the corre-
sponding regions of tachylectins-5A and -5B.

Based on electron microscopy, tachylectin-5A forms a three- or four-bladed pro-
peller structure, and tachylectin-5B forms a two-bladed propeller structure (Fig. 5). If a
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Fig. 5. Electron micrographs of negatively stained tachylectin-5A and tachylectin-5B.
Tachylectin-5A forms a hexameric or octameric structure, and tachylectin-5B forms a tetrameric
structure.



ligand-binding site(s) is located in each blade, tachylectin-5A and -5B could have more
avidity against ligands, with a high density on pathogens. Their polyvalent bindings of
acetyl groups must be a key factor in binding to invading microorganisms. The horse-
shoe crab is equipped with a unique functional homolog of vertebrate fibrinogen, coag-
ulogen, as the target protein of the clotting cascade. However, crystal analysis has
indicated that coagulogen is a structural homolog of nerve growth factor (11). The
horseshoe crab has fibrinogen-related molecules in hemolymph plasma, but they func-
tion as non-self-recognizing lectins. An ancestor of fibrinogen-like proteins may have
functioned as a non-self-recognizing protein. In fact, the human fibrinogen γ-chain
contains a C-type lectin domain in the COOH-terminal portion.

5. ANTIMICROBIAL PEPTIDES

Arthropod antimicrobial peptides are very important for host defense related to the
killing of invading microbes. Antimicrobial peptides purified from T. tridentatus hemo-
cytes, including tachyplesin, big defensin, tachycitin, and tachystatins have an affinity
to chitin, but none to other polysaccharides such as cellulose, mannan, xylan, and lam-
inarin (5,67). The antimicrobial and chitin binding activities of these peptides are sum-
marized in Tables 1 and 2. Chitin is a component of the cell wall of fungi and is
considered to be a target substance recognized by the innate immune system.

Tachyplesin, which consists of 17 residues, significantly inhibits the growth of
Gram-negative and Gram-positive bacteria and fungi (68,69). It forms a rigid hairpin
loop constrained by two disulfide bridges and adopts the conformation of an antiparal-
lel β-sheet connected to a β-turn (70). In the planar conformation of tachyplesin, the
five hydrophobic side chains are localized at one face, and the six cationic side chains
are distributed on another face. The amphiphilic structure of tachyplesin is presumed to
be closely associated with its bactericidal activity.

Big defensin, which consists of 79 residues, is distinct from the mammalian
defensins in molecular size of 29–34 residues in common (71). Big defensin is prote-
olytically divided into two domains by trypsin. The COOH-terminal domain shows
sequence similarity with mammalian neutrophil-derived defensins. The disulfide motif
in this domain is identical to that of β-defensin from bovine neutrophils. A noteworthy
characteristic of big defensin is that there is a functional difference between the two
domains. Big defensin has antimicrobial activity against both Gram-negative and
Gram-positive bacteria. Interestingly, the NH2-terminal hydrophobic domain is more
effective than the COOH-terminal defensin domain against Gram-positive bacteria. In
contrast, the COOH-terminal domain displays more potent activity than the NH2-ter-
minal domain against Gram-negative bacteria, suggesting a kind of chimera molecule.
Big defensin may prove to represent a new class of the defensin family possessing two
functional domains with different antimicrobial activities.

Tachystatins A, B, and C, which consist of 41–44 residues, exhibit a broad spectrum of
antimicrobial activity against Gram-negative and Gram-positive bacteria and fungi (72).
Of these tachystatins, tachystatin C is most effective. Tachystatin A is homologous to
tachystatin B. Tachystatin C contains the same disulfide motif as that found in tachystatin
A, but it shows low sequence similarity to tachystatin A. Tachystatin A shows sequence
similarity to ω-agatoxin-IVA of funnel web spider venom, a potent blocker of voltage-
dependent calcium channels (72). However, tachystatin A exhibits no blocking activity of
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the P-type calcium channel in rat Purkinje cells. Tachystatins cause morphologic chages
against a budding yeast, and tachystatin C has strong cell lysis activity. Furthermore,
tachystatin C, but not tachystatins A and B, exhibits hemolytic activity. Tachystatin C
shows sequence similarity to several insecticidal neurotoxins of spider venoms (72). As
horseshoe crabs are close relatives of spiders, tachystatins and spider neurotoxins may
have evolved from a common ancestral peptide, with adaptive functions.

Tachycitin consists of 73 residues containing five disulfide bonds, but with no N-
linked sugar (67). The antimicrobial activity of tachycitin is not strong by itself, but it
synergistically enhances the antimicrobial activity of big defensin: the 50% growth-
inhibitory concentration (IC50) value of big defensin against Gram-positive bacteria is
decreased to 1/50 in the presence of a small amount of tachycitin. Tachylectins 5A and
5B also enhance the antimicrobial activity of big defensin against Gram-positive bacteria
(58). Interestingly, Tachylectins 5A and 5B do not enchance antimicrobial activity
against Gram-negative bacteria. Recently, the solution structure of tachycitin has been
determined by nuclear magnetic resonance (NMR) spectroscopy, which has provided the
first three-dimensional structural information on invertebrate chitin binding protein (73).
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Table 1
Antimicrobial Activity of the Horseshoe Crab Chitin-Binding Peptidesa

Escherichia Staphylococcus Candida Pichia 
coli aureus albicans pastoris

Tachyplesin <2.5 0.3 0.2 0.1
Big defensin 2.5 <2.5 20.0 42.0
Tachystatin A 25.0 4.2 3.0 0.5
Tachystatin B NIb 7.4 3.0 0.1
Tachystatin C 1.2 0.8 0.9 0.3
Tachycitin 33.0 56.0 52.0 41.0

Tachycitin <33.0 <56.0 52.0 41.0
a Data are 50% growth-inhibitory concentration (IC50), in µg/mL.
b No inhibition at 100 µg/mL.

Table 2
Chitin Binding Activities of the Horseshoe
Crab Antimicrobial Peptides

Concentration required 
for 50% binding

(µM)

Tachyplesin 6.6
Big defensin 25.4
Tachystatin A 8.4
Tachystatin B 4.3
Tachystatin C 5.2
Tachycitin 19.5



5.1. Chitin Binding Structural Motif of Tachycitin

The structure of tachycitin is largely divided into NH2-terminal and COOH-terminal
domains. In the COOH-terminal domain, tachycitin forms a hairpin loop of a two-
stranded β-sheet, which superimposes the structure of the chitin binding site of hevein
without sequence similarity (Fig. 6). Hevein is an antifungal peptide from the rubber
tree Hevea brasiliensis (74). In hevein, the aromatic side chains of Trp21 and Trp23 in
the loop directly interact with chitin-derived oligosaccharides through a hydrophobic
interaction (75,76). The side chains of Tyr49 and Val52 in tachycitin are perfectly
superimposed on those of the two tryptophans in hevein (Fig. 7). Tachyplesin also con-
tains a similar hairpin loop of a two-stranded β-sheet (70). Therefore, in tachyplesin
and tachycitin, the hydrophobic residues clustered on the one face of their β-hairpin
loops probably function as chitin-binding sites.

Shen and Jacobs-Lorena (77) have hypothesized that chitin binding proteins in
invertebrates and plants are correlated by a rare evolutional process, convergent evo-
lution. Structural conservation of the chitin binding motif between the horseshoe
crab and plants is faithful experimental evidence regarding this hypothesis. Chitin is
a component of the cell wall of fungi and also a major structural component of
arthropod exoskeletons. Therefore, the antimicrobial substances released from
hemocytes probably recognize chitin exposed at the site of a lesion. They appear to
serve not only as antibacterial molecules against invading microbes but also in
wound healing, which may stimulate and accelerate chitin biosynthesis at the sites
of injury.

5.2. Anti-LPS Factor

Horseshoe crab hemocytes contain a different type of antimicrobial proteins called
anti-LPS factor. Anti-LPS factor, which consists of 102 residues, inhibits LPS-medi-
ated hemolymph coagulation and shows antibacterial action against Gram-negative
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bacteria (78–80). Anti-LPS factor is stored in L-granules, together with several clotting
factors and protease inhibitors. Anti-LPS factor shows sequence similarity to the α-lac-
toalbumin/lysozyme family (79). The crystal structure of anti-LPS factor is composed
of a single domain consisting of three β-helices packed against a four-stranded β-sheet
to form a wedge-shaped molecule with a striking charge distribution and amphiphilic-
ity (81). The binding site for LPS probably involves the extended amphiphilic loop,
which represents an LPS binding motif shared by two mammalian proteins, LPS bind-
ing protein (82) and bactericidal/permeability-increasing protein (83,84).
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7
Pattern Recognition Receptors in Drosophila

Mika Rämet, Alan Pearson, Kati Baksa, and Asha Harikrishnan

1. INTRODUCTION

The foundation of the innate immune system is the recognition of infectious non-self.
Janeway (1,2) has proposed that this recognition is mediated by the binding of host pat-
tern recognition proteins to pathogen-associated molecular patterns (PAMPs). PAMPs
were originally defined as structures found on the surfaces of microorganisms but not
present on normal host cells. More recently, this definition has been broadened to include
intracellular components of microorganisms, such as CpG DNA (3). There are several
different classes of pattern recognition proteins including secreted, membrane-bound,
and integral membrane proteins, and some pattern recognition molecules can exist in
more than one of these forms. Recognition of PAMPs by pattern recognition proteins has
several consequences, including the activation of induced cellular and humoral immune
responses, such as the induction of antimicrobial genes in Drosophila, and the activation
of T-cells in mammals. Pattern recognition proteins also participate in the effector mech-
anisms of the immune system, such as the complement (mammals) and prophenoloxi-
dase (insect) cascades, as well as phagocytosis of microorganisms.

In this chapter we discuss what is known about the pattern recognition proteins of
Drosophila melanogaster. We focus first on the secreted and membrane-bound pattern
recognition molecules including the thioester-containing proteins, the Gram-negative
binding proteins, and the peptidoglycan recognition proteins. Then we discuss what is
known about the transmembrane pattern recognition molecules, focusing on the
Drosophila scavenger receptors and hemomucin. We do not discuss the Drosophila
Toll-like receptors, as these are discussed elsewhere in this book (see, Chaps. 5, 9, and
10). In addition, although in mammalian systems the Toll receptors may be pattern
recognition receptors, this does not seem to be the case in Drosophila.

2. SECRETED AND MEMBRANE-BOUND PATTERN 
RECOGNITION RECEPTORS

2.1. ThioEster-Containing Proteins

The complement system plays a major role in vertebrate innate immunity. It can be
activated through three distinct mechanisms, the classical, lectin and alternative path-
ways (4), which all converge at the C3 component. Proteolytic cleavage of C3 results in
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an activated product that covalently attaches via a thioester bond to the surface of the
pathogen, leading to phagocytosis or lysis of the pathogen. In the last few years, the
identification in the sea urchin and horseshoe crab of proteins with structural similari-
ties to the vertebrate C3 proteins has led to the concept that a complement system sim-
ilar to that in vertebrates functions in the host defense of invertebrates. Another class of
proteins that is similar to the vertebrate α2-macroglobulins has also been recently iden-
tified in invertebrates. α2-Macroglobulins are related to C3 proteins and are evolution-
arily ancient protease inhibitors from which C3 is proposed to have arisen by gene
duplication (5). Interestingly, the Limulus (horseshoe crab) α2-macroglobulin has been
proposed to function as a protease inhibitor against proteases released by damaged tis-
sue as a result of infection by pathogenic microorganisms (6). It has been suggested
that the early opsonic system may have relied simply on direct binding of α2-
macroglobulin to the protease-producing organism (5). These findings have prompted a
search for C3/α2-macroglobulin-like proteins that may function in a primitive comple-
ment system in Drosophila and other insects.

Recently Lagueux et al. (7) have reported that Drosophila expresses at least four dis-
tinct proteins that exhibit overall sequence similarity to the proteins of the vertebrate
complement C3/α2-macroglobulin superfamily. These proteins contain the highly con-
served thioester motifs and have been named thioester-containing proteins (TEPs 1–4).
The protein sequences deduced from these genes show that TEPs 1–4 contain a highly
conserved region of 30 amino acid residues harboring a canonical thioester motif,
GCGEQ. They also have putative signal peptides, suggesting that these proteins are
secreted. A unique feature of the TEPs is the highly conserved 126-amino acid stretch
containing six cysteines in the C-terminal region of the protein. In contrast, the verte-
brate proteins of the C3/α2-macroglobulin family have a higher total number of cys-
teines but lack the C-terminal cysteine signature of the TEPs.

All four Tep genes show a low level of expression at the larval, pupal, and adult
stages of development. The Tep2 gene has five different splice isoforms, and the others
have a single transcript each. Interestingly, Tep1, Tep2, and Tep4 have been shown to be
transcriptionally upregulated in larvae or adults upon immune challenge by bacteria.
More detailed studies on Tep1 show that it is strongly expressed in the fat body and to a
lesser extent in the blood cells of immune-challenged larvae (7). The fat body is known
to express antimicrobial peptides strongly upon immune challenge, and two pathways,
Toll and imd, have been shown to regulate the induction of these peptides. However,
neither of these pathways appears to play a major role in mediating Tep1 regulation.
Instead, the JAK pathway, which was previously shown to play an important role in
hemocyte development and in regulating the immune response in Drosophila (8),
appears to regulate the expression of Tep1. A strong constitutive expression of Tep1 is
observed in hopTuml larvae, which carry a gain-of-function mutation in the hop gene.
Conversely, in loss-of function hopM38 mutant larvae, there is reduced induction of
Tep1 by septic injury compared with wild type. These results suggest that JAK kinase
may play a direct role in regulating Tep1 function in Drosophila immunity.

More recently, Levashina et al. (9) have reported the identification of a novel TEP
(aTEP-1) in the mosquito Anopheles gambiae. The translated sequence of aTEP-1
has the canonical thioester motif (GCGEQ) and shows significant similarity both to
mammalian complement factor C3 and to the related α2-macroglobulin proteins. In
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contrast to the Drosophila TEPs, which are expressed mainly in the fat body, aTEP-
1 is hemocyte-specific. These authors have provided the first functional evidence for
an insect thioester-containing protein that behaves like complement to promote
phagocytosis. They have shown that aTEP-1 is proteolytically cleaved in the
hemolymph upon aseptic injury or bacterial challenge (9). The cleaved product has
been shown to bind Escherichia coli and Staphylococcus aureus, and this binding
appears to depend on the presence of a functional thioester bond. Moreover, deple-
tion of aTEP1 in RNAi experiments using a hemocyte-like mosquito cell line sug-
gests that aTEP1 promotes phagocytosis of Gram-negative bacteria but not of
Gram-positive bacteria.

These studies strengthen the view that the C3 complement system is not exclusive
to vertebrate innate immunity and point to a common ancestral protein that functions
in innate immunity of vertebrates and insects. The differences in the number and posi-
tion of cysteines between the Drosophila TEPs and the vertebrate C3 proteins may
support the view that TEPs either evolved independently or separated early from the
common ancestor of C3/α2-macroglobulins. Future studies on the mutant phenotypes
of the various Drosophila TEPs as well as the regulation of their function by other
genes will give us a clearer picture of the exact role that these proteins play in
Drosophila innate immunity.

3. GRAM-NEGATIVE BACTERIA BINDING PROTEINS

Gram-Negative bacteria-binding protein (GNBP) was first isolated from the
hemolymph of immunochallenged silkworm (Bombyx mori) larvae as a 50-kDa protein
that bound specifically to the Gram-negative bacteria Enterobacter cloacea but only
minimally to the Gram-positive bacteria Bacillus licheniformis (10). In agreement with
the notion that GNBP is a secreted protein, the cDNA encodes a protein with a putative
N-terminal signal sequence. In addition, the C-terminal sequence may act as a glycosyl
phosphatidyl inositol-4-phosphate (PIP) attachment site, suggesting that there may also
be a membrane-bound form. The protein sequence also predicts two potential N-glyco-
sylation sites in the N-terminal part of the protein. About one-third of the silk worm
GNBP sequence shows considerable homology to bacterial gluconases and to the α-
chain of the Tachypleus tridentatus serine protease (1,3)-B-D-glucan-sensitive coagula-
tion factor G (identity 37%, similarity 68%). This gluconase homology region is
probably responsible for the recognition/binding to bacterial cell walls. However, no
gluconase activity was detected. The authors also found 21% homology and 46% over-
all similarity to human CD14.

Although low levels of constitutive GNBP expression are detected in the fat body
and epidermis in naive silkworm larvae, transcription of GNBP is strongly induced in
the fat body, and to a lesser degree in the cuticular epidermal cells surrounding the site
of injury 6 hours after procuticular abrasion with bacteria (10). Sterile injury alone
could also slightly induce the GNBP RNA expression.

Recently, three Drosophila DGNBPs were cloned based on homology to the Bom-
byx mori GNBP (11). DGNBP-1 was isolated from the mbn-2 cell library and has been
molecularly characterized. DGNBP-2 and -3 were found by a homology search to
DGNBP-1, with which they share 30 and 26% identity, respectively. All DGNBPs have
a β-1,3-gluconase-like domain and are likely to lack gluconase activity since the criti-
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cal amino acids necessary for enzyme activity are not conserved. DGNBP-1 mRNA is
expressed throughout all developmental stages, whereas DGNBP-2 mRNA expression
begins at the late embryonic stage and continues until later stages of development.
DGNBP-3 mRNA is mainly expressed in larval and pupal stages. Induction studies for
DGNBP-1 in adult flies and in cultured S2 and mbn-2 cells showed downregulation
during the early phases (3–6 hours) of bacterial infection.

DGNBPs have a C-terminal hydrophobic tail containing a putative glycosylphos-
phatidyl inositol (GPI) anchor attachment site that suggests an existence of a mem-
brane-bound form. Indeed, the same authors (11) have found several lines of evidence
that DGNBP-1 has both soluble and membrane-bound forms. First, a polyclonal anti-
body generated against DGNBP-1 bound to the surface of S2 cells. Second, in tissue
culture experiments, overexpression of a mutant DGNBP-1 lacking the last 10 amino
acids of the wild-type protein did not result in DGNBP-1 in the membrane fraction,
whereas the full-length protein was present. Third, DGNBP-1-overexpressing cells
treated with phosphatidylinositol-phospholipase C (PI-PLC) released DGNBP-1 from
membrane to culture medium, demonstrating that DGNBP-1 is a GPI-anchored mem-
brane protein. Finally, a small amount of soluble DGNBP-1 is always present in
medium of the wild-type DGNBP-1-expressing cells (11).

In addition to intact bacteria, DGNBPs have been shown to bind β-1,3-glucan and
LPS. This is in contrast to the silk worm GNBP that binds β-1,3-glucan only poorly.
DGNBP-1 fails to bind β-1-4-glucan and chitin. DGNBP-1 appears to be involved in
the induction of the antimicrobial peptide genes attacin, cecropin, and drosomycin, as
indicated by experiments showing that DGNBP-1-overexpressing cells are more
responsive to LPS and β-1,3-glucan for the induction of these peptides. Furthermore,
induction of antibacterial peptides can be significantly inhibited in S2 cells by pretreat-
ment with DGNBP-1 antiserum (11).

GNBP has also been cloned from mosquitoes (Anopheles gambiae) based on homol-
ogy to the Bombyx mori protein (12). Interestingly, mosquito GNPB seems to recog-
nize both Gram-positive and Gram-negative bacteria when overexpressed in cultured
cells (12). Anopheles GNBP is induced by Plasmodium infection (13), although it is
possible that part of the induction can be accounted for by the resident bacteria of the
gut, which get into the gut cells passively along with the Plasmodium.

These studies have identified an interesting protein family with homology to glu-
conases. It would be beneficial to identify the binding specificity more precisely in all
three organisms and to confirm the Gram-negative bacteria binding specificity, by com-
paring the binding of these proteins with additional Gram-negative and Gram-positive
organisms. The possible functional homology between CD14 and of GNBPs is of
potential future interest.

4. PEPTIDOGLYCAN RECOGNITION PROTEINS

Peptidoglycan, a major cell wall component of most bacteria, can induce both
antimicrobial gene synthesis and activation of the hemolymph prophenoloxidase
melanization cascade in insects. Using the silkworm Bombyx mori, Ashida and col-
leagues (14) were the first to purify a soluble hemolymph peptidoglycan binding pro-
tein capable of activating this cascade. Their subsequent cloning of the silkworm
peptidoglycan recognition protein (PGRP) gene demonstrated that PGRPs are con-
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served from insects to mammals (15,16). Those PGRPs tested have been shown to rec-
ognize peptidoglycan preferentially relative to chitin, α-glucan, or LPS (14,15,17).

Recently, Hultmark and colleagues (18) have identified a 12-member family of
PGRP genes in Drosophila, which they grouped into two classes. The seven short
PGRP genes (PGRP-S) have short transcripts and 5′ UTRs and encode putative
secreted proteins, much like the Bombyx PGRP. The five long PGRP genes (PGRP-L)
have long transcripts and 5′ UTRs. Three of the PGRP-L genes encode putative trans-
membrane receptors, whereas the other two appear to lack signal sequences or trans-
membrane-like domains, suggesting that they may encode cytoplasmic PGRP
molecules. In addition, most of the PGRP-L genes have multiple transcripts, some of
which encode different putative protein isoforms.

The previously characterized insect PGRP genes were found to be expressed in
hemocytes, the fat body, and the epidermis, and their expression was upregulated in
response to bacterial challenge (15,16). In Drosophila, expression of the different
PGRP genes varies widely according to developmental stage, tissue specificity, and
response to bacterial challenge. Most of the genes are expressed in many or all devel-
opmental stages, except for PGRP-SB2, which appears to be expressed exclusively in
prepupae. At least four of the PGRP-S genes are strongly induced in response to bacte-
rial challenge, whereas of the PGRP-L genes, only PGRP-LB is induced. The tissue
expression pattern for these genes is quite complex, but in general, the short genes and
the inducible genes are most highly expressed in the fat body but not in hemocytes.
Two exceptions are PGRP-SA and PGRP-SD, which are constitutively expressed in
hemocytes. In addition, PGRP-SA is strongly induced in the epidermis, whereas the
PGRP-SC genes are constitutively expressed at high levels in the gut, both tissues that
are known to be immune competent in Drosophila. In contrast to most of the short
genes, the three PGRP-L genes containing transmembrane domains are expressed
most strongly in hemocytes and the hemocyte-like mbn-2 cell line. It remains to be
seen whether there are tissue-or infection-specific expression patterns for various
PGRP-L isoforms.

PGRP-SA and PGRP-SC1B have been tested and shown to bind insoluble peptido-
glycan and can thus be classified as pattern recognition proteins with peptidoglycan
binding capabilities. However, it is possible that the many different PGRP proteins may
have different specificities for microbial ligands. This, together with spatial and tempo-
ral differences in PGRP expression, could contribute to robustness in the Drosophila
immune system. It is likely that, as in the silkworm, at least some of the soluble
Drosophila PGRP proteins will participate in peptidoglycan-induced activation of the
prophenoloxidase cascade. In addition, some soluble PGRPs might activate antibacter-
ial gene induction pathways or act as opsonins to promote phagocytosis of bacteria by
macrophages. It will be interesting to know whether any of the transmembrane PGRP-
L proteins are able to recognize bacteria, as this would provide additional means
beyond Drosophila class C scavenger receptor (dSR-CI) for the phagocytic uptake of
pathogens. Furthermore, the PGRP-L genes are excellent candidates for the currently
unknown receptor(s), which activates the major antibacterial gene pathway in
Drosophila, the IMD pathway (see Chap.9).

Many of the Drosophila PGRP genes are no more closely related to each other than
they are to mammalian PGRP genes, suggesting that much of the divergence in the
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PGRP gene family occurred prior to the protostome/deuterostome split over 500 mil-
lion years ago. This suggests that additional mammalian PGRP genes remain to be
found. Indeed, Hultmark and colleagues (18) report the first sequences for a long-type
mammalian PGRP that is more closely related to PGRP-LB than it is to the already
known short-type mammalian PGRP. It will be exciting to see in the coming years how
the functions of this ancient family of pattern recognition proteins have evolved as dif-
ferent lineages have been exposed to different microbial challenges during evolution.

5. TRANSMEMBRANE PATTERN RECOGNITION RECEPTORS

5.1. Drosophila Class C Scavenger Receptors

Scavenger receptor (SR) is a functional definition. Each molecule with an ability to
bind chemically modified low-density lipoprotein (LDL) is classified as SR, regardless
of the structure of the protein. Today, several structurally distinct SR classes are char-
acterized (19). Each class of SR is able to recognize common and unique ligands. For
example, the mammalian class A scavenger receptors (SR-As) recognize polyanionic
compounds like dextran sulfate, fucoidan, and polyinosinic acid (Polyl) and apoptotic
cells in addition to oxidized and acetylated LDL (20–22). The emphasis in SR-related
research has been on their proposed role in the pathogenesis of atherosclerosis. How-
ever, it has been a longstanding observation that mammalian class A SRs recognize
bacterial components [lipopolysaccharides (LPS) and lipoteichoic acid (LTA) in partic-
ular] and also both Gram-positive and Gram-negative bacteria (20–22). Furthermore,
studies on SR-Al/ll-deficient mice indicate that class A SRs protect from Listeria
monocytogenes (24) and Staphylococcus aureus (25) infections.

Drosophila embryonic macrophages and cultured Scheider S2 cells exhibit SR
activity (25), and subsequently dSR-CI was identified using expression cloning (26).
Interestingly, dSR-CI has very similar ligand specificity to mammalian class A SRs
(i.e., it recognizes both Gram-positive and Gram-negative bacteria, LTA, polyl, dextran
sulfate, and acetylated LDL but not dextran, polycytidylic acid, LDL, or high-density
lipoprotein) but bears no structural homology to SR-As (26,27). dSR-CI is a type I
integral membrane protein with hemocyte/macrophage-specific expression throughout
development. It consists of two complement control protein (CCP) domains, MAM
domains, a 48-amino acid somatomedin-like domain, and a 129-residue serine/threo-
nine-rich region (26). dSR-CI is the first member of a small family of proteins in
Drosophila.

Currently three additional members have been described (shown schematically in
Fig.1). dSR-CIII is also a type I integral membrane protein, whereas dSR-CIII and
dSR-CIV are predicted to encode secreted proteins. dSR-CII appeared to be expressed
only in the embryo, from 2 to 8 hours after egg laying, with no apparent hemocyte
expression. dSR-CIII is expressed exclusively during the larval and pupal stages of
development. No expression data are currently available for dSR-CI. At present, no
data are available on the function of the other dSR-C family members besides dSR-CI.

Recently, dSR-CI was shown to be sufficient to bind both Gram-negative and Gram-
positive bacteria when expressed in CHO or COS cells. Double-stranded RNA inter-
ference-based specific gene silencing of dSR-CI caused an approx 25% decrease in
binding/phagocytosis of both E. coli and S. aureus in an in vitro Drosophila cell culture
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assay (Rämet et al., unpublished data). Furthermore, extensive polymorphisms have
been observed in wild populations of Drosophila melanogaster and Drosophila simu-
lans (T. Schlenke and D. Begun, personal communication). This is consistent with
dSR-CI playing a role in pattern recognition in host defense, because high-frequency
polymorphism would be expected to confer some individual variation in the capacity to
recognize pathogens. Although it remains to be determined what role dSR-CI has in
phagocytosis in vivo, these results support the view that scavenger receptor bacterial
recognition is conserved from insects to humans and may represent the most primitive
form of microbial recognition. This suggests that SRs may mediate innate immunity-
linked, evolutionarily conserved function.

6. HEMOMUCIN

Mucins are secreted and transmembrane glycoproteins that are heavily O-glycosy-
lated. Membrane-bound mucins are known to have a role in cellular adherence and pro-
tection, whereas secreted mucins form a mucus layer that protects the epithelium.
Mucins appear to have a role in vertebrate immunity. For example, they are involved in
the attachment of leukocytes during an inflammatory response. At least nine different
mucins have been described in humans.

Drosophila hemomucin was initially purified biochemically by affinity chromatog-
raphy using the lectin A hemagglutinin from the snail Helix pomatia as a ligand (28).
Purification resulted in two proteins with molecular masses of 100 and 220 kDa. Based
on several identical peptide sequences, these two proteins appear to be encoded by the
same gene. The Drosophila hemomucin consists of four domains: an amino-terminal
hydrophobic domain, a central domain with homology to the plant enzyme strictosi-
dine synthase, a mucin domain, and a carboxyl-terminal domain. The hemomucin gene
is expressed throughout development. In adults, high expression has been observed in
hemocytes, in specific regions in the gut, and in the ovary (28). Hemomucin is specu-
lated to be involved in induction of antimicrobial peptides, but at the moment no direct
evidence is available. Similarly, no data exist on whether hemomucin is involved in
binding and phagocytosis of specific microbes by Drosophila hemocytes.
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7. CONCLUSIONS

The last several years have seen the first significant progress toward a molecular
understanding of pattern recognition in Drosophila. Some of the important pattern
recognition molecules have now been identified, and screens in several labs for immu-
nity-related genes may soon identify others. The completion of the Drosophila genome
project and the development of the RNAi technique may also speed up the discovery of
new pattern recognition proteins. It is now important to learn about the molecular conse-
quences of pattern recognition by these proteins. For example, how do secreted recogni-
tion proteins activate the prophenoloxidase cascade? How do transmembrane receptors
couple to the phagocytic machinery? How do pattern recognition receptors activate the
antimicrobial gene response? Although the evolutionary lines leading to Drosophila and
humans diverged 600 million years ago, the basic mechanisms of innate immunity, such
as phagocytosis and the induction of antimicrobial activity, have been well conserved.
Thus, although Drosophila pattern recognition molecules may differ in detail from those
of humans, a better knowledge of these molecules and the mechanisms by which they
work should contribute to our understanding of the human immune system.

NOTE IN PROOF

Several recent papers have now established a definitive role for PGRP-SA in the ini-
tiative of the Drosophila immune response to Gram positive bacteria along the Toll
pathway (29) and for PGRP-LC in the recognition of Gram negative bacteria and the
initiation of the Drosophila immune responses to Gram negative bacteria along the
IMD pathway (30–32).
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8
Humoral and Cellular Responses in Drosophila

Innate Immunity

Julien Royet, Marie Meister, and Dominique Ferrandon

1. INTRODUCTION

The immune system of invertebrates has been the object of intense scrutiny ever
since Elie Metchnikoff first discovered phagocytosis in starfish embryos in 1884 (1).
Not surprisingly, the cellular arm of the insect innate immune response was the first to
be investigated at the turn of the 20th century. Glaser and Paillot, followed later on by
Metalnikow, uncovered the existence of a humoral arm of the insect host defense (2–5).
However, the nature of the antimicrobial activity found in the hemolymph of immu-
nized insects was not determined until the early 1980s, when Hans Boman’s pioneering
work led to the purification in the moth Hyalophora cecropia of small cationic peptides
that were called cecropins (6). Hundreds of peptides with antimicrobial activities were
subsequently identified and characterized from insects of most orders (reviewed in ref.
7). Understanding the mechanisms responsible for their production is a major goal of
recent research in innate immunity. For the last 10 years, Drosophila has been one
major model system successfully used to dissect the molecular cascades controlling
innate immunity in invertebrates. We describe here the current knowledge of the
humoral and cellular arms of Drosophila immunity and highlight the similarities and
disparities with the mammalian immune system.

2. HUMORAL IMMUNITY

A septic injury triggers a series of reactions that take place in the hemolymph.
These include the activation of several protease cascades that lead to various defense
phenomena such as melanization, coagulation, opsonization, or the synthesis of
antimicrobial peptides. In this section, we limit ourselves to a description of the sys-
temic antimicrobial response that is the hallmark of the humoral response in
Drosophila, with concentrations of antimicrobial peptides in the hemolymph reach-
ing overall values as high as 0.3 mM 24 hours after a septic injury (P. Bulet, personal
communication). We discuss melanization in the section on cellular immunity, since
the key enzyme of this cascade is secreted by a specific cell type found circulating in
the hemolymph.
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2.1. Drosophila Antimicrobial Peptides

In Drosophila, seven different families of antimicrobial peptides have been charac-
terized molecularly or biochemically (see Chap. 5). These peptides are synthesized
by the fat body, a tissue functionally equivalent to the liver of vertebrates. In contrast
to mammalian antimicrobial peptides, Drosophila peptides induced during the
immune response are active against a more restricted range of microorganisms.
According to their main microbial targets, they can be divided into three groups: anti-
fungal peptides, which include Drosomycin and Metchnikowin, peptides active
against Gram-negative bacteria such as Diptericin, Attacins, Cecropins, and
Drosocin, and peptides active against Gram-positive bacteria such as Defensin. Inter-
estingly, it seems that the type of antimicrobial peptides produced by Drosophila is
adapted, to some degree, to the nature of the invading microorganism (8). For exam-
ple, fungi and Gram-positive bacteria are better elicitors of Drosomycin expression
than Gram-negative bacteria. In contrast, infection by Gram-negative bacteria induces
preferentially the expression of the Diptericin, Attacin, Cecropin, and Drosocin
genes. The specificity of the humoral host defense is well illustrated by the response
occurring when flies are coated with spores of the entomopathogenous fungus Beau-
veria bassiana. Under these conditions, which mimic a natural infection, the antifun-
gal, but not the antibacterial, peptide genes are induced (8). The existence of distinct
antimicrobial responses to various microorganisms suggests that the expression of the
antimicrobial peptides is regulated via several pathways. The unraveling of these reg-
ulatory pathways is described below.

2.2. Antimicrobial Peptide Gene Trancription Is Regulated by Rel Proteins

Analysis of the promoters of antimicrobial peptide genes revealed the existence of
relatively well conserved sequences that are reminiscent of κB binding sites for the
vertebrate NF-κB factor, reviewed in Engström (9). In the case of Cecropin and
Diptericin, these sites were shown to be necessary and sufficient for one of the most
important properties of the Drosophila immune response, its inducibility (10–12). In
vertebrates, κB sites are recognized by dimers of molecules of the Rel family of tran-
scription factors such as NF-κB. This transcription factor plays a central role in the
response to stress, most notably in inflammation (13–15). NF-κB is already present in
the cytoplasm but is prevented from moving to the nucleus by I-κB. Structurally, Rel
family members are characterized by the presence of an N-terminal Rel DNA binding
domain that also contains elements necessary for binding the ankyrin repeats of I-κB.
When upstream signaling pathways are activated, a receptor-adaptor complex is
formed and activates through phosphorylation an I-κB kinase (IKK) complex that tar-
gets I-κB for degradation by the proteasome. Consequently, NF-κB is free to move to
the nucleus, where it regulates its target genes. Thus, the cardinal principle of NF-κB
regulation resides in the control of the subcellular localization of this transcription fac-
tor. The major advantage of this system is that it allows for a response occurring within
minutes of the stimulus since all components are already present in the responding cell.
This property may be central to the evolutionary success of this signal transduction
pathway that is used in different processes in the animal kingdom.

The first known member of the Drosophila Rel protein family, Dorsal, was iso-
lated because of its role in the establishment of the embryonic dorsoventral polarity
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(16). Further genetic screens led to the molecular characterization of multiple genes,
which all belong to the same signaling pathway, named after one of the components,
the transmembrane receptor Toll (17,18). Activation of the Toll receptor by its puta-
tive ligand Spätzle in the ventral cells of the embryo triggers an intracellular trans-
duction cascade that ultimately frees Dorsal from Cactus and allows its nuclear
translocation. Interestingly, cactus is an ankyrin motif containing protein of the I-κB
family. Loss of function mutants for spätzle, Toll, or dorsal generate embryos lack-
ing ventral structures (dorsalized phenotype). In contrast, cactus mutants display a
ventralized phenotype.

The Toll signaling pathway was, at that time, the only molecular cascade known to
activate target genes through a Rel transcription factor. The effect of Toll pathway
mutants was thus tested on Drosophila antimicrobial peptide inducibility (19). Mutants
of the Toll pathway were shown to be unable to express Drosomycin after fungal infec-
tion. Further experiments indicated that the Toll pathway components are necessary not
only for the production of antimicrobial peptides in response to fungi, but also to
Gram-positive bacteria. Interestingly, induction of the antibacterial peptide Diptericin
by Gram-negative bacteria was unaffected in such mutants. In addition, flies carrying
mutations in genes of the Toll pathway are highly susceptible to infection by Gram-
positive bacteria or fungi but are as resistant as wild-type flies to infection by Gram-
negative bacteria (19–22). Thus, genes initially isolated for their developmental role
proved to be key members of the pathway that controls the response to fungi and
Gram-positive bacteria in Drosophila.

However, very surprisingly, flies lacking functional Dorsal protein are able to mount
a normal immune response to bacterial and fungal infections (19,23). Several laborato-
ries thus investigated the putative role of two other Drosophila Rel proteins, Dorsal-
related immune factor (DIF) and Relish in immunity (24,25). When Dif mutant flies are
challenged with fungal spores or Gram-positive bacteria, both the inducibility of Dro-
somycin and survival are strongly reduced compared with wild-type flies (21,22). In
addition, cactus-Dif double mutants present the Dif phenotype, suggesting that DIF is
retained in the cytoplasm by Cactus. These results indicate that the DIF-Cactus com-
plex is the downstream effector of the Toll pathway in adult host defense, whereas a
dorsal-Cactus complex is used during embryonic development (21,26,27).

The phenotype of relish mutants mirrors that of Dif mutants (28). Although the
response to Gram-positive bacteria and fungi is unaffected in relish mutants, the
inducibility of the antibacterial peptide genes Diptericin or Attacin by Gram-negative
bacteria is totally abolished. Flies carrying a relish mutation are highly susceptible to
infection by Gram-negative bacteria but are as resistant as wild-type flies to Gram-pos-
itive bacterial and fungal infections. These phenotypes are reminiscent of that of the
previously characterized immune deficiency (imd) mutation. The imd mutant was found
serendipitously while investigating the potential role of a gene involved in melaniza-
tion reactions (29). It is historically the founding member of the Gram-negative
antibacterial pathway.

In conclusion, the analysis of existing mutations allowed the delineation of at least
two pathways, the Toll pathway, controlling the immunity against Gram-positive bacte-
ria and fungi, and the imd pathway, regulating the host response to Gram-negative bac-
teria. Both pathways are variations on the theme of NF-κB regulation with receptors
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triggering an intracellular transduction pathway that ultimately controls the nuclear
uptake of Drosophila Rel family members (Fig. 1).

2.3. Control of Relish and DIF Nuclear Uptake

In contrast to Dorsal and DIF, Relish is a bipartite protein that contains both an N-ter-
minal Rel DNA binding domain and six ankyrin repeats in its C-terminal half that sup-
posedly maintain the protein in the cytoplasm. A similar arrangement is found in the
vertebrate NF-κB precursors p105 and p100, which are processed by the proteasome to
generate respectively the NF-κB subunits p50 and p52. Following activation of the imd
pathway, Relish is rapidly cleaved, thus releasing two fragments (30). The C-terminal
domain that contains the ankyrin repeats remains in the cytoplasm, whereas the N-termi-
nal Rel domain moves to the nucleus. The protease that cleaves Relish has not yet been
formally identified. The Death-related ced-3/Nedd2-like (DREDD) caspase appears to
play a key role in the process since Relish is no longer cleaved in the mutant (30) and
since antibacterial peptides are no longer induced in dredd mutant flies (31,32). How-
ever, biochemical and genetic data suggest that this apical caspase does not cleave Relish
directly (15,33). A possibility is that it triggers an executioner caspase that would cleave
the protein since Relish processing is sensitive to caspase inhibitors (15).

In mammals, p100 is partially processed in B-cells by the proteasome in a ubiquitin-
dependent mechanism to yield the Rel protein p52. The available evidence points to a
direct role of IKKα, which phosphorylates p100 in vitro, a post-translational modifica-
tion that is likely to lead to its ubiquitination in vivo (see ref. 34 and references
therein). In Drosophila, biochemical experiments have demonstrated that a complex
composed of the IKKβ and IKKγ fly homologs is able to phosphorylate Relish and thus
may target it for proteolytic cleavage (35). Furthermore, the phenotypes of mutants
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Fig. 1. Signal transduction pathways in innate immunity. The drawings present in a simpli-
fied form our knowledge of the signal transduction pathways used in the control of the
Drosophila systemic antimicrobial response (left) and two of the numerous pathways of NF-κB
activation found in mammals (right). Genes belonging to the same family in the two phyla are
shown with the same shade. Whereas the Toll and imd pathways are distinct in the fat body cell,
in mammals both the IL-1 and the TNF pathways converge on the activation of the transcription
factor NF-κB, a complex formed by the heterodimerization of two Rel subunits, e.g., p50 and
p65. In Drosophila, DIF and Relish may heterodimerize to control the transcription of some
antimicrobial genes such as Defensin, Cecropin, and Attacin, since their expression is altered in
either Toll or imd pathway mutants. The induction of apoptosis as shown in this scheme has
actually been described in fibroblasts. In lymphocytes, RIP may also intervene in this apoptotic
pathway (73). Abbreviations: NEC, necrotic; SPZ, spätzle; MyD88, myeloid differentiation fac-
tor 88; TUB, Tube; PLL, Pelle; DIF, Dorsal-related immunity factor; IMD, immune deficiency;
TAK1, transforming growth factor-β-activated kinase 1; I-KK, I-κB kinase; DmIKKβ, IRD5;
DmIKKγ, Kenny; IL-1, interleukin-1; IL1-R, IL-1 receptor; IRAK, IL-1 receptor-associated
kinase; TNF, tumor necrosis factor; TRADD, TNF receptor-associated death domain protein;
TRAF6, TNF receptor-associated factor 6; MEKK3, mitogen-activated protein kinase/ERK
kinase kinase 3; TAB2, TAK1 binding protein 2; UBC13, ubiquitin-conjugating enzyme 13;
Uev1A, ubiquitin-conjugating E2 enzyme variant A; Ub, polyubiquitin chain crosslinked
through Lys-63 of ubiquitin. TUB, PLL, MyD88, IMD, RIP, TRADD, and FADD proteins con-
tain a death domain. MEKK3 and TAK1 are both MAPkinase kinase kinases.



affecting the two components of the Drosophila IKK signaling complex, ird5 for IKKβ
and kenny for IKKγ, are as severe as that of relish (36,37). Gel retardation experiments
performed with a Diptericin κB probe allowed the identification of a complex bound to
that promoter fragment only in extracts from immune-challenged flies (11). In kenny
and in relish mutant extracts, the complex that binds to one of the Diptericin κB pro-
moter fragments can no longer be observed. These experiments suggest that DmIKKγ
is required for the processing/activation of relish (36).

Even though the processing of mammalian p100 induced by IKKα may at first appear
to have been conserved during evolution, namely, it is homologous to the proteolytic
cleavage of Relish initiated by the Drosophila IKK signaling complex, one should point
out that (1) Relish family members in the invertebrates and NF-κB precursors p105 and
p100 in vertebrates originated after the separation between protostomes and deuteros-
tomes (25,38); (2) the Drosophila IKK kinase IRD5 appears to form an evolutionary sub-
family of IKK kinases on its own (15); and (3) p100 processing is proteasome-dependent,
whereas Relish cleavage is not (30,34). Thus, these two processes of transcription factor
maturation may represent an example of convergent evolution at the molecular level.

In mammals, the IKK signaling complex phosphorylates I-κB on specific residues
and thus targets it for proteasome-mediated degradation. Cactus is also phosphorylated
in response to Toll signaling (see ref. 39 and references therein). However, the only
known IKK signaling complex in Drosophila, even though it can phosphorylate Cactus
in vitro, is not required physiologically in the Toll pathway since the response to Gram-
positive bacteria and fungi is normal in kenny and ird5 mutants flies (35–37,40). IK2, the
only other kinase that presents some similarity to a mammalian IKK, has not been inves-
tigated so far. In addition, no gene obviously similar to kenny could be found in the fly
genome. Thus, the nature of the Cactus kinase remains a mystery, during both early
embryogenesis and the innate immune response. A second, functionally redundant
kinase might replace DmIKKβ/IRD5 in phosphorylating cactus in ird5 mutants (37).

2.4. Upstream of the Signaling Complex in the imd Pathway

In mammals, the biochemical events that trigger the activation of the IKK signaling
complex through phosphorylation of IKKβ have been deciphered (reviewed in ref. 15).
IKK is phosphorylated directly by the mitogen-activated protein (MAP) kinase trans-
forming growth factor-activated kinase 1 (TAK1) (41,42). TAK1, when bound to the
TAK1 binding protein 1 (TAB 1) and TAB 2 proteins, is activated by an adapter protein
called tumor necrosis factor receptor-activated factor 6 (TRAF6) in the interleukin-1
(IL-1) response pathway, only when TRAF6 has undergone a specific signal-dependent
LYS63 polyubiquitination (41,42). This reaction is catalyzed by the ubiquitin-conju-
gating enzyme (UBC) -13 and ubiquitin-conjugating E2 enzyme variant A (UEV1A).
TRAF contains a RING finger, a domain thought to act in an ubiquitin ligase complex.
In Drosophila, mutants have been isolated in the homolog of TAK1 (43). The pheno-
type of the mutants as well as genetic epistatic analysis places it unambiguously in the
imd pathway. Thus, DmTAK1 is a prime candidate for a fly IKK kinase. The analysis
of the genome fails to reveal any obvious homolog of TAB1 and TAB2. However, there
are some indications that the fly UBC13 and Uev1A may play a role in the control of
Diptericin inducibility, at least in cell culture (15). This result, however, awaits the
identification of mutations in the cognate genes.
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The most upstream component of the imd pathway identified so far is imd itself. It
encodes a protein that contains a C-terminal death domain most similar to that of the
receptor-interacting protein (RIP) of vertebrates (33). RIP plays a crucial role in the
activation of NF-κB by the tumor necrosis factor-α receptor (TNF-αR) and is part of
the TNF-α receptor complex (44). However, unlike its mammalian counterpart, IMD
does not contain a kinase domain, which has been shown to be dispensable for TNF-α
signaling. Overexpression of imd leads to the constitutive expression of antibacterial
peptide genes in the absence of immune challenge, and this effect is blocked by muta-
tions in the dredd or kenny genes (33). Furthermore, DmTAK1 has been shown geneti-
cally not to be upstream of imd and, by reference to the mammalian findings of direct
activation of IKKβ by TAK1, the simplest hypothesis is that it acts downstream of imd.
It should be noted that a direct interaction between RIP and IKKγ has been reported in
the mammalian system in the context of the TNF-α receptor signaling complex (45).

2.5. Upstream of the DIF-Cactus Complex in the Toll Pathway

Genetic epistasis experiments in the embryo placed the Pelle kinase and tube
adaptor proteins between the Toll receptor and the NF-κB/I-κB complex (18). Pelle
and Tube form a heterodimer through interactions between their death domains (46).
tube was genetically shown to act upstream of pelle, a gene homologous to the mam-
malian IL-1 receptor-associated kinase (IRAK) gene (47,48). Tube and Pelle are
recruited to the membrane following Toll activation (49). It is thus likely that Tube
plays the role of an adapter between Toll and Pelle in the antifungal response path-
way, a role held by the Myeloid Differentiation factor 88 (MyD88) protein in the
mammalian IL-1 response pathway. A Drosophila MyD88 homolog is present in the
genome and appears to be a component of the Toll pathway in the antifungal
response (50,51). The signaling events occurring downstream of the Tube-Pelle inter-
action are not understood.

2.6. Activation of the Toll Pathway

In embryonic dorsoventral patterning, Toll is activated by Spätzle, a secreted protein
of the cystine-knot family of growth factors, which requires a processing step by prote-
olytic cleavage to become an active ligand. Spätzle proteolytic maturation in the
extraembryonic fluid depends on the previous activation of a number of serine pro-
teases including Easter and Snake (52,53). Although mutations in easter and snake
have dramatic effects on dorsoventral embryonic axis specification, they do not affect
the Toll-dependent response to bacteria, indicating that a different cascade(s) is likely
to be involved in the activation of Toll during the Drosophila immune response (19).
Indeed, mutations in the necrotic (nec) gene, which encodes a serine protease inhibitor,
led to a spätzle-and Toll-dependent constitutive expression of Drosomycin but did not
affect dorsoventral patterning (54). The nature of the protease(s) involved in the activa-
tion of Spätzle during the immune response is not known.

These results indicate that the pathogen recognition step triggering the Toll pathway
is an upstream event that may occur either in the fly hemolymph or locally in epithelia
or blood cells. This situation contrasts with that of mammalian Toll-like receptors
(TLRs) which are also involved in regulating innate immunity (reviewed in ref. 55).
TLR4 was shown to play a key role in the response to endotoxin, whereas TLR2 is
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required to mediate NF-κB activation following a bacterial Gram-positive challenge
(56,57). TLR3, TLR5, and TLR9 respectively mediate the response to viral double-
stranded RNA, bacterial flagellin, and nonmethylated CpG bacterial DNA (58–60).
Several TLRs have been shown to be closely associated with microbial components
such as lipopolysaccharide (LPS) of Gram-negative bacteria (TLR4) and may there-
fore be bona fide pattern recognition receptors (PRRs) (61–64). PRRs were pre-
dicted by C. Janeway in a seminal paper published a decade ago (65). They were
postulated to have been selected during evolution for their ability to recognize rela-
tively invariant patterns carried by microorganisms, for instance, LPS, double-
stranded RNA, flagellin, . . . . These receptors inform the host of the presence of an
infection and both activate and orient the adaptive arm of the immune system in
higher vertebrates (66).

If Drosophila Toll does not act as a PRR for Gram-positive bacteria or fungi, what
then is the link between the detection of microorganisms and the maturation of Spät-
zle? Completion of the Drosophila sequence has led to the identification of numerous
putative PRRs (67). For example, the fly genome contains at least 12 predicted peptido-
glycan recognition proteins (PGRPs), some of which are able to bind peptidoglycan, a
major constituent of the Gram-positive bacterial cell wall (68). We have recently gener-
ated a null mutation in one of the Drosophila PGRP genes (20). Flies carrying a muta-
tion in the PGRP-SA gene are highly susceptible to infection by Gram-positive bacteria
but resist normally to natural infection with Beauveria bassiana. Interestingly, Dro-
somycin is induced by fungi but not by Gram-positive bacteria in this mutant back-
ground. These results provide the first in vivo functional evidence for a role of PRR in
invertebrate immunity. They also point to the existence of distinct recognition systems
for fungi and Gram-positive bacteria to activate the Toll pathway.

2.7. Activation of the imd Pathway

As opposed to the Toll pathway, the fat body cell receptor that triggers the imd
pathway has not yet been identified. Bearing in mind the function of mammalian
TLRs, it was tempting to propose that another member of the Drosophila Toll family
could be this long-sought receptor. This family is composed of 10 members, Toll1,
18-wheeler, and Toll3 to Toll9. It was reported that Attacin inducibility is reduced in
18-wheeler mutant larvae, suggesting that 18-wheeler could be the imd pathway
receptor (69). However, adult 18-wheeler mutants obtained using a new genetic
combination are as resistant as wild-type flies to bacterial and fungal infections
(69a). It is likely that the effect described in the literature is nonspecific and caused
by a maturation defect of the mutant larval fat body. Furthermore, chimeras allowing
the formation of constitutively active receptors failed to reveal a role in the control
of antibacterial gene expression for any of the Drosophila Tolls (70).

What could then be the receptor(s)? A related question is that of the ligand(s) of this
putative receptor(s). Does the detection of microorganisms take place directly on fat
body cells through PRRs or is there, as in the Toll pathway, a cytokine-like signaling
event? A protein that binds to Gram-negative bacteria (GNBP) was purified from
extracts of the silkworm Bombyx mori (71). In Drosophila, three members of the
GNBP family have been described, and it was shown that one of them at least is a gly-
cosyl phosphatidyl inositol (GPI)-anchored protein (72). Since these proteins are
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secreted or anchored to the membrane, they have no way to transmit a signal directly
through the membrane and are therefore at best co-receptors of Gram-negative bacte-
ria, a condition reminiscent of the vertebrate LPS binding protein CD14. The identity
of the receptor itself might be inferred from the identity of the adapter proteins that
have been discovered so far, namely, IMD, a protein containing a death domain homol-
ogous to that of RIP, and DREDD, an initiator caspase. TNF-α signaling plays a role in
mammalian inflammatory response through the RIP-dependent activation of NF-κB
and is also involved in triggering apoptosis in lymphocytes (73). RIP is however, not
required in the IL-1 and endotoxin pathways.

Interestingly, overexpression of imd in flies induces apoptosis and the constitutive
expression of antibacterial peptides in a kenny and dredd-dependent manner (33). Both
imd and dredd mutant pupae are more resistant than the wild type to ultraviolet irradi-
ation, a treatment known to induce apoptosis. These experiments suggest that the imd
pathway may be involved in triggering apoptosis in response to ultraviolet radiation.
Finally, DREDD presents sequence similarity to mammalian caspases 8 and 10 and
has been reported to bind to Fas-associated protein with death domain (FADD)
(74,75). Interestingly, TNF-α triggers apoptosis through FADD and caspase 8 in mam-
malian cells (Fig. 1). These phenotypes raise the possibility that imd may be involved
in a TNF-α-like signaling pathway and that a TNF-α-like receptor could be upstream
of the pathway.

In conclusion, the Toll and the imd pathways present striking similarities to verte-
brate IL-1 and TNF-α pathways, respectively. However, for the time being none of
them appears to be truly homologous to one single activation pathway. It is more likely
that (like the multiple mammalian NF-κB activation pathways) they represent evolu-
tionary invertebrate variations on a theme that was present in the last common ances-
tors of protostomes and deuterostomes.

3. CELLULAR IMMUNITY

Insect blood cells or hemocytes play an important role in host defense; however,
the molecular mechanisms that underlie these aspects have hardly been investigated.
Blood cell types in the various insect orders seem at first glance to be highly hetero-
geneous, but one can distinguish, in all species investigated, at least two conserved
types (76,77). A first cell type is responsible for phagocytosis. Such cells, called
plasmatocytes in Drosophila, share morphologic and functional similarities with the
mammalian monocyte/macrophage lineage. The second cell type, morphologically
more variable among insect species, is characterized by the presence in the cyto-
plasm of abundant granules. Granule-packed blood cells were extensively analyzed
in a related arthropod species, the horseshoe crab. Among a number of defense-
related molecules, horseshoe crab granules contain high amounts of anti-microbial
peptides (reviewed in ref. 78). These “granulocytes” are thus remotely reminiscent
of mammalian neutrophils; they are, however, absent in higher Dipterans, namely, in
Drosophila.

Drosophila hemocytes are responsible for phagocytosis. This involves the disposal
of microorganisms, but also of apoptotic cells during embryogenesis and metamorpho-
sis. In addition, hemocytes play several other roles that are predominantly related to
defense reactions: humoral melanization, encapsulation, and production of opsonins,
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signaling molecules, and antimicrobial peptides. These various aspects are reviewed
below after a short description of blood cell types in this model (Fig. 2).

3.1. Blood Cells in Drosophila

In Drosophila larvae, three cell types (or hemocytes) are found in the circulation
(79,80). Most of them are plasmatocytes with a strong phagocytic capacity, and less than
5% are crystal cells. The latter contain large non-membrane-bound crystals within their
cytoplasm; they are responsible for immune-related humoral melanization. The third cell
population consists of a low percentage of small, undifferentiated prohemocytes.

An additional cell type, seldom present in healthy larvae, can differentiate under
specific immune circumstances. The lamellocyte is a large flattened cell with few con-
spicuous cytoplasmic organelles and is specifically devoted to encapsulation (79).
Encapsulation is activated when an invader is too large to be phagocytosed by plasma-
tocytes. In association with melanization, it ensures the killing of the invader, which in
the wild is frequently a parasitoid wasp egg (see below).

3.2. Hemocyte Functions

To establish the functional relevance of hemocytes during immune defense in
Drosophila, two independent studies have used specific means to suppress their activity.
Braun and coworkers (81) analyzed the survival of mutant larvae following bacteria injec-
tion. The mutants were domino larvae in which hemocytes fail to proliferate, imd larvae
that do not produce antibacterial peptides, and Black cell (Bc), larvae with no humoral
melanization (82). Larvae devoid of hemocytes, like imd or Bc, survived as efficiently as
wild-type larvae under the challenge. However, if the absence of hemocytes was com-
bined with absence of antibacterial peptides (domino imd double mutants) or absence of
melanization (domino Bc double mutants), larvae became highly susceptible to bacterial
infection. In keeping with these results, when the phagocytic function of adult hemocytes
was saturated by injection of polystyrene beads into the abdomen, the susceptibility of
imd pathway mutants to E. coli was significantly increased (32). These experiments
demonstrate that blood cells play an important role in Drosophila host defense, as they
synergize with other immune effectors to provide full efficiency to the system.
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Fig. 2. Phase photomicrographs of Drosophila hemocytes. (A) Phagocytosis of India ink
particles by plasmatocytes. (B) Two crystal cells (arrows) with conspicuous crystalline inclu-
sions. (C) Two lamellocytes (arrows) and plasmatocytes. Scale bar = 10 µm.



3.3. Phagocytosis

Phagocytosis occurs in several steps, the first of which involves the binding of mole-
cules carried by the target to specific receptors on blood cells. This triggers a signaling
pathway leading to engulfment of phagocytosed material in phagosomes. It is eventu-
ally destroyed by lysosomal enzymes, reactive oxygen species, and nitric oxide. The
main steps in phagocytosis are specific recognition, signal transduction, actin remodel-
ing, and microtubule-dependent vesicle trafficking.

The primary step involves the existence of nonself receptors, which are discussed in
Chapter 7. However, receptors for pathogens may not recognize the pathogen directly, but
molecules that have been deposited by the host onto the microorganism, a process known
as opsonization. Opsonins have occasionally been reported in insects, and recently four
genes encoding proteins that have significant similarities with the thiolester-containing
proteins of the complement C3/α2-macroglobulin superfamily were found in the
Drosophila genome (83). The Anopheles homolog was shown to serve as a complement-
like opsonin and to promote phagocytosis of Gram-negative bacteria (84). Downstream of
the recognition process, the engulfment mechanisms have so far not been investigated in
Drosophila, but insights should be gained in the near future, as genetic screening is cur-
rently under way in several laboratories to identify phagocytosis mutants.

3.4. Encapsulation

Capsule formation occurs in Drosophila larvae in two circumstances: around eggs
laid by endoparasitoid wasp species, or around melanotic tumors (85,86). Both processes
include surrounding of the invader/tumor by hemocytes (mainly lamellocytes) accompa-
nied by blackening and hardening of the developing capsule through melanization.

When a parasitoid wasp lays an egg in a young nonpermissive larva, the egg is neu-
tralized by the following sequence of events. It is initially recognized as nonself by
plasmatocytes that are responsible for immune surveillance. They rapidly attach to the
chorion of the wasp egg (87). A few hours later, lamellocytes appear in the circulation
as they massively differentiate in the hematopoietic organ (88). They wrap around the
invader as a multilayered capsule, cells eventually flatten, and all the surrounding lay-
ers undergo progressive blackening. The association of wrapping and melanization
ensures efficient killing of the parasite, possibly by the local production of cytotoxic
free radicals, quinones, or semiquinones, or by asphyxiation (89,90).

Melanotic tumors or “pseudotumors” are often encountered in mutant fly stocks. They
are not true tumors but rather noninvasive “autoimmune” reactions. It has been proposed
that they correspond to the reaction of hemocytes against effete tissue fragments or that
they result from dysregulated attack of blood cells against normal self (91).

Encapsulation has been compared with granuloma formation in vertebrates; how-
ever, the molecular mechanisms that lead from recognition of the invader/effete self to
capsule formation in Drosophila are not yet understood.

3.5. Melanization

Defense-related melanization produces black pigment as a result of the activation of
a biochemical pathway that converts tyrosine to melanin (reviewed in refs. 92 and 93).
The key enzyme in the process is a phenoloxidase (PO) that catalyzes the oxidation of
phenols to quinones, which then polymerize nonenzymatically to form melanin. Insect
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POs are normally present in the circulation as zymogens, called prophenoloxidases
(proPOs). It was shown in lepidopteran species that proPOs are activated by a serine
protease cascade that is triggered by initial recognition of nonself molecular patterns
such as β-1,3-glucans, peptidoglycan, LPS, or effete self. The identity of the compo-
nents of this cascade are so far unknown; thus, an overlap with cascades upstream of
the Toll or imd pathways cannot be excluded. Activated PO shows a tendency to associ-
ate and to form aggregates, which allows a tight control of the localization of melaniza-
tion within the organism. This is essential, as a number of intermediate compounds
formed during melanin synthesis are cytotoxic. Blood cells play a preponderant role in
melanization. Drosophila proPOs are expressed specifically in crystal cells (M. Meister
unpublished data), which, once activated, readily disrupt and deliver their content into
the hemolymph, where the enzymes can function (79).

Melanin that rapidly accumulates at wound sites in insects has been proposed to
participate to the sealing of the wound, thus preceding the more elaborate wound heal-
ing process that takes several days (94). In Drosophila, several mutations are known to
affect melanization. Among them, two provoke a total suppression of humoral
melanization: lozenge (lz) and Bc (82,95). Strong lz mutations compromise the differ-
entiation of crystal cells, whereas Bc results in death and blackening of differentiating
crystal cells. Both lz and Bc mutants share the same phenotype of an absence of black
spot formation at wound sites. They also fail to seal the wound and exhibit low sur-
vival to benign injury (T. Lebestky, personal communication) (96). This indicates
either that melanization ensures coagulation in Drosophila or that crystal cells are key
players in a process parallel to melanization that leads to coagulation. In the horseshoe
crab, the coagulation cascade has been totally elucidated and clearly triggers clotting
via effectors that are not those of melanization, although both reactions may share
components (reviewed in ref. 78). Interestingly, some components of the melanization
protease cascade are closely related to the proteases that activate Spätzle during
Drosophila development. Furthermore, coagulogen, the target of the clotting cascade
in Limulus, has a C-terminal half that belongs structurally to the cystine knot domain
family, like Spätzle (see ref. 78 and references therein). It will thus be challenging to
understand how melanization and coagulation are activated in Drosophila, to deter-
mine how closely they are related, and to identify the proteolytic cascades that are
involved in these processes.

3.6. Communication with Other Immune-Competent Tissues

Last but not least, Drosophila hemocytes were clearly shown to produce signals that
carry information to other tissues. In the case of wasp parasitization, the plasmatocytes
are the primary cells that recognize the intruder and form a layer around its chorion.
Hours later, lamellocytes are produced at a distance within the hematopoietic organ. It is
therefore likely that the activated plasmatocytes send a differentiation signal to the latter.

An interesting set of experiments performed by B. Lemaitre and collaborators (97)
suggests that under specific conditions the activation of the humoral immune response
may also rely on communications between hemocytes and fat body cells. They used a
natural infection system with the phytopathogenic bacteria Erwinia carotovora. Such
an infection specifically induces and imd pathway-dependent antimicrobial peptide
production in the fat body (43,97). However, in domino or l(3)hem mutant larvae,
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which are characterized by a severely reduced hemocyte pool, this production was not
significantly upregulated by such as an immune challenge. This finding demonstrates
that hemocytes are required to activate antibacterial gene expression in the fat body
after E. carotovora infection. The molecular identity of the signal is not known.

4. CONCLUSIONS

The field of Drosophila immunity has experienced exciting developments over the
last few years. The most unexpected result was the discovery of significant similarities
with the mammalian innate immune system. The intracellular signaling pathways that
control the induction of Drosophila antimicrobial peptides share important similarities
with those of the inflammatory response in mammals. In particular, the demonstration
that Toll is a key player in host defense has had a major impact on our understanding of
innate immunity. In spite of clear similarities, the molecular mechanisms that control
activation of the Toll receptor, and more generally the recognition of microbial infec-
tions may differ significantly between insects and mammals. An understanding of
upstream events that lead to the activation of the imd pathway is lacking at present.
Finally, our knowledge of hematopoiesis, melanization, and coagulation remains
largely descriptive in Drosophila. Finding the molecules involved in those processes
will be one of the challenges of the coming years.
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Thioester-Containing Proteins of Protostomes

Elena A. Levashina, Stéphanie Blandin, Luis F. Moita, 
Marie Lagueux, and Fotis C. Kafatos

1. INTRODUCTION

The family of thioester-containing proteins (TEPs) appeared early in evolution:
members of this family have been found in such diverse organisms as nematodes,
insects, molluscs, fish, birds, and mammals (1). They are characterized by homologous
sequence features, including a unique intrachain β-cysteinyl-γ-glutamyl thioester, and a
propensity for multiple conformationally sensitive binding interactions (2). The pres-
ence of the highly reactive thioester bond renders the molecules unstable at elevated
temperature and results in their autocatalytic fragmentation at the thioester site (3,4).
Moreover, when exposed, the thioester bond is readily hydrolyzed by water. To avoid
precocious inactivation, the thioester in the native protein is protected by a shielded
environment (5,6). Proteolytic cleavage exposes a previously hidden thioester bond,
which mediates covalent attachment through transacylation (7). The reactivity associ-
ated with the thioester is one of the defining features of this protein family. Another
important feature is the propensity for diverse conformationally sensitive interactions
with other molecules. This includes covalent attachment to activating self and nonself
surfaces (complement factors), covalent or noncovalent crosslinking to the attacking
proteases [α2-macroglobulins (α2Ms)], interactions with receptors (complement fac-
tors and α2Ms), and binding of cleavage-generated products to corresponding receptors
(anaphylatoxins of complement factors). In addition, α2Ms bind cytokines and growth
factors and regulate their clearance and activity (8,9).

Thioester-containing proteins are characterized by distinct structural forms. In this
chapter we propose to use the following nomenclature. Complement factors C3, C4,
and C5 are synthesized as single precursor molecules that are intracellularly processed
into two- (C3 and C5) or three-chain (C4) molecules upon maturation. α2Ms exist in a
monomeric form (single-chain molecule), in a dimeric form, composed of identical
subunits, and in a tetrameric form, composed of four subunits. Heat denaturation
causes fragmentation of thioester-containing proteins, resulting in autocatalytic frag-
ments, whereas proteolytic activation generates cleavage products.

The diverse biochemical activities of the TEPs suggest that they are involved in mul-
tiple biologic functions. Indeed, in addition to the well-studied role of the complement
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factors in immune responses, it has been shown recently that C3 is expressed in the
regenerating limb blastema cells of urodeles (10), suggesting that it plays a role in
regenerative processes. Moreover, studies on C5 knockdown mice have demonstrated
the importance of C5a in liver regeneration (11). Another report suggests that C3 is
involved in fertilization, as it is associated with the extracellular matrix of eggs of an
amphibian, Bufo arenarum (12).

Considerable evidence implicates α2Ms as important players in several biologic
processes, yet the actual mechanisms underlying their influence are mostly unsolved.
Decreased concentrations of human α2M occur in states associated with proteolytic
problems, for example, pancreatitis (13). On the other hand, α2Ms associate with a wide
range of cytokines and growth factors and regulate their activity and distribution. Gener-
ation of mice deficient in either or both mouse α2M and murinoglobulin-1 (MUG1), the
single-chain protease inhibitor of the α2M type, did not provide new insights into the
protein function, as the knockdown mice are phenotypically normal under standard con-
ditions (14,15). In experimental conditions, the α2M knockdown mice were more sensi-
tive to a diet-induced model of pancreatitis than wild-type mice, and this sensibility
correlated with both antiprotease and cytokine-binding activities of α2M. Other impor-
tant biologic functions of α2Ms may not have been revealed by these studies.

A thorough understanding of any biologic system requires detailed knowledge of its
origin, evolution, and diversity. It is becoming increasingly clear that both complement
factors and α2Ms derive from a common ancestor, prototypes of which can be found in
invertebrates going back to Nematodes. Several recent reviews describe primitive
complement-like system in tunicates (16,17) and sea urchins (18,19). Here we summa-
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rize current knowledge of the TEPs of protostome invertebrates, with a specific
emphasis on the potential of insect models to dissect the primitive functions of this
protein family.

2. THIOESTER-CONTAINING PROTEINS
OF PROTOSTOME INVERTEBRATES

A spectacular advance in the biochemical methods of protein purification and char-
acterization occurred in the early eighties. One of the challenges of that time was to
identify proteins responsible for diverse biochemical activities, e.g., proteases and pro-
tease inhibitors, by purification of active protein fractions. Following the original dis-
covery of α2M antiprotease activity in mammals (20,21), this type of analysis was
extended to invertebrate species (22). All the TEPs of the protostome invertebrates,
except for insects, have been purified from protein fractions selected for their α2M-like
antiprotease activity (see Fig. 1 for phylogenetic relationships between studied species).
Most of these α2Ms are dimers of two identical subunits; however, tetramers are not a
unique feature of vertebrate α2Ms, since such molecules are present in two species of
gastropod molluscs (Table 1). Interestingly, protease-inhibitory activities of proto-
stomal α2Ms vary in their requirements for a functional thioester bond: most of the
α2Ms from Arthropoda are sensitive to methylamine treatment, whereas in molluscs,
methylamine does not interfere with the protease-inhibitory activities. To date, com-
plete sequence information is available only for the Limulus α2M, and the absence of
molecular data hampers phylogenetic analysis of TEPs in invertebrates.

2.1. α2-Macroglobulins in Chelicerata

A TEP of an invertebrate was first detected in the hemolymph of the American
horseshoe crab, Limulus polyphemus, by Quigley and Armstrong (23) in 1983. Up to
now it is the best biochemically characterized α2M in protostomes. This protein is syn-
thesized by hemocytes and secreted into the hemolymph at a concentration of 50 nM
(24), whereas a minor portion is stored in the large granules of hemocytes, as demon-
strated for the sister horseshoe crab species, Tachypleus tridentatus (25). Immune or
physical stimulation causes blood cell degranulation and α2M secretion (26). Like
other TEPs, Limulus α2M is a glycosylated protein with complex oligosaccharide
chains (25). Its molecular mass is 185 kDa (27), and it circulates in the hemolymph
mostly as a dimer of two disulphide-linked identical subunits (28,29). However, the
existence of a minor tetrameric form that dissociates into dimers upon activation has
been reported (30).

Comparison of the entire mature protein sequence of Limulus α2M with human α2M
and C3 shows 31 and 23% similarities, respectively (31). Interestingly, phylogenetic
analysis clusters this protein with the clade of α2M from vertebrates, indicating that the
protein has retained the main features of this class of pan-protease inhibitors (Fig. 2).
The sequence of Limulus α2M displays a highly conserved thioester motif (25), which
is functional, as shown by the sensitivity of the native protein to autolytic fragmenta-
tion during heat denaturation: mild thermal treatment yielded fragments of 125 and 55
kDa (32). Treatment with methylamine, a small nucleophilic molecule that is used to
inactivate thioester, rendered the protein resistant to heat denaturation. The interpreta-
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tion that the thioester bond is involved in fragmentation was strengthened by the ability
of Limulus α2M to incorporate tritium-labeled glycerol (28). Surprisingly, this incorpo-
ration was 10-fold higher than for human α2M but was comparable to the glycerol
incorporation seen with human C3. These results were interpreted as indicating that the
Limulus α2M and human C3 have similar binding preferences. However, this conclu-
sion is premature and requires direct comparison of binding efficiencies to both labeled
glycerol and glycine. Preferential binding to [3H]glycerol is characteristic for human
C3, whereas human α2M is more efficient in incorporating [3H]glycine (33). This dif-
ference depends on a residue located at a site approx 100 amino acids downstream of
the thioester site (34). If this residue is a histidine, preferential binding to carboxyl
groups is observed, whereas if it is an asparagine or an aspartic acid (as in many α2Ms,
including Limulus α2M) formation of the amide bonds is favored.

The efficient binding to glycerol and the presence of methylamine-sensitive
hemolytic activity in the hemolymph of Limulus led to the suggestion that Limulus
α2M might have dual properties, combining protease inhibitory and C3-like lytic activ-
ities (28). The story became more complicated when the inhibitory effect of methy-
lamine treatment on the cytolytic activity was shown to be dependent on the
experimental procedure (35). Later reports established that α2M does not directly acti-
vate the hemolysis but modulates it through binding to another component of
hemolymph, limulin (36). Limulin, a member of the pentraxin protein family, is neces-
sary and sufficient to induce lysis of sheep red blood cells by an unknown mechanism
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Table 1
Structure, Biochemical Activities, and Biologic Functions of Thioester-Containing Proteins in
Protostomal Invertebratesa

Stoichiometry
Phylum Subphylum Class Species Name and size (kDa)

Arthropoda Chelicerata Merostoma Limulus L α2M 2 × 185 (28)

Tachypleus ND
Arachnida Ornithodoros TAM 2 × (92 + 92) (58)

Mandibulata Crustacea Homarus Lobster α2M 2 × 180 (62)
Pacifistacus P α2M 2 × 190 (63)
Astacus Astacus α2M 2 × 185 (64)

Insecta Drosophila Tep1 ND

Tep2 ND
Tep3 ND
Tep4 ND
Tep6 ND

Anopheles aTEP-I (31) 165 (31)
Mollusca Cephalopoda Octopus Octopus α2M 2 × 180 (67)

Gastropoda Biomphalaria Snail α2M 4 × 200 (69)
Helix Hp α2M 4 × 195 (70)

ND, not determined; NA, nonapplicable; +TE, the specified function of the protein requires the thioester bond; α2M,
α2-macroglobulin; TAM, tick α2M. Numbers in parentheses indicate literature references.



that depends on sialic acid binding (37,38). Native, unreacted α2M has no effect on the
hemolytic activity, but the thioester-reacted forms of Limulus α2M bind limulin and
thus indirectly prevent hemolysis (39). Although the role of such modulatory mecha-
nisms in immunity is not clear, vertebrate α2Ms reportedly bind cytokines and growth
factors and modulate their activity (9). Thus, binding of Limulus α2M to a pentraxin
may represent another ancient property of these proteins as modulators of biologically
reactive molecules.

Historically, protease inhibitory activity was detected in the horseshoe crab
hemolymph before α2M was purified and characterized (22,23). This activity was sen-
sitive to mild acidification and to methylamine treatment and inhibited a wide range of
proteolytic enzymes from mammals and bacteria, including trypsin, chymotrypsin,
plasmin, elastase, subtilisin, and thermolysin. The inhibited proteases retained the abil-
ity to cleave small molecular weight substrates. All these properties are specific to the
α2M family and, consequently, the detected activity was attributed to the presence of
an α2M in the hemolymph. This has been confirmed by purification of the protein
(27,32) and cloning of the corresponding gene (25).

Inhibition is initiated when the protease cleaves α2M at a defined domain, the bait
region. This domain contains multiple cleavage sites for a wide variety of proteases. It
is the most variable part in thioester-containing molecules, even from phylogenetically
close species, suggesting the possibility of evolutionary pressure (40). Reaction of
Limulus α2M with trypsin generates cleavage products of 100 and 85 kDa, correspond-
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Thioester Function

Catalytic Protease Protein Expression
Sequence Functionality residue inhibitor Opsonization binding patterns

+ (25) + (32) N (25) + TE (27) ND Limulin (39)
Coagulin (54) Hemocytes (26)

ND ND ND ND ND ND Hemocytes (25)
+ (58) + (58) ND + (58) ND ND ND
+ (62) + (62) ND + TE (62) ND ND ND
+ (65) + (63) ND + TE (63) ND ND Hemocytes (66)
ND + (64) ND + TE (64) ND ND ND
+ (72) ND H (72) ND ND ND Fat body,

hemocytes (72)
+ ND D ND ND ND ND
+ ND E ND ND ND ND
+ ND Y ND ND ND ND
– NA NA ND ND ND ND
+ (31) + (31) H (31) ND +TE (31) ND Hemocytes (31)
+ (67) + (67) ND + (67) ND ND ND
ND + (68) ND + (68) ND ND ND
+ (70) + (70) ND + (70) ND ND ND



ing to cleavage in the bait region, as well as three additional products with molecular
masses greater than the native polypeptide (41). Inactive proteases are not bound by
Limulus α2M, indicating that it has to be proteolytically activated before it can bind
and exert its inhibitory activity (42). The proteolytic activation of α2M leads to its dra-
matic conformational change, causing the entrapment of the attacking protease (21).
Entrapment may or may not involve covalent binding through the amide bond formed
between the activated thioester and amino groups of lysyl residues in the protease (40).
α2M of Limulus entraps proteases mainly using the noncovalent mechanism. Interest-
ingly, the “trapping” process is sensitive to methylamine; unlike the earlier cleavage of
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Fig. 2. Phylogenetic tree of thioester-containing proteins (TEPs). The tree is constructed using
the neighbor-joining method based on alignment of the sequences using CLUSTAL_X. Numerals
on the branches are bootstrap percentages to support the given partitioning. Clades of comple-
ment factors (Complement), α2,-macroglobulins (α2M), and insect/nematode TEPs (TEPs) are
boxed.



α2M in the bait region, the functional thioester crosslinks two α2M subunits rather than
the attacking protease. An isopeptide bond is formed between Lys254 of one α2M sub-
unit and the Glu residue of the thioester site in the second subunit (43). It is believed
that intersubunit crosslinking stabilizes the altered conformational structure of the
reacted α2M (44). Only 1% of the attacking protease binds covalently to the Limulus
α2M (28,41). It is important to note that both trypsin and methylamine treatment result
in extensive compaction of the molecule, as evidenced by electron microscopy (28,29).
Such compaction results in a change of electrophoretic mobility of α2Ms, a transition
referred to as the slow to fast transformation (45).

Proteolytic activation and protease entrapment exposes a receptor binding domain of
α2M (46). This leads to receptor-mediated endocytosis of the α2M-protease complexes
from the circulation and their degradation in secondary lysosomes (40). Clearance of
Limulus α2M from the hemolymph was evidenced by injecting the fluorescein-labeled
proteins into the heart lumen and measuring fluorescence in the plasma and in the
hemocytes (42). Trypsin and α2M-trypsin complexes were rapidly cleared from the
hemolymph, in contrast to unreacted α2M and the oxygen carrier hemocyanin, which
remained in the circulation (42). Blood cells bound the fluorescein isothiocyanate-
labeled trypsin-reacted α2M, demonstrating their involvement in α2M clearance.

A wealth of biochemical data suggests that α2M may play an important role in pro-
teolytic homeostasis of Limulus. Interestingly, this pan-protease inhibitor does not
inhibit the key serine proteases, which activate the coagulation cascade of the
hemolymph in both Limulus (47) and the closely related species, Tachypleus tridenta-
tus (25). The coagulation cascade in the Japanese horseshoe crab has been well charac-
terized at the molecular level (48). Constituents of microbial cell walls, such as
lipopolysaccharides and β-1,3-glucans, activate a cascade involving four serine pro-
teases that are normally kept in check by endogenous serpins (49–51). The proteolytic
reaction culminates in the cleavage of soluble coagulogen into insoluble coagulin and
the formation of a fibrillar extracellular clot (52,53). Surprisingly, Limulus α2M was
found associated with the coagulin clot in a Ca2+-dependent fashion (54). The biologic
role of these specific associations is not clear, but accumulation of the inhibitor may
suppress degradation of the clot by microbial proteases (54). In addition, the coagula-
tion cascade triggers the activation of another immune reaction—the prophenol oxi-
dase cascade (55). Two clip-domain serine proteases of the coagulation cascade and an
antimicrobial peptide, tachyplesin, convert hemocyanin to phenol oxidase, thus localiz-
ing the phenol oxidase activity to the site of infection (56,57). Therefore the coagula-
tion system in the horseshoe crab appears to be quite a sophisticated system. Invading
microorganisms are locally trapped into a gelatinous clot, where their escape is pre-
vented through inhibition of microbial proteases by high concentrations of α2M;
antimicrobial peptides (big defensin, tachyplesins, anti-LPS factor) then break micro-
bial walls; and, finally, the champ de bataille is isolated from the healthy surroundings
by a melanotic barrier.

Horseshoe crabs represent a convenient model for the biochemical analysis of
these proteins, because large volumes of plasma and other biologic materials are
readily available for analysis. However, a deeper understanding of biologic function
requires the analysis of specific mutant phenotypes, which is not readily applicable to
these live fossils.
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2.2. α2-Macroglobulins in Arachnida

A recent report identified α2M as one of the major hemolymph glycoproteins in the
soft tick, Ornithodoros moubata (58). Although the complete protein sequence is
unknown, partial sequencing confirmed that this protein is a new member of the family
of TEPs; hence it was named TAM for tick α2-macroglobulin. The structure of TAM is
of particular interest, as it represents the first two-chain invertebrate α2M in which two
chains are held together by disulphide bridges. Such posttranslational processing of a
precursor protein is a specific feature of the complement proteins C3, C4, and C5 (59).
However, a C3-like two-chain structure also exists in vertebrate α2Ms from the plaice
Pleuronectes platessa (60) and the carp Cyprinus caprio (61). The native 400-kDa
TAM is a dimer of two two-chain subunits. In contrast to Limulus α2M, the TAM sub-
units are associated by bonds that are sensitive to sodium dodecyl sulfate polyacry-
lamide gel electrophoresis even in nonreducing conditions (58), indicating that they are
not disulphide or other covalent bridges. Purified TAM inhibits trypsin and ther-
molysin, and this activity is sensitive to methylamine treatment. The TAM-reacted
trypsin is protected by steric interference against high molecular weight protease
inhibitors, such as soybean trypsin inhibitor (SPI); it is still able to cleave low molecu-
lar weight substrates in the presence of the inhibitor. Further studies are needed to con-
firm the presence and functionality of the thioester bond in TAM and to clarify the
mechanism of protease entrapment.

2.3. α2-Macroglobulins in Crustacea

Although α2M activity has been reported in several crustacean species (44), the pro-
teins have been purified only from the hemolymph of the American lobster Homarus
americanus (62) and the crayfishes Pacifastacus leniusculus (63) and Astacus astacus
(64). The full-length protein sequences are not available for these proteins, the N-ter-
minal amino acid sequences are strikingly similar (64). In contrast, the similarity to the
N-terminal sequence of the Limulus α2M is less pronounced. All three proteins are
dimers of two identical disulphide-linked subunits. Purified protein extracts inhibit
trypsin proteolytic activity toward high molecular weight substrates but do not affect
proteolysis of small molecular weight substrates. This inhibitory activity is sensitive to
methylamine treatment. Consistently, the presence and functionality of the thioester
bond was established by partial sequencing of the thioester-containing region in Paci-
fastacus (65) and Homarus (62). Heat denaturation results in autolytic fragmentation
of α2Ms in all three species. It is unknown whether these proteins bind covalently to
proteases or form intersubunit disulphide bridges like Limulus α2M. The defense and
recognition reactions of arthropods are to a great extent carried out by the blood cells
(hemocytes). In Pacifastacus, α2M is almost exclusively present in the hemocytes (66)
and is continuously secreted into the plasma reaching the concentration of about 0.2
mg/ml (65). Although a possible function of α2M in regulating crayfish prophenol oxi-
dase and/or clotting systems has been proposed (65), the role of these proteins in Crus-
tacea remains to be established.

2.4. α2-Macroglobulins in Mollusca

The first α2M protein identified in molluscs was purified from the hemolymph of a
cephalopod, Octopus vulgaris (67). The native glycoprotein forms a 360-kDa disul-
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phide-bonded homodimer and inhibits three catalytic classes of proteases, serine-, met-
allo-, and cysteine proteases (67). Like other α2Ms, the inhibitor does not interact with
the active site of the proteases, but sterically shields it so that only protease inhibitors
of molecular weight lower than 7 kDa are able to react with the encaged trypsin. Inter-
estingly, proteolytic activation of octopus α2M does not alter the apparent Stockes
radius and, consequently, it is based on a type of conformational change different from
that in α2M from Limulus, or on an entirely different mechanism. In addition, the pro-
tease entrapment does not require covalent binding (67). The functionality of the con-
served thioester site was not addressed in this study, and thus the possibility that
octopus α2M does not have a reactive thioester bond remains open.

All the invertebrate thioester-containing molecules discussed above form predomi-
nantly homodimers, and only a minor fraction of Limulus α2M was shown to exist as a
tetramer prior to proteolytic activation (30). The first tetrameric α2M in invertebrates
was purified from the hemolymph of the tropical planorbid snail, Biomphalaria
glabrata (68,69). The snail α2M is similar to human α2M in that the denatured mole-
cule is composed of two subunits that form a disulphide-bonded dimer, whereas the
native molecule consists of four subunits, each with a molecular mass of around 200
kDa (69). Proteolytic activation of the snail inhibitor produces two cleavage products
of 100–105 kDa, indicating that the bait region is located near the middle of the sub-
unit. The snail α2M is a glycosylated protein that displays wide-range protease-inhibit-
ing activity. It exhibits the characteristic methylamine-sensitive autocatalytic
fragmentation of TEPs. As in the octopus, methylamine treatment does not induce dra-
matic conformational change and results in only a slight decrease in the protease
inhibitory activity (69). After complexing with trypsin, the native molecule undergoes
a slow to fast transition, indicating that the snail α2M uses a trapping mechanism simi-
lar to that of octopus α2M, in which protease is encaged by conformational changes
caused by cleavage of the bait region. The protease entrapment is independent of
thioester activation and does not require covalent binding to the protease nor covalent
crosslinking of the subunits.

Recently an α2M has been purified from the hemolymph of another gastropod mol-
lusc, Helix pomatia (70). The structure and inhibitory activities of the molecule are
closely related to the above-discussed snail α2M in that the native form consists of four
subunits and shows protease inhibitory activity that is independent of the functional
thioester bond. Thus the tetrameric forms of α2M evolved quite early in evolution, and
deeper characterization of these molecules could provide insight into the selective pres-
sures that shaped their evolution.

3. THIOESTER-CONTAINING PROTEINS IN DIPTERAN INSECTS

Insects are able to mount a rapid and efficient response when confronting various
microorganisms. This response is reminiscent of innate immune defenses of verte-
brates and, because insects lack an adaptive immune response, it represents a valu-
able model to study the “ante-antibody” immunity (71). Characterization of immune
responses in the fruitfly Drosophila melanogaster spearheads the research in the
field owing to the exceptional experimental possibilities offered by this insect,
including a myriad of molecular and genetic tools and the availability of the com-
plete genome sequence.
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Until recently, the major human malaria vector, the mosquito Anopheles gambiae,
had few advantages, but in recent years this species has become an attractive insect
model to study innate immunity. The recent completion of the A. gambiae genome
sequencing project provides the first model of a parasitic disease in which full genome
sequence information is available for all three constituents: Plasmodium falciparum
(the causative agent of human malaria), Homo sapiens (the host), and A. gambiae (the
vector). The interest of this model is highlighted by the fact that the protozoan parasite
has to evade two related but distinct immune systems, those of the vertebrate host and
those of the mosquito. Unraveling the mechanisms that underlie mosquito-parasite
interactions, which is itself of substantial interest, may provide a simplified model for
understanding some aspects of host-parasite interactions.

All the TEPs discussed above were purified as active protein fractions that exhibited
protease inhibitory activity. In insects, the TEPs were identified by molecular cloning
in silico (D. melanogaster), or by homology cloning (A. gambiae) that was guided by
the evolutionary conservation of the thioester region.

3.1. Thioester-Containing Proteins in Drosophila melanogaster

A BLAST search of the Berkeley Drosophila Genome Sequencing Project Database
with the amino acid sequence of the α-chain of human complement factor C3 produced
six hits. All of them showed significant sequence similarities and were named Teps for
thioester-containing proteins. Four genes of six contain a conserved thioester motif,
whereas Tep5 and Tep6 display a modified sequence (72,73; M.L., unpublished data).
One gene, Tep5, is present only in genomic sequences and is not discussed here. Full-
length sequences are now available for Tep1, Tep2, Tep3, and Tep4 (72) and were used
in phylogenetic analysis (see below). Three specific protein features are characteristic
of four Drosophila Teps: (1) a highly conserved region of 30 amino acid residues har-
boring a canonical thioester motif GCGEQ; (2) a distinctive cysteine signature encom-
passing 126 residues in the C-terminal part of the molecule; and (3) a highly variable
central region of about 60 residues in length. Interestingly, in Tep2 this variable region
is encoded by five distinct exons, which produce distinct transcripts as a result of alter-
native splicing (72). Should Tep2 code for a protease inhibitor, alternative splicing of
the bait region may extend the number of inhibited proteases. It may also represent a
novel mechanism for recognition of noxious structural patterns in the absence of the
large repertoire of receptors of the adaptive immune response in vertebrates.

Interestingly, so far alternative splicing had not been reported in TEPs. Such a mech-
anism is often employed by insects to produce closely related proteins with distinct
properties without dramatically enlarging the size of the genome. The best character-
ized example is a serine protease inhibitor (serpin) from a tobacco hornworm, Mand-
uca sexta, in which alternative splicing generates 12 serpin isoforms, each of which has
a distinct protease inhibitory activity (74). The distribution of the Tep2 splice isoforms
is unknown, but it will be of great interest to learn the temporal and tissue-specific pat-
terns of particular isoforms. All Teps are located on the left arm of the second chromo-
some. Interestingly, Tep2 and -3 form a discrete cluster in which genes are oriented
head to head and are separated by 1.5 kb of putative regulatory sequences (M. L.,
unpublished data). This clustering may result from a recent duplication-inversion
event. Surprisingly, according to phylogenetic analysis of sequences, all inducible Tep
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proteins 1, 2, and 4 (see below) cluster together, whereas the constitutively expressed
Tep3 is somewhat divergent in sequence (Fig. 2).

TEPs are often acute-phase reactants (40,75). In Drosophila, the expression of Tep1,
-2, and, -4 is strongly upregulated by bacterial challenge in larvae. During the adult
stage, immune challenge markedly induces Tep2 and -4, whereas the expression of
Tep1 is minor. To date, the expression pattern of Tep1 in larvae is best characterized.
This gene is mainly transcribed in the fat body after immune challenge, but it is also
expressed in hemocytes in naive and challenged larvae. No expression of Tep1 is
detected in the Drosophila l(2)mbn and S2 Schneider cell lines.

The induction of immune responses in Drosophila is controlled by two distinct sig-
naling pathways: the Toll pathway is primarily responsible for expression of the anti-
fungal peptide gene Drosomycin, and the Imd pathway controls expression of most
antibacterial peptide genes (76,77). Somewhat surprisingly, the inducible expression of
Tep1 is not controlled by either of these pathways (72). An indirect effect of the Toll
pathway on dTep1 expression is observed in Toll gain-of-function mutants and might
be associated with the characteristic aggregation of blood cells into masses that tend to
become melanized, a process referred to as melanotic tumor formation, in these
mutants (78). It has been suggested that Toll-induced melanotic tumor formation is
mediated by the JAK kinase Hopscotch (79). Remarkably, Hopscotch gain-of-function
mutants constitutively express high levels of Tep1. Moreover, in Hopscotch loss-of-
function mutants, the inducible expression of the gene dramatically levels off, suggest-
ing a direct regulation of Tep1 expression by the JAK pathway. Consistently,
constitutive expression of the gene in Toll gain-of-function mutants is abolished in the
Hopscotch loss-of-function background. It will be of interest to determine whether
Toll-induced melanotic tumor formation is also abolished in the Toll gain-of-
function/Hopscotch loss-of-function double mutants. If so, Tep1 may be involved in
the aggregation of blood cells and the localized induction of melanization. Analysis of
loss-of-function Tep mutants will provide crucial information on the role of this protein
family in fly immunity and perhaps uncover new functions.

3.2. Thioester-Containing Proteins in Anopheles gambiae

A gene encoding a TEP, aTEP-I, has been cloned and characterized in detail in A.
gambiae (31). Recent evidence suggests the presence of at least three more members of
the family: aTEP-II (E.A.L., L.F.M., and S.B., unpublished data), aTEP-III (80), and
aTEP-IV (IMCR-14) (81). Expression of all these molecules is transcriptionally upreg-
ulated by bacterial challenge and by the Plasmodium berghei infectious blood meal
(81; E.A.L., unpublished data).

aTEP-I is a typical representative of TEPs in the mosquito A. gambiae. The amino
acid sequence deduced from a cDNA clone codes for a protein of 150 kDa. It contains
a signal peptide-like hydrophobic N-terminal segment characteristic of secreted pro-
teins. The sequence contains the canonical thioester motif, which is followed 100
amino acids downstream by a catalytic histidine residue. The most C-terminal part dis-
plays a cysteine signature, which is characteristic of the Drosophila Teps (see above).
The protein is glycosylated and secreted into the hemolymph by mosquito hemocytes.
In the hemolymph, the glycosylated aTEP-I is present as a full-length form of approx
165 kDa and as a smaller fragment of 80 kDa (31), indicating a constant low level of
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proteolytic cleavage of the protein. Interestingly, the same type of cleavage can be
induced by both wounding and bacterial challenge. It is unknown whether cleavage
occurs during activation or subsequent inactivation of the molecule.

Biochemical analysis and protein purification in the mosquito are hampered by the
small size of the animal and the nanoliter quantities of its hemolymph. To overcome
these limitations, functional studies on aTEP-I were performed using a mosquito cell
line established by H.-M. Mueller (82,83). Mosquito cells in vitro secrete aTEP-I into
the conditioned medium, where it can be readily detected by affinity-purified rabbit
polyclonal antibodies that recognize the full-length and the C-terminal fragment of the
molecule (31). All evidence obtained so far suggests that aTEP-I is secreted as a single-
chain molecule, but only purification of the native protein will provide an ultimate
proof.

The functionality of the thioester bond in aTEP-I is supported by experiments on
denaturation-dependent autocatalytic fragmentation. Heat treatment of the conditioned
medium leads to the appearance of a new C-terminal fragment of 50 kDa, resulting
from fragmentation of the molecule at the thioester site. Methylamine treatment com-
pletely prevents this autocatalytic fragmentation (31).

Cultured mosquito cells show phagocytic activity against latex beads and bacteria
(84). Interestingly, this activity can be enhanced by pretreating Gram-negative
Escherichia coli with the conditioned cell medium, before exposing the bacteria to the
cells (31). Double-stranded RNA knockdown of aTEP-I and methylamine treatment of
the conditioned medium both decrease the efficiency of bacteria uptake by 50%. These
experiments revealed for the first time that a thioester protein of a protostome has an
ancient complement-like function of opsonising Gram-negative bacteria for phagocyto-
sis (31). In the same experiments, the efficiency of phagocytosis of Gram-positive bac-
teria was shown to be very low and independent of opsonization by aTEP-I.
Interestingly, aTEP-I opsonizes both Gram-positive and Gram-negative bacteria, bind-
ing to them in a thioester-dependent manner (31). Therefore, the low uptake of Gram-
positive bacteria by the mosquito cells is not caused by inefficient opsonization by
aTEP-I.

A similar phenomenon has been described for the opsonization and phagocytosis of
group A streptococci by polymorphonuclear leukocytes (PMNs) (85). Streptococcal
strains bearing M-surface antigens were totally resistant to phagocytosis by PMNs,
whereas the M– strains were susceptible in a C3-dependent fashion. Both bacterial
strains were opsonized by C3b activated by the alternative pathway. It was proposed
that in the M+ strains, the rigid α-helical M-protein blocks or physically hinders the
receptor binding site of attached C3b, making it inaccessible for interaction with the
leukocyte receptors (85). It will be interesting to compare the phagocytic activity of the
mosquito cells in culture with that of native hemocytes. This will allow us to discrimi-
nate between two broader explanations: (1) cultured cells may lack a component of the
Gram-positive bacteria phagocytic receptor complex; or (2) the structure of the Gram-
positive bacteria cell wall does not allow the opsonin to interact with the phagocytic
receptors. In either case, the mosquito cell culture system provides a convenient model
to address these questions.

Three additional genes encoding TEPs have been identified in A. gambiae thus far.
In the phylogenetic tree, aTEP-I, aTEP-III, and aTEP-IV form a conspicuous cluster,
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suggesting that this cluster may result from a recent duplication event (Fig. 2). Future
studies on the structure and function of all four aTEPs will provide valuable informa-
tion pertinent to the broader question of functional evolution of this protein family. It is
already clear that the TEPs represent a multimember family in both the fruitfly and the
mosquito, probably reflecting the evolutionary importance of this family in the biology
of insects. It is unknown as yet whether each aTEP has distinct functions, or whether
these primitive molecules share common functions, possibly performing both protease
inhibition and opsonization.

Of special interest is the role of aTEPs in the interactions between Plasmodium and
the mosquito. The malaria parasite performs only part of its life cycle in the mam-
malian host, where it reaches and invades hepatocytes, then enters the circulation, and
multiplies in the red blood cells. The remaining development of the parasite, including
its sexual cycle, obligatorily occurs in the mosquito. During its complex passage
through both the vertebrate host and the invertebrate vector, it now appears that the par-
asite repeatedly faces attacks from complement-like systems that represent more than
400 million years of evolutionary diversification. Interestingly, mosquito stages of par-
asite development in vitro are less resistant to complement than vertebrate blood-stage
parasites (86,87), indicating that some stage-specific factors may protect Plasmodium
from the complement system in vivo. Dissection of the interactions between aTEPs and
the parasite may provide new insights into the mechanisms of complement-parasite
interactions.

5. CONCLUSIONS AND PERSPECTIVES

The mid-1980s evidenced an explosion of studies on the TEPs, especially on α2Ms.
In particular, several invertebrate species were analyzed for α2M-like protease
inhibitory activities, followed by purification and biochemical characterization of the
relevant molecules. Animal size and the volume of hemolymph were important in
selection of species for biochemical analysis. Big invertebrate species like the horse-
shoe crabs, crayfishes, octopuses, lobsters, and others discussed above were instrumen-
tal in demonstrating the presence of α2M in protostomes and in revealing the amazing
diversity of α2M structural forms. Only dimeric α2Ms were initially identified in inver-
tebrates, leading to the belief that tetrameric forms are restricted to higher vertebrates.
Recently tetrameric α2Ms were characterized in two species of gastropod molluscs,
and it is likely that insect TEPs are monomeric. Thus, monomeric, dimeric, and
tetrameric TEPs might be widespread among animals. The protease inhibitory activity
of tetrameric molecules appears to be less sensitive to methylamine than that of
dimeric or putative monomeric molecules, in both invertebrate and vertebrate α2Ms.
The mechanism of protease entrapment in invertebrates has been characterized only for
Limulus and represents a rather peculiar example, whereby the thioester forms a cova-
lent bond with the opposite subunit of α2M and not with the attacking protease.

Interestingly, not all thioester-containing molecules in invertebrates actually contain
the thioester motif, e.g., Drosophila Tep6 lacks it. In vertebrates, complement factor
C5 and ovostatin also lack this important protein signature, which would suggest that
the thioester motif has been lost repeatedly during animal evolution. The overall pic-
ture suggests that the TEPs in the animal phyla undergo dramatic selective pressures
that result in a set of polypeptides specific for each species. The nature of these selec-
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tive pressures is unknown and can only be imagined when the functions of the proteins
are more fully characterized.

Table 1 summarizes our present knowledge of the structure, biochemical activities,
and biologic functions of TEP in protostomal invertebrates. Obviously, this field of
research is only at an early stage of development, and “not determined” dominates the
table. The recent discovery of TEPs proteins in Drosophila will certainly play a key
role in understanding the function(s) of this protein family. The immune-inducible
expression of Tep1, 2, and, -4 suggests that Drosophila Teps may play a role in immune
responses in the fruitfly. Mutant analysis may confirm this but may also reveal unex-
pected new functions. The mosquito represents a complementary model for functional
analysis of this protein family. Cultured mosquito cells have provided a first quantita-
tive phagocytic test and can potentially serve to dissect the molecules involved in regu-
lation of phagocytosis. Another advantage of cell culture is the unlimited quantity of
material available for biochemical studies; it will prove invaluable for purification of
aTEPs and subsequent structure-functional analysis of the proteins. Most importantly,
the mosquito represents an elegant model for studying the role of TEPs during the
response to parasitic infections. The malaria parasite faces the complement system and
α2Ms in the vertebrate host, as well as aTEPs in the mosquito, and is still able to com-
plete its life cycle. Understanding the mechanisms of parasite evasion from the mos-
quito TEPs may extend our knowledge of parasite resistance to the mammalian
complement system and to α2M, with potential implications for the treatment of
human disease.

Current data suggest that the TEPs in protostomes are mostly represented by α2Ms
(Table 1). However, this idea should be treated with caution, as most of the invertebrate
proteins were purified as extracts that displayed α2M-like protease inhibitory activity.
Insect TEPs are the first example of a genomics-based approach for unbiased study of
these proteins. Future systematic investigations on the invertebrate TEPs are very likely
to break up the accepted view of a rigid separation of this family into complement fac-
tors and α2M. This will open new perspectives for understanding the fascinating
diverse and (probably) multifunctional TEP family.
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Selected topics reviewed in this section provide a natural link between related mole-
cules, pathways, and functions in invertebrate host defenses (Section II) and the induc-
tion of acquired immunity (Section IV). The topics chosen, Toll-like receptors (TLR),
lipopolysaccharide binding protein (LBP) and CD14, macrophage mannose receptor
(MMR), complement control proteins (CCP), and lung collectins, illustrate the variety
of molecular and cellular mechanisms and consequences of host recognition of an
increasingly diverse range of ligands. Whilst the original concept of pattern recognition
retains considerable merit for heuristic purposes, it is clear that these molecules interact
selectively not only with a range of exogenous molecules displayed by pathogens or
harmless ‘foreign’ organisms, but also with endogenous modified self-components,
consistent with a broader role in tissue homeostasis, as part of host defenses.

An overview of this section provides several interesting features, briefly noted here
and explained in detail in each individual chapter. We find examples of protein interac-
tions with proteins, lipids, saccharides, and even nucleic acids, on cell surfaces and in
solution. Structural features are described in detail, perhaps best illustrated in the case
of short consensus repeats (SCR) of complement control proteins, which are able to
accommodate substantial sequence variability and therefore interact with a multiplic-
ity of ligands. Multidomain receptors are also able to bind diverse ligand structures,
and thus perform multiple functions, resulting in an expanded repertoire. 

Lipopolysaccharide has been a powerful stimulus to both cells and research in this
area, but the range of microbial structures that serve as ligands has expanded consider-
ably to include constituents of bacteria, fungi, viruses, and parasites, microorganisms
which exploit (or evade) cellular receptors for their own purposes, even while subject
to host defenses and immune recognition. The emphasis is on complexity (whole



organisms rather than individual components), and interactions within the living host
(which may express or lack a key molecule, as a result of genetic manipulation). Viral
homologs such as vaccinia-derived proteins are useful in the study of complement con-
trol and may even provide inhibitors to regulate complement activation. However, a
range of modified and stress-induced host proteins are also now shown to be ligands, in
addition to apoptotic cells and denatured molecules destined for clearance.

The range of cells which utilize innate recognition receptors is also expanding—
apart from macrophages, dendritic and natural killer cells, epithelia, such as type II
alveolar cells are also able to participate in innate defenses. Each cell type may express
its own profile of receptors, depending on its local microenvironment, such as the lung.
Recognition can be opsonic, e.g., via surfactant proteins or LBP, or it can be direct, and
induce adhesion, uptake, and destruction of target organisms, as well as lead to cell
migration, secretion, and adaptive immunity. The deciphering of the signal is a com-
plex process involving interactions of multiple proteins at the plasma membrane, and
in both cytosol and nucleus. For example, CD14 may be surrounded by associated sur-
face proteins, relaying signals through TLRs and their partners.

Some of the genetic and in vivo functional studies have yielded surprises, others
revealed a complexity beyond the findings of simpler in vitro models. Thus surfactant
protein A is critical for host defense against infection in vivo, whereas surfactant pro-
tein D also plays a role in surfactant homeostasis and protection against oxidant injury
in the lung. CD14 knockout animals show variable susceptibility to infection, perhaps
reflecting the importance of genetic background, including polymorphisms, and the
complexity of infectious processes within the host.

Overall, the outcome of recognition can be host protective or give rise to toxicity,
shock, or allergy. As our knowledge grows, it should bring improved understanding of
health, disease, and possibilities for intervention.

Siamon Gordon
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10
Toll-Like Receptors

Tsuneyasu Kaisho and Shizuo Akira

1. INTRODUCTION

Mammalian host defense is categorized into innate and adaptive immunity. Adaptive
immunity is mediated by B- and T-lymphocytes, which carry antigen-specific receptors
that can bind antigen with high affinity owing to somatic gene recombination. In infec-
tion, adaptive immunity is advantageous because of high-affinity recognition and mem-
ory responses but is disadvantageous because the response is gradual. Innate immunity
is mediated by macrophages and dendritic cells (DCs), generically known as antigen-
presenting cells (APCs). Innate immunity is a rapid response, thereby playing major
roles, especially in the early phase of infection. For decades, it was considered that the
way macrophages recognize pathogens is nonspecific, based on the fact that they do
not carry rearranged receptors. However, accumulating evidence suggests that innate
immunity can discriminate pathogens as nonself from self through a group of trans-
membrane proteins called the Toll-like receptor (TLR) family (1,2). In this chapter, we
describe the current knowledge of this receptor family.

2. DISCOVERY OF MAMMALIAN TOLL-LIKE RECEPTORS

Insects do not possess any lymphocytes and therefore do not have adaptive immu-
nity. Nevertheless, insects can cope with invasion of microorganisms efficiently by pro-
ducing antimicrobial peptides. Synthesis of the peptides is triggered by differential
activation of distinct Toll family receptors. For example, Toll signaling can lead to pro-
duction of an antifungal peptide, drosomycin (3). Another Toll family member, 18W,
can transduce the signal for synthesis of antibacterial peptides such as attacin (4). Toll
family members show common molecular structures, characterized by their extracellu-
lar regions with leucine-rich repeat (LRR) and intracytoplasmic regions, called
Toll/interleukin-1 receptor (IL-1R) homology (TIR) domains. The intracytoplasmic
regions were so designated based on their similarity to those of mammalian IL-1R fam-
ily members. The IL-1R family was initially thought to be a mammalian counterpart of
the Drosophila Toll family because their intracytoplasmic regions are similar. How-
ever, Janeway’s group identified the first mammalian Toll homolog whose extracellular
and intracytoplasmic portions are structurally similar to Toll (5). At present 10 mem-
bers (TLR1–10) have been shown to belong to the mammalian TLR family (6–10).



3. PATHOGEN SENSING BY TLRS

TLRs mainly function as sensors for pathogens. So far a number of TLR ligands
have been identified (Table 1), and most of them can be classified as pathogen-associ-
ated molecular patterns (PAMPs) (11). Some ligands are non-PAMPs, but, as described
below, not only PAMPs but also non-PAMPs should play critical roles through TLRs in
host immune and inflammatory responses.

3.1. TLR4 as the Signal Transducer for LPS

Lipopolysaccharide (LPS) is the most well-known PAMP. LPS is a major compo-
nent of the outer membrane of Gram-negative bacteria and contains a hydrophilic poly-
saccharide and a hydrophobic lipid A, which is a biologically active component. LPS
can stimulate APCs to produce proinflammatory cytokines and can upregulate surface
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Table 1 
TLR Family Members and Their Ligands

TLR Origin of ligand Ligand

TLR2 Gram-positive bacteria Lipoproteins
Peptidoglycan (TLR2/6 or TLR2/X)a

Lipoteichoic acids
Lipopeptides (TLR2/X)

Mycoplasma Lipoproteins
Mycobacteria Lipopeptides (including MALP-2,
Spirochetes TLR2/6)
Mycobacteria Lipoarabinomannan
Porphyromonas LPS
Spirochetes (Leptospira)
Yeast Zymosan (TLR2/6)
Trypanosoma cruzi GPI anchors
Neisseria meningitidis Soluble factor (TLR1/2)

TRL3b Virus Double-stranded RNA
TLR4 Gram-negative bacteria LPS

Gram-positive bacteria Lipoteichoic acids
Plant Taxol
RS virus Fusion protein
Host HSP60

Fibronectin EDA domain, fibrinogen
TLR5 Bacteria with flagella Flagellin
TRL7c Chemical compound Imidazoquinolines
TLR9 Bacteria Unmethylated CpG DNA
TLR1, -8, -10 Unknown

Abbreviations: EDA, extra domain A; GPI, glycosylphosphatidyl inositol; HSP60, heat shock protein
60; LPS, lipopolysaccharide; MALP-2, macrophage-activating lipoprotein-2; TLR, Toll-like receptor.

a TLR2 recognizes some PAMPs by heterodimerizing with TLR1, TLR6, or unknown TLR (TLRX).
b,c Recently, TRL3 and TRL7 have been shown to recognize double-stranded RNA (61) and antiviral

chemical compounds, imidazoquinolines (62), respectively.



expression of costimulatory molecules such as CD40. Excess amounts of LPS can also
cause endotoxin shock with high mortality.

LPS binds to LPS binding protein (LBP) in the serum and is then transferred to tar-
get cells. Most target cells carry another LPS binding molecule, CD14, on the cell sur-
face. CD14 is critical in retaining LPS, but CD14 alone cannot transduce signals
because it is a glycosylphosphatidyl inositol (GPI)-anchoring molecule. Genetic stud-
ies revealed that TLR4 is responsible for LPS signaling. A mutant mouse strain,
C3H/HeJ, is known for its hyporesponsiveness to LPS (12). The intracytoplasmic
region of C3H/HeJ-derived TLR4 has a point mutation, which is a replacement of well-
conserved proline with histidine (Fig. 1) (13,14). In fact, this mutation could abrogate
the function of TLR2 and TLR4 (15,16). Another mutant strain, C57BL/10ScCr, also
possesses chromosomal deletion in the TLR4 gene locus (13,14). Furthermore, gene
targeting of TLR4 also results in unresponsiveness to LPS (16). These findings demon-
strate that TLR4 is a critical signal tranducer for LPS (Table 1).

3.2. TLR2 Senses a Variety of Lipoproteins

Similar to Gram-negative bacteria, Gram-positive bacteria can provoke not only
immune responses but also shock status. However, Gram-positive bacteria do not pos-
sess LPS in the cell wall. Instead, they carry a thick layer of peptideglycan (PGN),
which is an alternating β(1,4)-linked N-acetylmuramyl and N-acetylglucosaminyl gly-
can crosslinked with tetrapeptides and can induce macrophages to produce inflamma-
tory cytokines. Analysis with TLR2-deficient mice revealed that PGN acts as a PAMP
through TLR2 (17). Furthermore, another microorganism, Mycoplasma, although it
lacks cell walls, carries lipoproteins and lipopeptides in the cytoplasmic membrane,
and these components can stimulate macrophages to provoke inflammatory responses.
One of the macrophage-activating lipopeptides from Mycoplasma fermentans, MALP-
2, was found to utilize TLR2 as the receptor (18). Furthermore, TLR2 can recognize a
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Fig. 1. Sequence alignment of the regions surrounding the BB loop of the TIR domain. The
BB loop is located between the second β-strand and the second α-helix and creates a protrusion
on the surface of the structure (60). In C3H/HeJ mice, the 712th amino acid, proline, of TLR4 is
replaced with histidine (boxed and indicated by asterisk). Residues conserved in at least seven
TLRs are indicated by arrowheads. The amino acid sequence of mouse TLR10 is not available.



variety of lipopeptides or lipoproteins, mycobacterial lipoarabinomannan, yeast
extracts, and GPI-anchoring proteins from Treponema pallidum (Table 1) (2).

Initial studies suggest that TLR2 is involved in LPS signaling, because overexpression
of TLR2 can confer LPS responsiveness on the cell lines. However, TLR2-, but not
TLR4-, deficient mice retained the responses to LPS. The discrepancy can be ascribed to
the high sensitivity of TLR2-overexpressing cell lines and TLR2 agonistic activity of con-
taminants in commercial LPS preparations (19). However, LPS from Porphyromonas gin-
givalis (20) or Leptospira (21) was shown to act through TLR2. P. gingivalis is a
Gram-negative anaerobic bacterium that is considered to play major roles in the patho-
genesis of periodontal diseases. This LPS is structurally different from enterobacterial
LPS in that it contains branched fatty acids with 15–17 carbon chains and lacks a phos-
phoryl group at position 4′ of the nonreducing glucosamine (22). The difference can
account for the inability of polymyxin B to inhibit the effects of P. gingivalis LPS. Mean-
while, Leptospira belongs to the Spirochaetales order and is different from Gram-positive
and -negative bacteria. Leptospira LPS can be regarded as an atypical LPS in its several
biochemical characteristics (21). Thus, although LPS from these microorganisms can act
through TLR2, they are structurally different from the typical LPS from E. coli or Salmo-
nella. Therefore it is generally accepted that TLR4, rather than TLR2, is responsible for
inflammatory responses provoked by LPS from most of the Gram-negative bacteria.

3.3. TLR5 Recognizes Flagellin

Most bacilli, including Salmonella, harbor common protein structures termed fla-
gella, which project from the bacterial cell surface and are involved in motility. Fla-
gellin, a monomeric subunit of flagella, can show a proinflammatory activity such as
induction of IL-8 or inducible nitric oxide (NO) synthase in intestinal epithelial cells
(23,24). Several lines of evidence suggest that TLR5 can sense flagellin (25). First,
TLR5 expression conferred responding ability to flagellin on flagellin-unresponsive
cell lines. In addition, Salmonella typhimurium lacking the flagellin gene cannot acti-
vate TLR5-expressing cell lines. Furthermore, flagellin expression rendered nonflagel-
lated E. coli capable of activating TLR5. Analysis of TLR5-deficient mice should also
be performed to confirm the conclusions.

Salmonella translocates flagellin across intestinal epithelia, possibly through a type
III secretion apparatus, and can elicit inflammatory responses with flagellin (26). Fla-
gellin can act through the basolateral, but not apical, surface, probably because of the
basolateral expression of TLR5 (27). Thus, interestingly, the host prevents a nonpatho-
genic microorganism in the lumen from causing inflammation through polarized
expression of TLR5, whereas pathogens manage to provoke inflammatory cascades
through flagellin translocation.

3.4. TLR9 Recognizes Bacterial DNA

A Mycobacterium bovis strain, bacillus Calmette-Guèrin (BCG), has been well
known as one of the effective adjuvants for inducing cell-mediated immunity. In the
mid-1980s, Tokunaga et al. (28) found that BCG-derived DNA contributed to
immunostimulatory activity of BCG. They have also shown that the DNA inhibited the
growth of tumors, enhanced natural killer cell activity, and induced interferons (IFNs)
from lymphocytes (28). By utilizing synthetic oligonucleotides, the unmethylated cyti-
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dine-phosphate-guanosine (CpG) motif was found to be responsible for the activity.
Furthermore, the motif could activate B-cells (29). This motif is rare and is mostly
methylated in vertebrate DNAs, which lack the immunostimulatory activity. Therefore,
DNA containing this unmethylated CpG motif can also be regarded as a PAMP. All
effects of CpG DNA were abolished in TLR9-deficient mice, indicating that TLR9 is a
critical signal transducer for CpG DNA (9).

Another group identified DNA-dependent protein kinase (DNA-PK) as the receptor
for CpG DNA (30). DNA-PK is a member of the phosphatidylinositol-3-kinase (PI3K)-
like family and is involved in repair of DNA double-stranded breaks (31). DNA-PK defi-
ciency results in impairment of adaptive immunity (31). Thus the idea is intriguing that a
single enzyme is critical for both innate and adaptive immunity. However, the relation-
ship between the TLR9 signaling pathway and DNA-PK activation remains unclear.

3.5. TLR4 Recognizes not Only PAMPs but Also a Variety of Products
Including Host Proteins

TLR4 recognizes a variety of ligands other than lipids. For example, TLR4 can rec-
ognize a diterpene, taxol, which is a plant-derived product (32). Moreover, TLR4 can
sense a protein from respiratory syncytial virus (RSV) (33). TLR4-deficient mice can-
not eradicate RSV efficiently, suggesting that TLR4 is also critical in viral infection.
Interestingly, vaccinia virus carries two protein products with similar amino acid struc-
tures to TIR domains, through which IL-1 and TLR4 signaling can be inhibited (34). It
can be assumed that the virus incorporates those proteins into the genome for its sur-
vival, strengthening the importance of TLR4 in viral infection.

Furthermore, it is also noteworthy that TLR4 can recognize host-derived products.
During inflammation or tissue injury, extracellular matrix components such as
fibronectin or collagen are degraded by proteases. These degraded products then trig-
ger the inflammatory cascades. One of these products, a fragment of fibronectin, can
stimulate TLR4 (35). Furthermore, during inflammation, plasma fibrinogen is
extravasated owing to endothelial cell retraction, and local deposition of fibrin or fib-
rinogen increases. Fibrinogen can stimulate chemokine production from macrophages
in a TLR4-dependent manner (36). Thus, TLR4 senses several proteins generated dur-
ing the inflammatory process.

TLR4 is also involved in sensing another host-derived molecule, heat shock protein
60 (HSP60) (37,38). A set of endogeneous molecules including HSP60 and calretic-
ulin, which have potent immunostimulatory activity, are released upon necrotic, but not
apoptotic, cell death (39). This finding fits well with danger theory, which says that the
immune system does not distinguish self from nonself but can detect danger signals
released by damaged cells (40). Therefore, interaction of TLRs and HSPs can be the
molecular basis of the danger theory. CD91, which does not belong to TLR family, has
been identified as a receptor for HSPs (41). It is likely that HSPs endocytosed by CD91
activate TLRs to induce immune activation. However, further studies are necessary to
clarify how HSPs activate cells through CD91 and TLRs.

4. RECOGNITION MECHANISM THROUGH TLRS

Ligands for TLR2 or TLR4 are quite heterogeneous in terms of their origins and
molecular structures. How can such a variety of molecules be recognized by limited
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numbers of TLRs? Cytokines bind to their receptors with high affinity. Indeed, some
cytokine receptors have been molecularly cloned or characterized through this high-
affinity interaction. In contrast, none of the ligands have been identified on the basis of
their binding activity to their TLRs. Therefore, we can surmise that TLRs recognize
their ligands with low affinity. However, some molecules exist that can assist TLR
recognition. For example, CD14, which is localized near TLR4 on the cell surface,
retains and presents LPS to TLR4, thereby facilitating their interaction. In addition,
TLR-associated molecules can also contribute to the interaction. A secreted molecule,
MD-2, can confer LPS responsiveness on TLR4 by associating with TLR4 (42). MD-2
can also directly bind to LPS independently of CD14 and LBP (42,43). Furthermore,
Triantafilou et al. (44) have shown that functional LPS receptor complexes contain
HSPs and a chemokine receptor. These molecules coordinately function to facilitate the
recognizing ability of TLR4.

Heterodimerization can also contribute to the diversification of the molecular reper-
toire recognized by TLRs (45). Although expression of TLR4 alone can confer LPS
responsiveness, expression of TLR2 is not sufficient for restoring responsiveness to
zymosan, Gram-positive bacteria, or PGN. However, coexpression of TLR2 with TLR6
can confer the ability to respond to these stimuli. Furthermore, the responses were
inhibited by dominant negative forms of either TLR2 (TLR2 DN) or TLR6 (TLR6
DN). Both TLR2 and TLR6 are recruited to macrophage phagosomes and physically
interact with each other, demonstrating that TLR2 and TLR6 cooperatively interact to
achieve their microbial recognition (45). Notably, responses to bacterial lipopeptides
(BLPs) can be inhibited by TLR2 DN, but not by TLR6 DN, suggesting that TLR2 can
heterodimerize with other TLRs for BLP recognition. In vivo analysis using TLR2- or
TLR6-deficient mice also supported this idea (46). That is, responses to both BLP and
MALP-2 were abolished in TLR2-deficient macrophages, whereas only the response to
MALP-2 was abolished in TLR6-deficient macrophages. BLP is triacylated at the N-
terminal cysteine residue, whereas MALP-2 is diacylated at the corresponding residue.
Therefore, TLR2 discriminates this subtle molecular difference by heterodimerizing
with distinct TLRs: TLR2/TLRX for BLP and TLR2/TLR6 for MALP-2. TLR1 is a
possible candidate for TLRX, because TLR1 is genealogically close to TLR6 and can
functionally heterodimerize with TLR2 for recognizing soluble factors from Neisseria
meningitidis (47).

5. TLR SIGNALING PATHWAY

5.1. Phylogenetic Conservation of the Pathway

After recognizing the ligands, TLRs activate signal transduction pathways leading to
expression of cytokines. Because both TLR and IL-1R families possess TIR domains in
their intracytoplasmic regions, they can activate similar signaling cascades (Fig. 2). All
TLR and IL-1R family members associate with a cytoplasmic adapter molecule,
MyD88, and sequentially activate a serine-threonine kinase, IL-1R-associated kinase
(IRAK). Then I-κB kinase (IKK) complexes are activated through a scaffold protein,
tumor necrosis factor receptor-associated factor 6 (TRAF6). I-κB phosphorylation
induced by the IKK complex induces I-κB degradation, and nuclear factor κB (NF-κB)
is liberated to enter the nucleus. In addition to NF-κB, other transcription factors such
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as mitogen-activated protein kinases (MAPKs) are also activated. Drosophila Toll can
also stimulate similar signaling components (Fig. 2) (48). Thus, the Toll and TLR fam-
ilies utilize phylogenetically conserved signaling pathways.

5.2. Critical Roles of MyD88 in TLR Signaling

MyD88-deficient cells lack activation of NF-κB and MAPKs in response to IL-1 or
IL-18 (49). Furthermore, all biologic responses to these cytokines were completely
abolished in MyD88-deficient mice, suggesting that MyD88 is an essential adapter for
IL-1R family signaling pathways.

In addition, NF-κB activation was abrogated in MyD88-deficient cells stimulated
with TLR2 ligand, indicating that MyD88 plays critical roles in TLR2 signaling (18).
However, LPS can induce activation of NF-κB and MAPKs, albeit with delayed kinet-
ics, in MyD88-deficient cells (50), indicating that a MyD88-independent pathway
exists in TLR4 signaling. In response to LPS, MyD88-deficient mice lack any
responses including cytokine or NO production from macrophages and B-cell blasto-
genesis, and they manifest no sign of endotoxin shock (50). Therefore, the biologic sig-
nificance of the MyD88-independent pathway was initially, unclear.

This question was clarified through analysis with DCs. MyD88-deficient DCs, both
in vitro and in vivo, showed some characteristics of maturation, i.e., enhanced expres-

Toll-Like Receptors 183

Fig. 2. Phylogenetic conservation of Drosophila Toll and mammalian interleukin-1 recep-
tor/Toll-like receptor (IL-1R/TLR) signaling pathways. Both pathways stimulate similar sets of
signaling components. Molecules with similar structures are indicated by thick solid lines.
MyD88 carries both the TIR domain and the death domain (DD), whereas Tube carries only
DD. Therefore, similarity between Tube and MyD88 is lower than other components. IRAK,
IL-IR-associated kinase; TRAF, tumor necrosis factor receptor-activated protein.



sion of their costimulatory molecules including CD40 and CD86 in response to LPS
(51,52). Costimulatory molecules are involved in DC-T-cell interaction, and therefore
these biologic responses are quite important in linking innate and adaptive immunity
(2). Meanwhile, cytokine production in response to LPS was completely abolished in
MyD88-deficient DCs, consistent with the results from macrophages (50). The results
clearly demonstrate that cytokine production induced by TLR and IL-1R families is
totally dependent on MyD88 and that TLR4 can induce DC maturation in a MyD88-
independent manner.

5.3. Molecular Basis for the MyD88-Independent Pathway

At present, the molecular mechanism underlying the MyD88-independent pathway
is not clear. C3H/HeJ-derived bone marrow DCs showed impairment of both cytokine
and costimulatory molecule induction in response to LPS (51). This indicates that the
conserved proline residue in TLR4 is critical for both MyD88-dependent and -indepen-
dent pathways and that both pathways originate from the intracytoplasmic region of
TLR4. IRAK appears to be an integral component of the MyD88-dependent pathway,
as IRAK activation is abolished in MyD88-deficient DCs. Furthermore, in response to
LPS, TRAF6-deficient embryonic fibroblasts exhibited impaired, but still detectable
levels of NF-κB activation with delayed kinetics (53). Taken together, these results
suggest that the MyD88-independent pathway bifurcates at the intracytoplasmic region
of TLR4 but converges again at or just downstream of TRAF6 (Fig. 3).

Subtractive hybridization analysis revealed that several IFN-inducible genes, includ-
ing a CXC chemokine, IFN-inducible protein-10 (IP-10) and an IFN-regulated gene-1
(IRG-1), were induced in MyD88-deficient macrophages in response to LPS (53). IP-
10 gene induction requires IFN regulatory factor-3 (IRF-3) (54), and nuclear transloca-
tion of IRF-3 in response to LPS is observed in MyD88-deficient cells (53). Therefore,
it is likely that IRF-3 activation contributes to the MyD88-independent pathway. Fur-
thermore, in response to LPS, MyD88-deficient liver macrophages, i.e., Kuppfer cells,
can secrete the active form of IL-18 in a caspase 1-dependent manner (55). At present,
it is unclear how IRF-3 or caspase 1 is activated downstream of TLR4.

Another adapter protein, called TIR domain-containing adapter protein (TIRAP) or
MyD88-adapter-like protein (MAL), was shown to be associated with TLR4 and to be
involved in the MyD88-independent pathway (56,57). TIRAP/MAL can also associate
with and activate double-stranded RNA (dsRNA)-activated protein kinase PKR (56),
which was now found to be another molecular component in the MyD88-independent
pathway.

5.4. DIVERSITY OF THE TLR FAMILY SIGNALING

It is quite interesting how TLR signaling is different among the family members. For
example, TLR9 signaling induces similar effects to TLR4 signaling, i.e., cytokine
induction and costimulatory molecule upregulation. However, in contrast to TLR4, all
the effects induced by TLR9 signaling are dependent on MyD88 (Fig. 3) (51). The
results indicate that TLR4 and TLR9 can activate distinct signaling mechanisms, lead-
ing to similar biologic effects. The fact that TIRAP/MAL can associate with TLR4, but
not with TLR9, can account for the inability for TLR9 signaling to activate the
MyD88-independent pathway (56). However, it remains an intriguing puzzle why cos-
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timulatory molecule expression is differentially regulated between TLR4 and TLR9
signaling.

As described above, TLR2 signaling requires heterodimerization with either TLR1
or TLR6. In contrast, homodimerization of TLR4 is sufficient for transducing the sig-
nal. This is another piece of evidence indicating that TIR domains among TLR family
members are not equivalent. TLR2 signaling can induce activation of the Rho GTPases
Rac1 and PI3K and recruitment of them to the intracytoplasmic domain of TLR2 (58).
Then protein kinase Akt is activated and sequentially stimulates the transactivating
ability of nuclear p65. This signaling requires phosphorylation of two tyrosine residues
of TLR2. However, one of two residues, located in a YXXM motif that potentially con-
tributes to TLR2 association with PI3K, is present in TLR1, TLR2, and TLR6 but
absent in TLR3, TLR4, and TLR5. This might further indicate that TLR2 signaling is
distinct from other TLR signaling.

Concerning diversity of TLR signaling, TLR3 should also be mentioned. TLR3 is
the only TLR family member that possesses an alanine residue instead of a conserved
proline residue in the intracytoplasmic region (Fig. 1). This amino acid replacement is
observed in both human and mouse TLR3. In addition to identifying the TLR3 ligand,
it should also be important to clarify the signaling mechanism through TLR3.
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Fig. 3. TLR4 and TLR9 signaling pathways. TLR4 can activate two pathways emanating
from the intracytoplasmic region of TLR4. One is the MyD88-dependent pathway, which is
essential for cytokine production. The other is mediated through another adapter protein,
Toll/interleukin-1 receptor domain-containing adaptor protein/macrophage activating protein
(TIRAP/MAL), and can lead to upregulation of costimulatory molecules in the absence of
MyD88. TLR9 signaling cannot activate the TIRAP/MAL-mediated pathway, but it can still
lead to both cytokine production and upregulation of costimulatory molecules in an MyD88-
dependent manner. LPS, lipopolysaccharide. For other abbreviations, see fig. 1 legend.



6. CONCLUSIONS

TLR family signaling can induce a variety of adjuvant effects on various cells or tis-
sues including macrophages, DCs, and epithelial cells. However, ligands for all TLRs
have not yet been clarified. TLR ligands identified so far mainly activate DCs to pro-
duce inflammatory cytokines such as IL-12, thereby conferring the ability to support
Th1 cell differentiation on DCs. DCs can be functionally divided into two subsets that
are involved in instructing T-cells to differentiate into Th1 or Th2 cells. Considering
the diversity of the TLR signaling pathways, it is an interesting possibility that some
pathogen-derived products can induce DCs to support TH2 cell differentiation through
certain TLRs.

Most of the TLRs are ubiquitously expressed, but certain cell populations show dif-
ferential expression of TLR family members. For example, TLR2 and TLR4 are
expressed on monocyte-derived DCs, whereas TLR9 is expressed on plasmacytoid
DCs (59). Furthermore, it is possible that TLR expression is upregulated in certain
inflammatory or autoimmune diseases such as Crohn’s disease. Thus, it would be
important to investigate the expression of TLRs not only among various cell popula-
tions but also in some pathologic conditions. Knowledge of ligands, signaling path-
ways, and expression patterns of TLRs should help to clarify the pathogenesis not only
of infectious diseases but also of various kinds of inflammation and should facilitate
the development of effective vaccination protocols.
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The Macrophage Mannose Receptor

and Innate Immunity

Thiruvamoor P. Ramkumar, Djilali Hammache, 
and Philip D. Stahl

1. INTRODUCTION

Multilectin receptors, as the name implies, have multiple lectin domains present
within a single peptide backbone. There are four known members in this class of mole-
cules, the best studied of which is the macrophage mannose receptor (MR). This chap-
ter discusses the structure and function of the multilectin receptors as represented by
the macrophage MR and its proposed role in the innate immune response (for recent
review articles on the mannose receptor, see refs. 1–3).

Pathogenic organisms including bacteria, yeast, viruses, and parasitic protozoa dis-
play an array of carbohydrate structures on their surfaces. These carbohydrate struc-
tures are ideal molecular patterns that can be used to recognize the pathogens (4). The
class of molecules that recognize these carbohydrates structures is called lectins, which
include collectins, multilectins and selectins among them. All lectins have a struc-
turally homologous domain called the carbohydrate recognition domain (CRD). The
interaction between a unique CRD and its corresponding oligosaccharide ligand is gen-
erally weak and requires the recognition of multiple oligosaccharides or multiple sites
on an oligosaccharide to provide high-affinity interaction (5). Formation of lectin mul-
timers is also a frequently observed strategy to overcome the weak affinity. Lectins are
also capable of recognizing sugars with various spatial arrangements, i.e., sugars cou-
pled via different glycosidic linkages, as is common in branched oligosaccharides. Cer-
tain types of receptors, like the MR, appear to recognize only terminal sugars, and its
binding seems to be unaffected by the pentultimate and other underlying sugar residues
(6). Microbial oligo-and polysaccharide structures are often different from those of
mammalian origin, possibly reflecting the differences in their synthetic pathways and
biological requirements. Among the potential targets that are recognized by CRDs are
mannans, glucans, lipophosphoglycans, and glycoinositol-phospholipids with man-
nose, glucose, fucose or N-acetylglucosamine as terminal hexoses (Table 1).

In higher organisms, protection from invading pathogens is handled by two distinct
yet closely coordinated defense mechanisms—the innate and the adaptive immune
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responses. The better studied of the two, the adaptive immune response, is mediated by
clonally selected lymphocytes that can mount a specific response against virtually any
pathogen that the host might encounter via an endless repertoire of antibodies with ran-
dom specificities. However, the adaptive immune response suffers from an inherent
time lag resulting from the selection and propagation of specific lymphocyte popula-
tions, before an effective systemic response can be mounted. Hence the requirement for
a quiescent but rapidly triggered response that will act as the first line of host defense, a
function that is served by the innate immune response.

In contrast to the adaptive response, the evolutionarily older innate immune
response is activated by the recognition of pathogenic ligands by germline-encoded
receptors. Almost all multicellular organisms have a remarkably conserved innate
immune system and at times rely on it exclusively. Charles Janeway in 1992 (7)
hypothesized that innate immunity is based on sensors and receptors that have been
selected through evolution to recognize highly conserved and widely distributed fea-
tures of common pathogens. The requirement of distinguishing self from nonself mole-
cules places an additional level of specificity on these receptors. The invariant features
on microbial pathogens are commonly referred to as pathogen-associated molecular
patterns (PAMPs), and the molecules that recognize them are termed pattern recogni-
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Table 1
Pathogenic and Host-Derived Jigands for Mannose Receptor

Ligand Reference

Bacterial
Mycobacterium tuberculosis (lipoarabinomannan) 71
Klebsiella pneumoniae (capsular polysaccharide) 72
Pseudomonas aeruginosa 73
Escherichia coli 74
Listeria monocytogenes Alvarez-Domingez and Stahl,

unpublished observations
Fungal

Candida albicans (mannan) 75
Saccharomyces cerevisiae (zymosan) 23
Pneumocystis carinii (gpA) 76

Viral
HIV (gp 120) 77
Influenzavirus 78

Protozoan
Leishmania donovani 79
Trypanosoma cruzi 80

Host derived
Type I procollagen propeptide 81
Lysosomal hydrolases 18
Neutrophil myeloperoxidase 82
Tissue plasminogen activator 83
Thyrotropin and lutropin 84
Sialoadhesin and CD45 glycoform 28
Thyroglobulin 46



tion receptors (PRR). These PRRs have a broad ligand specificity that can recognize
pathogens but may fail to discriminate between them. They are expressed by a particu-
lar subset of cells, such as macrophages, dendritic cells, and natural killer cells. They are
probably also found in the epithelium and endothelium of the skin, lung, and gastroin-
testinal tract, since these are the sites that are immediately exposed to the environment.
Upon binding to a ligand expressed on the surface of an invading microorganism, the
PRRs can mediate their phagocytic uptake and/or generate intracellular signals leading
to host cell activation. These signals may also play a role in activating the appropriate
adaptive immune response, which details the nature of the antigens and the appropriate
type of response to be induced (e.g., Th1-versus Th2-regulated effector mechanisms).

2. MR AS A MACROPHAGE MARKER

Macrophages play an important role in innate and acquired immunity, as well as in
the maintenance of tissue homeostasis. These cells are found throughout the body, with
varying characteristics depending on the local environment in which they differentiate.
Because of the heterogeneous nature of tissue macrophages, phenotypic markers have
been used extensively to characterize macrophage subpopulations and to study their
differentiation and development. The heterogenous phenotype of the macrophage
undoubtedly reflects distinct functional roles tailored to their tissue specificity. The
expression pattern of MR is a characteristic marker of macrophages, with inflammatory
macrophages showing high levels and activated macrophages showing low levels of
expression (8). In addition, numerous macrophage-like cells are known to express MR,
although its regulation in these cell types has not been examined. Among the cell types
identified as MR-expressing are retinal pigment epithelium (9), osteoclasts (10),
mesangial cells of the kidney (11), microglia (12), astrocytes (13), hepatic endothelial
cells (14) and dendritic cells (15).

3. MR ACTIVITY IN VIVO: CLEARANCE AND ANTIGEN DELIVERY

Studies on the recognition and clearance of lysosomal hydrolases in vivo led to the
discovery of a novel oligosaccharide-specific receptor expressed in mononuclear
phagocytes, specifically Kupffer cells and hepatic endothelial cells. This clearance of
lysosomal enzymes was observed to be sensitive to organophosphate exposure and
competition by glycoproteins with terminal N-acetylglucosamine (16). It was also
noted that in vivo clearance of RNase B was dependent on terminal mannose residues
(17). Further experiments showed that clearance of GlcNAc-terminal glycoproteins
could be effectively competed for by mannan, mannose, fucose, and glucose, indicat-
ing a single receptor with multiple terminal sugar specificities. This receptor, subse-
quently called mannose receptor, was initially characterized in alveolar macrophages
with neoglycoproteins as ligands (18). Later, a variety of macrophage preparations,
including bone marrow-derived macrophages, monocyte-derived macrophages, peri-
toneal macrophages, and microglia were shown to exhibit MR activity. Studies have
localized MR to the spleen and almost all tissues harboring macrophages (19).

Analysis of spent media taken from macrophage cultures led to the identification of
a soluble form of MR, which is fully active with respect to mannose binding. The solu-
ble mannose receptor is produced by a proteolytic clip and is present in normal sera
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(20). To examine possible functions of soluble MR, Gordon and colleagues used a
chimeric fusion protein that consisted of the cysteine-rich (CR) domain fused to the Fc
fragment of lgG. This construct was then used to probe tissues for possible ligands.
The experiments that followed identified certain forms of sialoadhesin as a possible
ligand and several populations of macrophages in spleen and lymph node as possible
targets. The results suggest that the soluble receptor could transport antigen to a spe-
cific subset of cells as part of the immune response against specific targets (21).

4. MR STRUCTURE AND FUNCTION

Sequences from proteolytic cleavage products of isolated mannose receptor from
human placenta were used to screen placental and macrophage cDNA libraries to
obtain the complete coding sequence (22,23). The primary structure of the MR gene
indicates that the receptor is encoded by 30 exons (24). Only one potential polymor-
phism has been identified in the human sequences, and this polymorphism does not
alter the sequence of the encoded protein molecule. Fluorescence in situ hybridization
experiments have confirmed that MR is encoded by a single gene and is located in the
short arm of chromosome 10 (10p 13) (25), a region that is syntenic to the proximal
end of the mouse chromosome 2, where the mouse homolog is located (26). The pri-
mary sequence of the mature form of MR has 1438 amino acids and indicates that the
receptor is a type 1 transmembrane protein. Sequence and homology analysis allows us
to divide the protein into five distinct domains: the N-terminus CR domain, a
fibronectin type II-like repeat, the multiple carbohydrate recognition domains, the
transmembrane region, and the C-terminus cytoplasmic tail.

The CR domain is made up of 140 amino acids in the N terminus, 6 of which are
cysteines; it seems to have a distinct specificity for sulphated carbohydrates. This
domain has been observed to play a role in the recognition of pituitary hormones like
luteinizing hormone and thyroid-stimulating hormone (27) and is also involved in
binding sialoadhesin (28). The MR population that is expressed in the hepatic endothe-
lial cells and the Kupffer cells is thought to use this affinity to influence the circulatory
half-life of the hormones. Biochemical studies on the specificity of the CR region for
sulphated sugars have found that N-glycans and chondroitin terminating with 4-SO4-
GalNAc, as well as sulphated blood group chains terminating with 3-SO4-Gal, are rec-
ognized ligands. The crystal structure of this domain has recently been obtained, and
the sulphate groups of the ligands are shown to form extensive hydrogen bonds with
the peptide backbone and the side-chain atoms of MR (29). The amino acid, Trp117
seems to play an important role in the stacking of the sugar ring required for optimal
binding.

The fibronectin type ll repeat domain is adjacent to the CR domain, and no signifi-
cant function has as yet been assigned to this region of MR. These repeats are also
found in a few other proteins like gelatinases and the cation-independent mannose 6-
phosphate receptor.

C-terminal to the fibronectin domain is a tandem repeat of eight lectin sites, more
commonly called carbohydrate recognition domains (CRD). MR and the other mem-
bers of the family are among the only known proteins to have more than one lectin
domain on the same peptide backbone (with the possible exception of the CI mannose
phosphate receptor). The lectins found in the mannose receptor are C-type lectins, with
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an absolute requirement for calcium to facilitate sugar recognition (30). The CRDs,
which form a hydrophobic pocket, are about 120 amino acids each in length and are
marked by two conserved cysteine residues. The crystal structure of CRD-4 has
recently been solved; it is similar to the C-type CRD from mannose binding protein
(31). Two sets of-helixes and β-sheets seem to characterize these structures.

MR has a transmembrane domain followed by a relatively short 45, amino acid C-
terminal cytoplasmic tail, which has no homology to the tails of any other known
receptor. A tyrosine residue similar to that present in low-density lipoprotein (LDL)
receptor and known to be critical for the localization and internalization of some endo-
cytic receptors in clathrin-coated pits, is also seen in MR (32). Deletion of the cytoplas-
mic tail seems to abolish the ability of the receptor to internalize ligands and to
phagocytose yeast particles (33). Although there are a few potential phosphorylation
sites, none has yet been shown to be a target site for a cellular kinase.

5. CELL BIOLOGY

Scatchard analysis of binding of labeled mannose bovine serum albumin (man-
BSA) at 4°C in rat alveolar macrophages revealed the presence of about 105 binding
sites per cell with a Kd of about 10 nM with man-BSA as ligand (34). Uptake was sat-
urable, with increasing ligand concentrations, and uptake vs. time was linear at high
concentrations of the ligand. Ligand bound at 4°C was sensitive to both EDTA and
trypsin, but at 37°C complete receptor/ligand internalization was found to occur within
5 minutes. Internalized MRs rapidly recycle back to the plasma membrane, and this
mechanism is not affected by cycloheximide, an inhibitor of protein synthesis. The
reversibility of the receptor binding to its ligand is pH-dependent, and dissociation
requires a pH of less than 6 (35). Timed endocytosis studies have shown that the recep-
tor with the ligand enters the endosomal fraction in minutes and that individual MRs
appear to recycle many times during their lifetime (t1/2 > 30 hours). In macrophages,
internalized ligands reach the lysosomes within 20 minutes (36). MR has been local-
ized to clathrin-coated vesicles, and internalization via this mechanism appears to rely
on the internalization motif in the cytoplasmic tail of the receptor. Recent work also
indicates that other motifs in the cytoplasmic tail of the MR may play a role in receptor
recycling during endocytosis (32).

MR also mediates phagocytosis by what appears to be a zipper mechanism. Particles
internalized via the MR make their way to the lysosomal compartment, although the
rate appears to be much slower than with particles internalized via the lgG Fc receptor
(Funato and Stahl, unpublished observations). Ezekowitz and colleagues showed that
COS cells expressing full-length MR efficiently internalized particles and that the cyto-
plasmic tail of the MR was required for internalization (33). Since phagocytosis and
receptor-mediated endocytosis are essentially different processes requiring different
cellular proteins and exhibiting sensitivity to different inhibitors, the question of how
MR can carry out both processes poses intriguing possibilities (Fig. 1). Moreover, as
discussed below, MR expression and function are both highly responsive to cytokine
treatment, suggesting that, apart from other functions, phagocytosis by MR is depen-
dent on the expression and/or activation of certain proteins.

Other than the ubiquitous exon splicing and polyadenylation, no unique posttran-
scriptional processing is known to occur on the MR transcript. It should be noted that
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there is evidence for alternative splicing of an MR-related molecule, Endo180, in fetal
liver (37). MR, being an integral membrane protein, is synthesized in the rough endo-
plasmic reticulum (ER) and is shuttled via the Golgi body to the plasma membrane.
Pulse chase experiments with newly synthesized MR provide evidence for N- and O-
linked oligosaccharide chain additions during maturation. An initial signal peptide
cleavage step is also observed before ER docking. Sodium dodecyl sulfate polyacry-
lamide gel electrophoresis analysis of newly synthesized MR indicates that MR is ini-
tially synthesized as a 154-Kda. protein and is subsequently modified to a glycoprotein
with an apparent mass of 165–180 Kda. The initially synthesized form of MR is inac-
tive and unable to bind to ligands. An activation event, which may involve the forma-
tion of disulphide bonds, is required for MR to gain competency for ligand binding.
Kinetic studies indicate that the half-life for acquiring normal physiologic activity fol-
lowing synthesis in the ER is about 40 minutes (38).

6. BINDING PROPERTIES

MR was initially characterized by its ability to endocytose lysosomal enzymes and
glycoproteins in a sugar-specific manner (18,39). The terminal sugar moieties deter-
mine the affinity of MR for a glycosyl group. MR was also found to have a high affin-
ity for L-fucose and then mannose, GlcNAc, glucose, and D-xylose, in that order (40).
It was also determined that galactose, L-arabinose, and D-fucose were unable to inhibit
MR binding. Along with the terminal sugar itself, the glycosidic linkages seem to influ-
ence binding too. α1-6 mannan has a higher affinity for mannose receptor than α1-2 or
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Fig. 1. Mannose receptor (MR) is both an endocytic and a phagocytic receptor. Treatment of
macrophages with interleukin-4 (IL-4) elevates MR expression and enhances mannose glyco-
conjugate uptake. Concomitant with elevated MR expression, the endocytic apparatus of
macrophages is selectively expanded, reflecting elevated membrane traffic. Treatment of
macrophages with interferon-γ (IFN-γ) results in a reduction in MR expression. Receptor-medi-
ated endocytosis via the MR is correspondingly reduced. However, the efficiency of endocytosis
via the MR (the phagocytic index) is enhanced. IFN-γ treatment, unlike IL-4 results in elevated
particle sorting to the lysosomal compartment (48).



α1-3 mannan (41). Experiments comparing branched and linear oligosaccharides show
a marked preference for branched glycosyl groups, while two terminal mannoses pro-
vided high-affinity binding (42). A methyl modification of mannose increases affinity
by five-fold, which suggests hydrophobic interactions as part of the mechanism of
recognition. Experiments performed with partial MR constructs, containing various
sections of the eight tandem CRDs, show that not all CRDs are similar in their affinities
to sugars. An MR construct with the N-terminal CR and FN domains deleted was still
able to endocytose (43). A soluble construct containing only CRD4–8 retained man-
nose binding activity at levels similar to those of the endogenous receptor, whereas
CRD1–3 were incapable of binding to a mannose-Sepharose column.

Further delineation of the CRDs showed that CRD4 alone was able to bind man-
nose-BSA in a calcium-dependent manner but with significantly reduced affinity. Addi-
tional experiments indicated that the central binding activity is mediated by CRD4 and
CRD5, whereas CRD6–8 provide stability to the complex and enhance affinity.
CRD1–3 seem to provide no detectable binding activity to the receptor (44). The bind-
ing of sugar to CRD4 has been shown to be completely dependent on calcium (45). It
has been suggested that CRD4, mannose, and calcium form a ternary structure that sta-
bilizes the interaction, similar to that observed with mannose binding protein A. More-
over, site-directed mutagenesis of the residue involved in binding calcium seems to
obliterate sugar binding. Apart from the nature of ligand binding, an important question
is the identity of natural ligands for the MR. Linehan et al. (46) have used a CRD4-7Fc
chimera construct to identify MR ligands in various tissues. They found that many
secretory cells were enriched in MR ligand, e.g., thyroglobulin, and that interstitial
macrophages were always found in close proximity to such secretory cells, suggesting
that MR may function in secretory product uptake.

7. REGULATION OF EXPRESSION

Cytokines have been shown to regulate the expression of MR in cultured
macrophages. The interleukins IL-4 and IL-13 are strong stimulators of MR expres-
sion. Mouse peritoneal macrophages treated with IL-4 show a 10-fold increase in MR
expression and a 15-fold increase in endocytosis, whereas IL-13 is slightly less effec-
tive (8,47). Another Th2-derived cytokine, IL-10, seems to reduce the MR-mediated
endocytosis in monocyte-derived macrophages. Strangely, the same molecule increases
MR-mediated endocytosis and increases MR expression in dendritic cells (48). The
Th1 cytokine interferon-γ (IFN-γ) downregulates MR expression and endocytosis in
both human and mouse macrophages (49). Surprisingly, in spite of this downregulation
in expression, IFN-γ seems to increase the phagocytic capacity of treated monocyte-
derived macrophages (50). During macrophage differentiation, addition of IgG2
increased MR expression in the early stages of the cultures but had no effect on MR
expression when the cultures had terminally differentiated. This effect was found to be
both isotype and subclass-specific (51), hinting that this observation could be physio-
logically relevant as a mechanism by which lgG-secreting B-lymphocytes may control
MR expression in macrophage populations. The active form of vitamin D has also been
shown to promote differentiation of macrophages and to upregulate MR expression in
the process (52). Prostaglandin E is (PGE) another cellular factor that may drive
macrophage differentiation; it has been found to up-regulate MR expression dramati-
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cally in mouse but not human cells (Pontow and Stahl, unpublished observations) (53).
PGE induced MR expression 2–3 days earlier than untreated controls, which could be
physiologically relevant in the mouse bone marrow. The steroid dexamethasone has
been shown to increase MR expression at the transcription level (49).

Lipopolysaccharides (LPS) are one of the most potent inhibitors of MR activity, and
in conjunction with phorbol myristate acetate (PMA) can reduce the available surface
receptors by 70% (54). Not surprisingly, MR-mediated endocytosis is also downregu-
lated by exposure to infectious agents like Leishmania donovani and Candida albicans
(55,56). It is interesting to note that hydrogen peroxide treatment can cause a reduction
of up to 80% in MR-mediated endocytosis within 30 minutes, and this effect has been
linked to the inability of MR to recycle to the cell surface (57). A probable explanation
is the susceptibility of the MR-ligand dissociation to the presence of oxidative species.

MR is a phagocytic receptor responsible for the uptake of Pneumocystis carinii and
a variety of other pathogen-bearing MR ligands (58). Several papers have appeared
suggesting that engagement of MR via the phagocytic route activates a signal transduc-
tion pathway leading to cytokine production (59–62). It is not unique for a scavenger
receptor to engage a signal transduction pathway. LDL receptors have been reported to
activate a signal transduction pathway and the phospholipase A2 (PLA2) receptor, a
member of the MR family of receptors, clearly does activate transcriptional events fol-
lowing ligand binding (63). Toll receptors, charter members of the innate immune sys-
tem, clearly are signal-generating units. The fact that MR only transmits a signal when
in the phagocytic mode is unique and suggests that MR is a multifunctional receptor.

8. MR FAMILY OF MULTILECTIN RECEPTORS

The MR family now consists of four members (Fig. 2). The PLA2 receptor was first
identified in 1995 and was subsequently cloned by two groups (64,65). The PLA2-
receptor (R) is topologically very similar to the MR and shares about 30% identity in
overall sequence. The only known ligand for PLA2-R is PLA2 (which surprisingly has
no covalently bound sugar). A large group of secretory PLAs exist that have been
placed in as many as 10 groups. Only a few of these have been identified as ligands for
PLA2-R. PLA2 appears to bind to CRD5 on the PLA2-R molecule. Importantly, inter-
action of PLA2 with PLA2-R leads to a signal transduction event that results in the pro-
duction of arachidonic acid (unrelated to the enzymatic activity of the ligand). A
targeted knockout of the PLA2-R knockout has been reported, and the phenotype
shows increased sensitivity to endotoxin (66). Localization of PLA2-R has not been
determined with any degree of specificity. Although initially identified in muscle, it is
known that many different cell types respond to added PLA2, suggesting that the recep-
tor is widely expressed (67).

Endo 180, the third member of the MR family, was initially cloned by Lasky and
colleagues in the mouse (37). Subsequently, lssacke and coworkers (68), based on ear-
lier work with a specific monoclonal antibody (Endo 180), and Behrendt et al. (69),
using chemical crosslinking coupling to mass spectrometry, identified the human gene
product. The latter group found the receptor to exist in a complex with urokinase plas-
minogen-activated receptor (uPAR) the receptor for plasminogen activator that is a gly-
cosylphosphatidyl inositol (GPI)-linked membrane protein. Ligands for endo
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180/uPAR associated protein (uPARAP) include N-acetylglucosamine-derivitized pro-
teins. Endo180/uPAR is widely expressed in the endothelium, and some evidence
exists for its expression in macrophages, trophoblasts, and chondrocytes.

DEC-205 is the fourth member of the MR family. Apart from having 10 CRDs, 2
more than the other members of the family, DEC-205 is topologically very similar to
MR (70). DEC205 appears to be exclusively expressed in dendritic cells and is thought
to mediate the uptake of glycosylated antigens, although no ligand specific for any of
the CRDs in DEC-205 has been identified.

9. FUTURE DIRECTIONS

The MR family of endocytosis receptors represents, it would appear, an important
arm of the innate immune system. At the present time, there are four known members
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Fig. 2. The mannose receptor family of receptors. The mannose receptor is the prototype of
a new family of proteins currently made up of four members. The family includes (1) the man-
nose receptor, (2) the receptor for secretory phospholipase A2 (PLA2R), (3) DEC-205, which
functions in the internalization of the antigens for processing and presentation in dendritic cells,
and (4) Endo 180/uPARAP, the newest member, which is associated with the urokinase-type
plasminogen activator receptor and recognizes N-acetylglucosamine moieties. The MR family
of receptors are type 1 membrane proteins that are very similar in overall structural organiza-
tion, with high homology at the amino acid level in certain regions. Sequence and homology
studies have delineated distinct domains, and a consensus structure predicts the presence of an
N-terminal cysteine-rich (CR) domain, a fibronectin type II (FNII)-like domain, a variable num-
ber of carbohydrate recognition domains (CRDs), a transmembrane region, and a short cyto-
plasmic tail. The latter possesses a tyrosine-based internalization motif.



of the MR family, expressed by a variety of cell types. The primary function of the MR
receptor family is to identify, bind, and internalize macromolecular ligands bearing
determinants that mark them either as foreign or as intracellular proteins that have been
misrouted to the extracellular compartment (e.g., lysosomal enzymes). The library of
MR family ligands is quite small at the present time, but it could be substantial consid-
ering that among the four known receptors there are potentially as many as 42 recogni-
tion sites (34 CRDs, 4 FNII repeats, and 4 CR domains). It is also possible that
individual receptors could form macromolecular aggregates or couple with other pro-
teins in the plasma membrane, as has been reported for uPARAP/endo 180, to generate
additional ligand-specific binding sites. Furthermore, it is conceivable that additional
members of the family, as yet unidentified, exist in the higher eukaryote genome. Since
MRs are part of an innate immune system, several functions may be attached to the MR
family: clearing or scavenging proteins, glycoproteins, and complex glycoconjugates
from the extracellular compartment; (2) phagocytosis of pathogens and other particu-
late matter; (3) activating or modulating gene expression of host defense factors; (4)
providing cell-cell recognition during development; and (4) participating in adaptive
immunity via endocytosis of antigens and the transport of antigens via soluble receptor
to the spleen or lymph nodes.
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Diverse Roles of Lung Collectins

in Pulmonary Innate Immunity

Erika C. Crouch and Jeffrey A. Whitsett

1. INTRODUCTION

The lung is constantly challenged by a wide variety of infectious agents, organic
antigens, and other potentially toxic substances. The relative infrequency of serious or
life-threatening infections and lung injury among otherwise normal individuals demon-
strates the efficiency of the lung’s system of host defense and immune and inflamma-
tory regulation. Consistent with the diversity of potential challenges, this defense
system is complex and multilayered and includes anatomic and cellular components, as
well as secreted molecules of the natural and acquired immune system. The airways
and airspaces of the lung are lined by a biochemically and functionally heterogenous
material that is ideally positioned to participate in the ongoing process of neutralization
and clearance of inhaled microorganisms and the “detoxification” of other injurious
substances. Two important components of this innate and natural defense system are
surfactant protein A (SP-A) and surfactant protein D (SP-D) (1–5).

The goal of this review is to examine the roles of SP-A and SP-D in pulmonary
innate immunity. Particular emphasis is placed on integrating the in vitro biologic
activities of these proteins, with alterations in the host response observed in the context
of in vivo models of microbial or antigenic challenge, lung injury, and collectin defi-
ciency. The roles of collectins in the general processes of microbial clearance and neu-
tralization, as well as regulation of the inflammatory and oxidant response to microbial
challenge, is examined.

In the initial sections we summarize what is currently known about collectin struc-
ture and biosynthesis. We also briefly review the in vitro interactions of these mole-
cules with various classes of ligands, including microorganisms, and their interactions
with ligands or receptors expressed on host cells. The remainder of the chapter
attempts to integrate in vitro and in vivo findings within the context of selected model
systems.

2. OVERVIEW

The lung collectins are now recognized as members of a growing family of collage-
nous C-type lectins that also includes serum mannose binding lectin (MBL; also
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known as mannose binding protein). In ruminants there are at least two additional
serum collectins (conglutinin and CL-43) (1,4,6) and a novel intracellular collectin,
CL-L1 (7). Significantly, all the secreted collectins demonstrate calcium-dependent
lectin activity and show potential host-defense activities in vitro (5).

2.1. Historical Perspective

SP-A was first identified as the major surfactant-associated protein. It is a compo-
nent of airspace tubular myelin, is isolated from the lung in association with surfactant
lipids, and can modify the surface-active properties of isolated surfactant. Although in
vitro studies supported the concept that SP-A influenced the uptake and secretion of
surfactant phospholipids by alveolar type II cells (8), in vivo studies do not support a
major role for SP-A in surfactant lipid homeostasis or function. A few early studies
described interactions with microorganisms or phagocytic cells, but most papers pub-
lished prior to the development of transgenic models of SP-A deficiency in the mid-
1990s emphasized potential roles in surfactant function or homeostasis. However,
interest in host defense functions rapidly grew with the realization that SP-A null mice
showed no readily discernible respiratory impairment or surfactant abnormality (9,10)
but had impaired responses to various microorganisms (11–18).

By contrast, SP-D was first identified as an SP-A-like, collagenous glycoprotein
(CP4) that is secreted as a soluble protein by isolated rat alveolar epithelial cells
(19,20). Although a fraction of lung SP-D is isolated in association with surfactant,
early studies suggested no role in regulating surface activity in vitro, and roles in host
defense were proposed based on the capacity to bind and aggregate Gram-negative
bacteria (21). Thus, most papers published prior to the development of transgenic mod-
els of SP-D deficiency in the late-1990s emphasized these potential host defense roles.
General interest among lung biologists increased significantly with the discovery that
SP-D null mice develop a marked alveolar lipoidosis (22–24) and emphysema (25),
suggesting roles in surfactant metabolism and inflammatory regulation, respectively.
However, consistent with the abundant in vitro data, SP-D-deficient animals also show
abnormal responses to microbial challenge attributable to the absence of SP-D (13,26).

2.2. Sites of Collectin Expression and Accumulation

The lung collectins are synthesized and secreted into the pulmonary airspaces and
airways by alveolar type II cells and subsets of bronchiolar epithelial cells (1). In some
species SP-A is also expressed in submucosal glands in the trachea, eustachian tube,
and possibly a few other tissue sites (27,28). By contrast, there is evidence that SP-D is
widely expressed at many epithelial sites including the upper airways, tracheal-
bronchial glands, and oropharynx (29). Although both proteins are isolated from lung
washings, they may not be microanatomically codistributed in vivo. Most of the SP-A
is isolated from the lung in association with surfactant lipid and is a component of
tubular myelin (8), whereas a large fraction of the SP-D is recovered as a “soluble”
protein (1).

2.3. Evolutionary Relationships

Both proteins probably evolved through exon shuffling and gene duplication events
involving primordial collagen cassettes and C-type lectin domains (30). In this regard,
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the genes for SP-A, SP-D, and MBL occupy a “collectin locus” on the long arm of
human chromosome 10 (31), and these genes are similarly clustered in the genome of
at least some other species. SP-A is expressed in mammals, reptiles, amphibians, and
birds, as well as by actinopterygiian fish and lungfish (32). Interestingly, SP-A was also
identified in the swimbladder of goldfish, consistent with roles independent of respira-
tory function. Humans and some other mammals have two SP-A genes. However, a
single SP-D gene has been identified in mammals—from mouse to human—and in
birds and amphibians (33). Conglutinin and CL-43 are believed to have evolved from
SP-D through gene duplication in ruminants (4). The C-type lectin domain is of course
much older in evolutionary terms; for example, at least 19 proteins with a similar C-
type lectin domain are encoded in the genome of Caenorhabditis elegans (34).

2.4. Collectin Structure

The minimum functional unit of each collectin is a trimer (35), which confers high-
affinity saccharide binding. Each trimeric subunit consists of a short, amino-terminal
crosslinking domain; a triple helical collagenous domain; a trimeric coiled-coil linking
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Fig. 1. Structure of lung collectins. Schematic diagrams of lung collectin monomers and
molecules are shown. Each protein has an amino-terminal (NH2–) crosslinking domain, a col-
lagenous domain, a neck or linking domain, and a C-type lectin carbohydrate recognition
domain (CRD). The sites of N-linked glycosylation (Y) in human SP-A and SP-D and the posi-
tions of intrachain disulfide crosslinks that stablize the CRD are indicated. SP-A is predomi-
nantly assembled as 18-chain molecules consisting of six homo- or heterotrimers. SP-D is
preferentially assembled as 12-chain molecules consisting of four homotrimeric molecules. The
two proteins show marked differences in the spatial distribution of trimeric CRDs. Accordingly,
they have very different capacities to participate in bridging interactions between spatially sepa-
rated ligands.



or neck domain; and a mannose-subtype, C-type lectin carbohydrate recognition
domain (CRD) (6) (Fig. 1). The amino-terminal association and crosslinking of trimeric
subunits permits bridging interactions between spatially separated ligands.

All the known, secreted collectins fall into two structurally distinct families, one
resembling SP-A and the other related to SP-D. SP-A and MBL ultrastructurally
resemble C1q and are characterized by relatively short and interrupted collagen
domains and the propensity to form bouquet-like octamers of trimeric subunits (18
chains). By contrast, SP-D and the evolutionarily related bovine serum lectins (conglu-
tinin and CL-43) are characterized by relatively long and uninterrupted collagen
domains. In the case of SP-D and conglutinin, the trimeric subunits preferentially asso-
ciate as cruciform tetramers (12 chains). For both classes of proteins, smaller and
larger orders of multimers can be observed, and the proportions of various multimeric
forms can vary with the species and among individuals (36,37).

In the case of primate SP-As, an additional complexity relates to the capacity of the
molecules to assemble as heterotrimers of the two, genetically different, chain types
(38) that are subject to differential regulation (39,40). By contrast, MBL and all the
known members of the SP-D family are assembled as homotrimers. The functional sig-
nificance of these heteropolymers is unknown.

Although the lung collectins show comparable domain structures, there is significant
divergence in primary sequence, within all domains of the molecule. The CRDs share
the essential and most of the highly conserved elements of the C-type lectin fold but
diverge in the intervening sequences, as well as within and surrounding the coordinated
calcium that mediates saccharide binding (6,35). The short collagen domain of SP-A
shows little obvious homology with the collagen domain of SP-D, except for a
hydrophilic region at the amino-terminal end of the collagen domain. Both neck
domains encode an amphipathic α-helical structure that mediates trimerization; how-
ever, within these conformational restraints the overall homology is low. Sequence dif-
ferences in the carboxy-terminal region of the neck domain could influence the binding
activities of the CRD, directly or through alterations of the spatial distribution of the
CRDs within a trimeric subunit.

There are also conspicuous differences in the distribution of attached carbohydrates
that could influence function or interactions with microbial lectins. In particular, the
collectins vary with respect to asparagine-linked glycosylation (41). Although there are
species variations in the number and sites of Asn-linked glycosylation, all known SP-
Ds and SP-As contain at least one conserved complex oligosaccharide. The conserved
sugar in SP-A is within the CRD, whereas the sugar in SP-D is usually confined to
Asn70 within the collagen domain. As discussed below, the sialylated oligosaccharide
associated with the SP-A CRD is required for interactions with certain microorgan-
isms, particularly viruses. Thus far, no functional differences between wild-type rat SP-
D and a mutant with a deleted consensus for Asn-linked glycosylation have been
described. SP-D, conglutinin, CL-43, and MBL also contain hydroxylysine-linked gly-
cosides within the collagen domain, but there is no hydroxylysine in SP-A. Lastly, a
variant form of human SP-D has been shown to contain threonine-conjugated, O-linked
carbohydrate within the amino-terminal domain (42).
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2.5. Production of Lung Collectins

SP-D is constitutively expressed by rat alveolar type II cells (20), and a large frac-
tion of human SP-A is similarly secreted in a constitutive fashion independent of sur-
factant lamellar bodies (43). However, SP-A and SP-D have been localized to the same
or overlapping populations of secretory granules in rat nonciliated bronchiolar cells
(44), suggesting that they are subject to regulated secretion at these sites.

Little is currently known about the regulation of lung collectin expression in vivo, at
least in relation to their host defense functions. The expression of lung collectins is
increased following a variety of types of lung injury (1). For example, the production
of both proteins is quite rapidly increased following intratracheal instillation of bacter-
ial endotoxin [lipopolysaccharide (LPS)] in rats, leading to the suggestion that they are
pulmonary “acute-phase proteins” (45). Hyperoxia is also a potent stimulus in vivo
(46–48). However, the specific regulatory mechanisms have not been elucidated.

SP-A is increased following the exposure of human fetal lung explants to epider-
mal growth factor (EGF), cAMP, interferon-γ, interleukin-1β (IL-1β), and certain
other mediators (49–52) and inhibited by glucocorticoid. Regulation of SP-A and SP-
D gene expression is distinct (53). Like surfactant proteins B and C, SP-A gene tran-
scription requires the activity of the homeodomain-containing nuclear factor thyroid
transcription factor-1 (TTF-1) (54). In contrast, SP-D expression does not require
TTF-1 and is expressed in numerous tissues. Cell culture studies of SP-D expression
have been complicated by the rapid loss of epithelial expression following cell isola-
tion and the limited utility of available suitable tumor cell lines. Modifications of the
culture system used for freshly isolated rat type II cells have been developed that sup-
port more sustained expression. Notably, the production of both proteins is main-
tained or increased in the presence of keratinocyte growth factor, an important
mediator of alveolar cell proliferation following lung injury (55). The upstream regu-
latory sequences of SP-A and SP-D contain binding sites for transcription factors that
may contribute to the regulation of the response to injury. For example, the SP-D
gene contains a conserved AP-1 element (56), as well as multiple sites for the binding
of CCAAT-enhancer binding proteins, as observed in the genes of many hepatic
acute-phase proteins.

3. BINDING INTERACTIONS IN VITRO

3.1. Collectin Ligands

The lung collectins bind to a variety of purified saccharides, as well as specific phos-
pholipids and glycolipids. With a few exceptions, the carboxy-terminal domains medi-
ate these binding activities. However, binding affinity and outcome of these
neck+CRD-dependent interactions can be influenced by the state of multimerization of
the trimeric subunits, as determined by the amino-terminal and collagen domains.

The saccharide preferences of both proteins in solid-phase binding assays are differ-
ent but partially overlapping. SP-D preferentially binds maltose, inositol, and glucose,
whereas SP-A prefers N-acetylmannosamine or mannose relative to glucose (57–59).
Both react relatively poorly with N-acetylglucosamine, the preferred ligand for conglu-
tinin. Despite such differences in relative selectivity for carbohydrates, both proteins
have similar CRD-dependent interactions with certain glycoproteins. For example, as
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discussed below, both proteins can bind to gp140, a heavily mannosylated glycoprotein
associated with the cell wall of Pneumocystis carinii.

In other cases, SP-A and SP-D bind to the same glycoconjugates but through differ-
ent mechanisms (60). One example is Gram-negative endotoxin (bacterial LPS). SP-D
has CRD-dependent interactions with conserved core oligosaccharides of LPS that
contain glucose residues or other potential saccharide ligands. By contrast, SP-A pref-
erentially interacts with the acylated lipid A domain. Likewise, SP-A and SP-D interact
via distinct molecular mechanisms with influenza A hemagglutinin (the sialic acid
receptor that binds to the host cell). In this case, SP-D binds to Asn-linked oligoman-
nose residues near the sialic acid binding site of the hemagglutinin, whereas the sialy-
lated residues in the Asn-linked sugar of the CRD of SP-A are recognized by the viral
hemagglutinin.

There is less apparent overlap of binding activities between SP-A and SP-D with
respect to lipid ligands. SP-A preferentially binds to dipalmitoylphosphatidyl choline
(DPPC), the most abundant phospholipid in lung surfactant, whereas SP-D binds to
phosphatidylinositol (PI), a variably minor component of surfactant (8). In the case of
glycolipids, it appears that both collectins primarily recognize the associated sugar,
e.g., SP-D binds to glucosylceramide, but not galactosyl ceramide, whereas the oppo-
site is true for SP-A (61,62).

Interactions of the collectins with phospholipids are more complex. For example,
there is indirect evidence that SP-D interacts through CRD-dependent binding to the
inositol headgroup of PI but also through other substituents of the phospholipid, possi-
bly the acyl side chains (63–65). In addition, studies with chimeric collectins demon-
strated distinct contributions of the C-terminal end of the CRD (66).

3.2. Interactions with Host Cells

As a group, the collectins interact with at least two classes of cellular receptors or
binding molecules on host cells (4,8,60). However, the identity and signaling pathways
mediating the effects of either collectin on various target cells remains poorly under-
stood. These include glycoconjugates (such as glycolipids or glycoproteins reactive
with the lectin domain) and membrane proteins that interact with other regions of the
molecule. SP-A may interact with the calreticulin C1q receptor and C1qRp, the phago-
cytic C1q receptor. However, there is no evidence that the ClqRp is a physiologic
receptor for SP-A. SPR-210, a surface protein expressed by type II cells, alveolar
macrophages, and lymphocytes, has been implicated in the SP-A-dependent inhibition
of T-lymphocyte proliferation (67) and the uptake of mycobacteria by alveolar
macrophages (68,69). At least two additional binding sites have been described on
alveolar epithelial cells, but the mechanisms of interaction, their collectin specificity,
and their specific functional roles (whether in signaling, recycling, or catabolism of
SP-A) have not yet been elucidated.

Both SP-D and SP-A can also interact with soluble CD14, suggesting possible inter-
actions with the membrane-associated form of the LPS receptor complex, mCD14
(70). The binding of SP-D involves interactions of the lectin domain with N-linked
oligosaccharides on CD14, whereas SP-A interacts with the protein backbone. Both
proteins also show calcium-dependent, but lectin-independent, interactions with the
gp340 scavenger protein salivary agglutinin (71–73). Although gp340 has been identi-
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fied on alveolar macrophages, it lacks a transmembrane domain, and there is currently
no evidence that gp340 represents a cellular receptor for either protein.

As indicated above, the collectins may also interact with other cell surface glyco-
conjugates, such as phospholipids or glycolipids. For example, SP-D binds to PI asso-
ciated with the outer leaflet of the plasma membrane (74).

Thus, there remains considerable uncertainty regarding the mechanism of lung col-
lectin interactions with host cells. In some situations, collectin receptors are not neces-
sary to modulate cellular function. For example, collectin-mediated aggregation of
influenza A virus can alter the presentation of the virions to their sialylated cellular
receptors on phagocytes and thereby alter the cell’s response to the virus (75).

4. ROLES IN MICROBIAL CLEARANCE AND NEUTRALIZATION

SP-A and SP-D interact with or modify the phagocyte response to a wide variety of
microorganisms including many Gram-negative bacteria, certain Gram-positive
pathogens, classical fungi, P. carinii, several respiratory viruses, and mycobacteria
(Tables 1 and 2). Because the mechanisms and functional consequences of these interac-
tions have been discussed in the recent literature (5,60), they will not be retabulated or
critically reexamined. In brief, published studies have described a variety of different
consequences of microbial binding (e.g., enhanced uptake with increased or decreased
killing, decreased phagocytic uptake and killing, enhanced oxidant responses of the
phagocyte to the bound organism, and varying degrees of microbial aggregation or
agglutination with differing effects on uptake). Some of these activities are attributable
to direct effects of the collectin on the phagocyte, whereas other effects involve prior
recognition or opsonization of the organism by the collectin. There are also some appar-
ent discrepancies in the literature that are probably attributable to other differences in
experimental design including microbial strain differences, differences in microbial
growth conditions, differences in the type or state of activation of the target cells, and
differences in the state of multimerization or purity of the collectin preparation.

Unquestionably, an impressive array of microbial interactions and potential antimi-
crobial activities has been observed in vitro. However, the following discussion will
focus on interactions that have found some confirmation in recent in vivo studies. To
illustrate these interactions, we have selected the most extensively characterized exam-
ples relating to bacterial, fungal, and viral respiratory pathogens. We do not wish to
imply that the examples are truly representative of the entire class of interactions.
However, together they confirm innate immune functions and suggest possible mecha-
nisms.

4.1. Model: Clearance of Pseudomonas aeruginosa
and Other Bacterial Pathways

P. aeruginosa is a particularly important human pathogen and the most common
cause of Gram-negative sepsis among hospitalized patients of all ages. In addition, cer-
tain mucoid strains of this organism are major causes of morbidity in the setting of cys-
tic fibrosis. SP-A and SP-D bind to clinical isolates of P. aeruginosa (21,76). At least
one of the ligands for SP-D is the LPS (59,77). Studies by Wright and coworkers have
demonstrated that both proteins can enhance the binding, internalization, and killing of
some mucoid and nonmucoid strains by alveolar macrophages (78) in vivo (79).
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Table 1
“Antimicrobial” Activities of SP-A

Organism Reference

Gram-negative bacteria
Pseudomonas aeruginosa 14
Klebsiella pneumoniae (cap+ with Manα2/3M) 129
Escherichia coli (rough) 130

103
Haemophilus influenzae, type A 131

76
13

Gram-positive bacteria
Staphylococcus aureus 132

133
134
135

Streptococcus pneumoniae 134
76
132

Group B streptococci 16
13
17

Fungi
Aspergillus fumigatus 80

136
81
82

Cryptococcus neoformans (cap–) 137
Pneumocystis carinii 83

84
86

Respiratory viruses
Influenza A (IAV) 138

139
Respiratory syncytial virus (RSV) 15

100
140
98

Herpes simplex 141
142

Cytomegalovirus 143
Other

Mycobacterium tuberculosis 144
145

Mycoplasma pneumoniae 146



In vivo studies in which SP-A–/– mice were intratracheally treated with P. aerugi-
nosa confirmed the important role of SP-A in innate immunity to this organism (14).
Clearance of P. aeruginosa from the lung in vivo was decreased in the SP-A–/– mice 6
and 24 hours after infection. The defects in clearance were associated with decreased
macrophage uptake, increased leukocyte infiltration, and increased expression of
inflammatory cytokines tumor necrosis factor-α (TNF-α), IL-6, and macrophage
inflammatory protein-2 (MIP-2). Oxidant production by neutrophils was normal in the
SP-A–/– mice following infection, supporting the concept that SP-A is primarily
required for optimal alveolar macrophage function in vivo.

Similarly, SP-A–/– mice show increased susceptibility to bacterial infection by Kleb-
siella pneumoniae, Escherichia coli, Haemophilus influenza, and group B streptococ-
cus (GBS) (12,13,16,17). For example, in the GBS infection model, clearance of the
organism was markedly impaired in the SP-A–/– mice and was associated with
increased systemic spread from the lung. Opsonization, uptake, and killing of GBS by
alveolar macrophages were impaired in the SP-A–/– mice, and oxidant production was
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Table 2
“Antimicrobial” Activities of SP-D

Organism Reference

Gram-negative bacteria
Pseudomonas aeruginosa 79
Klebsiella penumoniae (cap–) 147

148
Escherichia coli 130
Haemophilus influenzae 13

Gram-positive bacteria
Staphylococcus aureus 134
Streptococcus pneumoniae 134
Group B streptococci 13

Fungi
Aspergillus fumigatus 80

136
81
82

Cryptococcus neoformans (cap–) 137
Candida albicans 149
Pneumocystis carinii 85

87
Respiratory viruses

Influenza A (IAV) 150
95

Respiratory syncytial virus (RSV) 99
15

Other
Mycobacterium tuberculosis 151



markedly diminished following exposure to GBS. Repletion of native SP-A to the
SP-A–/– mice at the time of infection completely restored bacterial clearance in the
GBS model, enhancing oxidant production and decreasing lung inflammation. Thus, in
vivo experiments with a number of pulmonary bacterial pathogens demonstrate a criti-
cal role of SP-A in innate antibacterial defense of the lung. Interestingly, SP-D–/– mice
did not show decreased killing of H. influenza, GBS, K. pneumonia, or P. aeruginosa,
perhaps reflecting the increased activation of alveolar macrophage functions typical of
the SP-D–/– mice prior to infection (13). However, internalization of the organisms by
alveolar macrophages was significantly decreased.

4.2. Model: Clearance of Aspergillus fumigatus

Human SP-A and SP-D show CRD-dependent binding to N-linked oligosaccharides
of cell wall glycoproteins of A. fumigatus (80,81). In a recent study, circumstantial evi-
dence was presented that SP-D may also interact with β(1–6)-glucans associated with
the aspergillus cell wall. Pustulan, a β(1–6) glucose homopolymer, but not a β(1–3)
homopolymer, was found to be a potent inhibitor of SP-D binding to Aspergillus fumi-
gatus and Saccharomyces cerevisiae.

Madan and coworkers (80) observed CRD-dependent agglutination of the fungi, as
well as enhanced killing of Aspergillus conidia by human neutrophils and macrophages
in vitro in the presence of human SP-A and SP-D. The increased killing was associated
with an enhanced respiratory burst response. By contrast, Allen and coworkers (81)
found no evidence for the enhanced association of conidia by rat SP-A or SP-D with rat
alveolar macrophages. Although rat SP-A did not bind, they confirmed CRD-depen-
dent interactions of rat SP-D, as well as human SP-A and SP-D, with the conidia. Thus,
there could be important species differences in these interactions. Interestingly, human
surfactant lipids significantly inhibited the effects of SP-A, but not the effects of SP-D.

In an important recent study, Madan and coworkers (82) demonstrated that SP-D can
play a protective role in the host defense against A. fumigatus in vivo. Using a murine
model of fatal, invasive aspergillosis, they found that intranasal administration of
human lung collectins, or recombinant, trimeric human SP-D neck+CRDs markedly
enhanced survival (0% survival for untreated mice; 80% for mice treated with SP-D).
Given the in vitro findings described above, it is notable that the SP-D preparations
appeared significantly more potent than SP-A. Interestingly, the protective effects of
either collectin were greater than those achieved with the antimycotic agent ampho-
tericin B (20% survival).

4.3. Model: Clearance of Pneumocystis carinii

Pneumocystis carinii (PC) is an important opportunistic pathogen that leads to mor-
bidity and mortality among individuals with various forms of acquired immunodefi-
ciency and the very young. Infection is often characterized by massive accumulations
of organisms within the airspace, often in association with characteristic foamy exu-
dates that contain surfactant lipids and proteins. SP-A and SP-D show CRD-dependent
binding to the “trophozoites” and cyst forms of PC (83–85). This in part involves CRD-
dependent interactions with a heavily mannosylated, cell wall glycoprotein, gpA
(gp140) (85,86). There is also evidence that SP-D binds to β-glucans, which are associ-
ated with the cell wall (87). The lung collectins increase the attachment of PC to rat
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alveolar macrophages (83,88). However, there are discrepancies in the literature
regarding the effects of binding of the collectin on internalization of PC. Some studies
have observed no effect of human SP-A or rat SP-D on PC uptake by rat alveolar
macrophages (83,88), whereas another study found that human SP-A enhanced the
binding and internalization of the organism by these cells (89). However, yet another
study found decreased binding and uptake of PC by human alveolar macrophages after
addition of SP-A (90).

There is evidence that PC infection is associated with alterations in the concentra-
tions of SP-A and SP-D in the lung. For example, PC infection in the rat is associated
with increased SP-A (91). In addition, SP-A levels are increased in the lavage fluid
from HIV+ patients with PC pneumonia compared with HIV+ controls (92). In another
study using the rat model, the levels of SP-D were markedly increased (> three-fold),
whereas the levels of SP-A and the hydrophobic surfactant proteins were maintained or
decreased, respectively (93). In wild-type mice, SP-D concentrations were significantly
increased during PC pneumonia (94).

Although the levels of the collectins are influenced by PC infection and these pro-
teins can alter the interactions of PC with alveolar macrophages, it has been unclear
whether they serve a protective role or are, in fact, utilized by PC for attachment and
infections. However, recent in vivo studies demonstrated the susceptibility of SP-A–/–

mice to PC infection (18). Increased PC cysts and foamy macrophage infiltration were
observed in the SP-A–/– mice, whether the organism was acquired by cohabitation with
infected mice or by direct intratracheal infection with cysts.

4.4. Model: Neutralization of Influenza A and Respiratory Syncytial Virus
4.4.1. Influenza A Virus

SP-D and SP-A interact with viral envelope proteins of the influenza A virus (IAV)
(95). SP-D binds to high-mannose oligosaccharides associated with the globular
hemagglutinin (HA)1 domain of the HA molecule. These interactions of SP-D with
IAV are calcium-dependent and are inhibited by saccharide ligands. As indicated
above, the activity of SP-A involves the binding of viral lectins to Asn-linked sugars on
SP-A. Nevertheless, both inhibit the hemagglutination activity and infectivity of IAV in
vitro. SP-D also inhibits the activity of the viral neuraminidase, an envelope protein
that contributes to the dissemination of new viral particles from infected cells (96).

Because the oligosaccharide on the HA1 domain overlies the sialic acid binding
pocket (i.e., the cell attachment site), the binding of SP-D to the HA, or the binding of
the HA to SP-A, can similarly inhibit hemagglutinin activity and thereby decrease viral
attachment to host cells. These differences in binding mechanism are consistent with
the observation that SP-A inhibits the hemagglutinin activity and infectivity of certain
“collectin-resistant” laboratory strains of IAV that do not bind to SP-D or the serum
collectins because of the absence of oligosaccharide attachments on HA1.

SP-D induces massive CRD-dependent agglutination of IAV particles. The size of
the resulting aggregates is much larger than those observed for optimal concentrations
SP-A or MBL. The degree of SP-D-dependent agglutination correlates with the multi-
merization state of the protein. Although highly multimerized preparations are signifi-
cantly more potent than dodecamers, trimeric CRDs induce minimal agglutination.
SP-D-mediated agglutination enhances the binding and internalization of virus by neu-
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trophils through increased binding of the virus to sialic acid receptors on the neu-
trophil. Increased binding is accompanied by increased production of hydrogen perox-
ide and decreased “deactivation” of the neutrophil by IAV.

Additional evidence for a role of lung collectins in the host defense against IAV has
come from in vivo studies using wild-type or collectin-deficient mice. Reading and
coworkers (96) demonstrated a strong inverse correlation between the number of
oligosaccharide attachments on the HA of specific IAV strains and the ability of SP-D
to inhibit viral infectivity or enhance clearance in vivo. The coadministration of man-
nan as a competitor of C-type lectin activity increases the replication SP-D-sensitive
strains of IAV in the lung. SP-D-sensitive IAV strains also replicate to higher titers in
lungs of hyperglycemic diabetic mice compared with nondiabetic controls (97),
whereas the SP-D-insensitive PR-8 strain replicates to the same extent in diabetic and
control animals. Viral replication was positively correlated with the level of blood glu-
cose and decreased following insulin treatment. Significantly, glucose concentrations
comparable to those encountered in the blood of diabetic mice inhibited the interaction
of SP-D with IAV in vitro.

The in vitro findings, supporting the importance of both SP-A and SP-D in innate
defense against IAV, are strongly supported by in vivo data derived from SP-A–/– and
SP-D–/– mice (97a,97b). Both lung collectin-deficient mice were highly susceptible to
IAV infection in vivo. Viral load, inflammation, the expression of proinflammatory
cytokines (including TNF-α, IL-1β, IL-6, and MIP-2) were increased in the lungs of
SP-A–/– and SP-D–/– mice. Uptake of IAV by alveolar macrophages was markedly
impaired in the SP-D–/– mice. In general, the effects were much more dramatic for
SP-D than SP-A deficiency. In both SP-D–/– and SP-A–/– mice, repletion of native SP-A
and SP-D at the time of infection diminished inflammatory responses during IAV
infection. Thus, both SP-A and SP-D play important roles in innate defense during IAV
infection of the lung, enhancing uptake and clearance of the virus and suppressing
inflammatory responses in vivo. These studies also suggest that differences in the
mechanisms by which SP-A and SP-D interact with pathogens and host defense cells
could broaden the range of potential viral interactions in vivo.

4.4.2. Respiratory Syncytial Virus

Respiratory syncytial virus (RSV) is the most important cause of clinically signifi-
cant viral respiratory tract infections among neonates and infants. Both SP-A and SP-D
bind to RSV particles (98,99). These interactions involve the lectin-dependent binding
of the collectin to the viral G protein, a heavily glycosylated attachment protein. SP-A
has also been shown to enhance the uptake of RSV by macrophages and epithelial
cells, and it alters the cytokine response to internalized virus (98,100).

Similar to findings with IAV infection, SP-A–/– and SP-D–/– mice were highly suscep-
tible to pulmonary RSV infection in vivo (15) (LeVine et al., in preparation). Decreased
viral clearance, increased expression of proinflammatory cytokines, and increased neu-
trophilic infiltrates were observed in both gene-targeted mice. Clearance of RSV was
reversed by coadministration of SP-A to the SP-A–/– mice. Hickling and coworkers (99)
have shown that SP-D and recombinant, trimeric SP-D neck+CRDs decrease infectivity
and viral proliferation in cell monolayers and in vivo in BALB/C mice.
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Pulmonary SP-D levels, but not the levels of serum mannose binding lectin,
markedly increased after IAV infection (96) (LeVine et al., in preparation). However,
the concentrations of SP-A and SP-D were decreased in bronchoalveolar lavage fluid
from children with severe RSV bronchiolitis and pneumonia (101).

5. REGULATION OF THE INFLAMMATORY RESPONSE 
TO MICROBIAL CHALLENGE

There is considerable evidence that the lectins modulate the host response to LPS
and possibly to other biologically active molecules released by microorganisms. Both
SP-A and SP-D bind to LPS, particularly rough forms that lack extended O-antigens
(21,102,103). However, in vitro studies suggest that the effects of collectin response of
macrophages to LPS could involve several mechanisms. These can include direct
effects on the cellular responsiveness to LPS (104,105). For example, SP-A was found
to decrease TNF-α activity in the conditioned medium of macrophages stimulated with
smooth LPS, which binds poorly to SP-A (106). In addition, SP-A inhibited TNF-α
mRNA levels and secretion by U937 cells in response to smooth (but not rough) LPS
(107). This finding contrasts with the results obtained using the THP-1 macrophage
cell line, which showed increased production of proinflammatory cytokines in response
to purified SP-A or SP-A in combination with smooth LPS (108).

The interactions of collectins with LPS could also result in altered or decreased pre-
sentation of LPS to host cell receptors, alterations in the cellular metabolism of LPS, or
effects on the interactions of LPS binding proteins or receptors to LPS. For example,
SP-D “scavenges” intratracheally instilled LPS in rats, and the resulting complexes are
rapidly internalized into lysosomal compartments in alveolar macrophages (109);
human SP-A increases alveolar macrophage uptake and deacylation of tritiated E. coli
LPS (110). In addition, both SP-A and SP-D bind to soluble CD14 (70), and SP-A can
decrease the cellular response to smooth LPS, apparently through its interaction with
CD14 (107).

In vivo, SP-A-and SP-D-deficient mice are highly susceptible to LPS-induced pul-
monary inflammation. Intratracheal administration of Salmonella endotoxin to SP-A–/–

mice increased neutrophilic infiltration and inflammatory cytokine production, com-
pared with wild-type mice (105). Similarly, pulmonary inflammation was increased in
the SP-D–/– mice treated with LPS (111).

As indicated in the introductory section, the intratracheal administration of endo-
toxin in rats is associated with quite rapid changes in the production or concentrations
of SP-A and SP-D (45). In other studies, SP-A was increased or decreased following
exposure to bacterial endotoxin (112–114). The variability is probably related to differ-
ences among species, dose, and type of endotoxin. These potential interrelationships
are schematized in Fig. 2.

6. MODULATION OF REACTIVE OXYGEN METABOLISM 
AND THE OXIDANT RESPONSE TO MICROBIAL CHALLENGE

A recent study suggested that SP-A and SP-D had direct inhibitory effects on lipid
peroxidation, protecting lipoproteins, surfactant phospholipids, and macrophages from
oxidation (115). However, it is unclear whether the antioxidant activity copurified with
the SP-A and SP-D. On the other hand, oxidants and certain free radicals have been
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shown to modify SP-A and decrease certain CRD-dependent activities in vitro. For
example, hydrogen peroxide treatment of SP-A leads to the disruption of inter-subunit
disulfide bonds, with decreased multimer size and associated decreased in lectin activ-
ity (116). In vitro, peroxynitrite caused nitration of SP-A without disruption of its
oligomeric structure. The nitrated protein shows decreased lipid aggregation and is
defective in enhancing the binding or uptake of Pneumocystis organisms to alveolar
macrophages (89,117).

At present, there is relatively little information relating to the effects of lung col-
lectins on oxidant metabolism in vivo. However, alveolar macrophages from SP-D null
mice show a marked elevation in hydrogen peroxide production (25), as well as
increased superoxide and hydrogen peroxide production in response to bacterial chal-
lenge (13). It has been suggested that increased oxidants contribute to metallopro-
teinase activation, with resulting emphysema. Although SP-A-deficient mice show no
abnormalities in basal oxidant metabolism, they show decreased oxidant responses to
RSV and GBS challenge relative to controls (13,15,16). There may also be some
dependence on the specific microbial challenge or target cell. For example, SP-A-defi-
cient and control mice challenged with P. aeruginosa show similar levels of superoxide
production by neutrophils (14).

In contrast to findings in SP-A–/– mice, basal oxidant production by alveolar
macrophages from SP-D–/– mice was markedly increased. Likewise, oxidized lipid
species accumulated in the lungs of SP-D–/– mice. Alveolar macrophages from SP-
D–/– mice expressed high levels of the metalloproteinases MMP-2, MMP-9, and
MMP-12, in part mediated by activation and nuclear translocation of NF-κB. Apocy-
onin, an inhibitor of oxidant production, blocked both NF-κB activity and metallo-
proteinase expression in alveolar macrophages isolated from the SP-D–/– mice (118).
Therefore, SP-D appears to play a critical role in both regulation of oxidant produc-
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Fig. 2. Lung collectins and the response to endotoxin and hyperoxia. The diagrams illustrate
potential interrelationships suggested by in vitro and in vivo studies for two of the selected mod-
els. Please see the corresponding text for details. SP, surfactant protein.



tion and alveolar macrophage activation, at least in part by regulation of the activity
of NF-κB.

As indicated in the introductory section, there is considerable evidence that hyper-
oxia is associated with the increased expression of SP-A and SP-D by lung epithelial
cells. Given the in vitro and in vivo findings, it may be particularly significant that the
levels of SP-D are increased in a situation in which the risk of oxidative damage is
increased. These potential interrelationships are summarized in Fig. 2 (bottom).

7. AT THE CROSSROADS OF INNATE AND ADAPTIVE IMMUNITY

7.1. Model: Regulation of the Immune Response to Aspergillus fumigatus

Allergic hypersensitivity to A. fumigatus is a well-recognized complication of
asthma that may follow fungal colonization of mucus within the asthmatic airways
with the release of complex fungal antigens. The resulting immune reactions can be
manifest as eosinophilic pneumonia, mucus plugging of the airways, bronchocentric
granulomatous inflammation with bronchiectasis, and obliterative changes in small air-
ways. These reactions are believed to involve IgE-stimulated release of mediators from
mast cells and eosinophils, as well as immune complex-mediated tissue injury.

As indicated above, SP-A and SP-D show CRD-dependent binding to major glyco-
protein allergens associated with the cell walls of, and released by, A. fumigatus (80).
This binding can inhibit specific IgE binding to the allergens, as well as block hista-
mine release from sensitized basophils. Madan and coworkers (119) also developed a
murine model of A. fumigatus hypersensitivity that develops following intranasal instil-
lation and intraperitoneal injection of fungal antigen for 4 weeks. These animals
develop specific IgG and IgE antibodies, peripheral eosinophilia, pulmonary
eosinophilic infiltrates, and elevated splenic IL-2 and Th2-type cytokines, including
IL-4 and IL-5; they also exhibit decreased interferon-α. The administration of SP-A,
SP-D, or recombinant trimeric SP-D neck+CRD decreases specific IgG and IgE levels,
decreases peripheral and pulmonary eosinophilia, and decreases splenic IL-2, IL-4, and
IL-5. Given the in vitro data, it is likely that these effects involve the CRD-dependent
inhibition of binding of specific Ig to the fungal antigen. The lung collectins can also
interact with the major dust mite allergen (120) and certain pollens (121), suggesting
more general roles of the collectins in modulating responses to complex organic anti-
gens. SP-A can also decrease the production and release of IL-8 by eosinophils (122).

These findings are of particular interest given that some patients with asthma and
individuals with hypersensitivity to organic antigens show alterations in the level,
structure, or activity of lung collectins. For example, increased levels of SP-A and SP-
D were found in the lung washings of asthmatic patients (123), possibly secondary to
the epithelial inflammatory reaction. However, in an earlier study, levels of immunore-
active SP-A were reported to be decreased in asthmatic patients (124).

SP-A and SP-D were found to decrease the allergen-induced proliferation of periph-
eral blood lymphocytes from healthy children and children with stable asthma (125).
However, lymphocytes isolated from children with unstable asthma showed a dimin-
ished inhibitory response. Interestingly, Hickling and coworkers (36) found an
increased proportion of small oligomeric forms of SP-A in patients with pollen allergy
compared with controls.
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Given the potentially important role of IL-4 in the hypersensitivity response, it is
interesting that transgenic mice overexpressing IL-4 in nonciliated bronchiolar cells
show very marked increases in lung SP-D (approx 90-fold) (126).

7.2. Other Potential Interactions with Acquired Immunity

Both SP-A and SP-D can also decrease IL-2-dependent T-lymphocyte proliferation
(127,128). In the case of SP-A, there is evidence that a region of collagen domain con-
taining an RGD motif is required, suggesting possible integrin involvement (67). Muta-
genesis of the saccharide binding site did not effect inhibition. Although the effect was
not blocked with competing C1q, antibodies to the 210-kDa SP-A receptor blocked the
inhibitory activity.

In other studies, natural SP-A and SP-D and the neck+CRD of SP-D were similarly
found to inhibit the proliferation of peripheral blood mononuclear cells (125). How-
ever, the neck+CRD of SP-D was also inhibitory, and the effects of both collectins
were inhibited with maltose, suggesting a lectin-dependent activity. These effects
appeared to involve direct interactions with lymphocytes and were associated with
decreased expression of CD11b.

At present, little is known about the in vivo significance of collectin-dependent alter-
ations in lymphocyte proliferation. However, it may be significant that SP-D-deficient
mice show an apparent expansion of peribronchial lymphoid tissue (22,25). Given the
numerous interactions of lung collectins and macrophages and the effects of these pro-
teins on the internalization of certain organisms or complex organic antigens, it seems
likely that they may modulate processes of antigen presentation involving dendritic
cells or other pulmonary antigen-presenting cells. This exciting possibility awaits
examination.

8. MODULATION OF SURFACTANT HOMEOSTASIS

One of the most surprising results from analysis of the SP-D–/– mice was the observed
marked accumulation of surfactant lipids. Increased phospholipids, specifically saturated
phosphatidylcholine (SatPC), were observed as early as 2 days following birth and per-
sisted thereafter. Whereas phospholipid pools generally decreased in the mammalian
lung postnatally, both alveolar and total lung phospholipid content remained remarkably
elevated in the SP-D–/– mice. In contrast, the contents of other surfactant proteins (SP-A,
SP-B, and SP-C) were relatively decreased in relationship to PC content, a finding in
marked contrast to that in the alveolar proteinosis seen in animals deficient in granulo-
cyte/macrophage colony-stimulating factor. Thus, SP-D deficiency results in selective
impairment in the regulation of surfactant phospholipids. Clearance of surfactant phos-
pholipids from the lungs of SP-D–/– mice was relatively normal. Likewise, uptake and
catabolism of surfactant lipids by alveolar macrophages from the SP-D–/– mice were rel-
atively unimpaired. Large intracellular and extracellular pool sizes of saturated phos-
phatidylcholine that accumulate in the lungs of SP-D–/– mice suggest that SP-D plays an
important role in establishing intracellular pools of surfactant lipids, in turn influencing
intracellular and extracellular surfactant homeostasis. Although the mechanisms regulat-
ing surfactant lipid homeostasis in the SP-D–\– mice are incompletely known, evidence
to date supports the concept that SP-D plays a critical role in the regulation of surfactant
metabolism in the type II epithelial cell. Thus, collectins may orchestrate a complex dia-
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logue between synthetic and catabolic activities of both the epithelium and alveolar
macrophages that determine the composition and functional capacities of materials
forming the interface between the lung and the environment. Therefore the “host defense
roles” of these proteins may be considerably broader than antimicrobial host defense.

9. CONCLUSIONS

A large and growing body of in vitro and in vivo data strongly support important
roles of lung collectins in the defense against a variety of pulmonary pathogens, and
more generally in the regulation of inflammatory and immune processes within the
lung. Both proteins are constitutively secreted, and their production is rapidly
increased in response to a variety of lung injuries and challenges. Furthermore, both
proteins can recognize several pathogen-associated molecular patterns and facilitate
cell-mediated clearance of the pathogen. In these respects SP-A and SP-D resemble
other pattern recognition molecules. Although a number of observations suggest that
these proteins may fulfill other specialized roles that involve specific host cell recogni-
tion in the absence of a pathogen or exogenous complex antigen, we speculate that
these functions may also fall within the realm of innate defense. In this case, pattern
recognition may extend to the recognition of potential patterns resulting from environ-
mental modifications of host components (e.g., the oxidation of lipids).
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13
Structures of Complement Control Proteins

Thilo Stehle and Mykol Larvie

1. INTRODUCTION

Complement is an element of innate immunity consisting of a system of approx 30
interacting plasma proteins and cell surface receptors. This system can be activated by
antibody clustering (the classical pathway), binding of mannose-binding lectin (MBL)
to carbohydrates in bacterial cell walls (the MBL pathway), or cleavage of C3, a
plasma complement protein, and deposition of one of its fragments, C3b, on cell sur-
faces (the alternative pathway). Initiation of any of these pathways leads to a serial
cascade of proteolysis-mediated activation of proteins in the plasma (fluid phase) and
on cell surfaces (solid phase). The three initiation pathways converge on a common
pathway that results in the formation of the membrane attack complex (MAC), a
multiprotein pore-forming structure capable of lysing cells. Since activation through
any of these pathways can occur almost instantly and without the participation of cel-
lular elements, the complement system is an essential first line of attack against
microbial infection.

Tight regulation of this system is essential to prevent injury to host tissues. This is
achieved in part by mechanisms that prevent the inappropriate activation of comple-
ment on autologous cells and tissues. One aspect of this protection is the cell surface
expression of proteins that inhibit complement activity. A family of proteins known as
the regulators of complement activation (RCA) plays a key role in this process by inter-
acting with fragments of complement proteins C3 and/or C4. Members of this family
are defined by the presence of short consensus repeat (SCR) domains, the ability to
bind complement molecules C3b and C4b, and their clustering on chromosome 1 at the
q3.2 locus (1,2). The RCA family includes the soluble plasma proteins C4 binding pro-
tein (C4bp) and factor H as well as the integral membrane proteins CD46 (membrane
cofactor protein), CD55 (decay accelerating factor), CD35 (complement receptor type
1), and CD21 (complement receptor type 2). Table 1 lists some properties and func-
tions of the RCA family members. A C9 binding protein known as the membrane
attack complex inhibition factor is also able to inhibit complement activation but is not
formally considered an RCA protein.

In addition to their function in complement regulation, many RCA family members
are used as receptors by a surprisingly large and diverse number of pathogens. CD46 is
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a receptor for measles virus (3,4), group A Streptococcus pyogenes (5), Neisseria gon-
orrhoeae and Neisseria meningitidis (6), and human herpesvirus 6 (7). CD55 has been
identified as a receptor for enterovirus 70 (8), some echoviruses (9–11), and some cox-
sackieviruses (12,13). CD21 is a receptor for Epstein-Barr virus (14–16). The plasma
proteins factor H and C4bp bind to Streptococcus pyogenes (17,18), and factor H also
binds to the surface protein OspE of Borrelia burgdorferi (19). The interactions of
RCA family proteins with complement proteins and pathogens probably use the same
principles and share similar features. For example, the envelope glycoprotein
gp350/220 of Epstein-Barr virus is thought to mimic features of the natural CD21 lig-
and C3d (20).

The proteins in the RCA family have been reviewed extensively in the past
(1,2,21–24). In this review, we focus on recent advances in the structural and functional
analysis of some members of the RCA family. We discuss the crystal structures of key
portions of CD46 (25) and CD21 (26), as well as the likely solution structure of full-
length factor H (27). In addition, we discuss the atomic structure of vaccinia virus com-
plement control protein, a viral protein that mimics the regulators of complement
activation (28). Using these structures, we highlight key features of RCA family mem-
bers and describe some of the challenges that lie ahead on our quest for a better under-
standing of complement regulation at the structural and functional level.
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Table 1
The Regulators of Complement Activation

Molecule Number of SCRs Function

Soluble plasma proteins
C4 binding protein (C4bp) 8 (α-chain) Accelerates decay of classical pathway

3 (β-chain) C3 convertase; acts as a cofactor for
factor I cleavage ofC3b and C4b

Factor H (fH) 20 Accelerates decay of alternative pathway
C3 convertase; acts as a cofactor for
factor I cleavage of C3b and C4b

Integral membrane proteins
Membrane cofactor protein 4 Acts as a cofactor for factor I cleavage
(MCP, CD46) of C3b and C4b

Complement receptor type 1 30 Accelerates dissociation of alternative
(CR1, CD35) and classical pathway C3 convertases; 

acts as a cofactor for factor I cleavage
of C3b and C4b

Complement receptor type 2 15 Binds C3d attached to antigen; acts as 
(CR2, CD21) a cofactor for factor I cleavage of C3b

and C4b

Decay accelerating factor 4 Accelerates dissociation of classical and
(DAF, CD55) alternative pathway C3 convertases



2. THE RCA FAMILY AND SHORT CONSENSUS REPEATS

The members of the RCA family contain short consensus repeats (SCRs), modules
of about 60 amino acids with four invariant cysteines linked in a Cys1-Cys3, Cys2-
Cys4 pattern (2). A striking feature of these molecules is that they each have several
SCR domains concatenated in an uninterrupted series. The number of SCRs found in
RCA family members varies substantially: CD46 and CD55 contain 4 SCRs, CD21
contains 15 SCRs, factor H contains 20 SCRs, CD35 contains 30 SCRs, and the α- and
β-chains of the C4 binding protein contain 8 and 3 SCRs, respectively. SCR domains
are by no means limited to RCA family members; they are present in a wide variety of
other cell surface receptors [such as the γ-aminobutyric acid (GABA) receptor, the
interleukin-2 (IL-2) receptor, and E-, L- and P-selectins] and soluble proteins (such as
β2-glycoprotein I, coagulation factor XIII, and haptoglobin). Moreover, a number of
complement proteins (e.g., C1s, C6, and C7) or complement factors (e.g., C3/C5 con-
vertase) contain SCR domains, as does the mannose binding lectin-associated serine
protease (MASP) of the MBL pathway. In all these molecules, the SCR domains are
arranged in a contiguous series with at least two SCRs. That SCR domains are not
found singly in proteins suggests that a two-domain fragment is the smallest stable
module of protein sequence comprising SCR motifs.

Structures of the SCR domain have been determined by nuclear magnetic resonance
(NMR) (29–34) and by X-ray crystallography (25,26,28,35–37). These studies have
established details of the architecture of a single SCR domain and provide insights into
their organization in extended concatamers. The SCR domain adopts a β-barrel fold
that consists of a central four-stranded antiparallel β-sheet. This β-sheet packs against
an N-terminal coil and is, in some cases, surrounded by several additional short β-
strands at either end of the domain. SCR domains frequently contain N-linked glycosy-
lation sites. Most often there is a single glycosylation site per repeat, but as many as
three have been predicted. The SCR fold efficiently exposes most of the side chains to
the solvent, giving these domains a high surface-to-volume ratio. Figure 1 is a compre-
hensive sequence alignment of all SCR domains of human RCA family members. The
alignment shows that this motif is defined primarily by only five invariant residues:
four cysteine residues forming two disulfide bridges, and one tryptophan in the small
hydrophobic core of the domain. Apart from these conserved residues, there is striking
sequence diversity between SCR domains. Figure 2A shows the structure of an SCR
domain, using SCR1 of CD46 as an example. The five strictly conserved residues are
shown. The four cysteines link the N and C termini of the domain to the domain body,
which is probably crucial for the stability of the domain fold. The invariant tryptophan
is buried in the small hydrophobic core of the domain, and its side chain forms a hydro-
gen bond with an amide at the N terminus, thereby anchoring the N-terminal coil to the
domain. The tryptophan also packs against one of the disulfide bridges.

The large differences in sequence translate into a profound heterogeneity of SCR
domains at the structural level. A comparison of all known structures of SCR domains
(25,26,28,32–37) reveals striking differences among them (Fig. 2B). The domains can
be superimposed onto each other with root-mean-square deviations of approx 1.8 Å for
25–59 Cα atoms, depending on the individual case. The only structural elements that
superimpose well are the central β-strand (strand C, Fig. 2A) and a small part of the
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Fig. 1. Alignment of amino acid sequences of human RCA proteins. Below the alignment a
bar plot of the sequence identity is shown in which the percentage of sequences containing the
most common residue at each position is plotted. C4bpA, C4 binding protein chain A; C4bpB,
C4 binding protein chain B.



surrounding β-sheet structure. The remaining regions and especially the surface loops
differ substantially in structure.

2.1. CD46 (Membrane Cofactor Protein)

CD46, also known as membrane cofactor protein, is a type I integral membrane
glycoprotein with a single transmembrane domain. The extracellular portion of the
molecule contains four SCR domains and a 25-amino acid sequence that is relatively
rich in serine, threonine, and proline residues (the STP region). The CD46 ectodomain
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Fig. 2. Three-dimensional structure of the SCR domain. (A) Ribbon drawing of the first
repeat of CD46. The core of the domain contains a small, central β-sheet (strands B, C, D, and
E) connected by loops. Some SCR domains contain an additional short strand, labeled (A), at
the top of the domain. The side chains of the five strictly conserved residues defining the
domain (four cysteines and a tryptophan) are shown. The cysteines form two disulfide bridges
that provide structural stability. The conserved tryptophan is buried in the small hydrophobic
core of the domain, and its side chain forms a hydrogen bond with a main chain nitrogen at the
N terminus (indicated with a dotted line). This particular domain also contains a short helix near
its C terminus, which is absent in other domains. (B) Superposition of all structurally known
SCR domains. The superposition includes SCR1 and SCR2 of CD46 (25), SCR1 and SCR2 of
CD21 (26), SCR2 of the C1s complement protein (37), SCR15 and SCR16 of factor H (32), and
the SCR1-SCR4 domains of the vaccinia virus complement control protein (28) and β-glyco-
protein I (36). SCR1 of CD46 is shown in black and thicker lines, including secondary structure
elements. The other repeats are shown as thin gray ribbons. The superimposition was performed
in program O (82) by maximizing the number of superimposed Cα atoms while maintaining a
root-mean-square deviation of 2.0 Å or less. The numbers of Cα atoms used for this procedure
range from 25 to 59 for each domain. Figure prepared with RIBBONS (83).



is followed by a transmembrane region and a short cytoplasmic tail. Two alternate
exons encode the cytoplasmic domain, and four alternate exons encode variations of
the STP region. These can combine to form eight different versions of CD46, although
it appears that four of these variants are most common (2). There are three N-linked
glycosylation sites, one each in SCR1, SCR2, and SCR4, and several O-linked glyco-
sylation sites in the STP region.

CD46 is widely distributed. Its expression was first examined in hematopoietic tis-
sues, where it was found on platelets, granulocytes, helper T-cells, cytotoxic T-cells, B-
cells, natural killer cells, monocytes, neutrophils, monocytes, and cells of epithelial,
endothelial, and fibroblast origin (2,38,39). In fact, with the notable exception of ery-
throcytes, CD46 expression has been identified on every cell type examined (40). A
soluble form of CD46 has been identified in numerous secretions and is especially rich
in semen and vaginal fluids (41). Recombinant soluble forms of CD46 are able to
inhibit complement activation (42,43), and thus they have a potential use as comple-
ment-suppressing agents in tissue transplantation (44). Recombinant forms of CD46
are also able to inhibit measles virus infections (45).

CD46 inhibits complement activation by binding separately to C3b or C4b and sta-
bilizing them for proteolytic inactivation by factor I, a plasma protein in the trypsin
protease family (46). Inactivation of C3b and C4b, in either the fluid or solid phase,
inhibits continued complement activation and the progression of the pathway to MAC
assembly. In the alternative pathway, for example, C3b that is generated from sponta-
neous hydrolysis (the so-called C3 tickover) might lead to a critical level of C3 conver-
tase, thereby triggering a positive feedback cycle of further C3b production, if there
were no constitutive mechanism to inactivate C3b. CD46 provides an intrinsic defense
in that it protects cells on whose surface it is expressed. Its broad tissue distribution is
accounted for by the necessity of guarding any cells that may be exposed to comple-
ment from its inappropriate activation.

A curious feature of CD46 is the use that multiple pathogenic microbes make of it as
a receptor. The best known of these is the measles virus (3,4), although this finding is
currently the subject of skeptical review following the discovery of another receptor
(SLAM/CDw150) that appears to account better for the pathogenesis of measles virus
infection (47,48). Group A S. pyogenes (5), N. gonorrhoeae, N. meningitidis (6), and
human herpes virus 6 (7) have all been found to utilize CD46 as a specific cellular
receptor. Some of these interactions have been mapped to specific regions of CD46.
Binding to measles virus involves SCR1 and SCR2 of CD46 (49–52), and N. gonor-
rhoeae recognizes the SCR3 domain and the STP region of CD46 (53).

The structure of the measles virus binding SCR1-SCR2 portion of CD46 was deter-
mined using X-ray crystallography (25). A ribbon drawing of the structure is shown in
Fig. 3A. The polypeptide chain folds into two concatenated β-barrels, each containing
two disulfide bonds and one N-linked glycan attached to the “top” of the domain. The
two glycans cover a significant portion of the concave side of the molecule and
approach each other owing to a pronounced bend of approx 60° between the two SCR
domains. The analyzed crystals contain six independent copies of the CD46 fragment.
These assume somewhat different conformations, and the interdomain angle varies by
about 15° among the six molecules. Thus, some flexibility exists at the interface
between SCR1 and SCR2. Up to seven carbohydrate residues are seen at each of the
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Fig. 3. Structure of the SCR1-SCR2 fragment of human CD46 (25) and interaction with lig-
ands. (A) Ribbon drawing of the crystallized fragment. The polypeptide chain folds into two
concatenated β-barrels, each containing two disulfide bonds and one N-linked glycan attached
to the “top” of the domain. The two glycans cover a significant portion of the concave side of
the molecule and approach each other owing to a pronounced bend of approx 60° from a linear
conformation. The molecule has substantial mobility (about 15°) at the SCR1-SCR2 interface.
(B) Interaction with measles virus. Surface representation of CD46 SCR1-SCR2, with residues
implicated in measles virus binding shown in black. Residues Glu24, Arg25, Pro39, Ile45-
Arg48, Tyr67, Asp70, and Phe85-Ile104 define an extended measles virus-binding surface that
spans both domains. See ref. 25 for details. (C) Two views of the CD46 surface with areas pre-
dicted to be involved in C4b interaction and regulation highlighted in black. Three such areas
(residues 47–61, 94–103, and 120–122) have been identified (58). These residues cluster in two
areas: underneath the glycan moiety of SCR1 and at the base of SCR2, next to and partially
overlapping residues involved in measles virus binding. A was prepared with RIBBONS (83),
and B and C were produced with GRASP (84).



two N-linked glycosylation sites, and the position of the glycans at the same side of the
molecule suggests that they play a role both in maintaining the interdomain orientation
of the fragment and in limiting flexibility.

The CD46 residues involved in measles virus binding define a large, glycan-free sur-
face that extends from the top of the first to the bottom of the second repeat (Fig. 3B)
(25). The proposed virus binding surface is spread over a large area spanning two flex-
ibly linked domains, in contrast to other known examples, in which virus-receptor
interactions occur at a single, smaller site at the tip of an inflexible domain (reviewed in
ref 54). Although the glycan attached to SCR2 has been implicated in the interaction
with measles virus (55), it most likely does so indirectly by helping to maintain the
conformation of the virus binding surface.

How does CD46 interact with complement proteins C3b and C4b? Although less is
known about these interactions than about those of the protein with measles virus,
some details are beginning to emerge. Earlier studies suggested that binding to comple-
ment involves SCR2, SCR3, and SCR4, which includes sites that are physically dis-
tinct from the measles virus binding surface defined by SCR1 and SCR2 (50,56). The
glycans at SCR2 and SCR4 of CD46 were found to be necessary for interaction with
complement, whereas the glycan at SCR1 is not required (57). More recent mutagene-
sis and peptide inhibition studies have now implicated all four SCR domains in com-
plement binding (58). These studies also indicates that the C3b and C4b binding sites
are not identical. Three areas likely to be involved in C4b binding and regulation are
located within SCR1-SCR2, and their location can now be examined using the struc-
ture of the SCR1-SCR2 fragment of CD46. Inspection of the structure shows that they
cluster on one face of SCR1 and at the base of SCR2 (Fig. 3C). Of note, the site at the
base of SCR2 is close to the predicted measles virus binding surface of CD46 shown in
Fig. 3B, leading to speculation that measles virus and C4b use a similar site for dock-
ing to CD46 and therefore might share some structural homology (58). However, the
binding surfaces for measles virus and C4b on SCR2, although close to each other,
appear to involve some non-overlapping regions (Fig. 3B and C). The sites are even
more distinct in SCR1, where the predicted complement-regulatory site lies primarily
underneath the glycan, whereas residues thought to be involved in measles virus bind-
ing are exposed and lie on the side opposite to the glycan.

Other predicted complement binding regions in domains SCR1-SCR4 of CD46
involve sequences that contain multiple prolines, especially so in SCR3 and SCR4
(58). No structural information about CD46 domains SCR3 and SCR4 is available, and
the role of these proline residues remains unclear. We note that a prominent loop in
SCR1, which is predicted to be involved in measles virus binding, also contains two
consecutive proline residues.

The association of CD46 with complement proteins C3b and C4b is among both
the more relevant and the least understood of its known actions. Aside from the
above-described advances, little is known about the specific nature of its interactions
with C4b and C3b. The inappropriate activation of complement, which CD46 acts to
inhibit, is a major cause of tissue injury in many disease states. It follows, then, that a
better knowledge of CD46-mediated complement regulation may lead to useful inter-
ventions in sepsis and autoimmune diseases. Ultimately, such knowledge will have to

238 Stehle and Larvie



await the structural analysis of the remaining SCR domains of CD46 and the com-
plexes with its ligands.

2.2. CD21 (Complement Receptor Type 2)

Complement receptor type 2 (CD21) is a key interface between innate and adaptive
immunity (59). The molecule is primarily expressed on mature B-lymphocytes and fol-
licular dendritic cells and serves as a receptor for complement component C3d (15,60).
C3d-bound antigens bind to CD21 via C3d and to the B-cell receptor via the antigen,
thus amplifying B-lymphocyte activation. In addition, CD21 also serves as a ligand for
Epstein-Barr virus (14) and the IgE receptor CD23 (61,62). All three interactions require
the presence of the first two of the 15 SCR domains of CD21, and the binding sites for
Epstein-Barr virus and C3d overlap (20,63). The recently determined crystal structure of
a complex between C3d and the first two repeats of CD21, shown in Fig. 4, has demon-
strated for the first time how protein-ligand interactions are mediated by SCR domains
(26). The complex consists of a V-shaped CD21 SCR1-SCR2 receptor fragment bound
to a globular C3d ligand. Several unexpected findings are revealed by this structure:

1. The CD21 fragment exhibits a pronounced bend between SCR1 and SCR2, resulting in
a V-like shape that is strikingly different from the more extended conformations seen in
all other known structures of fragments with two or more SCR domains (25,28,32–36).
Although CD21 is so far the only example for a ligand-receptor complex in this family,
it is unlikely that the V-like conformation is induced by ligand binding since the crys-
tals contain a second, unliganded CD21 molecule in an essentially identical conforma-
tion. Thus the V-like arrangement of its two N-terminal domains appears to be an
inherent property of CD21.

2. The structure of the CD21/C3d complex reveals that only one of the CD21 repeats,
SCR2, directly contacts the C3d ligand. It was previously shown that both repeats are
required for C3d binding (64,65). Since the two domains are engaged in extensive side-
by-side contacts, the most likely explanation for the requirement of both domains for
C3d binding is that the presence of SCR1 stabilizes the three-dimensional structure of
the two-domain fragment and therefore the C3d binding site on SCR2 (26).

3. Finally, the crystals contain a dimer of CD21, although one of the monomers in this
dimer is not liganded to a C3d molecule. Interactions within the CD21 dimer are gener-
ated by contacts between the SCR1 domains. Is this dimer physiologic? Although the
molecule is monomeric in solution, it is conceivable that it forms a dimer under the pre-
sumably more constrained conditions at the cell surface.

How does CD21 recognize its ligand? The interaction between C3d and CD21 is to a
large extend defined through hydrogen bonds involving main chain atoms. With the
exception of one residue (Asn170), all hydrogen bonds to CD21 involve main chain
atoms of C3d. Thus, specificity for the complex seems to be achieved through the over-
all complementarity of the interacting surfaces rather than through specific side chain
interactions. The CD21/C3d interaction was found earlier to be substantially affected
by salt concentrations, indicating that complex formation involves strong hydrogen
bonds and perhaps salt bridges (26). Ionic interactions in particular are affected by the
ionic strength of the surrounding environment: high salt concentration weakens such
interactions, whereas low salt concentration stabilizes them. The analysis of the
CD21/C3d interface does not easily explain the dependence of the interaction on ionic
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strength, since no salt bridges are seen in the complex. However, an unusual interaction
involves Arg84 of CD21, which is located at the edge of a loop and is coordinated by
an anion-hole formed by four carbonyl oxygens at the carboxy terminus of a helix in
C3d. Thus the positively charged Arg84 side chain acts as a “capping residue” for the
negatively charged helix dipole moment. It is conceivable that this interaction, which is
comparable in strength to a strong hydrogen bond or a salt bridge, is affected by salt
concentrations, thus explaining the earlier findings. The CD21/C3d complex was crys-
tallized in the presence of zinc, and the interface contains two zinc ions. The zinc is
probably a crystal artifact. It is not known whether other cations (which might be
replaced by zinc in the structure) play a physiologic role in the C3d/CD21 interaction.
It is possible that the presence of zinc distorts the view of the interactions between
CD21 and C3d, since acidic residues coordinating the zinc ions in the complex might
otherwise be free to form salt bridges with positively charged lysine or arginine
residues.

The C3d/CD21 interaction illustrates the limitations of mutagenesis and antibody
inhibition studies that have attempted to identify interacting residues in the absence of
structural information. The interaction of CD21 with C3d has been the focus of numer-
ous studies, and the crystal structure of C3d has been available for several years (66).
Residues at the CD21 SCR1-SCR2 interface were identified as possible ligands for
C3d (65) through antibody inhibition studies; these residues do not contact C3d in the
crystal structure, although they are in the vicinity of the site of interaction. Mutagenesis
experiments identified two clusters of acidic C3d residues as important CD21-contact-
ing regions (67). Both clusters are not contacting CD21, and one of the clusters
(Glu37/Glu39) is in fact located opposite to the surface that interacts with CD21.
Finally, two CD21 residues (Ser16 and Tyr68) were identified as potential ligands for
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Fig. 4. Crystal structure of the complex between CD21 SCR1-SCR2 and complement pro-
tein C3d (26). The two SCR domains of CD21 form a severely bent, V-shaped structure. The
severe bend is unique among known SCR structures. It is most likely made possible by the long,
eight-residue linker between SCR1 and SCR2. All other multidomain structures of SCR-con-
taining repeats determined to date have shorter linkers of four residues and a more extended
conformation. Figure prepared with RIBBONS (83).



C3d and the Epstein-Barr virus glycoprotein gp350/220, two proteins that are thought
to have overlapping but distinct binding sites on CD21 (20). The structure of the com-
plex shows that neither residue contacts C3d.

2.3. Factor H

Factor H, a plasma protein, functions as a cofactor for the enzyme factor I in the
breakdown of C3b and iC3b. The molecule contains 20 SCR domains, and it was the
first member of the RCA family for which structural information was available. To
date, structures of factor H SCR5,SCR16, and a fragment containing SCR15-SCR16
have been determined (29–32). Although none of these structures contain known lig-
and binding sites, they have been very useful in helping to identify key features of the
SCR fold, such as the two conserved disulfide bridges and the small hydrophobic core.
A complement-regulatory site of factor H lies within the N-terminal four SCR domains,
and two additional sites are believed to be involved in C3b binding [reviewed in ref.
(22)]. Factor H is also a receptor for S. pyogenes, and SCR7 has been implicated in this
interaction (17,68).

Factor H is interesting partly because it is a soluble complement-regulatory protein,
in contrast to the membrane-bound receptors CD46 and CD21. Thus its conformation
is less restrained owing to the absence of a membrane anchor. Recent work by Aslam
and Perkins (27) has shed some light on how we might envision the conformation of
the long, 20-SCR factor H molecule in solution. When fully extended, the factor H
chain would span a distance of about 750 Å. A structural analysis of such a long and
presumably flexible molecule by NMR or protein crystallography is not feasible, and
so Aslam and Perkins used low-angle X-ray and neutron scattering, analytical ultracen-
trifugation, and molecular simulation experiments to study the conformation of the fac-
tor H chain in solution. They found, surprisingly, that the 20 SCR domains are likely to
assume a folded-back structure rather than adopting an elongated, linear conformation
(27). Of note, the factor H sequence has several especially long interdomain linkers
around its midpoint. The longest of these is an eight-residue linker between SCR12 and
SCR13 (Fig. 1), and such a long linker would allow for a V-shaped arrangement similar
to that seen in the crystal structure of CD21 (Fig. 3). Domains SCR10-SCR11, SCR11-
SCR12, SCR13-SCR14, and SCR18-SCR19 also have linkers of at least six amino
acids, and thus flexibility and bending is likely to occur at these sites.

3. VIRAL COMPLEMENT CONTROL PROTEINS

Preventing the inappropriate activation of complement is of great importance. Mole-
cules that regulate complement are central to achieving this goal, and any interference
with these molecules can lead to serious harm. It is therefore not too surprising that
viruses have evolved strategies to evade immunity mediated by antibodies and comple-
ment and to manipulate the inflammatory response mounted by a host. These strategies
include the incorporation of host complement-regulatory proteins into the virion enve-
lope and the expression of viral proteins that mimic complement regulators (69,70). A
well-known example for the latter strategy is the vaccinia virus complement control
protein (VCP) (71), which is synthesized by poxviruses. VCP can inhibit both the clas-
sical and alternative pathways of complement activation by binding to complement
components C3b and C4b, as well as through its ability to accelerate the decay of the
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C3 convertase complex. By interfering with the host’s complement system in this man-
ner, the virus can escape neutralization through antibodies and can protect virion prog-
eny from host complement attack. The VCP protein mimics the members of the RCA
family; it contains four SCR domains that are closely related to the A chain of C4 bind-
ing protein (C4bpA). In fact, VCP so closely mimics the function of human C4bp that
it has been shown to inhibit the classical pathway of complement activation with
greater potency than C4bp (72).

The recently determined crystal structure of VCP, shown in Fig. 5, has shed some
light on how this protein interacts with complement (28). Although VCP is not a mem-
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Fig. 5. Structure of the vaccinia virus complement control protein (VCP) (28). The crystal-
lized protein contains all four SCR domains and assumes an extended structure. Figure prepared
with RIBBONS (83).



ber of the RCA family, it is useful to consider it in this review because it closely mim-
ics the function of RCA family members and because it is so far the only “complete”
atomic structure of a protein that contains SCR domains and regulates complement.
The VCP molecule has an extended conformation, with all four domains stacked end to
end (Fig. 5). Interdomain contacts are limited to interactions between consecutive SCR
domains, which is similar to the way the two SCR domains are arranged in CD46
SCR1-SCR2 but different from the side-to-side packing seen in the CD21 SCR1-SCR2
structure. The VCP molecule shows little flexibility, since five independently deter-
mined structures of the molecule can be superimposed with minimal root-mean-square
deviations (28). This would suggest that crystal packing forces are not responsible for
the observed conformation, which has led to the suggestion that VCP adopts this con-
formation in solution (28). However, the orientation of SCR2 with respect to SCR3 in
the crystals differs dramatically from that seen in the NMR structure of a VCP SCR2-
SCR3 fragment (34). One explanation for this discrepancy is that the SCR2-SCR3 link-
age is flexible under some conditions. A small contact area and substantial flexibility
between SCR2 and SCR3 were shown earlier to be important properties of VCP (73). It
is unlikely that the presence of SCR1 and SCR4, which are included in the crystallized
protein but not in the NMR structure of VCP SCR2-SCR3, has any bearing on the flex-
ibility between SCR2 and SCR3 since they do not engage in contacts with this region
(Fig. 5). The available structural data thus offer conflicting views about the molecule’s
conformation in solution.

How does the VCP structure inform us about the interaction with the C3b and C4b
complement proteins? Most of the available data implicate domains SCR1 and SCR2
in complement inhibition. An ionic interaction has been proposed, and a face formed
by SCR1 and SCR2 does in fact contain numerous positively charged residues that are
thought to interact with a negatively charged surface on the complement proteins (28).
Additional information about complement binding comes from similarities in sequence
between CD46 and VCP. Many of the CD46 residues likely to be involved in comple-
ment binding (58) are conserved in VCP, suggesting that complement binding itself is
at least partially conserved in CD46 and VCP. Most of the conserved residues are
located in SCR2. A second binding site in the VCP SCR4 domain has been predicted as
well (28). This site lies next to a proposed heparin binding surface at the base of the
molecule. Interaction with heparin is thought to be used by VCP as a means for cell
surface association. Thus vaccinia virus seems to have arrived at an elegant solution for
targeting a soluble protein to the membrane surface and making it functionally equiva-
lent to membrane-associated complement regulators such as CD46; although the mech-
anism of surface adhesion is different in both cases.

4. EMERGING PRINCIPLES

The RCA family members are constructed from a large number of SCR domains, as
many as 30 in the case of CD35. Thus the design of these molecules is highly modular.
It is also apparent that gene duplication has played a significant role in the construction
of several of these proteins. The CD21 chain, for example, appears to have been gener-
ated through the repeat of a basic unit of four consecutive SCRs, whereas the CD35
sequence seems to have a basic repeated unit of seven SCR domains. With almost 2500

Complement Control Protein Structures 243



amino acids, CD35 is the largest RCA family member. Its 30 SCR domains, when fully
extended, would span a distance of more than 1000 Å. It seems intuitive that such a
long molecule would need to have both some degree of conformational order and also
some degree of flexibility. What, then, are the parameters that define conformation and
flexibility? It is useful to compare the existing structures in order to identify principles
of construction that would allow a better understanding of conformation and flexibility
and perhaps also help with the prediction of homotypic and heterotypic interactions.

4.1. Conformation

The database of known structures of two or more concatenated SCR domains is still
very small, and new structures continue to offer surprises. The following analysis is
therefore constrained by the available data. Figure 6A shows a superposition of the 10
existing structures of two-domain fragments of SCR-containing proteins
(25,26,28,32,34,36). There is a surprisingly large variation in the orientation of one SCR
relative to the next, and no preferred conformation seems to exist. In the crystal structure
of the CD21 SCR1-SCR2/C3d complex, the two SCRs are folded back on each other so
that they form a tight V shape (Fig. 4) (26). In contrast, β-glycoprotein I has several link-
ages that are very nearly linear (35,36). Several other structures have somewhat bent con-
formations (25,28,32,35), but the degree and direction of the observed bends are quite
variable. How variable are these bends, and what are the parameters that define them?

To address this question in a more rigorous manner, we calculated and plotted para-
meters of the interdomain orientations between the two SCR domains of all 10 avail-
able SCR pairs. Several methods have been employed for this purpose (33,36), and our
analysis is based on the calculation of the tilt and twist angles (36) (Fig. 6B). The tilt
angle describes the deviation of a two-domain structure from a fully extended confor-
mation, whereas the twist angle describes a rotation along the central axis of the
domain in order to align the β-sheets of the two domains. Plotting the tilt and twist
angles for each two-domain fragment, as shown in Fig. 6B, reveals that the parameters
of 7 of 10 structures cluster in the upper left quadrant of the plot, with both tilt and
twist values between 0° and 180°. Thus, although their precise conformations differ,
the molecules in this region have generally similar interdomain angles.

The similar direction of the tilt of most molecules is obvious from Fig. 6A, which
shows that the tilt is predominantly to the left. The only two structures tilting to the right
are CD46 SCR1-SCR2 (25) and the crystal structure of VCP domains SCR2 and SCR3
(28,34). The conformation of the latter is in question as it differs from the solution struc-
ture of VCP SCR2-SCR3 (34). The conformation of CD46 SCR1-SCR2, on the other
hand, is probably accurate, as it is nearly identical in two unrelated crystal forms with a
total of 12 independent copies of this fragment (25) (T.S. and M.L., unpublished data).
The unique tilt of the CD46 SCR1-SCR2 fragment may be related to the especially pro-
truding DE-loop in SCR2, as hypothesized earlier (25). In most structures, the N-termi-
nal SCR domain bends over the DE-loop of the C-terminal domain, partially covering it
(Fig. 6A). The DE-loop of CD46-SCR2 carries an insertion not present in most other
domains (Fig. 1), which results in an extension of strands D and E in a more protruding
loop conformation. Because of its protruding nature and rigidity, the DE-loop may force
the SCR1 domain to tilt away from it in order to prevent steric clashes.
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Fig. 6. Orientational differences in fragments with two consecutive SCR domains. (A) Superimposition of all available structures with two consecu-
tive SCR domains. The superimposition is based on the C-terminal repeat of each two-domain fragment and was performed as described in the legend to
Fig. 2. The CD46 SCR1-SCR2 structure (25) is shown in black and thicker lines, including β-strands. Other structures are shown as thin gray ribbons and
include CD21 SCR1-SCR2 (26), factor H SCR15-SCR16 (32), VCP fragments SCR1-SCR2, SCR2-SCR3, and SCR3-SCR4 (28), and β2-glycoprotein I
fragments SCR1-SCR2, SCR2-SCR3, and SCR3-SCR4 (36). (B) Two-dimensional plot of the distribution of tilt and twist angles in each of the two-
domain fragments shown in A. GPI, β2-glycoprotein I; fH, factor H. Two sets of angles are shown for the VCP SCR2-SCR3 fragment (marked with an
asterisk). One set corresponds to the conformation observed in the crystal structure of VCP SCR1-SCR4 (28) (gray dot), and the other corresponds to the
conformation seen in an NMR structure of the VCP SCR2-SCR3 fragment (34) (black dot). A was prepared with RIBBONS (83).



Most of the observed tilt angles are less than 90°. The only molecule with a signifi-
cantly more severe tilt is CD21 SCR1-SCR2. This extreme tilt is accommodated by the
unusually long eight-residue linker between those two repeats. All other structures
determined to date have four-residue linkers, and, based on the currently available data,
it appears that a four-residue linker is incompatible with a tilt in excess of 90°.

The twist direction is also similar for most structures. Seven of the 10 molecules
have twist angles between 0 and 180°, with most clustered in a narrower range between
0 and 90°. Thus, two consecutive domains seem to face in roughly similar directions.
The molecules that deviate most sharply from this arrangement are CD46 SCR1-SCR2,
the X-ray structure of VCP SCR2-SCR3, and factor H SCR15-SCR16. The interfaces
of the latter two structures are likely to be flexible (32,73), and the VCP SCR2-SCR3
interface has a dramatically different conformation in solution (34).

4.2. Flexibility

The degree of flexibility between consecutive SCR domains is difficult to determine
from the experimental data. In structures determined in solution by NMR, flexibility
can sometimes be estimated directly from the primary data. Although crystal structures
represent a more static picture of a molecule, information about flexibility can some-
times be obtained from the comparison of conformations of multiple copies of a mole-
cule in the crystallographic asymmetric unit. The crystal structure of the SCR1-SCR2
fragment of CD46 shows that SCR2 can move about 15° with respect to SCR1 (25),
which arises from flexibility between the two repeats. The NMR structural analysis of
the two-domain fragment of factor H has revealed even greater interdomain flexibility,
with very few contacts between the two repeats (32). On the other hand, the interdo-
main linkers between the four SCR modules of VCP appear to be surprisingly rigid,
since all five independent molecules in the crystals assume almost identical conforma-
tions (28). The CD21 SCR1-SCR2 fragment, which shows no evidence of flexibility, is
unusual in that it is the only one that features side-by-side packing.

What structural features affect flexibility? The known structures suggest four such
parameters: length of the interdomain linker, sequence of the interdomain linker, gly-
cosylation, and structure of the loops at the interdomain interface.

1. The length of the interdomain linker, defined here as the residues between the C-termi-
nal cysteine of one domain and the N-terminal cysteine of the second domain, is
arguably the most important parameter affecting flexibility. These linkers vary from
two to eight residues (Fig. 1). A shorter linker is expected to create a tighter interface
between consecutive domains, whereas a longer linker allows for more movement. This
is probably the reason for the observed flexibility of full-length factor H, which has
several long linkers around its midpoint (27). In CD21, an eight-residue linker allows
for a folded-over orientation with extensive face-to-face contacts between two SCR
domains, although there is no evidence for interdomain flexibility (26).

2. The sequence of the linker plays a role as well—some of the more flexible linkers con-
tain proline and/or glycine residues (27,32). Prolines probably prevent the formation of
hydrogen bonds and secondary structure elements (such as the β-strand conformation
adopted by the linker in CD46 SCR1-SCR2), and the presence of glycines usually
increases polypeptide flexibility.

3. Glycosylation is probably an important factor in determining relative domain orienta-
tions. The structures of glycosylated CD46 SCR1-SCR2 suggest that the glycans limit
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the molecule’s flexibility. Both carbohydrate moieties are located on the same side of
the molecule and face toward each other, thus helping to maintain the molecule’s con-
formation (Fig. 3).

4. The structures and lengths of surface loops are significant determinants of the orienta-
tions available to adjoining SCRs, but the database of structures is presently too small
to define stereotypic mechanisms for these effects.

4.3. Interaction with Ligands

Proteins constructed from SCR domains are generally thought to require more than
one repeat for interaction with ligands. For example, the first two repeats of CD46 are
both necessary and sufficient for the interaction with measles virus (49–52), and all
four CD46 repeats appear to be required for interaction with C3b and C4b (58). Exper-
iments probing the binding areas of other RCA family members have produced similar
results (74–76). It is important to realize, however, that these studies are usually based
on site-directed mutagenesis experiments, antibody-inhibition assays, or peptide bind-
ing studies. It is not clear, therefore, whether the identified residues directly contact a
particular ligand or whether they are merely required for the structural integrity of a
domain or a multidomain fragment. It is clear that a mutation in one area of a protein
can affect the structure of a region that is distant to it (77). Moreover, even a highly
conservative mutation such as Met→ Leu can severely destabilize a protein and cause
it to unfold partially, as seen in the case of a squash trypsin inhibitor (78).

To date, the only direct structural information about how SCR domains interact
with a protein ligand comes from the crystallographic analysis of the CD21-C3d com-
plex (26). Surprisingly, this structure revealed that C3d only contacts a single SCR
domain (SCR2) of CD21, although repeats 1 and 2 had previously been implicated in
the interaction with C3d (65). The linker between the two CD21 repeats, with eight
amino acids, is unusually long (Fig. 1) and allows for a severely bent conformation
that is essentially identical in the presence and absence of the C3d ligand (26). The
extensive contacts between the two domains may explain why mutations in SCR1
(which does not contact C3d) might still affect C3d binding through indirect effects. It
is unlikely that the CD21-C3d complex can serve as a model for other interactions
since most of the interdomain linkers in the RCA family are shorter than eight
residues, and the conformations of the molecules are likely to be more extended and
have fewer interdomain contacts. The structure of one domain would therefore depend
less on the structural integrity of the next, and mutations would be less likely to have
long-range effects. Thus, interactions involving a larger surface spanning multiple
domains, such as the measles virus binding surface of CD46 (25), are likely to occur
in other RCA family members. The potential role of ions in mediating these interac-
tions is poorly understood. A dependence on Ca2+ is an important property of the
interaction between CD55 and CD97 (76), and the crystal structure of CD46 contains
a calcium ion at the SCR1-SCR2 interface that probably helps to stabilize the confor-
mation of this fragment (25). Zn2+ ions are involved in the interaction between CD21
and C3d (26), although these ions are present in the crystallization buffer in high con-
centration and it is not clear whether they replace physiologic divalent cations at the
CD21/C3d interface or not.
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4.4. Oligomerization

A problem with the structural analysis of small, soluble fragments of membrane pro-
tein receptors is that the results reveal little about the conformation of the entire mole-
cule and the ligand binding surfaces as they appear on the cell surface. Moreover, the
structures do not show the molecules in the context of the lipid and protein environ-
ment in which they function. The crystal structures of CD46 SCR1-SCR2 and CD21
SCR1-SCR2 have revealed the presence of distinct oligomers (a trimer in the case of
CD46, a dimer in the case of CD21) in the crystals. In the case of CD46, an identical
trimer was seen in two unrelated crystal forms (25). As cell surface proteins, CD46 and
CD21 are constrained within the outer leaflet of the cell membrane, where oligomers
might form more easily than is possible in solution. In this regard, it is conceivable that
the crystallographic environment more closely mimics the environment at the cell sur-
face in that the higher effective protein concentration allows the stabilization of physi-
ologically relevant oligomers. Of course, it is possible that the observed multimers are
crystallographic artifacts. However, it is useful to recall the cases of human CD4 and
human intercellular adhesion molecule-1. Both cell surface receptors were found to
dimerize in the crystals, and these dimers are probably of physiologic relevance
(79–81).

5. CONCLUSIONS

The regulators of complement activation are proteins constructed from short consen-
sus repeats (SCRs). Several properties of these repeats render them well suited for their
function as modular protein-protein interaction components. Their small size and open
conformation result in a large surface area that efficiently exposes the amino acid side
chains to solvent. The SCR architecture can accommodate substantial sequence vari-
ety—there are relatively few conserved residues, and the extended conformation of the
protein backbone imposes few constraints on side-chain orientation. The divergence in
sequence and also in structure reflects the adaptation of SCR domains to specialized
functions, such as the ability to bind complement proteins seen in members of the RCA
family. This structural variability is also exploited by the numerous pathogens that use
SCR-containing proteins as their cellular receptors. SCR domains, then, are essentially
diversity scaffolds in which the variety of their surface properties is achieved through
both sequence and conformational heterogeneity.

The available structures of SCR domains demonstrate both significant conforma-
tional heterogeneity at the domain level and a wide variation in the interdomain orien-
tation of SCRs. Although the structure of an individual SCR domain can be reasonably
inferred from known structures, their relative orientation and the overall conformation
of a multi-SCR protein cannot yet be predicted with reasonable accuracy. Nevertheless,
we show here that the conformations of two-domain SCR domain fragments are not
random. Preferred orientations do exist, as many of the known structures cluster in a
defined region of the available conformational space. In the absence of additional
information, this knowledge can be used to form a working hypothesis for understand-
ing a particular SCR-SCR conformation. In addition, some predictions can be made
about the effect of the linker between SCRs on the conformation and flexibility of SCR
concatamers. Most of the known structures have short, four-residue linkers and reason-
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ably fixed conformations—probably a significant reason why they were amenable to
structural analysis at all. Longer linkers (around six residues) allow for increased flexi-
bility and can accommodate less extended conformations, as suggested by the analysis
of full-length factor H (27). Extremely long linkers (eight residues or longer) can per-
mit a rigid, folded-back conformation, as seen in CD21 (26).

Most SCR structures have been determined during the last 2 years. It can be
expected that the database for these structures will swell dramatically in the future, and
this will undoubtedly help to establish principles of structural organization of mole-
cules containing concatenated SCR domains. A larger number of available structures,
and structures of complexes, will also help to shed light on the mechanisms by which
SCR domains mediate both homo- and heterotypic protein-protein interactions. A
wealth of biochemical data has been accumulated that identifies residues or regions of
RCA family members involved in interactions with ligands. Although the nature of
these interactions is at present poorly understood, this is likely to change in the near
future if the structural studies of these abundant and still enigmatic domains continue at
their present pace.
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14
Lipopolysaccharide-Binding Protein and CD14

Peter S. Tobias

1. INTRODUCTION

If one role of the innate immune system is to act as a sentinel for infection, then sen-
sitive detection of pathogens is surely important. Whatever other roles they may play,
lipopolysaccharide binding protein (LBP) and CD14 serve to enhance sensitivity to the
surface structures of pathogens. LBP is resitricted to enhancing sensitivity to LPS and
perhaps a few other glycolipids. CD14 has a much broader spectrum of activity, acting
with LBP to enhance sensitivity to LPS but also functioning with components of
Gram-positive organisms, mycobacteria, yeast, and at least one virus. As described
elsewhere in this volume, these functions are critical for immediate inflammatory
responses as well as activation of adaptive immune responses. Other functions of LBP
and CD14 are not as well documented. LBP and CD14 may serve as opsonins to clear
infectious organisms as well as inflammatory bacterial components via pathways that
do not initiate inflammation. CD14 may also be important in the clearance of apoptotic
cells via noninflammatory pathways. These are principally acute roles for the proteins.
Recent epidemologic studies also suggest that CD14 may play a role in more chronic
situations that result in allergy and cardiovascular disease. Several recent reviews of
LBP and CD14 have been published; therefore this review presents only an overview
of the older work and highlights the newer findings. Since the previous reviews, knowl-
edge concerning LBP seems to have advanced primarily in the details. On the other
hand, information about CD14 has advanced into several new areas, perhaps most sur-
prisingly with respect to CD14 polymorphisms and disease as well as discovery of lig-
ands for CD14 of unexpected types. Finally, fluorescence methods have suggested new
views of the organization of CD14 and other molecules on the cell surface.

2. THE PARADIGM

Several key papers led to the basic paradigm for the major role of LBP and CD14
illustrated in Fig. 1 (1–4). This is the LBP-mediated complexation of LPS with CD14
followed by the interaction of LPS-CD14 complexes with a receptor capable of initiat-
ing signaling that leads to inflammatory mediator production. This paradigm was basi-
cally known by 1990, but it was not until 10 years later that the signaling receptor for
LPS was identified as Toll-like receptor 4 (TLR4), and only in 2001 was a direct inter-

255

From: Infectious Disease: Innate Immunity
Edited by: R. A. B. Ezekowitz and J. A. Hoffmann © Humana Press Inc., Totowa, NJ



action between LPS and TLR4-MD2 demonstrated. Several workers have shown that
LBP and CD14 are not absolutely necessary for presentation of ligands to TLR4 (5,6).
However, many papers show that the sensitivity of the system is dramatically enhanced
when they are present and functional, (1,2,5,7). Although Fig. 1 shows the membrane-
anchored form of CD14 (mCD14), as it is in myeloid cells, the soluble form of CD14
(sCD14) functions in a fundamentally similar manner (4,8).

3. LIPOPOLYSACCHARIDE BINDING PROTEIN

LBP is a member of the lipid transferase family with a unique ability to shuttle LPS
from bacterial membrane fragments or LPS aggregates to CD14. Other members of the
family include bactericidal/permeability-increasing protein (BPI), cholesterol ester
transfer protein (CETP), and phospholipase transfer protein (PLTP). These all bind
LPS but have no ability to interact with CD14. The two functions of LBP, LPS binding
and transfer of LPS to CD14, appear to reside in different domains of the molecule.
The fragment comprised of residues 1–197 avidly binds LPS but has no ability to trans-
fer LPS to CD14 (9,10). One assumes therefore that the 198–456 fragment should
interact with CD14, but this has not been specifically shown. An LPS binding motif has
been described that encompasses four basic amino acid residues shown to interact with
the phosphate moiety of LPS in its complex with the outer membrane protein FhuA
from E. coli (11). The significance of one of the motif residues in LBP was previously
shown by site-directed mutation (12). Unfortunately, although crystallization of LBP
has not been successful enough to provide crystals suitable for structural elucidation,
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Fig. 1. Lipopolysaccharide binding protein (LBP) mediates LPS binding to CD14. The LPS-
CD14 complex then interacts with Toll-like receptor (TLR4)-MD2 to initiate signaling.



the X-ray structure of its congener, BPI, has been successful and this provides some
basis for thinking about the three-dimensional structure of LBP (13). The structure is
roughly banana-shaped, with some fair degree of symmetry between the two ends of
the banana. The charged LPS binding motif is arrayed at one tip of the banana. Upon
interpretation of the electron density map, some nonprotein density was observed,
which turned out to be 2 mol of glycerol phospholipid. In subsequent experiments car-
ried out with Alan Hunt at the University of Southampton and Luc Teyton at Scripps
Research Institute, we have found that purified LBP also carries phospholipid. The role
of the phospholipid is as yet undetermined.

It is tempting to imagine that the site of phospholipid binding is related to the LPS
binding site, but the phosphate moieties of the glycerol lipid are not in direct contact
with the residues of the LPS binding motif. Although comparison of the structures of
BPI and LBP is provocative, some care should be taken in drawing conclusions
because LBP is capable of disaggregating LPS and presenting it to CD14, whereas BPI
does not present LPS to CD14 and seems to have a condensing effect on LPS aggre-
gates (14). Altering the structure of LPS aggregates, as in the outer membranes of
Gram-negative bacteria, may be important to the antibiotic effects of BPI. Interestingly,
LBP enhances the antibiotic effects of BPI (15). The association of LBP with planar
phospholipid membranes has been investigated by Gutsmann et al. (16). These workers
found that LBP inserts through a planar bilayer in an oriented fashion, yet it can bind
LPS offered from either side. Further work with this model comparing BPI and LBP
could be quite interesting.

LBP was first detected as an acute-phase reactant (17), and many papers have subse-
quently documented a rise in LBP concentration following an inflammatory stimulus.
Observations published to date suggest that LBP is elevated following every possible
sort of inflammatory stimulus and in any possible anatomic site [burn (18), pancreatitis
(19), sepsis (20,21), tuberculosis (22), peritonitis (23), labor (24,25), arthritis (26),
chemical stimulus (27,28), lung (29–32)]. Studies of the regulation of LBP expression
showed that cytokines interleukin-6 (IL-6), IL-1, and tumor necrosis factor (TNF) as
well as dexamethasone were important regulators of LBP expression in HepG2 cells
(33). Further study of LBP expression showed that signal transducer and activator of
transcription-3 (STAT-3), activator protein (AP)-1, and CCAAT-enhancer binding pro-
tein (C/EBPβ) are important transcriptional regulators and that both transcriptional and
translational mechanisms were important in regulating expression (34,34a). As
described in greater detail below, LBP catalytically transfers LPS to CD14. Further-
more, observations with cells in culture suggest that there is ample LBP in serum to
serve as a catalyst for LPS-dependent cellular activation, and thus the role of LBP as a
strong acute-phase reactant suggested that it may have some other role as well. Consis-
tent with the observation that LBP is an opsonin, we have found that LBP is co-inter-
nalized with LPS in tissue culture, and others have shown that high levels of LBP are
protective in vivo (35–37).

It is now abundantly clear, as noted above, that LBP enhances sensitivity to LPS.
Recent experiments with LBP knockout mice confirm in vivo the validity of this con-
clusion that was originally based on ex vivo experiments on cytokine release (1,38,39).
Two versions of LBP–/– mice have been made. The first to appear focused on chal-
lenges of mice with LPS or Salmonella typhimurium and made the point that inflamma-
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tion was beneficial for resolution of an infection (40). Thus, these workers showed that
LBP–/– mice were hyporesponsive to LPS when that response was measured in a lethal-
ity model that reflects the LPS-stimulated expression of TNF, but that the mice were
hyperesponsive to death by bacteremia. The second report of LBP–/– mice observed
that whole blood from LBP–/– mice was hyporesposponsive to LPS but that the mice
themselves were normoresponsive to LPS (41). As far as I am aware, this difference
between the two strains of LBP–/– mice remains unexplained. Further experiments with
the second strain of mice to look at airway reactivity relevant to asthma with LBP–/–

mice showed hyporeactivity in OVA-immunized LBP–/– mice to a methacholine chal-
lenge (42). This result suggests that the LBP–/– mice are hyporesponsive to inflamma-
tory stimuli. The nature of the stimulus in this instance remains unclear, but the usual
suspect is endotoxin from some source. Several workers recently showed that LPS
preparations may contain agonists capable of stimulating cells through TLR2 in addi-
tion to TLR4 (43,44). It is possible that differences in the LPS preparations used to ini-
tiate inflammatory responses in the two strains of LBP–/– mice could explain the
different results obtained. Other recent work (45) tends to support the view that LBP is
critical for sensitive detection of LPS.

The mechanism by which LBP enhances cellular LPS responses has not advanced
significantly since previous reviews. The essence of the matter is that LBP acts catalyt-
ically as a transferase delivering LPS from aggregates or bacterial membranes to
CD14. The most useful tool to observe the details has been fluorescently labeled LPS.
Fluorescein or bodipy labeled LPS is self-quenched because it is highly aggregated.
Upon disaggregation, the fluorescence is enhanced, and the kinetics of transfer from
the LPS aggregate to the acceptor can thereby be readily observed. Consistent with the
recognition of LBP as a member of the lipid transferase family, LBP has also been
shown to mediate the transfer of glycerol lipids into lipoproteins. This finding led to the
speculation that LBP might function in vivo as a glycerol lipid transferase like its con-
gener, PLTP. However, studies of LBP–/– mice do not support such a role for LBP. Gly-
colipids from Treponema and a component from Bacillus subtilis may also be
recognized by LBP (46,47). Kitchens et al. (48,49) have continued to explore the abili-
ties of LBP to transfer LPS among various compartments, showing that LBP will actu-
ally remove LPS from monocytes (48,49). This would be consistent with the principle
of microscopic reversibility, whereby a catalyst catalyzes a given reaction in both
directions (50). Recent reviews relevant to LBP include refs. 51–58.

4. CD14

Unlike LBP, CD14 has no near relatives. Structurally, it has 10 leucine-rich repeats,
but this feature does not help much as an aid to understanding its function except to
indicate that CD14 interacts with other proteins (59). CD14 is both a membrane-bound
receptor, bound via a glycosylphosphatidyl inositol (GPI) tail, and a soluble plasma
glycoprotein, functioning similarly in both environments to enhance activation of cells
by LPS (2,8,60,61). Structure function studies of CD14 mutants lead to three conclu-
sions: (1) the posttranslationally added GPI tail is not required for its function with
TLRs (62); (2) amino acid residues beyond 152, which eliminates all but three of the
leucine-rich repeats, are not required for LPS or peptidoglycan binding by CD14
(63,64); and (3) within the 1–152-fragment, different residues are important for LPS
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binding and peptidoglycan binding (65–69). There is no LPS binding motif of the sort
defined in LBP. Soluble CD14 may be generated from membrane-bound CD14 or
secreted without posttranslational modification (70). Unfortunately, no three-dimen-
sional structure for CD14 has been published, although crystallization studies are
ongoing and “promising” (Luc Teyton, Scripps Research Institute, personal communi-
cation). Probably the most unusual feature concerning the activity of CD14 is its ability
to enhance cellular activation by a large variety of agonists. Stelter (71) recently enu-
merated some of the pathogen-derived materials that CD14 recognizes. In addition to
these ligands are several protein ligands, including heat shock protein 60 (HSP60),
HSP70, and the fusion glycoprotein from respiratory syncytial virus (72–75). It would
be interesting if someone would go back to the available CD14 mutants and determine
whether all this huge diversity of agonists uses the same small region of CD14 for
binding. Beyond even these agonists, CD14 recognizes apoptotic cells, which leads to
cellular activation of a very different sort than that activated by microbial ligands (76).

How do all the different agonists get sorted out at the cell surface to activate the
appropriate receptors? The obvious but uninformative answer is that the bound ago-
nists are only recognized by the appropriate receptors. The possibility that CD14 is sur-
rounded by a host of receptors is suggested by results with fluorescence resonance
energy transfer experiments (77). These authors present evidence implying that HSP70
and-90, chemokine receptor 4, and growth differentiation factor 5 are the main media-
tors of activation by bacterial LPS. Whether this idea will stand up to the evidence for
TLR4 as the signaling receptor for LPS is unclear, but the concept that CD14 is in a
cluster with a variety of receptors and that these receptors mediate various agonist-
dependent phenomena is attractive. It is possible that all the molecules are gathered in
lipid rafts (78). GPI-tailed proteins such as CD14 are known to associate with such
rafts. The only problematic observation in this regard is that CD14 anchored to the
membrane by means of a peptide tail that does not target the CD14 to a lipid raft func-
tions perfectly well as far as LPS is concerned (62,79). At this juncture, nothing is
known about the structural features that enable CD14 to interact with TLR4, TLR2, or
any other signaling receptor.

The relevance of CD14 to acute disease mediated by Gram-negative organisms is by
now well established from models involving CD14-deficient mice as well as models
wherein CD14 function is blocked by antibodies. Blockade of inflammation is essen-
tially universally observed (80,81), although some cytokine responses persist (82).
However, the consequences for responses to whole bacteria are quite varied
(81,83–85). This may represent species variations in the bacteria as well as the host and
obviously will take some time to sort out fully.

In a somewhat different vein, a relationship between CD14 polymorphisms and the
chronic conditions of asthma and heart disease has recently emerged that promises to
be most interesting. The CD14 promoter has a polymorphism at an Sp1 site that leads
to allelic variation in the levels of soluble CD14 produced (86,87). Because inflamma-
tion alters levels of cytokines and Th2 responses, the altered CD14 levels may be
related to a potential for allergic sensitization (88). Thus it is possible that CD14 is
involved in the so-called hygiene hypothesis whereby exposure to environmental LPS
or higher CD14 levels leads to a diminished tendency to allergic responses (89,90). In
this connection Arias et al. (91) have observed that soluble CD14 interacts with B cells
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to lower IgE production. Other studies suggest that the same CD14 allele protecting
against allergy may predispose to myocardial infarction (92) and to atherosclerosis
(93,94), but not to ischemic cerebral disease (95). Recent reviews of CD14 include
those found in refs. 96–102.
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It is becoming increasingly clear that the successful operation of the human host
defense system is the culmination of a number of interactive processes, which places
constant pressure on eliminating a foreign antigen or pathogen. Various levels of
immune sophistication dictate the interactive processes of an immune/inflammatory
response, ranging from the nonspecific preprogrammed reaction to pattern recognition
molecules to the exquisitely specific cell-mediated response to a single antigen. Innate
immunity constitutes the former reaction and is triggered within minutes of exposure
to a foreign agent, while the latter response is a characteristic of an acquired or adap-
tive immune response and requires a number of days to imprint its effect on the host.
The importance of innate over acquired immunity or vice versa is an illogical argu-
ment, as a concerted and interactive innate and adaptive immune reaction is key for an
automatic, dynamic, sustained, and regulated response. Thus, it is imperative that the
in vivo concept of innate and acquired immunity be considered a continuum within a
system-wide assault on a foreign agent and not two different modes totally indepen-
dent of each other. 

In this section on Mammalian Host Defenses: Links Between Innate and Adaptive
Immunity, the various authors present information that addresses different aspects of
linking these diverse facets of host defense. Investigations into the biology of
chemokines during innate and acquired immune reactions have clearly demonstrated
that this class of mediators are important to the natural progression of host defense.
Chemokines make an important contribution to both innate and acquired immunity via
the ability to recruit specific subpopulations of leukocytes to an area of inflammation,
thereby insuring the arrival of the most appropriate leukocyte populations needed to
respond to the foreign challenge. In addition, chemokines can regulate the systemic traf-



ficking of leukocytes between lymphoid and nonlymphoid tissue during normal immune
surveillance. This phenomenon is likely attributable to the ability of all nucleated cells in
the body to generate chemokines rapidly upon exposure to a foreign antigen or pathogen,
resulting in a chemokine phenotype tailored to the specific outside threat.

Antimicrobial peptides and proteins generated during the activation of the comple-
ment cascade are additional mediators that bridge innate and acquired immunity. At
high concentrations the antimicrobial peptides, such as defensins, act as either mem-
brane disruptive agents or lipopolysaccharide binding molecules, while at lower con-
centrations they possess chemotactic activity for the recruitment of leukocyte
populations. When the host is exposed to a pathogen, these antimicrobial peptides are
rapidly released and contribute to the initial resistance to the pathogen and facilitate the
evolution of distal humoral and cell-mediated immunity. In a similar fashion, activation
of the complement system may result in an antimicrobial effect via either targeting the
pathogen for destruction by the establishment of a lytic membrane attack complex path-
way or targeting the pathogen for phagocytosis. This latter aspect of immunity is one of
the fundamental underpinnings of an effective host response, as a deficiency in phago-
cytosis would result in an immunosuppressed host. In addition, activation of the com-
plement pathway generates chemotactic split complement product, such as C5a, which
is important to leukocyte trafficking and the transition of innate to acquired immunity. 

While a number of molecular signals are key to the initiation of an innate response
and the subsequent transition into an acquired response, there are also a number of
cells that actively link innate and acquired immunity. Neutrophils, fixed macrophages,
and natural killer cells have received attention for their roles in innate immune reac-
tions and their activity in the transition toward adaptive immunity. However, less rec-
ognized cells, such as mast cells and CD-1 restricted T cells, also contribute to these
host defense processes. The contribution of mast cells via the production of histamine,
proteases, proteoglycans, eicosanoids, cytokines, and chemokines are important in the
initiation and maintenance of various aspects of host defense. Furthermore, these cells
are recognized as key participants in wound repair, angiogenesis, and tissue remodel-
ing. CD-1 restricted T cells are an additional subset of leukocytes that bridge the innate
and acquired immune spectrum. Interestingly, CD-1 restricted T cells can have either a
limited T cell receptor repertoire and react to a small number of foreign antigens that
possess a conserved molecular pattern or can respond to a limited spectrum of antigens
via clonally varied receptors. 

The information presented in this section supports the link between innate and
acquired immunity and underscores the various systems that are important to the suc-
cess of each immune response. Diverse cells and mediators are key to the progression
of innate immunity to adaptive immunity and their integration allows for a rapid and
dynamic host response to foreign antigens and pathogens.

Steven L. Kunkel
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The Role of Chemokines in Linking Innate

and Adaptive Immunity

Cory M. Hogaboam and Steven L. Kunkel

1. INTRODUCTION

Of the myriad of immune defense systems that exist in nature, the mammalian
defense system is clearly the most sophisticated and successful. This immune sophis-
tication arises from the fact that immune events in mammals involve a progression of
detailed events leading to exquisite specificity toward a bacterial, viral, or fungal
byproduct, or a nonself protein. On its simplest level, the immune response in mam-
mals is divided into two major components: the nonspecific innate and the adaptive
or acquired immune systems (1). When examined phylogenetically, the innate
immune system appears to be more ancient than its acquired counterpart, and, histor-
ically, it was thought that the innate response was nonselectively directed toward
microorganisms. However, the distinctions between the innate and acquired immune
responses are now widely viewed as somewhat artificial, as it has been shown that
both arms of the immune response share several common features including amazing
degrees of specificity for pathogens and foreign antigens (2). Indeed, there is increas-
ing evidence that the induction of different types of effector adaptive responses is
directed by the innate immune system after its highly selective recognition of partic-
ular groups of pathogens through pattern recognition molecules (i.e., the Toll-like
receptor family) and the elaboration of soluble protein signals that activate the rele-
vant lymphoid cell population. The aim of this review is to highlight the role that the
soluble protein molecules known as chemotactic cytokines or chemokines exert in
the bidirectional communication between the innate and acquired immune responses
during host defense.

2. THE INTERLINKED INNATE AND ACQUIRED IMMUNE SYSTEMS

Innate immunity typically serves as the rapid, first-line defense against invading
pathogens and foreign antigens. Phagocytes, including neutrophils and macrophages,
and natural killer (NK) cells are critical participants in the innate response because of
their ability to neutralize and clear a wide array of micro- and macroorganisms.



Although phagocytes can be found in various tissue sites throughout the body, the suc-
cessful containment and destruction of most infectious foci typically require the influx
of freshly activated leukoctyes from the circulation. The migratory events that leuko-
cytes follow in moving from the circulation to the extravascular space are well orches-
trated and involve critical cell-associated and soluble proteins. The recruitment of
leukocytes into inflamed tissue is regulated by interactions between the circulating
leukocytes and endothelial cells. Integrins expressed by leukocytes have a pivotal role
in leukocyte adhesion to endothelial cells, and the activation of integrins by
chemokines is essential for integrin-mediated adhesion: the chemokine signal trans-
duced in the leukocyte converts the functionally inactive integrin to an active adhesive
configuration (3).

The innate response is normally short lived, given its propensity to destroy invader
and tissue indiscriminately (4). However, before terminating its activity, the innate
response can induce key costimulatory molecules on antigen-presenting cells (APCs),
largely owing to the generation of potent adjuvants; APCs then direct the antigen-dri-
ven clonal expansion of T-and B-cells and other antigen-specific cells of the acquired
immune response (5). The subsequent involvement of the adaptive immunity appears to
provide two major advantages: first, it provides another avenue of defense against pri-
mary infection, and, second, it provides immunologic memory, thereby providing the
host with resistance to reinfection (6). It can be argued that neither arm is more effi-
cient than the other, but through their concerted efforts the mammalian immune system
is able to gauge accurately the magnitude of the threat that a given pathogen or foreign
antigen poses to the host. Furthermore, the concert of innate and acquired immune
responses ensures that self antigens are clearly discriminated from nonself antigens,
thereby avoiding inappropriate autoimmune events (7). Thus, the complex integration
of innate and adaptive immune responses allows for both rapid responses and dynamic
regulation of inflammation in vivo (8).

3. CHEMOKINES

Chemokines belong to a supergene family of 8–10-kDa protein mediators widely
known as soluble factors that attract and activate specific leukocyte populations in the
context of inflammatory and immune events (9,10). However, recent evidence sug-
gests that chemokines also play a wider role in the development and homeostasis of
inflammatory and immune responses (11,12). Chemokines, owing to their differing
effects on the recruitment of specific leukocytes, ultimately determine which cells
will regulate and participate in localized innate and adaptive immune responses.
However, nearly half of the currently described chemokines have the capacity to sup-
press the proliferation of myeloid progenitor cells (13), and several recently
described chemokines also exquisitely regulate the systemic trafficking of inflamma-
tory and immune cells between lymphoid and nonlymphoid tissues for surveillance
and effector purposes (14,15). Nearly every mammalian cell appears to have the abil-
ity to respond to factors associated with pathogens through the production of
chemokines, and this production is carefully regulated on several levels so that the
kinetics and phenotype of the localized inflammatory response is tailored to the spe-
cific pathogen threat. This form of regulation ensures that only the appropriate
inflammatory cells are attracted to the target tissue. Given the direct association

270 Hogaboam and Kunkel



between chemokine expression and the severity of inflammatory and immune
responses in several tissues, blocking the actions of chemokines is viewed as a novel
therapeutic strategy for the treatment of diseases precipitated by excessive immune
activation (16).

4. CHEMOKINE NOMENCLATURE

Bioinformatic-based analysis of nucleotide databases has enormously increased the
number of chemokines to at least 50 members in four distinct structural families (17).
The chemokine families are distinguished by the relative positioning of cysteines at the
amino terminus in these proteins. The two largest families encompass the C-C and the
C-X-C chemokines, which tend to promote preferentially the chemotaxis of mononu-
clear and polymorphonuclear cells, respectively, although exceptions to this rule exist
in both families.

C-C chemokines include monocyte chemoattractant proteins (MCP) 1–5, eotaxin,
eotaxin-2, regulated on T-cell activation, normal T-cell expressed and secreted
(RANTES) proteins, macrophage inflammatory protein-1α and -β (MIP-1α and -β),
macrophage-derived chemokine (MDC), and C10 chemokine. C-X-C chemokines can
be divided into two subsets. The first subset is comprised of C-X-C chemokines that
possess the amino acid residues Glu-Leu-Arg (abbreviated ELR) such as interleukin-8
(IL-8.) epithelial neutrophil-activating factor-78 (ENA-78), the growth-related onco-
gene proteins (GROs), and murine MIP-2, a murine chemokine. The second subset, the
non-ELR C-X-C chemokines, lacks the ELR motif and includes interferon-inducible
protein-10 (IP-10) and monokine induced by interferon-γ (MIG). Lymphotactin, a C
chemokine lacking the first and third cysteine but structurally homologous to the C-C
chemokines (18,19), and fractalkine, a membrane-bound C-X3-C chemokine, presently
represent the only members of their respective families.

Chemokine nomenclature has been standardized to mirror the sequential classifica-
tion scheme presently used for the chemokine receptors (20). Thus, chemokines are
numbered consecutively as C-C ligand (CCL), C-X-C ligand (CXCL), C ligand (XCL),
and C-X3-C ligand (CX3CL), eliminating the confusion that surrounds the use of mul-
tiple names for a single chemokine. Subsequent reference to chemokines in this review
will include both the old and the new nomenclatures for these factors.

5. CHEMOKINE RECEPTOR NOMENCLATURE

The chemokine superfamily of leukocyte chemoattractants coordinates the develop-
ment and deployment of the immune system by signaling through a family of distinct
rhododopsin-like GTP-binding protein-coupled receptors (21). A further layer of com-
plexity within the arena of chemokine biology is the fact that most of the chemokine
receptors are not selective for a single chemokine. C-C chemokines interact with at
least 11 distinct receptors designated CCR1–CCR11. Whereas the promiscuity of
chemokine receptors sometimes obscures the relative importance of each chemokine in
immune responses, the selectivity of chemokine effects in these responses appears to
be tightly regulated at the level of chemokine receptor expression and the cell distribu-
tion of these receptors.

Differences in chemokine ligand specificity for chemokine receptors exist between
the murine and human system. Generally, CCR1 binds RANTES/CCL5, MCP-3/CCL7,
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and MIP-1α/CCL3. CCR2 binds MCP-1/CCL21, -2/CCL8, -3/CCL7 and -4/CCL13
(22), whereas CCR3 binds MCP-3/CCL7, MCP-4/CCL13, eotaxin/CCL11, and eotaxin-
2/CCL24 (23). CCR4 binds TARC/CCL17 and MDC/CCL22, and CCR5 binds
RANTES/CCL5, MIP-1α/CCL3, and MIP-1β/CCL4 (24). Some of the more recently
discovered C-C chemokine receptors appear to bind C-C ligands in a more selective
fashion, as in the case of CCR6, which only binds MIP-3α/CCL20 (25), CCR7, which
binds MIP-3β/CCL19 and 6Ckine/CCL21, CCR8, which binds TCA-3/CCL1 (20), and
CCR10, which binds CTACK/CCL27 (26). C-X-C chemokines interact with at least six
distinct CXCRs, of which the first two bind the prototypical human C-X-C chemokine,
IL-8/CXCL8. CXCR2 binds IL-8/CXCL8, ENA-78/CXCL5, growth-related GROs
(CXCL1–3), and MIP-2, and CXCR3 binds induced by interferon-γ (IFN-γ)-inducible
non-ELR CXC chemokines such as IP-10/CXCL10 and MIG/CXCL9. The primary
chemokine that binds CXCR4 is stromal cell-derived factor-1 (SDF-1/CXCL12), and
CXCR5 binds BLC/CXCL13. Finally, lymphotactin/XCL1 binds specifically to XCR1,
and fractalkine/CX3CL1 binds exclusively to CX3CR1 (11).

6. CHEMOKINES LINK CELLS OF THE INNATE 
AND ACQUIRED IMMUNE SYSTEMS

In the sections that follow, published data is highlighted providing clear evidence
that chemokines link the innate with adaptive immune responses. As shown in Table 1,
a variety of cytokines, including the chemokines, provide important communication
links between innate and acquired immunity. However, one of the more specific
cytokines, which appears to be restricted to the acquired immune response, is IL-2. The
manner in which chemokines coordinate both arms of the immune response is
described first in a cell-specific fashion.

6.1. Neutrophils

Because of their ability to perform a series of aggressive effector functions, neu-
trophils are key cellular innate immune elements in inflammatory responses against
injury and infection. The contribution of neutrophils to host defense and innate immu-
nity extends beyond their traditional role as professional phagocytes. In particular, neu-
trophils can be induced to express a variety of chemokines such as IL-8/CXCL8,
GRO/CXCL1-3, MIP-1α/CCL3, MIP-1β/CCL4, IP-10/CXCL10, and MIG/CXCL9
(27). Through its ability to elaborate these chemokines, it is conceivable that neu-
trophils can subsequently orchestrate the chemotaxis of other leukocyte subsets includ-
ing monocytes, immature dendritic cells (DCs), and T-lymphocyte subsets. The manner
in which neutrophils regulate mononuclear cell recruitment to sites of infection of
inflammation is presently unknown.

6.2. Dendritic Cells

To date, the best evidence for chemokines linking the innate and acquired immune
responses is derived from studies of DC activation and migration (28). DCs are an het-
erogeneous family of cells that function as sentinels of the immune system and are crit-
ical for moving antigens from peripheral sites to regional lymph nodes, to allow
appropriate transmission of antigenic specificity to T-cells (29). Under homeostatic
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conditions, DCs typically fulfill a surveillance function in all tissues, but following a
pathogenic or injurious cue, these cells capture antigens, migrate from the tissues, and
move to the draining lymphoid organs (30). In lymphoid organs, DCs undergo a matu-
ration process that temporarily positions them within the lymphoid organ such that
they can prime naive T-cells. The fact that DC migration is an integral component of
their sentinel function has led to a number of studies of the responsiveness of various
DC populations to chemokines (31). Immature DCs respond to a number of CC and
CXC chemokines including MIP-1α/CCL3, MIP-1β/CCL4, MIP-3α/CCL20, MCP-
3/CCL7, MCP-4/CCL13, RANTES/CCL5, TECK/CCL25, and SDF-1/CXCL12, but
each immature DC population appears to respond to a particular subset of chemokines.
Examples include Langerhans cells, which express CCR6 and migrate selectively to
MIP-3α/CCL20, blood CD11c+ DCs, which express CCR2 and migrate to MCP-
1/CCL2, and monocyte-derived-DCs, which express CCR1 and CCR5 and migrate to
MIP-1α/CCL3 or MIP-1β/CCL4 (28).

Conversely, mature DCs in the lymphoid tissue lose their responsiveness to most of
these inflammatory chemokines through receptor downregulation or desensitization.
These cells subsequently acquire responsiveness to MIP-3β/CCL19 and SLC/CCL21
(via CCR7 upregulation) (32–34). This change in responsiveness ensures that mature
DCs (also referred to as interdigitating DCs) home to the T-cell-rich areas in the lym-
phoid tissue where MIP-3β/CCL19 and SLC/CCL21 are specifically expressed (35).
Furthermore, because DCs are the major APCs in the induction of cellular responses
to intracellular pathogens, such as mycobacteria, these cells directly control the
development of a Th1-type protective immunity (36). Accordingly, chemokines are
responsible for the rapid movement of DCs during the first wave of cells into
inflamed tissue (37), and these cells in turn participate in the further elaboration of
chemokines necessary for the recruitment and activation of other inflammatory cells
(38). Macrophage-derived DCs regulate the generation of Th1-type cells, in part
through their generation of CCR5 agonists such as MIP-1α/CCL3, MIP-1β/CCL4,
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Table 1
Cytokines and Chemokines Involved in the Evolution of Both Innate
and Acquired Immunitya

Cell Mediator

Innate
NK cells IL-12, IL-14, IFN-γ, CC chemokines
Mast cells IL-4, IL-13, CC chemokines
Monocytes IL-1, IL-10, IL-12, TNF, CXC, CC chemokines
Macrophages IL-13, IL-12, IL-18, CXC, CC chemokines

Acquired
T-cells (Th-1) IFN-γ, IL-2, cc chemokines
T-cells (Th-2) IL-4, IL-5, IL-6, IL-10, IL-13, CC chemokines
T-cells (Th-3) TGF-β
Macrophages IL-12, IL-18 CXC, CC chemokines
a Interestingly, the cellular source of these various mediators is quite diverse. IFN, interferon; IL, inter-

leukin; TGF, transforming growth factor; TNF, tumor necrosis factor.



and RANTES/CCL5, and not Th1-type cytokines such as IL-12 (39). Conversely,
elaboration of MDC/CCL22 by DCs results in the attraction of CCR4-positive polar-
ized Th2 and Tc2 cells (40), thereby serving as an amplification loop for polarized
Th2 responses (41). Clearly, chemokines have a major impact on the involvement of
DCs in the link between the innate and acquired immune response.

6.3. NK Cells

NK cells are unique lymphocytes that exhibit cytotoxic activity and produce high
levels of certain cytokines and chemokines; as such, these cells are important in innate
and adaptive immune responses to a number of different infectious agents, including
viruses (42). The regulation of NK cell migration to inflammatory sites and subsequent
activation has been the subject of intense research. For example, MIP-3α/CCL20,
SLC/CCL21, and MIP-3β/CCL19 did not induce detectable chemotaxis of resting
peripheral blood NK cells, but the latter two chemokines stimulated the migration of
various types of activated peripheral blood NK cells (43). Because of their ability to
respond to these unique chemokines (normally expressed in defined lymphoid tissues),
NK cells may be able to interact directly with T-cells in defined lymphoid organs.

6.4. T-Cells

The adaptive immune response is initiated by the interaction of T-cell antigen recep-
tors with MHC molecule-peptide complexes (5). Although the interaction between
chemokines and their receptors is an important step in the control of T-cell migration
into sites of inflammation (an adaptive immune response against intracellular
pathogens requires the recruitment of effector T-cells to sites of infection), it has
become apparent that chemokines also have a major role in determining T-cell cytokine
generation. Activated T-cells differentiate into two major effector subtypes, namely,
Th1 and Th2 cells, which secrete cytokines that enhance cell-mediated (IFN-γ) and
humoral immunity (IL-4 and IL-13), respectively. These cytokines, which define either
a type 1 or type 2 inflammatory phenotype, have the ability to induce a set of either
IFN-γ-inducible chemokines or a set of IL-4/IL-13-inducible chemokines (Table 2).
MCP-1/CCL2 produced by APCs (44) and fibroblasts (45) can regulate IL-4 synthesis
by isolated CD4-positive T-cells, and its overexpression is associated with defects in
cell-mediated immunity (46), indicating that it might be involved in the polarization of
Th2 responses. MCP-1 influences both innate immunity (47) through effects on mono-
cytes, and acquired immunity through control of T-helper cell polarization (48,49).

Chemokines also mediate a variety of effects independent of chemotaxis, including
induction and enhancement of Th1- and Th2-associated cytokine responses (50).
Recent studies have shown that human Th1 and Th2 clones, activated under polarizing
conditions with polyclonal stimuli in vitro, display distinct patterns of chemokine
receptor expression: Th1 clones preferentially express CCR5 and CXCR3 (51),
whereas many Th2 clones express CCR4, CCR8 (52,53), and, to a lesser extent, CCR3.
These differential patterns of chemokine receptor expression suggest a mechanism for
selective induction of migration and activation of Th1- and Th2-type cells during
inflammation and (perhaps) normal immune homoeostasis (54). For example, IP-
10/CXCL10 appears to have a broad role in the localization and function of effector T-
cells at sites of Th1 inflammation (55). Finally, the differentiation of T-cell effectors
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allows for further regulation of local inflammation since the cytokines they generate
also affect chemokine production (56).

6.5. Epithelial Cells

Although not normally associated with either the innate or acquired immune sys-
tems, epithelial cells from various tissues have been shown to respond to innate
immune signals and consequently secrete an array of chemokines that participate in
both arms of the immune response. The epithelial cell layer is ideally located at the
interface between the host and its environment, and thus it is an immediate-early warn-
ing system in the host, particularly when breached by invasive microbial pathogens
(57). One recent example of the significant role that epithelial cells may play in the
transition between innate and acquired immunity is suggested in the studies of Izad-
panah et al. (58), who showed that MIP-3α/CCL20 was constitutively expressed by
human intestinal epithelium and that the levels of this CCR6 ligand (expressed on DCs,
T-cells, and NK cells) could be markedly upregulated by inflammatory cytokines such
as tumor necrosis factor-α (TNF-α) and IL-1β (Fig. 1). RANTES/CCL5 is another
chemokine that is produced by lymphoid and epithelial cells at several mucosal sites in
response to various external stimuli; it is chemotactic for T-cells. Evidence that
RANTES/CCL5 can serve as a link between the initial innate signals of the host and
the adaptive immune system is derived from the fact that this CC chemokine enhances
mucosal and systemic humoral antibody responses through help provided by Th1- and
select Th2-type cytokines (59). RANTES/CCL5 can also induce the expression of cos-
timulatory molecules and cytokine receptors on T-cells (59).

6.6. Fibroblasts

As in the case of epithelial cells, fibroblasts are not normally given any considera-
tion in discussions of innate or acquired immune responses, but these cells are an
excellent source of chemokines during inflammatory reactions in several tissues.
Fibroblasts are a major source of constitutive and cytokine-induced MCP-1/CCL2,
MIP-1α/CCL3, RANTES/CCL5, IP-10/CXCL10, and eotaxin/CCL11 (60), but in their
capacity as sentinel cells (61) they are able to produce different patterns of chemokines
in response to different alarm stimuli. Xia and colleagues (62) have shown that an
important regulator of chemokine production by fibroblasts appears to be RelB, a tran-
scription factor that is rapidly increased following the activation of fibroblasts with
inflammatory stimuli such as IL-1β, TNF-α, and lipopolysaccharide (LPS). When
RelB gene expression was deleted in mice (RelB–/–), fibroblasts (but not macrophages)
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Table 2
Cytokine Control of Specific Chemokine Expressiona

Cytokine type Chemokine

Interferon-γ inducible IP-10, MIG, ITAC
IL-4/IL-13-inducible MCP-1, MDC, C10

a The cytokines define either a type 1 or 2 phenotype. IL, interleukin;
IP-10, interferon-inducible protein-10; ITAC, interferon inducible T-cell
alpha chemoattractant; MCP, monocyte chemoattractant protein; MDC,
macrophage-derived chemokine; MIG, monokine induced by interferon-γ.



exhibited NF-κB activity that remained unchecked, and chemokine generation contin-
ued unabated. Interestingly, RelB–/– mice exhibited a syndrome of multiorgan inflam-
mation characterized by a predominant interstitial infiltrate of neutrophils, monocytes,
and macrophages (62). These studies demonstrate that the fibroblast appears to be
uniquely involved in regulating the nature of the inflammatory response in its environ-
ment and that the unique molecular mechanisms fibroblasts employ to regulate
chemokine synthesis suggest that these cells have an important surveillance role in
many tissues.

7. CHEMOKINES LINK INNATE AND ACQUIRED IMMUNE
RESPONSES DURING DISEASE

The sections that follow provide relevant in vivo examples of the manner in which
chemokines link the innate and acquired immune responses during HIV infection and
in models of pulmonary disease and septic shock syndrome.

7.1. Chemokines, HIV, and Other Viruses

Since the discovery that RANTES/CCL5, MIP-1α/CCL3, and MIP-1β/CCL4 inhibit
the binding of M-trophic HIV to macrophages (63) and that numerous herpesviruses
and poxviruses encode chemokine mimics able to block chemokine action (64), the
relationship between viruses and chemokines has been a hot topic of research. HIV
infection affects the innate as well as the acquired immune systems because it targets
macrophages (via a CCR5 co-receptor) and T-cells (via a CXCR4 co-receptor) during
its dissemination (65,66), but HIV infection also changes the phagocytic function of
macrophages (67). This latter effect is manifest in the fact that HIV patients have a
reduced capacity to deal with subsequent pathogen exposure, and many suffer from
chronic pulmonary infections such as mycobacteria (68). Considerable excitement sur-
rounds the clinical application of inhibitors of chemokine receptors such as CCR5 in
the treatment of HIV-infected individuals (66), but it is clear that HIV has had consid-
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Fig. 1. The trafficking of T-cells in the epithelium of the gut involves the expression of
macrophage inflammatory protein (MIP)-3α from the epithelial cells, which binds to CCR6 on
the T-cells.



erable time to develop strategies that circumvent the need for exclusive chemokine
receptor usage during infection (65).

Recent engaging findings also suggest that therapeutic potential may lie in the use of
molecular piracy and mimicry tactics that viruses have evolved to elude the normal
host defense response. For example, the Kaposi sarcoma-associated herpesvirus
(KSHV) or human herpesvirus 8 encodes C-C chemokine-like molecules such as
KSHV vMIP-I (69,70) and vMIP-II (71), which have potent agonist effects on CCR8
(a C-C chemokine receptor that regulates the chemotaxis of Th2-type lymphocytes
(71). However, vMIP-II and vMMC-I also exhibit potent in vitro antagonistic activities
against CCRs, CXCRs, and CX3CR1 (72). The antiinflammatory activity of recombi-
nant vMIP-II was recently documented in a rat model of experimental glomeru-
lonephritis, and this viral chemokine potently inhibited leukocyte infiltration to the
glomeruli and markedly attenuated proteinuria (73). Although viruses presumably use
chemokines and chemokine receptors to ensure their survival or create a tissue environ-
ment that facilitates dissemination (74), it is conceivable that viral chemokines could
be modified to benefit humans undergoing an inflammatory or immune event.

7.2 Chemokine Regulation of Pulmonary Inflammatory
and Immune Responses

To facilitate adequate gas exchange, the lung contains the largest epithelial surface
area of the body. Via its contact with the external environment, the upper and lower air-
ways of the lung are repeatedly exposed to a multitude of potentially harmful airborne
particles and microorganisms. This constant exposure necessitates an elaborate system
of defense mechanisms to prevent overgrowth and tissue destruction by the invading
pathogens. The initial clearance of microorganisms from the lung is mediated by a dual
phagocytic system involving both alveolar macrophages and polymorphonuclear
leukocytes. The cellular source of chemokines has been under intense investigation,
and they appear to be derived from multiple sources. As shown in Fig. 2, when the host
is challenged with a pathogen, a number of systems are set in motion aimed at the
appropriate productions of chemokines. Tissue macrophages, such alveolar
macrophages in the lung, can generate early response cytokines, IL-1 and TNF, when
challenged with pathogens. These early response cytokines can network with surround-
ing cells in the lung tissue and generate a set of chemokines that are involved in mov-
ing leukocytes from the lumen of the vasculature to the site of inflammation.

The rapid establishment of chemokine gradients has been shown to be critical for the
recruitment and activation of inflammatory cells such as neutrophils into the lung, and
the nature of the chemokine response can fundamentally alter the types of leukocytes
that are recruited to the lungs, as well as the ultimate resolution of the inflammatory
response (75). Studies by Itakura et al. (76) provide an excellent example of the man-
ner in which chemokine actions in the lung affect not only the acute inflammatory
response but also the much later acquired response. These investigators examined the
role of MIP-2 and SLC/CCL21 in the development of acute pulmonary inflammation
induced by an intratracheal injection of Propionibacterium acnes in mice. Immunoneu-
tralization of MIP-2 and CXCR2 (neutrophil-specific chemokine and chemokine
receptor) was shown to alleviate the P. acnes-induced pulmonary inflammation, as has
been shown for a number of acute infectious-type insults in the lung (77) including
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Fig. 2. A variety of immune, inflammatory, and resident tissue cells are capable of expressing different chemokines. The ability of
lung epithelial cells to express chemokines is dependent on a cytokine network that is established between the early response cytokines,
such as interleukin-1 (IL-1) and tumor necrosis factor (TNF), produced by activated resident macrophages (alveolar macrophages) and
resident lung epithelial cells. PMN, polymorphonuclear neutrophil.



pneumonia (78). However, in the same study, the immunoneutralization of
SLC/CCL21 exacerbated the pulmonary inflammation owing to a marked increase in
the numbers of mature DCs, macrophages, and neutrophils but decreased CD4+ T-cell
counts in the P. acnes-challenged lungs. These findings were attributed to the fact that
DCs were detained in the lungs of P. acnes-challenged mice, thus preventing the devel-
opment of antigen-specific T-cell response in regional lymph nodes.

Certain chemokine receptors also appear to be involved in linking the innate with
the acquired immune response. Pulmonary challenge of CCR2–/– mice with purified
protein derivative (PPD) of Mycobacterium bovis is associated with a marked impair-
ment in the recruitment of macrophages to sites of inflammation and a concomitant
decrease in IFN-γ synthesis in draining lymph nodes (79). The defect in IFN-γ synthe-
sis was recently shown to be a direct result of impaired trafficking of APCs in the
CCR2 (–/–) mice (80), but other studies have shown that this defect can be overcome
during a state of persistent antigen stimulation (or chronic infection) (81). Similarly, a
deficiency of CCR2, but not CCR5 or MIP-1-α/CCL3, has also been shown to lead to
major, but reversible, defects in Langerhans cell (skin DC) function and the localiza-
tion of splenic DCs from the marginal zone to the T-cell areas during a Leishmania
major infection (82). Thus, chemokines and chemokine receptors have a clear role in
modulating the subsequent development of acquired immunity through its regulation of
the trafficking of DCs and other APCs necessary to elicit the adaptive response.

Relatively little is known about the role of chemokines in the evolution of immune
responses, but the early and marked expression of chemokines during an immune
response appear to participate in determining the intensity and type of the developing
immune response. Systemic overexpressing MCP-1/CCL2 via an adenoviral vector
during the sensitization phase of Th1 (PPD-induced)- and Th2 [Schistosoma egg anti-
gen (SEA)-induced]-type pulmonary granulomatous responses had a major impact on
the overall phenotype associated with these lesions (50). Systemic overexpression of
MCP-1 during the sensitization phase of the Th1 model significantly reduced the gran-
ulomatous response, whereas increased MCP-1 during the sensitization phase of the
Th2 model enhanced granulomatous reaction (50). Restimulation of splenocytes ex
vivo from both models revealed an altered cytokine profile in which IFN-γ and IL-12
levels were significantly reduced in the Th1 model, and IL-10 and IL-13 levels were
increased in the Th2 model (50).

In another adenovirus-mediated gene transfer study, the overexpression of the Th1-
affiliated, CXC chemokine IP-10/CXCL10 in the airways of mice undergoing a domi-
nant Th2-polarized mucosal sensitization regimen was shown to reduce all parameters
of allergic airway disease (83). These findings appeared to demonstrate that localized
(i.e., lung) expression of the IP-10/CXCL10 promoted a Th1-type response that pre-
vented the development of a Th2 response (83). The manner in which chemokines sub-
vert the development of acquired Th1 and Th2 responses in the lung is currently
unknown, but it is the subject of considerable investigation.

7.3. Chemokines and Sepsis

Sepsis is quite common: as more than 100,000 people develop the syndrome annu-
ally in the United States alone (84). Despite significant advances in the antibiotic arse-
nal and in intensive care unit technology (including mechanical ventilation),
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sepsis-related morbidity and mortality remain unacceptably high. Ultimately 25–50%
of all septic episodes end in death. Although microorganisms and microorganism-
derived products are important inciters of the disease state, the clinicopathologic mani-
festations and ultimate mortality associated with sepsis largely stem from the intense
cellular and molecular interactions that contribute to the systemic inflammatory state
[systemic inflammatory response syndrome (SIRS)] (85). A number of strategies have
been used to curb the progression of SIRS with immune or inflammatory modulating
therapies, but to date none of these interventions has resulted in significant improve-
ment in survival; some have proved to be deleterious (86). However, recent progress
has been made in the context of experimental sepsis suggesting that certain
chemokines have the ability to activate the innate response effectively to clear the
offending pathogen without inducing significant collateral damage or dampening the
acquired immune response. Septic patients often develop nosocomial infections
because their immune system has succumbed to a global anergic state (87).

In a murine model of septic peritonitis induced by cecal ligation and puncture
(CLP), MCP-1/CCL2 appears to have a prominent role in the recruitment of leuko-
cytes, including neutrophils, necessary for the containment of bacteria that have leaked
into the peritoneal cavity (47). As demonstrated in Fig. 3, this insult to the gut estab-
lishes a system of organ-to-organ communication whereby pathogens and host cell-
derived products enter the blood vessels of the gut and interact with cells of the next
vascular bed, the liver. Products from the liver in turn impact on the next vascular bed,
the lung. This chain of events results in the production of high chemokines levels via
superimposing cell-to-cell communication on organ-to-organ communication, with the
lung being targeted as the terminal downstream organ. Interestingly, MCP-1/CCL2 has
also a marked effect on the systemic cytokine profile associated with CLP-(88) and
LPS- (89) induced septic responses. Specifically, in both experimental septic condi-
tions, MCP-1/CCL2 shifted the immune balance in favor of antiinflammatory cytokine
expression and away from the production of proinflammatory cytokines.

More recently, MDC/CCL22 and C10 chemokine have been shown to share key
characteristics with MCP-1/CCL2 during septic responses, but some notable differ-
ences between these chemokines and MCP-1/CCL2 were observed. First, in contrast to
MCP-1/CCL2, either exogenous MDC/CCL22 or C10 chemokine could be adminis-
tered to mice after the induction of CLP sepsis to achieve a clear survival benefit
(90,91). Second, both chemokines have a distinct effect on the phagocytic activities of
resident peritoneal macrophages (through upregulation of TNF-α), but these
macrophage-activating effects appeared to be confined to the peritoneal cavity. The
best evidence for this temperance was that there was no spillover of the inflammatory
response from the peritoneal cavity into the systemic circulation. This lack of spillover
meant that liver, lung, and kidney functions remained almost normal in MDC/CCL22-
or C10-treated mice undergoing CLP-induced sepsis, corresponding with decreased
levels of proinflammatory mediators such as TNF-α, MIP-1α/CCL3, MIP-2, and KC in
these organs (90).

Finally, it appeared that C10 therapy significantly reduced the amount of material
that leaked from the damaged gut, suggesting that this chemokine had a direct effect on
structural cells necessary to maintain the gut’s epithelial barrier (91), coinciding with
direct proliferative effects of C10 on epithelial cells (M.J.S., unpublished findings).
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Fig. 3. During the development of systemic inflammatory response syndrome, communications networks are established whereby
cytokine-directed organ-to-organ communication is superimposed on local tissue cell-to-cell communication. ALVM, alveolar
macrophage; PMNs, polymorphonuclear neutrophil.



Collectively, these results indicate that chemokines such as MDC/CCL22 and C10 have
important, novel regulatory activities in the innate response during sepsis and suggest
that chemokines are important modulators of the overall outcome following sepsis (90).
Studies are currently under way to determine whether exogenous MDC/CCL22 or C10
chemokine therapy hampers subsequent immune responses to nosocomial infections.

8. CONCLUSIONS 

Since the discovery of chemokines approx 14 years ago, their biologic sphere has
expanded exponentially. Although initially described as soluble factors that regulate
recruitment of neutrophils and monocytes during acute inflammatory events,
chemokines have been shown to affect nearly all aspects of innate and acquired immu-
nity. With the recognition that the innate and acquired immune systems are interrelated,
it has become clear that the actions of chemokines in various cells and during a number
of disease events contribute to the interrelatedness of these two arms of the immune
system. Some of these chemokine-mediated events are poorly understood, such as the
manner in which neutrophils regulate T-cell recruitment, whereas the involvement of
chemokines in other events such as DC activation, migration, and maturation has
received considerable research consideration. The overall excitement regarding the
investigation of chemokines stems from the fact that these mediators link complex
immune events that clearly contribute to cardiovascular disease, allergic inflammatory
disease, transplantation, neuroinflammation, cancer, and HIV-associated disease (12).
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16
Antimicrobial Peptides

Tomas Ganz and Robert I. Lehrer

1. INTRODUCTION

This review centers on the endogenous antimicrobial polypeptides of humans. Such
molecules, which typically contain fewer than 100 amino acids, occur in many types of
cells and secretions and are increasingly recognized as ancient and integral compo-
nents of the innate immune systems of all living organisms. They are generally cationic
(positively charged) and amphipathic, an overall configuration that facilitates their
binding and insertion into the anionic cell walls and phospholipid membranes of
microbes. Analogous peptides exist in vertebrates, invertebrates, plants, and protozoa.
For example, several antimicrobial molecules structurally related to granulysin (an α-
helical antimicrobial peptide of human T-cells) (1) have been purified from amoebae,
including the parasite Entamoeba histolytica (2) and the free-living slime mold Dic-
tyostelium discoides (3). Antimicrobial peptides are also produced by some prokary-
otes (4) and even by archaea (5). Microbe-made antimicrobial peptides often contain
extensive posttranslational modifications or “exotic” amino acids not found in the
antimicrobial peptides of animals.

2. ANTIMICROBIAL MECHANISMS

Most (probably all) antimicrobial peptides initially bind to microbial membranes
and then increase the membrane’s permeability in a general or specific manner. Even
peptides whose ultimate target is intracellular must do something to traverse microbial
membrane barriers, because the porin channels of E. coli and Salmonella typhimurium
normally exclude macromolecules larger than 600–800 Da (6). Several mechanisms
have been invoked to explain how various antimicrobial peptides interact with biologic
membranes, and readers interested in the field will encounter unfamiliar terms, includ-
ing “self-promoted uptake” (7), “carpet mechanism” (8), “wormhole” (toroidal) pores
(9), “barrel stave pores” (10), and “supramolecular complex pore accompanied with
lipid flip-flop and peptide translocation” (11). This multiplicity probably signals (1)
that different peptides have different mechanisms of action; (2) that peptide interac-
tions with membranes may go through multiple phases as the peptide concentration
increases and as they successively penetrate the various layers of the microbial cell
wall; and (3) that there is yet much to be learned about the subject.
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An early mechanistic study was performed with human neutrophil peptide (HNPs)
α-defensins and E. coli (12). Under conditions that supported bactericidal activity,
HNP-1 sequentially permeabilized the outer and inner membranes of E. coli. Coinci-
dent with these events, bacterial DNA, RNA, and protein synthesis ceased, and the
colony count fell. Although these events were closely coupled under standard assay
conditions, if outer membrane permeabilization was partially dissociated from inner
membrane permeabilization, bacterial death closely paralleled the loss of inner mem-
brane integrity. E. coli killed by defensins manifested striking electron-dense deposits
(“funereal warts”) within their periplasmic space and on their outer membrane.

Disruption of microbial membrane integrity has been shown with many, but not all,
antimicrobial peptides. Such changes can interfere with bacterial metabolism, home-
ostasis, and proton-motive force. If sufficiently severe, they can cause leakage of cellu-
lar contents and allow noxious or injurious molecules (including the peptides
themselves) to enter the bacterial cytoplasm. Pores formed by human defensin HNP-2
in model membranes—liposomes composed of palmitoyloleoylphosphatidyl glycerol
(POPG)—had an estimated maximum diameter of approx 25 Å (13). If similar sized
pores form in the outer membranes of Gram-negative bacteria, they could allow the
passage of lysozyme (muramidase), whose hydrodynamic radius is approx 20 Å (14)
and whose target—the peptidoglycan layer—affords crucial protection against poten-
tially lethal osmotic distension.

Microbial damage may be exacerbated by osmotic stresses resulting from excessive
entry of water or by displacing the bacterium’s autolytic enzymes from their cell wall
docking sites, thereby inducing inappropriate cell wall remodeling. Other host defense
substances, including oxidants, lytic enzymes, pore-forming proteins, and binders of
essential nutrients may act concomitantly to potentiate the damage to the target. In
addition to acting on cell wall structures (outer membrane, peptidoglycan, plasma
membrane), antimicrobial peptides may enter the cytoplasm through pores or by flip-
flop movements through phospholipid membranes (15). Within the cytoplasm, antimi-
crobial peptides have been shown to inhibit certain enzymes, but the contribution of
such interactions to the ultimate fate of the cell remains to be established.

3. CLASSIFICATION OF VERTEBRATE ANTIMICROBIAL PEPTIDES
The structures of antimicrobial peptides are diverse, but amphipathic peptides that

assume α-helical conformations in membrane-mimetic environments and disulfide-sta-
bilized β-sheet-rich peptides are particularly common. Also represented are peptides
with repetitive motifs (often containing prolines) and peptides with a high percentage of
tryptophan. In mammals, the two major peptide families are defensins, characterized by
a β-sheet-rich structure stabilized by three disulfides, and cathelicidins, characterized by
a conserved precursor motif (the “cathelin” domain) joined to a highly variable C-termi-
nal mature peptide. In addition, there are histidine-rich peptides (histatins) produced by
the salivary glands, and several peptides (lactoferricin, buforin, and so on.) generated by
partial hydrolysis of macromolecular precursors (lactoferrin and histone H2A).

4. DEFENSINS

4.1. Structure
Human defensins (16,17) belong to a widely distributed family of microbicidal pep-

tides with a characteristic three-dimensional fold and a six-cysteine/three-disulfide pat-
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tern. Depending on the spacing and connectivity of the cysteines, the peptides are clas-
sified as α- or β-defensins. In addition, cyclic minidefensin peptides (θ-defensins) that
are posttranslationally circularized from two demidefensin segments were recently dis-
covered in rhesus leukocytes (18). No human counterpart(s) of circular defensins have
yet been reported.

The crystal structures of human α-defensin HNP-3 (19) and human β-defensin
(HBD)-2 (20) are available, as well as the solution structures of human α-defensin
HNP-1, rabbit α-defensins NP-1 and NP-5, human β-defensin HBD-2, and bovine β-
defensin (BNBD)-12 (21–24); they indicate that α- and β-defensins have a similar
three-dimensional structure that is rich in antiparallel β-sheet. Although human β-
defensin-2 generally conforms to this pattern, its solution structure was recently
reported to contain an α-helical segment near the N-terminus (24). Some defensins
form stable dimers in solution, whereas others are monomeric. Differences in activity
may be largely caused by variations in charge and its distribution, as well as differences
in the length and composition of the N-terminal segment. Many or perhaps even all
defensins may form assemblies in membranes as part of their pore-forming process.

4.2. Distribution and Tissue-Specific Forms

Defensins were first recognized in the 1960s by Zeya and Spitznagel (25,26), who
described the presence of antimicrobial components (“lysosomal cationic proteins”) in
rabbit and guinea pig granulocytes. Because oxidative antimicrobial mechanisms
related to reduced nicotinamide adenine dinucleotide phosphate (NADPH) oxidase and
myeloperoxidase occupied the center stage in this area of leukocyte research for the
next 15 years, it was not until 1983 that the first α-defensins (purified from rabbit alve-
olar macrophages) were sequenced (27). Although naming the human representatives
of this peptide family “defensins” when they were described in 1985 (28) may have
represented a leap of faith, the term has since gained widespread usage by the repeated
finding of defensin homologs and analogs in cell types involved in host defense.

Three closely related defensins, HNP-1, -2 and -3, are major components of the
myeloperoxidase-containing azurophil granules of neutrophils. A fourth α-defensin,
HNP-4, is found in the same location but is much less abundant (28–30). When neu-
trophils that ingested S. typhimurium were assayed by radioiodination and subcellular
fractionation, defensins appeared to be the most abundant neutrophil-derived
polypeptides within phagocytic vacuoles (31). The secretory granules of Paneth cells
contain two human defensins, HD-5 and -6 (32–35). Paneth cells are long-lived, gran-
ule-rich secretory epithelial cells positioned at the bottom of small intestinal crypts.
They also contain lysozyme and secretory phospholipase A2 and are thought to be
involved in local host defense (36). It was recently reported that α-defensins are
expressed by certain populations of human T-lymphocytes and natural killer (NK)
cells (37).

The three well-characterized human β-defensins, HBD-1, -2, and -3, (38–41), differ
slightly from the classical α-defensins in the placement and connectivity of their cys-
teines. Their mRNAs were expressed in epithelial cells and some glands. HBD-1 was
highly expressed in the genitourinary tract epithelia. In the kidney, HBD-1 mRNA was
localized to the loops of Henle, distal tubules, and collecting ducts. Normal urine con-
tained low levels (10–100 µg/L) of HBD-1 forms containing 36–47 amino acids (42).
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Since many of these forms displayed salt-sensitive antimicrobial activity, renal β-
defensins may act preferentially where they occur in the greatest concentration—the
Henle’s loop/distal convoluted tubule complex, whose free-water generating properties
can provide the low salt environments conducive to defensin-mediated antimicrobial
activity (43). In females, prominent expression of HBD-1 was present in the vagina,
ectocervix, endocervix, uterus, and fallopian tubes. In addition to these high-express-
ing tissues, lower levels of HBD-1 expression were noted in many organs, including
the salivary gland, trachea, prostate, and placenta (39).

Although HBD-2 is not expressed constitutively by skin keratinocytes, its synthesis
is induced by inflammation, probably by a transcriptional control mechanism analo-
gous to that described for bovine epithelial defensins in the trachea and tongue
(44–46). Exposing human monocytes in vitro for 18 hours to lipopolysaccharide (LPS)
or interferon-γ increased their expression of HBD-2 mRNA in a dexamethasone-insen-
sitive manner (47). In addition to inflamed skin (41), the expression of HBD-3 is
prominent in the tonsils and also occurs in airway epithelial cells. HBD-3 is remark-
ably cationic, and its broad-spectrum antimicrobial activity may be less susceptible
than that of other human defensins to inhibition by salt.

The fascinating human EP2 gene contains two promoters, eight exons, and seven
introns. It codes at least nine putative message variants—all encoding small secretory
proteins specifically expressed within the epididymis. Not only do exons 3 and 6 of this
gene encode protein sequences homologous to those of β-defensins, it is located near
the defensin gene cluster on chromosome 8p23, separated by only 100 kb or less from
DEFB2, the gene for β-defensin-2 (48). An epididymis-specific β-defensin gene was
recognized recently in the rat (49). (50). Defense of the male genital tract by antimicro-
bial peptides may be a widespread phenomenon. A 47-residue antimicrobial peptide
(seminalplasmin) is present in bovine seminal plasma (51), and the male reproductive
tract of Drosophila is defended by several tissue-specific antimicrobial peptides (52)
that are transferred to female fruit flies during or before mating.

Although defensins have been found in the granulocytes and epithelial cells of an
ever increasing number of vertebrate species, to date the substantial production of α-
defensins by mononuclear phagocytes appears to be a tissue-specific peculiarity of the
rabbit alveolar macrophage (53). Constitutive expression of four β-defensins, espe-
cially BNBD-4 and -5, was reported in bovine alveolar macrophages (54).

4.3. Biologic Activity

In vitro, under low salt conditions (e.g., 10 mM sodium phosphate), defensins are
microbicidal at micromolar (µg/mL) concentrations against many Gram-positive and
Gram-negative bacteria, yeasts fungi, and certain enveloped viruses (12,28,55–57).
Increasing salt concentrations competitively inhibit defensin activity (58,59), but the
inhibitory effect is modulated by the properties of the target microbe. For example, in
the salt concentrations prevalent in extracellular fluid, HD-5 (100 µg/mL) killed more
than 90% of an inoculum of Listeria monocytogenes in 3 hours but showed little activ-
ity against S. typhimurium (33). Estimates of defensin concentrations in the phagocytic
vacuoles of neutrophils are in the milligram/milliliter range, a concentration that could
be sufficient to overcome inhibition by intravacuolar ion concentrations (which are not
known). A more detailed understanding of the phagosomal fluid composition may be
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required before the specific contribution of defensins to phagocytic killing can be
assessed. Similar considerations also apply to the activity of defensins in the narrow
(5–10-µm diameter) intestinal crypts into which Paneth cells secrete their defensin-
containing granules. It should be noted that some defensins manifest additional in vitro
activities that may contribute to inflammation and repair, including inhibition of
adrenocorticotropic hormone (ACTH)-stimulated cortisol production, inhibition of fib-
rinolysis, and a mitogenic effect on fibroblasts (60–63).

The microbicidal and cytotoxic activity of defensins is thought to involve several steps
(12,59,64–66). Initially, defensins bind to target cell membranes and make them perme-
able to small molecules such as trypan blue (mol wt 960.8), various β-lactams, or β-galac-
tosides. Both electrostatic interaction and transmembrane electromotive force play a role
in defensin-mediated permeabilization of biologic membranes (12,13,64,65,67–69). Stud-
ies in model systems of planar lipid bilayers showed that defensin-mediated pore forma-
tion requires an application of electromotive force to drive cationic defensin molecules
into the membrane.

In anionic phospholipid liposomes (but not zwitterionic or mixed liposomes),
human defensin HNP-2 induced leakage of vesicle contents through stable pores large
enough to pass dextran molecules of several kDa mass, yielding an estimated pore size
of 25 Å. A model of a defensin pore consisting of a ring of six homodimers has been
proposed based on the measurement of pore size, steric considerations, and the
expected interactions of HNP-2 with the hydrophobic and charged regions of the
bilayer membrane. It is of interest that rabbit defensins permeabilized phospholipid
vesicles in a graded, rather than in an all-or-none fashion.

4.4. Genes

Human defensins are encoded by a cluster of genes (34,35,70–72) on chromosome
band 8p23 (the def locus) that includes all the known defensin genes. The adjacent
genomic location of the structurally distinct α- and β-defensins supports the notion that
these genes diverged from a common precursor. A curious (and still unexplained) prop-
erty of defensins is that the precursor’s signal sequence can be more highly conserved
than the domain containing the mature peptide. Just as the fossilized feathered
dinosaurs Archaeopteryx and Confuciusornis provide hard evidence of the reptilian ori-
gins of birds, the conserved signal sequences of avian defensins and snake venom tox-
ins provide additional evidence of this historical linkage (73). Defensins have not yet
been found in amphibians or in fish, perhaps because their tissues have only been
examined selectively for antimicrobial peptides. Similar, but less obviously related
peptides (insect and plant defensins) exist in insects, molluscs, and plants, in which
their synthesis is often induced by microbial invasion.

4.5. Interspecies Variation

There is impressive interspecies variation in the expression of defensins (as well as
other antimicrobial polypeptides). Thus neutrophil defensins have been found in rabbit,
guinea pig, hamster, rat, and cow but appear to be lacking in the inbred mouse (74).
Wild mice have not been studied to determine whether the loss of neutrophil defensins
is recent or related to laboratory husbandry. Any potential host defense deficit suffered
by the mouse as a result of its naturally “knocked-out” neutrophil defensins appears to
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be compensated for by other systems, including the inducible nitric oxide synthase of
murine macrophages, the more than a dozen α-defensin genes expressed in the murine
small intestine, and the several (at least four) murine β-defensins (75–78). The high
redundancy of host defense systems presumably reflects (1) the low cost of genetic
experimentation and the high cost (i.e., extinction) of failing to experiment; and (2) the
continuously changing selection pressures exerted by the coevolving pathogenic
microbes characteristic to each animal species.

4.6. Signaling Effects

At nanomolar concentrations, lower than those required for microbicidal activity,
some defensins act as signaling molecules. Rabbit neutrophil defensin NP-3a and
human neutrophil defensin HNP-4 have been shown to inhibit the response of adrenal
cells to ACTH (79) by binding to the ACTH receptor and acting as competitive antago-
nists (“corticostatins”) (80). If such binding also occurs in vivo, it could influence the
immune system in at least two ways: (1) by decreasing the production of endogenous
cortisol by blocking access of ACTH to its receptor on adrenal cells; or (2) by affecting
NK cells and lymphocytes via their melanocortin 5 receptors, which bind ACTH 1–24
with high affinity (81,82).

Human neutrophil α-defensins have chemotactic effects on naive T-lymphocytes
and immature dendritic cells (83), whereas human β-defensins attract memory T-cells
and immature dendritic cells (84). The latter effect is at least in part mediated by the
CCR6 chemokine receptor and is likely to be important in the initiation of adaptive
immune response by infected and inflamed mucosal epithelia and the epidermis.

4.7. Evidence for a Biologic Role In Vivo

The idea that defensins have a primary role in host defense was originally based on
their in vitro antimicrobial activity and on their predominant site of expression: in the
phagocytic granules of neutrophils and in epithelia exposed to microbes or inflamma-
tory stimuli. It was reassuring that the conservatively estimated concentration of
defensin in the neutrophil phagosomes (several milligrams/milliliter) was sufficient to
exert antimicrobial activity under a variety of assumptions about the composition of the
intraphagosomal milieu. Additional evidence for the proposed role has been accumu-
lating. In a rare human genetic disease, specific granule deficiency, neutrophil
defensins are present at 10% of the normal amount (85). The affected patients suffer
from frequent bacterial infections, and their neutrophils are defective in killing bacteria
(86). However, because multiple other components of neutrophil granules are also defi-
cient, including human cationic antimicrobial peptide of 18kDa (hCAP-18) and bacte-
ricidal/permeability-increasing protein (BPI) (87), the phenotype (frequent infections)
cannot be attributed solely to the lack of defensins.

The mouse, currently the only experimental mammal in which gene ablation experi-
ments can be routinely performed, naturally lacks neutrophil defensins but has a large
number of Paneth cell α-defensin genes and epithelial β-defensin genes. Individual
murine β-defensin genes were selectively disrupted in several laboratories, but the
characterization of their phenotypes is complex and still ongoing. An indirect strategy
proved more fruitful when it was observed that mice with disruption of the gene for
matrilysin [matrix metalloproteinase (MMP-6)] did not activate their Paneth cell
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prodefensins to mature defensins and showed increased suspectibility to intestinal
infections (88). Matrilysin colocalized with defensins in Paneth cell granules and cor-
rectly cleaved prodefensin to mature defensin in vitro, suggesting that it is the prode-
fensin convertase of the Paneth cells. The antibacterial activity of isolated intestinal
crypts could be neutralized with anti-defensin antibodies, showing that it depends pri-
marily on defensins. Isolated crypts from matrilysin-deficient mice failed to generate
normal antibacterial activity when stimulated with bacteria (89). Assuming that
matrilysin is not also involved in the processing of other antimicrobial peptides, these
findings are consistent with the proposed primary role of Paneth cell defensins as
antimicrobial effectors in the small intestinal crypt.

In further support of the proposed antimicrobial effector role of defensins, peptides
structurally similar to defensins (and possessing similar antibacterial and antifungal
properties) have been detected as abundant molecules in host defense settings in mus-
sels (90), insects (91–93), and plants (94). The defensin-like molecule drosomycin is
the most abundant peptide in the hemolymph of microbially challenged Drosophila
and accounts for most of its antifungal activity (95,96).

If defensins function primarily as antimicrobial molecules, their transgenic overex-
pression would be expected to increase the resistance to infection. Indeed, overexpres-
sion of defensins in macrophage-like cell lines (97) or primary human macrophages
(98) increased their ability to restrict the multiplication of intracellular Histoplasma
capsulatum and Mycobacterium tuberculosis, respectively. Similarly, transgenic
expression of rabbit alveolar macrophage defensins (NP-1) in tomato plants enhanced
their resistance to the tomato wilt fungus Fusarium oxysporum (99).

5. CATHELICIDINS

5.1. Diversity

The cathelicidins (100) comprise a large family of microbicidal propeptides with a
conserved N-terminal precursor cathelin domain of about 100 amino acid residues and
an antimicrobial C-terminal domain that is typically 10–40 amino acid residues long.
In many cases, their antimicrobial domains end in a C-terminal glycine that is later
converted to an amide (101). Some cathelicidin propeptides have a very short antimi-
crobial domain. For example, bovine cyclic bactenecins have 12 amino acids (102),
bovine indolicidin has 13 (103), and the porcine protegrins have 16–18 (104). Proline-
rich cathelicidin peptides are considerably larger. For example, bovine Bac-5 has 43
residues, and Bac-7 has 59. Of these, approx 45% are proline, 20% are arginine, and
the remaining residues are mainly hydrophobic—isoleucine, leucine, and phenylala-
nine (105). Many cathelicidin propeptides, including hCAP-18, have antimicrobial
domains that comprise α-helical peptides, typically containing 23–37 residues. Among
these, rabbit CAP-18 (37 residues) and ovine Smap-29 (29 residues) were considerably
more potent than human LL-37 (106). Unlike defensins, the α-helical cathelicidin pep-
tides generally retain strong, broad-spectrum antimicrobial activity in the presence of
physiologic concentrations of NaCl and divalent cations (107).

Most mammalian cathelicidins undergo an extracellular proteolytic cleavage that
frees the active C-terminal antimicrobial peptide from cathelin domain of the precursor
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(100,108–110). In contrast, a few members of the family appear to be active in the
uncleaved form (111,112).

5.2. Species Differences

Whereas the neutrophils of cattle, pigs, sheep, and goats may contain 10 or more
different cathelicidin molecules, only one cathelicidin (hCAP-18/LL-37) is known to
exist in humans. The human peptide was discovered by several groups that followed
different paths to its discovery. Larrick and associates had been studying the LPS-bind-
ing properties (113) of rabbit CAP-18. After finding and cloning its human counterpart
(114), they named it “human CAP-18”. A similar name (hCAP-18) was bestowed by
Borregaard et al. (115). A third group (116) was seeking human relatives of PR-39, a
39-residue porcine peptide with a cathelin-containing precursor. When they described
its cDNA, gene, and peptide forms (117), they called it “FALL-39,” to reflect the length
(39 residues) and the initial four residues (Phe, Ala, Leu, Leu) of its postulated mature
peptide domain (118). However, when they later isolated the “mature” peptide and
found it to contain 37 residues starting with Leu-Leu, its name became LL-37. The
term hCAP-18/LL-37 is used here, with its first part denoting the propeptide and its
second part the antimicrobial peptide after it has been processed by human neutrophils.
It remains to be determined whether hCAP-18 is converted to LL-37 or to other antimi-
crobial peptides in other tissues, such as skin or secretions.

5.3. Tissue-Specific Expression of hCAP-18/LL-37, the Human Cathelicidin

Unlike defensins, which are stored within the neutrophil’s primary (azurophil) gran-
ules in a fully processed form, hCAP-18/LL-37 is found in the specific (secretory)
granules of neutrophils in its 17-kDa (140-amino acid), cathelin-containing hCAP-18
proform. hCAP-18/LL-37 was about one-third as abundant as lactoferrin or lysozyme,
the two major proteins of specific granules (119). During or after its secretion, the
stored propeptide can undergo processing (117) to the mature 5-kDa (37-amino acid)
peptide, LL-37. Processing may be mediated by proteinase 3, a neutrophil enzyme
closely related to neutrophil elastase (119a). The processing of the cathelicidins
proBac5 and proBac7 by bovine neutrophils, and of proprotegrins by porcine neu-
trophils, is mediated by trace amounts of neutrophil elastase (108,109).

Although hCAP-18/LL-37 was initially recognized as a constitutive component of
the human neutrophil, it is also expressed in other cells and by nonmyeloid tissues.
Normal skin keratinocytes do not express hCAP-18, but the peptide is induced in psori-
asis, injury, and various inflammatory conditions (120). hCAP-18 mRNA and protein is
also expressed by squamous epithelia of the mouth, tongue, esophagus, cervix, and
vagina (121). High levels of LL-37/hCAP-18 RNA were observed in surface epithelial
cells and submucosal glands of the conducting airway, and LL-37/hCAP-18 peptide
was partially purified from human lung airway surface fluid (122).

hCAP-18 is also produced within the epididymis and could play a prominent role in
host defense of the genitourinary tract. Normal human seminal plasma was reported to
contain 86.5± 12.0 µg/mL (mean ± SEM) of hCAP-18, a level 70-fold higher than was
found in blood plasma (123). Much of this was attached to spermatozoa, which carried,
on average, over 6 million hCAP-18 molecules each. Most of the hCAP-18 in circulat-
ing blood is bound to apolipoproteins A-I and B via its antibacterial C-terminal
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domain, and it circulates as a high molecular weight complex (124). Whether this affin-
ity plays a role in safely clearing LPS from sites of infection remains to be ascertained.

It was recently observed that early in Shigella spp. infections and other dysenteries,
rectal expression of the antibacterial peptides LL-37 (and human β-defensin-1) was
reduced or turned off for up to several weeks. When the phenomenon was studied in
Shigella-infected epithelial and monocyte cultures, it appeared that Shigella plasmid
DNA could mediate the effect. The authors suggested that downregulation of these
endogenous antimicrobial peptides might promote both bacterial adherence and their
invasion of host epithelium (125).

5.4. Conformation and Activities

Whereas micromolar concentrations of LL-37 displayed a largely disordered struc-
ture in saline (126), the addition of 15 mM bicarbonate (the principal buffer of blood
and tissue fluids), induced the peptide to assume an α-helical conformation, whose
extent was correlated with its antibacterial activity. However, the addition of serum
greatly diminished the peptide’s antimicrobial (and cytotoxic) activity (126). Bio-
physical measurements in model systems revealed that LL-37 was predominantly α-
helical and oriented nearly parallel with the surface of zwitterionic-lipid
membranes—a result interpreted to be consistent with a detergent-like (rather than a
pore-forming) mechanism (127).

In vitro, human LL-37 displays LPS binding (128) and antimicrobial properties
(118). Its binding of E. coli 0111:B4 LPS was of relatively high affinity and showed
positive cooperativity (107). The LPS binding domain(s) of LL-37 have not yet been
identified. In addition to these properties, LL-37 is chemotactic for human neutrophils,
monocytes, and T-lymphocytes, apparently acting via the formyl peptide receptor-like-1
(FPRL1) receptor. Consequently, LL-37 may also contribute to adaptive immunity by
recruiting monocytes and T-cells (129).

5.5. Evidence for an In Vivo Role of Cathelicidins

In porcine skin wounds, the most active antimicrobial peptides are protegrins,
secreted from neutrophils as proprotegrins and activated by proteolytic cleavage by
neutrophil elastase (108). In vitro, inhibition of neutrophil elastase by specific
inhibitors blocked the conversion of proprotegrins to protegrins and largely ablated the
stable antimicrobial activity secreted by porcine neutrophils (130). The application of
neutrophil elastase inhibitor to porcine wounds decreased the concentration of mature
protegrin in wound fluid and impaired the clearance of bacteria from wounds. The
deficit could be restored by supplementing the wound fluid with synthetic protegrin in
vitro or in vivo (131). In this system, neutrophil elastase by itself had no direct antimi-
crobial activity. Thus, protegrins act as natural antibiotics that contribute to the clear-
ance of microbes from wounds. This role is unlikely to be exclusive, as the pig is
equipped with many other antimicrobial peptides of the cathelicidin family.

Mice with elastase-deficient neutrophils show impaired resistance to infection by
fungi (132) and Gram-negative bacteria (133,134). Although this has been attributed to
loss of the direct antimicrobial effects of neutrophil elastase on E. coli, the possibility
of impaired processing of cathelicidins such as cathelin-related antimicrobial peptide
(CRAMP), the murine homologue of hCAP-18/LL-37 (135), was not excluded.
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Respiratory epithelia of cystic fibrosis (CF) patients are abnormally susceptible to
bacterial infection. Overexpression of hCAP18/LL-37 by recombinant adenovirus in
CF respiratory epithelial cell culture increased epithelial resistance to infection with
Pseudomonas aeruginosa and Staphylococcus aureus (136). Moreover, the adenovirus
construct also augmented the resistance of mice against airway challenge with P.
aeruginosa (137). The effect of CAP18/LL-37 may be partly mediated by its ability to
bind LPS, since systemic administration of the adenovirus construct also protected
against systemic challenge with LPS.

6. SUMMARY AND CONCLUSIONS

Antimicrobial peptides, when expressed at high concentrations (approx. 10–3–
10–6 M) in epithelia and phagocytes of multicellular animals, act predominantly as
antimicrobial and LPS-binding effector molecules. The former activity depends largely
on their ability to form membrane-disruptive configurations. At lower concentrations
(approx. 10–6–10–8 M), certain mammalian antimicrobial peptides have chemokine-like
activity that attracts cells involved in the initiation of primary or recall adaptive
responses. In some cases, this activity results from the interaction of antimicrobial pep-
tides with known chemotactic receptors, but in other situations specific receptors have
not yet been pinpointed. In tissues under attack by pathogens, induction and release of
these endogenous peptides may not only contribute to intial antimicrobial resistance
but may also facilitate the later development of humoral and cell-mediated immunity.
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The Role of Complement in Innate

and Adaptive Immunity

Mihaela Gadjeva, Admar Verschoor, and Michael C. Carroll

1. INTRODUCTION

Early complement factors can be found among arthropods that evolved as early as
500 million years ago. The early complement proteins are limited to components of the
alternative pathway, which is regarded as the most ancient pathway of complement
activation. Traits of adaptive immunity arise with the appearance of vertebrates. The
molecules of the classical pathway of complement activation appeared later, with the
development of adaptive immunity (1). Over the course of vertebrate evolution, the
complement system has become closely associated with the humoral immune
response. Recent studies elucidate how innate and adaptive immunity support each
other. Complement serves not only as an effector of adaptive immunity but also partic-
ipates in the instruction of the B-lymphocyte response. The bidirectional relationship
exemplifies a complex linkage between innate and adaptive immunity, a connection we
describe in this chapter.

2. OVERVIEW OF COMPLEMENT ACTIVATION

One strength of the complement response lies in its capacity to target its accumula-
tive activation toward foreign substances while (under normal circumstances) being
tightly controlled on self-surfaces. The stages of complement activation can be divided
into early and late events. Early events are initiated by one of three distinct pathways
(Table 1 and Fig. 1) and consist of a series of proteolytic steps leading to the formation
of C3 convertase. Split-products resulting from activation of the cascade mediate
inflammation by recruiting and activating phagocytes. Moreover, assembly of the ter-
minal complement components in the membrane of pathogens induces cell lysis. Com-
plement component C3 plays a central role in the complement system, at the point
where the initiating pathways converge.

A key event following complement activation is covalent attachment of C3 to the
pathogen surface. C3 and C4 possess an internal thioester that enables the molecules to
form either ester or amide linkages with acceptor sites on the pathogen surface (2,3).
Once it is covalently bound onto nonself surfaces, C3 can become part of its own con-
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vertase, creating an amplification loop that activates and then deposits increasing
amounts of C3. The deposition of C3 on foreign substances targets them for destruction
by the lytic pathway or for uptake by phagocytes through various specific complement
receptors. Although they are generated through different pathways that have their ori-
gins in various stages of evolution, C3 convertases of each pathway are homologous
and support the same late events. Late events are initiated by the formation of C5-con-
vertase and ultimately lead to the formation of a membrane attack complex (MAC) that
damages the membranes of pathogens.

The activation of complement is tightly controlled by several mechanisms: (1) the
convertases are covalently attached to foreign surfaces to ensure that complement acti-
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Table 1
Initiators of Complement Activation

Pathway Substances activated

Classical IgM and IgG immune complexes
Apoptotic material
Certain viruses and Gram-negative bacteria
C-reactive protein

Lectin Microorganisms with terminal mannose,
glucose, fucose, or N-acetylglucosamine

Alternative IgG
Many bacteria, viruses, fungi, and tumor cells

Fig. 1. Overview of the complement system. MBL, mannan-binding leotin; MASP, MBL-
associated serine protease.



vation only takes place in close proximity to the nonself substance; (2) fast hydrolysis
of the activated thioester bond of C3 (or C4) prevents attachment far beyond its site of
activation, keeping deposition localized; and (3) regulatory proteins found on cell sur-
faces and in circulation protect host cells from opsonization and lysis.

2.1. Classical Pathway

Antigen-bound antibody initiates complement activation through binding of the first
component (C1) of the classical complement cascade (see also Table 1 and Fig. 1).
Activation of C1 exposes a serine protease that activates C4 and C2 (4). In this process,
C4 becomes cleaved to C4a and C4b, with C4a functioning as a weak anaphylatoxin
and C4b as an opsonin. The latter has only a weak effect as an opsonin, since it does
not establish an amplification loop with specific convertase typical for C3. Reminiscent
of C4, C2 is split by C1 to form the activated fragments C2a and C2b, thereby forming
the classical C3-convertase, which then generates C3a and C3b. C3a functions as a
potent anaphylatoxin, while C3b acts as an opsonin.

Classical C5-convertase (C4b2b3b) generates C5a and C5b from C5. C5b initiates
the lytic pathway, whereas C5a is the strongest inflammatory mediator generated in the
classical pathway. Like C3a, and to a lesser extent C4a, C5a stimulates smooth muscle
contraction, vasodilation, chemoattraction of leukocytes to sites of infection, and acti-
vation of phagocytic cells.

2.2. Alternative Pathway

The alternative pathway can be initiated in the absence of antigen-specific antibody.
Spontaneous hydrolysis of C3, or activation through specific sugar groups on pathogen
surfaces, start a continuous cycle of C3 activation (5). This mode of C3 “self-activa-
tion” is commonly referred to as “tick-over.” The spontaneously activated C3 may be
rapidly inactivated by hydrolysis or may bind covalently to nearby surfaces (6). Nonco-
valent interaction of serum factor B with C3b (7) and cleavage by factor D leads to the
formation of C3 converatase (C3bBb). This complex, stabilized by factor P, is reminis-
cent of the C4b2b complex of the classical pathway. It is noteworthy that C4b and C3b,
as well as C2b and factor Bb, are homologous proteins, accounting for their similar
functional properties.

2.3. Lectin Pathway

Mannan-binding lectin (MBL) binds to an array of carbohydrate structures on the
surfaces of microorganisms and activates early classical complement components.
Three serine proteases are known to associate with MBL: MBL-associated serine pro-
tease (MASP)-1, -2, and -3 (Fig. 1). The C4 cleaving activity can be attributed to the
MASP-2 in the MBL-MASP-2 complexes (8), whereas the MBL-MASP-1 complexes
are thought to be capable of direct activation of C3 (9). The function of the recently
described new components in the MBL lectin pathway, MAp19 and MASP-3 (10), is
still unknown. Interestingly, genetic defects in MBL predispose to recurrent childhood
infections. This association suggests that the MBL pathway plays an important role in
complement activation when the levels of maternal antibody (IgG allotypes capable of
activating the classical pathway) diminish while the child’s own immune repertoire is
still in development (11).
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2.4. Complement Receptors

Complement receptors play an important role in the uptake and clearance of
opsonized antigen, as well as the enhancement of adaptive and innate cellular
responses. Several types of complement receptors have been described, differing in
their cell distribution and binding specificities. The chemokine-like receptors C3aR
and C5aR specifically recognize the anaphylatoxins of C3 and C5, respectively, and are
important in the activation of leukocytes. In this chapter we focus on the receptors that
bind opsonizing complement fragments.

Complement Receptor 1 (CR1)

CR1 (CD35) (12,13) has been described as a receptor for opsonizing activation
products of C3 (C3b), C4 (C4b) (14), human C1q (15), and MBL (16). In humans, CR1
on erythrocytes plays an important role in the clearance of immune complexes and
microorganisms by targeting them to spleen and liver. Once in the spleen, the com-
plexed antigen can be removed and degraded. CR1 fulfills notable functions on mono-
cytes by promoting phagocytosis. On dendritic and B-cells, it serves to internalize
antigen for processing and presentation. CR1 on follicular dendritic cells (FDCs) plays
a role in retaining antigen in native form, discussed in more detail below. In addition,
CR1 regulates C3 convertase deposited on host cells.

Complement Receptor 2 (CR2)

CR2 (CD21) fulfills a key function in directly linking adaptive and innate immunity.
It has a binding specificity for C3d, C3dg, and iC3b. In mice, both CR1 and CR2 are
encoded at the Cr2 locus, and alternative splicing generates the distinct receptors. On
B-cells, CR2 forms in conjunction with CD19 and CD81, a co-receptor for the anti-
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Fig. 2. Coligation of the B-cell receptor (BCR) with CD19/CD21 by antigen coated with
C3d regulates essential functions for B-cell activation. C3d-coated antigens are also captured
on the surface of the follicular dendritic cells (FDCs) by CD21/CD35, allowing for efficient B-
cell stimulation.



gen-specific B-cell receptor (BCR) (Fig. 2). Coligation of the BCR and co-receptor by
complement-decorated antigen lowers the activation threshold of the naive B-cell by
as much as 10,000-fold compared with antigen alone. Expression of CR2 on FDCs,
like CR1, is important in antigen trapping, which is critical for clonal selection of B-
cells (17,18).

Complement Receptors 3 (CR3) and 4 (CR4)

CR3 (CD11b/CD18, Mac-1) and CR4 (CD11c/CD18) share a number of character-
istics that justify their joint discussion. Both have considerable structural homology
and consist of two noncovalently associated type I membrane glycoproteins referred to
as subunits α (CD11b or c, respectively) and β (CD18). As adhesion molecules on
phagocytes, CR3 and CR4 aid migration through the vascular endothelium into sites of
inflammation. Expression of CR3 and CR4 is detected mainly on cells of the myeloid
lineage. Other nonmyeloid cells positive for CR3 include natural killer (NK) cells and
CD5+ B-lymphocytes. High levels of CR4 are found on tissue macrophages and den-
dritic cells (DCs). Both CR3 and CR4 bind iC3b, a proteolytic breakdown product of
antigen-bound C3b (19). Opsonization by complement greatly enhances phagocytosis
by neutrophils and mononuclear phagocytes, often via combined interaction with Fc-
receptors and CD14. Indirect evidence suggests an important role for CR3 and CR4 on
macrophages in the complement-dependent induction of thymus (T)-independent B-
cell responses (20).

3. NATURAL ANTIBODY, COMPLEMENT ACTIVATION, 
AND ANTIGEN PRESENTATION

IgM is the most efficient initiator of classical complement activation, approx 1000
times more efficient than IgG (21). Natural, or preexisting, IgM is an important first
line of defense that not only limits pathogen spread in the early onset of infection but
also forms a basis for complement-mediated linkage of innate and adaptive immunity.
Natural IgM is thought to be secreted independent of immunization or infection; it is
constitutively produced by a long-lived, self-renewing population of B-lymphocytes
called B1 cells. Natural IgM is primarily encoded by germline V regions and is charac-
terized by an absence of somatic mutations. These antibodies show a broad range of
avidities for both foreign and self-antigens (22). Although B1 cells are primarily found
in the peritoneal cavity (23) of mice, they are also identified in the spleen.

Natural antibody has several important functions in host protection. First, it can
form complexes with pathogens or soluble toxins, e.g., endotoxin. In the case of viral
infection, the formation of complexes leads to complement-dependent and-indepen-
dent neutralization, thus limiting disseminated infection. Antigen complexed in this
manner is efficiently filtered from circulation by the spleen and liver. Second, natural
antibody is an efficient activator of the classical pathway. This property is significant
for the linkage of innate and adaptive immunity.

It has been shown that B-cell responses to IgM-antigen-C3 complexes are strongly
increased compared with the antigen alone (24). Conversely, in mice lacking the
secreted form of IgM, antigen-specific IgG responses are significantly reduced (22).
The impairment bears a close resemblance to the one observed in mice deficient in
complement components C3 and C4 and in mice with a disrupted Cr2 locus. The
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impairment can be traced to two sources: a lack of coligation of the CD21/CD19/CD81
co-receptor and BCR, and reduced retention of antigen on FDCs. The former will affect
the threshold of B-cell activation, whereas the latter negatively influences the germinal
center (GC) reaction, which is important in the response to T-dependent antigens.

4. COMPLEMENT INFLUENCES T-DEPENDENT 
ANTIBODY RESPONSES

The importance of complement for antibody responses to T-dependent antigen was
first demonstrated in the early 1970s. Bianco and Nussenzweig (25) postulated a role
for complement in humoral immunity based on their observation of complement recep-
tors expressed on B-lymphocytes. Subsequently, it was found that suppression of C3
levels in mice resulted in impairment of humoral immunity (26). The mechanism for
complement enhancement of B-cell responses may be explained by two, non-mutually
exclusive, hypotheses: (1) co-receptor signaling on B-cells; and/or (2) antigen retention
on FDCs. As discussed above, C3 coupled to antigen provides a ligand for the B-cell
co-receptor CD21/CD19/CD81. For example, the amount of C3d conjugated hen egg
lysozyme (HEL) required to stimulate optimal antibody responses in mice is three to
four orders of magnitude less than that required for HEL alone. This effect is probably
owing to both co-receptor signaling on B-cells and an increased localization of antigen
on FDCs (27). (Fig. 2). Recent experiments have demonstrated that complement-
coated antigens stimulate the translocation of the BCR and co-receptor complex into
the lipid rafts (28), resulting in prolonged signaling. Complement-dependent retention
of antigen on FDCs enhances the generation of antibody responses and the mainte-
nance of immunologic memory by allowing for an efficient presentation of antigen to
GC B cells (Fig. 3) (29).
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Fig. 3. Trapping of antigen-C3d complex on follicular dendritic cells (FDCs) via
CD21/CD35 enhances B-cell activation and allows for long-term B-cell memory development.



4.1. The Phenotype of C3–/– and C4–/– Animals

Humans, dogs, and guinea pigs bearing natural deficiencies in C1q, C4, or C3 have
diminished antibody responses to T-dependent antigens. Genetically engineered strains
of mice deficient in the early complement components C1q, C3, or C4 also show defec-
tive responses to T-dependent antigens. Thus, the classical pathway appears to be impor-
tant in enhancement of humoral responses. The impaired response of the deficient mice
is characterized by a reduction in primary IgM and a failure to switch to IgG (30).
Reduction in antibody production correlates with a reduction in size and frequency of
GCs. This effect is mediated by complement receptors CD21/CD35, and the phenotype
is similar to that observed in mice deficient in Cr2 or mice treated with antibodies against
CD21 (24). The defect lies at the B-cell level, as T-cells are stimulated normally.

4.2. Local C3 Synthesis and Response 
to Inert Protein Antigen in the Circulation

The C3 levels in blood are largely dependent on liver synthesis. Extrahepatic sources
of C3 have also been identified and include macrophages, keratinocytes, kidney tubular
cells, and endothelial cells. Local C3 production, especially in the secondary lymphoid
organs, is important for enhancing responses to T-dependent antigens and might repre-
sent the critical source. Evidence in support of the importance of myeloid C3 synthesis
comes from studies with bone marrow chimeric mice. Reconstitution of C3–/– mice
with wild-type (WT) bone marrow (BM) (WT BM → C3–/–) restores the humoral
response to protein antigen injected intravenously. Following immunization, the WT
BM → C3–/– chimeric animals switch to IgG and mount normal IgG responses (Fig. 4).
The numbers of GCs are comparable in both WT mice and WT BM → C3–/– chimeras,
as observed 7 days after secondary immunization. However, plasma C3 levels are negli-
gible in WT BM → C3–/– chimeras. C3 mRNA was identified in the spleens of immu-
nized WT BM → C3–/– mice (Fig. 5), the major source of which appears to be
monocyte/macrophage marker (MOMA)-2-positive macrophages. In the splenic tissues
of immune WT mice, cells synthesizing C3 mRNA appear to be randomly distributed
among the B- and T-cell zones within the white pulp. Immunohistochemical analysis of
splenic sections (31) reveals that C3 protein colocalizes with antigen on FDCs.

Complement and Adaptive Immunity 311

Fig. 4. Reconstitution of C3-deficient mice with wild-type bone marrow (BM) restores the
humoral response to protein antigens administered i.v.



The cytokine milieu within lymphoid organs of immune mice may favor induction
of local complement C3 expression. Cytokines such as interferon-α (IFN-γ), tumor
necrosis factor-α (TNF-α), interleukin-1 (IL-1), and IL-6 are known to regulate C3
synthesis. For example, IL-6-deficient animals have impaired IgG antibody responses,
and it was proposed that these animals failed to induce synthesis of C3 in both serum
and secondary lymphoid organs (32). GC B-cells isolated from IL-6- and C3-deficient
mice have a comparable defect in IgG2a and IgG2b antibody production. Other regula-
tors of local C3 synthesis are thought to be IFN-γ and TNF-α. Mice deficient for IFN-
γ receptor (IFN-R) have decreased titers of hapten-specific IgG2a and IgG3, 12 and 21
days after immunization with haptenated protein. A major source of IFN-γ is T-lym-
phocytes, which are stimulated following immunization; this could provide a possible
stimulus for local synthesis of C3 by splenic myeloid cells. Production of C3 within
the lymphoid compartment, and in the presence of early components of complement,
could lead to enhanced activation and coupling to antigen. A potential model is dis-
cussed further below.

4.3. Complement, Humoral Immunity, and Infection in the Periphery

Dermal infection of mice with herpes simplex virus 1 (HSV-1) induces a T-depen-
dent response, characterized by IFN-γ production and secondary antibody responses.
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Fig. 5. RT-PCR specific for mC3 in splenic cells from immunized C3 BM chimeras, C3–/–

mice, or WT control animals. Splenic mononuclear cells (MNCs) were isolated from WT ani-
mals, C3–/– mice, and C3 BM chimeras 7 d after the second immunization, and from nonim-
mune WT. Alternatively, MOMA-2-positive macrophages (M) and B220+ B cells (B) were
isolated by positive magnetic immunoselection from splenic MNCs from immunized WT mice.
Total RNA was isolated, reverse transcribed, and amplified with specific primer pairs for mC3
and mG3DPH.



Analysis of mice deficient in C3 or C4, following infection with HSV showed an
impaired secondary response characterized by a reduction in GCs (33) (Figs. 6 and 7).
These results suggest that the classical pathway is important in initiating complement
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Fig. 6. Humoral response to infectious herpesvirus is complement-dependent.

Fig. 7. Germinal center response is impaired in C3–/– mice after infection with 2 × 106 pfu of
HSV-1 (HD-2 strain). LNs (inguinal and popliteal) were harvested from either WT or C3–/–

mice 7 d after a third viral challenge (immune) or from those that were unimmunized (nonim-
mune). Cryosections were prepared and treated with antibody specific for B220 (B cell-specific)
(gray) and peanut agglutinin (black). Representative sections identify PNA + GC in LN follicles
of immune WT, but not immune C3–/– mice. WT, wild type.



activation leading to the activation of C3. The effects of C3 are mediated by
CD21/CD35, as a similar impairment was observed in Cr2–/–mice (33).

The finding that complement plays an important role in response to peripheral infec-
tion with virus raised the question: is serum-derived or locally produced C3 critical for
humoral immunity? As discussed above, reconstitution of C3-deficient mice with WT
BM restores the humoral response to T-dependent antigen introduced intravenously.
Since serum complement might be less than optimal in peripheral lymph nodes and the
dermis, it seems likely that macrophage-derived C3 would provide an important source
of complement. To test this hypothesis, mice deficient in C3 were reconstituted with
WT BM and subsequently challenged intradermally with HSV-1. Reconstitution with
BM completely restored the humoral response to the virus (Fig. 8), indicating that ade-
quate amounts of complement are produced on a local level, as serum C3 was virtually
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Fig. 8. Reconstitution of C3-deficient mice with wild-type bone marrow (WT BM) restores
humoral response to infectious HSV-1.
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Fig. 9. Serum C3 levels in wild-type (WT) mice and wild-type C3-deficient bone marrow
(BM) chimeras.

Fig. 10. WT BM engraftment into C3–/– mice restores C3 synthesis and C3 protein deposi-
tion in lymph nodes. Representative examples are shown. (a–d) In situ hybridization detection
of C3 mRNA within cryosections of draining inguinal lymph nodes following intradermal HSV-
1 infection in the flank. WT BM engraftment of C3–/– animals shows partially restored C3 pro-
duction in the draining lymph node (c), as determined by the intensity and number of localized
staining when compared with WT (a). C3–/– control mice show no specific C3 mRNA detection
in the lymphoid compartment (b). (d) Detection of C3 protein within lymph node follicles by
immunofluorescence. In addition to C3 (white) deposition in the GC, WT animals show abun-
dant C3 at various sites in the lymphoid compartment that presumably represents C3 from cir-
culation (e.g., in the subcapsular sinus and various vessel structures in both B and T cell zones
(d). C3–/– mice (e) are negative for C3 staining. Restored production and retention of C3 in
lymph nodes of WT BM-C3–/– mice correlates with restored humoral responses to intradermal
infection with HSV-1.



absent (34) (Fig. 9). Moreover, C3 messenger RNA and protein were found in the
white pulp of the draining lymph nodes (Fig. 10). These results strongly support the
significance of local C3 synthesis in promoting the humoral response to peripheral
viral infection. However, it remains unclear whether myeloid production of C3 by infil-
trating macrophages at the site of infection is also important. It will also be necessary
to determine whether local C3 synthesis is essential for humoral immunity to periph-
eral infection, or if serum C3 alone is sufficient.

One explanation for the role of local C3 synthesis in the viral model is that upon
intradermal infection with the HSV-1 (Fig. 11, step 1), viral replication takes place, and
mediators of inflammation are generated. It is conceivable that at this initial stage of
infection, dermal-resident or infiltrating macrophages are induced to produce early
complement proteins (step 2). Production of complement would allow for early
opsonization of viral antigen near the peripheral site of infection. Antigen-presenting
cells, such as Langerhans cells or DCs, would be aided in their uptake of antigen
through their complement receptors. Subsequently, opsonized or unbound viral antigen
drains and/ or is transported into the subcapsular sinus (step 3). Activated DCs stimu-
late naive T-cells, which provide costimulation to naive B-lymphocytes for response to
the T-dependent virus (step 4). Moreover, both activated DC and T-cells produce
cytokines, such as IFN-γ, which induce C3 (and possibly C1, C2, and C4) production
by macrophages (step 5). The locally produced C3, activated by natural IgM, becomes
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Fig. 11. How locally produced C3 affects the response to infectious herpes simplex virus-1
(HSV-1) (see explanation in the text). DC, dendritic cell; IFN-γ, interferon-γ; MΦ, macrophage.



covalently attached to the viral antigen (step 6). Complement-coated viral antigens
activate B-lymphocytes, leading to clonal expansion (step 7). Opsonized and com-
plexed antigen is trapped in GCs on FDCs, ensuring efficient B-cell stimulation, affin-
ity maturation, and maintenance of memory.

5. MACROPHAGES

The observations that local C3 synthesis within secondary lymphoid tissue is suffi-
cient to restore humoral immunity raises a general question regarding the source of
other early components of complement. Macrophages are a source of early comple-
ment proteins C1 and C4, as well as late components such as C5. Thus, it is very likely
that sufficient amounts of each of the early complement components are produced by
macrophages to form C3 convertase and activate C3. From an evolutionary point of
view, this concept seems reasonable. Given the central protective role of macrophages
in innate immunity, it seems logical that they can make each of the necessary comple-
ment proteins to induce inflammation and opsonize pathogens. Further studies directed
at regulation of macrophage synthesis of complement proteins will be important in
addressing this exciting concept.

6. ROLE OF COMPLEMENT IN T-INDEPENDENT IMMUNE RESPONSES

Many bacteria and viruses activate B-cells independently of T-cell help. They can be
divided into two classes: type I and II. In T-independent type I responses, antigens acti-
vate B-cells without the need for secondary signals in a polyclonal or antigen-specific
manner (e.g., endotoxin and viruses such as vesicular stomatitis virus). By contrast, T-
independent type II antigens (e.g., bacterial polysaccharide) require residual, noncog-
nate, T-cell help. The involvement of complement in both T-independent type I and II
responses has been unraveled recently. T-independent IgM responses against vesicular
stomatitis virus are reduced in C3–/– animals (35). In this systemic viral model, com-
plement C3 is responsible for uptake and targeting of viral antigens to the splenic mar-
ginal zone. This region of the spleen is located at the junction of the white and red pulp,
where it harbors macrophages, DCs, and B-cells. C3-coated virus is targeted efficiently
to complement receptor-expressing cells. Deposition of the virus may, therefore,
depend on complement receptors 3 and 4 (CR3 and CR4), which are expressed on the
surface of the metalophilic marginal zone macrophages.

The response to TNP-Ficoll, a haptenated T-independent type II antigen, can also
involve complement C3 activation (36). Guinamard et al. (36) observed reduced anti-
TNP Ficoll IgM and IgG responses in C3–/– animals. This effect was mediated by
CD21/CD35, as Cr2–/– mice also had an impaired response. Interestingly, the impaired
response correlated with a reduction in uptake of NP-Ficoll by marginal zone B-cells.
Thus, this distinct population of B-cells appears to be critical in complement-depen-
dent uptake of Ficoll antigen and enhancement of the B-cell response.

7. CONCLUSIONS

In summary, the mammalian complement system serves a dual role, acting both to
mediate inflammation and to “instruct” the humoral B-lymphocyte response. Covalent
attachment of activated C3 to pathogen provides an important “marker” for identifica-
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tion and elimination of foreign antigens by the innate immune system. Moreover, adap-
tive immunity has utilized this important marker as a mechanism to localize antigen
within the lymphoid compartment and significantly enhance activation of antigen-spe-
cific B-lymphocytes. Recent studies on the relative importance of locally produced C3
have led to the novel concept that macrophages produce sufficient levels of early classi-
cal pathway complement protein to ensure covalent attachment of C3 to antigen.
Future studies will be necessary to examine in vivo regulation of complement protein
synthesis by macrophages.

ACKNOWLEDGMENTS

This work was supported by NIH grants AI42257, AI39246, HD38749, and
GM52585

REFERENCES

1. Fearon DT. The complement system and adaptive immunity. Semin Immunol 1998;10:355–361.
2. Law SK, Dodds AW. The internal thioester and the covalent binding properties of the comple-

ment proteins C3 and C4. Protein Sci 1997;6:263–274.
3. Law SK, Lichtenberg NA, Levine RP. Covalent binding and hemolytic activity of complement

proteins. Proc Natl Acad Sci USA 1980;77:7194–7198.
4. Kerr MA. The human complement system: assembly of the classical pathway C3 convertase.

Biochem J 1980;189:173–181.
5. Pangburn MK, Schreiber RD, Muller-Eberhard HJ. Formation of the initial C3 convertase of the

alternative complement pathway. Acquisition of C3b-like activities by spontaneous hydrolysis of
the putative thioester in native C3. J Exp Med 1981;154:856–867.

6. Law SK, Lichtenberg NA, Levine RP. Evidence for an ester linkage between the labile binding
site of C3b and receptive surfaces. J Immunol 1979;123:1388–1394.

7. Fishelson Z, Pangburn MK, Muller-Eberhard HJ. C3 convertase of the alternative complement
pathway. Demonstration of an active, stable C3b, Bb (Ni) complex. J Biol Chem
1983;258:7411–7415.

8. Vorup-Jensen T, Petersen SV, Hansen AG, et al. Distinct pathways of mannan-binding lectin
(MBL)- and C1-complex autoactivation revealed by reconstitution of MBL with recombinant
MBL-associated serine protease-2. J Immunol 2000;165:2093–2100.

9. Vorup-Jensen T, Jensenius JC, Thiel S. MASP-2, the C3 convertase generating protease of the
MBLectin complement activating pathway. Immunobiology 1998;199:348–357

10. Dahl M, Thiel S, Matsushita M, et al. MASP-3 and its association with distinct complexes of the
mannan-binding lectin complement activation. Immunity 2001;15:127–135.

11. Walport MJ. Complement. First of two parts. N Engl J Med 2001;344:1058–1066.
12. Fearon DT. Identification of the membrane glycoprotein that is the C3b receptor of the human

erythrocyte, polymorphonuclear leukocyte, B lymphocyte, and monocyte. J Exp Med
1980;152:20–30.

13. Carroll MC, Alicot EM, Katzman PJ, et al. Organization of the genes encoding complement
receptors type 1 and 2, decay-accelerating factor, and C4-binding protein in the RCA locus on
human chromosome 1. J Exp Med 1988;167:1271–1280.

14. Tas SW, Klickstein LB, Barbashov SF, Nicholson-Weller A. C1q and C4b bind simultaneously to
CR1 and additively support erythrocyte adhesion. J Immunol 1999;163:5056–5063.

15. Klickstein LB, Barbashov SF, Liu T, Jack RM, Nicholson-Weller A. Complement receptor type 1
(CR1, CD35) is a receptor for C1q. Immunity 1997;7:345–355.

318 Gadjeva, Verschoor, and Carroll



16. Ghiran I, Barbashov SF, Klickstein LB, et al. Complement receptor 1/CD35 is a receptor for
mannan-binding lectin. J Exp Med 2000;192:1797–1808.

17. Carroll MC. CD21/CD35 in B cell activation. Semin Immunol 1998;10:279–286.
18. Fearon DT, Carroll MC. Regulation of B lymphocyte responses to foreign and self-antigens by

the CD19/CD21 complex. Annu Rev Immunol 2000;18:393–422.
19. Law SK. C3 receptors on macrophages. J Cell Sci Suppl 1988;9:67–97.
20. Ochsenbein AF, Fehr T, Lutz C, et al. Control of early viral and bacterial distribution and disease

by natural antibodies. Science 1999;286:2156–2159.
21. Cooper NR. The classical complement pathway: activation and regulation of the first comple-

ment component. Adv Immunol 1985;37:151–216.
22. Boes M. Role of natural and immune IgM antibodies in immune responses. Mol Immunol

2000;37:1141–1149.
23. Hamilton AM, Lehuen A, Kearney JF. Immunofluorescence analysis of B-1 cell ontogeny in the

mouse. Int Immunol 1994;6:355–361.
24. Heyman B. Regulation of antibody responses via antibodies, complement, and Fc receptors.

Annu Rev Immunol 2000;18:709–737.
25. Nussenzweig V, Bianco C, Dukor P, Eden A. Receptors for C3 on B lymphocytes: possible role in

the immune response. In: Amos B (ed). Progress in Immunology, vol 59. New York: Academic
Press, 1971. p. 73.

26. Pepys MB. Role of complement in induction of the allergic response. Nat New Biol
1972;237:157–159.

27. Dempsey PW, Allison ME, Akkaraju S, Goodnow CC, Fearon DT. C3d of complement as a mol-
ecular adjuvant: bridging innate and acquired immunity. Science 1996;271:348–350.

28. Cherukuri A, Cheng PC, Pierce SK. The role of the cd19/cd21 complex in B cell processing and
presentation of complement-tagged antigens. J Immunol 2001;167:163–172.

29. Klaus GG, Humphrey JH, Kunkl A, Dongworth DW. The follicular dendritic cell: its role in anti-
gen presentation in the generation of immunological memory. Immunol Rev 1980;53:3–28.

30. Fischer MB, Ma M, Goerg S, et al. Regulation of the B cell response to T-dependent antigens by
classical pathway complement. J Immunol 1996;157:549–556.

31. Fischer MB, Ma M, Hsu NC, Carroll MC. Local synthesis of C3 within the splenic lymphoid
compartment can reconstitute the impaired immune response in C3-deficient mice. J Immunol
1998;160:2619–2625.

32. Kopf M, Herren S, Wiles MV, Pepys MB, Kosco-Vilbois MH. Interleukin 6 influences germinal
center development and antibody production via a contribution of C3 complement component. J
Exp Med 1998;188:1895–1906.

33. Da Costa XJ, Brockman MA, Alicot E, et al. Humoral response to herpes simplex virus is com-
plement-dependent. Proc Natl Acad Sci USA 1999;96:12708–12712.

34. Verschoor A, Brockman MA, Knipe DM, Carroll MC. Cutting edge: myeloid complement c3
enhances the humoral response to peripheral viral infection. J Immunol 2001;167:2446–2451.

35. Ochsenbein AF, Pinschewer DD, Odermatt B, et al. Protective T cell-independent antiviral anti-
body responses are dependent on complement. J Exp Med 1999;190:1165–1174.

36. Guinamard R, Okigaki M, Schlessinger J, Ravetch JV. Absence of marginal zone B cells in Pyk-
2-deficient mice defines their role in the humoral response. Nat Immunol 2000;1:31–36.

Complement and Adaptive Immunity 319





18
The Role of Natural Killer Cells 
in Innate Immunity to Infection

Wayne M. Yokoyama

1. INTRODUCTION

Natural killer (NK) cells comprise the third major lymphocyte population (1,2) and
can be distinguished from other lymphocytes by the absence of B- and T-cell antigen
receptors, i.e., sIg and T-cell receptor (TCR), respectively. Although freshly isolated
NK cells express the ζ-chain of the TCR/CD3 complex (3,4), they do not display other
components of the complex, do not express mRNA for mature TCR chains, and do not
rearrange TCR genes (5). Indeed, they are present in mice with defects in the antigen
receptor recombination pathway, such as scid mice and mice with Rag-1 or -2 defi-
ciency (6). They typically display a large, granular morphology and are found in
peripheral lymphoid tissues and blood.

Although initial studies focused on the capacity of NK cells to kill tumor targets and
their role in tumor surveillance (7), NK cells also participate in the normal host
response to microbial infections (8). A role for NK cells in controlling infections is dra-
matically illustrated by the case of an adolescent woman with a selective deficiency in
NK cells in whom there were frequent, recurrent septicemic episodes caused by uncon-
trolled herpes viral infections, including cytomegalovirus (CMV), varicella, and herpes
simplex virus (HSV) (9). Importantly, this and other case reports reveal that human NK
cell-deficient patients have in common a propensity to severe and/or recurrent her-
pesvirus infections (10).

NK cell activity is also significantly diminished in AIDS patients (11,12) by infec-
tion with herpesvirus 6, inducing cytopathic changes and de novo expression of CD4, a
cellular receptor for HIV-1 not normally expressed by NK cells (13). This renders NK
cells susceptible to infection by HIV-1, resulting in an NK cell deficiency, perhaps
accounting, in part, for the increased susceptibility of patients to other infections, such
as CMV, which may be particularly severe.

The NK cell compartment is not fully developed at birth, as indicated by lower nat-
ural killing by cord blood lymphocytes and corroborated by studies on the ontogeny of
splenic NKR-P1 expression in rodents (14,15). Interestingly, in the classic TORCH
syndrome, birth defects and severe fetal anomalies are associated with maternal Toxo-
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plasma, rubella, cytomegalovirus, and herpesvirus infections (16). Since NK cells are
generally active against these organisms, the relative immaturity of NK cells during the
neonatal period may be clinically relevant.

Like other lymphocytes, NK cells therefore appear to provide clinically significant
host antimicrobial responses. In this chapter we relate the functions of NK cells to their
in vivo capacity to resist certain infections. The emphasis is on experimental studies
that have yielded important principles in terms of the role of NK cells in innate immu-
nity to infections.

1.1. General Comments on the Study of NK Cells in Infections

Although there has yet to be a consensus on how to define NK cells in molecular
terms, such as by expression of a specific function-defining receptor akin to the TCR
on T-cells, most workers in the field generally consider the following phenotypes for
NK cells. In humans, NK cells are usually CD56+, CD3–, whereas in C57BL/6 mice,
they are NK1.1+, CD3– (2,5). Both human and mouse NK cells also express the low-
affinity Fc receptor for IgG, FcγRIII (CD16) (17). Human NK cells specifically express
the FcγRIIIA transmembrane isoform, whereas there is only one FcγRIII isoform in
mice; it is recognized by the anti-mouse FcγRIII monoclonal antibody (MAb) 2.4G2,
which recognizes both FcγRII and FcγRIII. Although NK cells use their Fc receptors to
mediate antibody-dependent cellular cytotoxicity (ADCC) against antibody-coated tar-
gets, the role of these receptors in innate immunity is unclear, since specific antibody
production implies a previous specific immune encounter.

NK cells from mouse strains other than C57BL/6 or C57BL/10 often do not express
the NK1.1 (NKR-P1c) molecule and instead can be detected with the DX5 MAb
(Pharmingen, La Jolla, CA). In the older literature, antisera against asialo-GM1 was
also used frequently, although this marker is now known to be more widely expressed.
Thus, the NK cell phenotype in humans (CD56+ FcγRIII+ CD3–) and mice [NK1.1+

(or DX5+ or asialo-GM1+) FcγRII/III+ CD3–] can be used to isolate NK cells for in
vitro analysis.

In mice, experimental approaches to determine an NK cell-dependent effect fre-
quently use administration of polyclonal rabbit anti-asialo-GM1 antiserum or the anti-
NK1.1 MAb (PK136) for effective NK cell depletion. However, anti-asialo-GM1 also
reacts with activated T-cells and perhaps other cells, and anti-NK1.1 reacts with NK/T
cells. To date, there is less experience with the DX5 MAb in vivo. Nevertheless, the
NK cell-specific effect of these antibodies may be confirmed when they are used in
combination with studies on scid or RAG–/– mice that express no T-cells or CD1–/–

mice that express no NK/T cells. Since the anti-NK1.1 MAb is highly effective for NK
cell depletion, and reacts with the best serologic determinant on mouse NK cells (18),
the anti-NK1.1 MAb has become essentially the standard for NK cell depletion in
C57BL/6 and related mouse strains.

A number of targeted mutant mice have been described that have been useful in terms
of beginning to define NK cell development. In addition, these mice are helpful in stud-
ies of NK cells in innate immunity. Targeted mutations in several genes affect the devel-
opment of CD3– NK cells [(i.e., Ikaros, interleukin-2 receptor γ (IL-2Rγ), IL-2Rβ,
interferon regulatory factor-1 (IRF-1), IL-15, and IL-15Rα) (19–26). However, these
mice have defects in other lymphoid compartments and, of course, the deficient factor.
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Mutant mice with defects in NK cell effector mechanisms are also helpful in the dis-
section of innate immunity. NK cell-mediated killing, i.e., natural killing, of targets, is
severely impaired in mice with mutations in molecules involved in this effector func-
tion, i.e., perforin or granzyme B (27–31). However, all these mice have other non-NK
cell abnormalities, affecting cytotoxic T-cells, for example. Mutant beige mice also fit
in this latter category and were frequently used in the older literature. These mice and
the corresponding human disease, Chédiak-Higashi syndrome, have abnormal granules
owing to mutations in Lyst, a molecule expressed in lysosomes. Since the function of
Lyst is as yet uncharacterized, beige mice are better thought of a “model for vesicle
formation, fusion or trafficking” (32), affecting all granulated immune cells rather than
being NK cell-specific.

Among transgenic mice with NK cell defects, the transgenic Tgε26 mouse has
been useful owing to an absolute deficiency in NK cells by virtue of overexpression
of a human CD3ε transgenic construct. However, it also has a prominent defect in T-
cell development (33,34). Recent studies also indicated that mice transgenic for a
granzyme A-Ly49A construct appear to have a selective NK cell deficiency, but these
mice are less well characterized (35). Therefore, it has been particularly challenging
to study NK cells in vivo because there is no clear-cut animal model in which CD3–

NK cells are genetically and selectively deficient. Nevertheless, abnormalities in
infection control in antibody-treated mice or in any of the above-mentioned targeted
or spontaneously mutant mice would be consistent with NK cell-dependent resistance
to infection that can be corroborated by experiments involving complementary
approaches.

In vitro assays for NK cell function may support a role for NK cells in pathogen
resistance. However, it should be noted that NK cells are generally propagated, espe-
cially in mice, in high concentrations of IL-2, which has several effects. First, IL-2-
stimulated NK cells kill a broader panel of targets than freshly isolated NK cells for
reasons that are as yet unknown. This is related to the phenotype of lymphokine-acti-
vated killer (LAK) cells (36). In the high-dose IL-2 cultures, there are usually contami-
nating T-cells that are also “promiscuous killers” (37). The CD3– NK cells adhere
better to plastic, so adherent LAK (A-LAK) cells are enriched for NK cells (38). How-
ever, in vitro expansion is usually limited, so these primary cultures need to be regener-
ated frequently.

The in vitro NK cell proliferative response to high concentrations of IL-2 is unlikely
to be related to a physiologically important role for IL-2 in vivo. However, the IL-2R
shares two subunits, IL-2Rβ and IL-2Rγ, with IL-15R, which also contains the IL-15
binding subunit, IL-15Rα. It is likely that IL-15 plays a more important physiologic
role in NK cell responses in vivo, since mice deficient in IL-15 or IL-15Rα fail to
develop NK cells (25,26).

Finally, NK cells are not homogeneous and are best considered to be a “polyclonal”
population. In humans, NK cell clones can be generated and were instrumental in dis-
secting the molecular basis for NK cell tumor target recognition, but mouse NK cell
clones have been difficult to produce unless they are made in relatively unusual circum-
stances, such as from p53-deficient mice or from fetal organs (39,40). Whereas NK cell
clones, particularly from humans, have been instrumental in the molecular definition of
NK cell receptors for tumor targets, this approach has not yet been as successful to date
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in mice. Hence, there may be differences between the in vivo characterization of an NK
cell contribution to pathogen resistance and the apparent in vitro correlate.

2. ROLE OF NK CELLS IN INFECTIONS

NK cell responses against many different viruses have been studied (summarized in
ref. 41). In addition, NK cells can apparently respond to a variety of Gram-positive,
Gram-negative, and intracellular bacteria and protozoan parasites (summarized in ref.
8). Analysis of the NK cell responses against many of these organisms has been lim-
ited. However, detailed and ongoing evaluation of NK cell responses, especially
against Listeria and certain viral infections, have been informative and may be reveal-
ing of general principles that may be applicable to other organisms.

In mouse models, there is abundant experimental in vivo evidence supporting a role
for NK cells in resisting certain infections. Shellam and colleagues (42) found that
beige mice are susceptible to murine cytomegalovirus (MCMV) infections. Further-
more, Welsh and co-workers (43–45) eliminated NK cells in vivo by administration of
the anti-NK1.1 MAb, or other anti-NK cell antibodies. When mice were then infected
with MCMV, the infection resulted in marked viral replication in internal organs
(spleen, liver), as evidenced by significantly higher viral titers in these organs, and
lethality. A similar phenotype was observed in the Tgε26 mouse, which lacks NK and
T-cells (46). Interestingly, antibody studies further showed that if the anti-NK cell anti-
body administration was delayed, there was no untoward effect, indicating that NK
cells are important in the early phases of host immune responses against MCMV (44).
Thus, NK cells are significant in early, innate immunity.

3. NK CELL EFFECTOR RESPONSES

To appreciate NK cell responses in innate immunity to infections, it is helpful to
consider the responses with respect to their two major effector mechanisms, cytokine
production and target killing.

3.1. Cytokine-Induced Production of Other Cytokines

NK cells can respond to several different cytokines, resulting in production of other
cytokines. In the context of infection, the best studied have been induction of NK cell
production of interferon-γ (IFN-γ) by IL-12 and the type I interferons.

In listeriosis, the classic model for T-cell-dependent resistance, it was noted that scid
mice achieved partial control of the infection despite the absence of T-cells (47). Neu-
tralization of IFN-γ or elimination of NK cells by anti-NK cell antibodies (against
NK1.1 and other NK cell receptors or anti-asialo-GM1) abrogated control of infection
(48). Furthermore, IFN-γ production was also markedly reduced with administration of
the anti-NK cell antibodies, indicating that NK cells were responsible for early produc-
tion of IFNγ. Interestingly, NK cells do not appear to respond directly to Listeria infec-
tion; rather, macrophage production of IL-12 is required for production of IFN-γ by
NK cells as well as infection control (49,50). Furthermore, tumor necrosis factor-α
(TNF-α) can synergize with IL-12 to induce NK cell production of IFN-γ, whereas IL-
10 is an antagonist (49). Studies with mutant mice have indicated the increased suscep-
tibility of mice lacking IL-12 receptor, IFN-γ, IFN-γ receptor or the IFN-γ receptor
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signaling pathway (51–54), consistent with this model of Listeria infection inducing
macrophage production of IL-12 that stimulates IFN-γ secretion by NK cells.

On the other hand, this macrophage IL-12-NK cell IFN-γ pathway is more complex.
In immunocompetent mice, CD8+, T-cells can also produce IFN-γ in response to bacte-
rial infection. Whereas NK cells produce IFN-γ shortly (5 hours) after infection, T-cells
produce IFN-γ after 15 hours and represent the dominant source. In addition, IL-18
also contributes to stimulation of IFN-γ by both populations. A role for IL-18 may
explain the capacity of IL-12-deficient mice to survive low but not high inoculi of Lis-
teria organisms (51). Listeria monocytogenes can also induce CD8α+ dendritic cells to
produce IFN-γ in an IL-12-dependent manner (55). Thus, as a variety of new experi-
mental conditions, new mediators, and cellular participants are tested in listeriosis, the
intricacies of the IL-12-IFN-γ pathway will be revealed and the relative contribution of
NK cells will be more evident.

A similar IL-12-IFN-γ pathway is also operational in MCMV infections (41). As
already mentioned above, elimination of NK cells by administration of MAbs results in
susceptibility of mice to MCMV (43–45). As in listeriosis, one component of the NK
cell response is the production of IFN-γ stimulated by IL-12 because antibody elimina-
tion of NK cells abrogates IFN-γ production in response to MCMV (46,56). Further-
more, anti-IFN-γ increases susceptibility, whereas administration of IL-12 has a
protective effect, which is abrogated by NK cell elimination or IFN-γ neutralization. As
with listeriosis, IL-18 also contributes somewhat, although IL-12 appears to be more
important (especially in the liver) for IFN-γ responses (57).

Importantly, not all viral infections are controlled by NK cells. The best studied
virus illustrating this point is lymphocytic choriomeningitis virus (LCMV) (41,43,58).
Elimination of NK cells has little effect on systemic LCMV infections, such as survival
or viral replication. Interestingly, Biron and colleagues (46) have shown that LCMV
infection does not induce IL-12-dependent IFN-γ production. Furthermore, neutraliza-
tion of IL-12 had no effect on LCMV replication. However, NK cells are stimulated by
LCMV infection.

During viral infections, including LCMV, the cytotoxicity of NK cells is enhanced,
and proliferation ensues. These events constitute some of the systemic effects directly
or indirectly mediated by the type I interferons (59). Although the type I interferons
also stimulate IFN-γ production that is independent of IL-12, IFN-γ production is not
seen in LCMV infections (46,60). Furthermore, administration of IL-12 does not pro-
mote NK cell production of IFN-γ. This apparent paradox was recently shown to be
caused by an inhibitory effect of the type I interferons on IL-12-dependent IFN-γ pro-
duction (60). Inhibition by IFN-α/β is mediated through the STAT1 signaling pathway.
In the absence of STAT1, IL-12 responsiveness is restored, and IFN-α/β induces IFN-γ
production. Although it remains to be determined how the type I interferon response to
LCMV differs from that to MCMV, these elegant studies indicate that the NK cell
cytokine response to infection varies with the pathogen, even though the responses are
similar superficially.

An emerging area of investigation is the role of IL-15 in NK cell responses in vivo
(61). This is a challenging area of study since mice deficient in IL-15 or IL-15Rα lack
NK cells (25,26). Nevertheless, a series of studies indicate that NK cells are stimulated
during the course of infection by IL-15 (61–65). As expected from studies of IL-2-acti-
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vated NK cells (LAK cells), IL-15-stimulated NK cells have increased killing potential
against tumor targets (62). However, the IL-15-stimulated NK cells also have increased
activity against virus-infected cells, which may be physiologically more relevant in
innate immunity. Interestingly, several viruses can stimulate human peripheral blood
mononuclear cells to secrete IL-15 and induce NK cell activity, resulting in in vitro con-
trol of viral replication (63,64). This appears to be physiologically important in vivo
since IL-15 can have a protective effect in herpes simplex viral infections in mice (65).

NK cell responses to cytokines are also regulated by other innate lymphocytes. In
TCRδ–/– mice, Listeria organism growth at day 1 after infection is significantly
enhanced compared with TCRβ–/– mice. This is associated with diminished production
of IFN-γ by NK cells and TNF-α production in TCRδ–/– mice, whereas comparable
amounts of IL-12 were made, suggesting that γ/δT-cells regulate NK cell responses.
Similarly, NK/T cells contribute to IFN-γ production by NK cells (66). Administration
of α-galactosylceramide, a potent ligand for the TCR on NK/T-cells, results in nearly
concomitant activation of NK cells, possibly owing to release of IFN-γ by the NK/T-
cell. Inasmuch as NK/T-cells can recognize glycolipid antigens in mycobacteria
(67,68), these studies indicate a potential physiologically important mechanism for NK
cell activation in innate immunity to these organisms.

NK cells can also produce several other cytokines that have been less well studied in
the context of infection. Also, early NK cell responses appear to be relatively nonspe-
cific with polyclonal activation. Analysis of activation markers that are absent on rest-
ing NK cells reveals that all NK cells display these activation markers during MCMV
infection (69). Although this requires further study, presumably such activation reflects
stimulation from a variety of cytokines that are induced upon infection.

Hence, the pathways involving NK cell cytokine responses with resultant production
of other cytokines, such as IL-12-stimulated NK cell production of IFN-γ, are likely to
be more complex than currently appreciated. Nevertheless, the perceptive studies defin-
ing these pathways in the context of in vivo infections have already yielded important
principles that will continue to guide our understanding of NK cell cytokine responses
to infections.

3.2. Target Killing

Classically, NK cells kill their targets by the triggered release of preformed cyto-
plasmic granules containing perforin and granzymes, a process termed granule exo-
cytosis (70). Conventionally, it has been thought that perforin polymerizes in the
target cell plasma membrane, producing a pore through which the granzymes enter
and are then activated to trigger target cell apoptosis. Although recent studies sug-
gest that granzymes may enter the cell via the mannose-6-phosphate receptor, rather
than through the perforin-formed pore (71), it is nevertheless clear that both perforin
and granzymes are required for the full apoptotic “hit” from granule exocytosis.
Recent studies also suggest that NK cells can kill certain targets through other
means, including Fas and TNFα-related apoptosis-inducing ligand (TRAIL), but the
functional significance of these pathways to in vivo infections is not yet clear (72).
In addition, resting NK cells apparently do not express Fas ligand on their cell sur-
face, and therefore must be triggered to mediate Fas-induced death (73). Thus, NK
cell activation by their targets remains a critical element in the function of NK cells,
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raising the issue that NK cell receptors specific for infected cells may be important
in infection control.

3.2.1. Molecular Basis for NK Cell Recognition of Cellular Targets

To understand how infected cells could trigger NK cells, it is useful to review their
spontaneous capacity to kill certain tumor targets, a phenomenon termed natural
killing. Early studies described an inverse correlation between target cell expression of
MHC class I and susceptibility to NK cells (74). Targets that do not express MHC class
I are killed by NK cells, whereas MHC class I-bearing targets are generally resistant
(75). These studies provided major insights into NK cell recognition, particularly with
a teleologic explanation, termed the missing-self hypothesis. Kärre (76) postulated that
NK cells survey tissues for normal expression of MHC class I that is ubiquitously
expressed. If a cell lacks expression of MHC class I, such as in tumorigenesis or viral
infection, thereby evading MHC class I-restricted T cells, the chronic inhibitory influ-
ence of MHC class I is lost, permitting NK cells to lyse the target. This hypothesis sug-
gested a potential rationale for why the inhibitory influence of MHC class I should be a
physiologically relevant phenomenon for NK cell function.

3.2.1.1. INHIBITORY RECEPTORS

It is now appreciated that NK cells express MHC class I-specific inhibitory recep-
tors, as first shown by studies on the mouse receptor Ly49A (77). The inhibitory NK
cell receptors fall into two general structural types (reviewed in ref. 78). Human killer
Ig-like receptors (KIRs) are type I integral membrane proteins with Ig-like domains
encoded in the leukocyte receptor complex. By contrast, human and rodent
CD94/NKG2A and rodent Ly49 receptors have type II orientation and are disulfide-
linked dimers with domains that are distantly related to the C-type lectins and encoded
in the NK gene complex (NKC). Despite their structural differences, the inhibitory
receptors have several shared features. In addition to relatively restricted expression on
NK cells (and NK/T-cells for the C-type lectins), the receptors generally belong to fam-
ilies of highly related molecules. Importantly, all inhibitory receptors to date contain
immunoreceptor tyrosine-based inhibitory motifs (ITIMs) in their cytoplasmic
domains (reviewed in ref. 79). Upon receptor crosslinking and subsequent ITIM phos-
phorylation, the ITIMs recruit and activate the cytoplasmic tyrosine phosphatase SHP-
1. This recruitment then presumably leads to dephosphorylation of molecules involved
in cellular activation, particularly pathways involving immunoreceptor tyrosine-based
activation motif (ITAM)-containing signaling chains. These general mechanisms are
now appreciated as being applicable to a large number of other inhibitory receptors that
are expressed on a wide variety of hematopoietic cells (79).

In contrast to T-cells, NK cell receptors for MHC class I have different requirements
for MHC-associated peptides. Some receptors appear to have no peptide selectivity.
For example, Ly49A binds its MHC class I ligand regardless of bound peptide,
although it does not appear to recognize “empty” MHC class I (80,81). On the other
hand, other NK cell receptors have an apparent peptide selectivity (82,83). An appreci-
ation for how peptides could alter recognition is now beginning to be recognized with
the crystallization of NK cell receptor-ligand complexes. (84,85), indicating that the
NK cell receptors engage MHC class I in a manner distinct from TCR binding.
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3.2.1.2. ACTIVATION RECEPTORS

The inhibitory receptors, however, do not explain all aspects of NK cell specificity.
NK cell recognition also appears to involve activation receptors, compatible with a two-
receptor model for the mechanism of NK cell activation (86). This model predicts that
the fate of a target cell is determined by the engagement (or not) of both activation and
inhibitory receptors on the NK cell by their target cell ligands and the integration of sig-
nals transduced by such receptors. In other words, inhibitory receptors appear to regulate
activation receptors (or vice versa) that may have their own specificity for ligands on tar-
gets. The nature and specificity of putative activation receptors are less well understood.

A number of receptors resembling the inhibitory receptors were identified that do
not contain cytoplasmic ITIMs (87,88). Although the cytoplasmic domains of these
molecules do not contain obvious signaling motifs, such as ITAMs, crosslinking of
several of these molecules appears to stimulate NK cells (89). Interestingly, these
ITAM-and ITIM-less molecules generally have charged residues in their transmem-
brane domains, implying co-association with other molecules. Indeed, co-immunopre-
cipitation experiments have shown that such receptors are noncovalently associated
with proteins that are phosphorylated upon receptor crosslinking or upon pervanadate
stimulation (90). Furthermore, a number of candidate activation receptors were identi-
fied because of their ability to stimulate NK cell activities when crosslinked by their
specific MAbs. For example, crosslinking of the rat NKR-P1 molecule results in NK
cell killing of targets that are not usually killed (91).

Recently, Lanier et al. (92) identified DAP12 as a signaling chain that is associated
with several ITIM-less NK cell receptors with charged transmembrane residues. Like
the contribution of the CD3ζ chain to the assembly and signaling of the TCR/CD3
complex, DAP12 is required for efficient expression of putative NK cell activation
receptors, such as CD94/NKG2C, Ly49D, and Ly49H (93,94). Moreover, DAP12 is
phosphorylated when the associated receptor is crosslinked (92,95). Furthermore, NK
cells also express other ITAM-associated signaling chains, including CD3ζ, and
FcεRIγ. These signaling chains provide similar functions as DAP12 but they are associ-
ated with different ligand-binding receptors, such as CD16 or NKR-P1C (3,4,96).

The downstream signaling consequences of activation receptor engagement have not
yet been fully described (97). However, it is likely that the pathway will resemble but
be distinct from the tyrosine kinase activation cascade in T- and B-cells. The proximal
Syk family tyrosine kinases, ζ-associated protein of 70 kDa (ZAP-70) and Syk itself,
are expressed in NK cells and can be phosphorylated upon crosslinking of activation
receptors (95,98) or exposure to sensitive targets (99). Many of the subsequent down-
stream effector and adapter molecules are also present, but their contribution to NK
cell activities may differ from that in other lymphocytes (100,101). On the other hand,
recent studies indicate a role for the phosphoinositide-3-kinase (PI-3-kinase) and mito-
gen-activated protein kinase (MAPK) pathway in NK cell cytotoxicity against tumor
targets (102). In this regard, the C-type lectin-like NK cell receptor NKG2D deserves
special mention because it is coupled to DAP10, which has a PI-3-kinase docking site
instead of ITAMs (103,104). NKG2D can trigger target lysis by NK cells and also
stimulate T-cells that co-express it (105), suggesting that it is an activation receptor that
uses a distinct signaling pathway or perhaps is a costimulatory receptor.
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Importantly, the ligands for NKG2D are related to MHC class I molecules (106). In
humans, these ligands include mononuclear inflammatory cell A (MICA), MICB, and
UL binding protein (ULBP) 1, -2, and -3 molecules whereas in mice, they include the
RAE1 isoforms and H60 molecules (107–110). With respect to innate immunity, these
ligands are particularly notable because they appear to be inducible, and human CMV
has evolved molecules that block ligand recognition by NKG2D (see below).

The ligand specificity of other activation receptors is an area under intense investiga-
tion. Certainly, some of the activation receptors appear to be responsible for target
specificity (88,111). Some of the receptors appear to be specific for MHC class I mole-
cules (88,112,113), although their relationship to inhibitory receptor binding of the
same ligand is incompletely understood.

The function of these activation receptors is regulated by the inhibitory receptors. In
general, simultaneous engagement of activation and inhibitory receptors is associated
with inhibition, indicating that inhibition dominants over activation (114,115). How-
ever, the outcome of activation or inhibition is likely to result from a balance between
the kinases and phosphatases activated by respective ligand interactions, as revealed by
earlier studies demonstrating that NK cell inhibition can be directly correlated to the
level of MHC class I expression on the targets (116).

Thus, there is abundant evidence that NK cells express activation receptors that
can trigger through their associated signaling chains and that the action of these
receptors is regulated by the inhibitory receptors. These activation receptors, origi-
nally defined in terms of tumor killing, may be important in NK cell responses in
innate immunity.

3.2.2. Evidence for Involvement of NK Cell Activation Receptors in Viral Resistance

Although the role of NK cell activation receptors in NK cell-mediated resistance to
infections is just beginning to be understood, several important observations indicate
that such receptors are likely to be important in this context. Probably the most signifi-
cant are from studies of viral evasion tactics. Whereas viruses have evolved numerous
strategies to downregulate MHC class I molecules on infected cells to avoid MHC
class I-restricted cytotoxic T-lymphocytes (117), this should lead to enhanced suscepti-
bility to NK cell lysis. However, viruses encode proteins that interfere with natural
killing (118–124).

In many cases, this interference is caused by enhanced function of inhibitory MHC
class I-specific NK cell receptors. For example, human CMV (HCMV) encodes an
MHC class I-like molecule (UL18) that interacts with long intergenic region (LIR)-1,
inhibitory receptor Ig-like-transcript (ILT)-2, an Ig-SF inhibitory receptor on NK cells.
HCMV also encodes a peptide that binds HLA-E, an MHC class Ib molecule that usu-
ally binds only leader peptides derived from MHC class Ia molecules. The HCMV pep-
tide permits enhanced expression of HLA-E, which in turn binds CD94/NKG2A, a
C-type lectin-like NK cell-inhibitory receptor. Another elegant example of viral eva-
sion of NK cells is the selective downregulation of MHC class I by the human immun-
odeficiency virus HIV-1 (118). In this case, the virus downregulates HLA-A and B but
not HLA-C or E. In HCMV and HIV, therefore, the viruses have evolved mechanisms
that result in inhibition owing to selective engagement of both structural types of
inhibitory receptors.
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Importantly, the inhibitory receptors should not block NK responses to inflamma-
tory cytokines because the inhibitory receptors generally do not affect cytokine
receptor signaling; rather, as described above in natural killing of tumors, NK cell
inhibitory receptors prevent in vitro killing by blocking signals from activation recep-
tors that are coupled to ITAM-containing molecules (79,125), and the transfected
expression of the HCMV molecules blocks killing of tumor targets (121–123). These
data suggest that viral strategies have evolved to limit NK cell activation receptors
involved in target killing.

Consistent with this explanation, viruses have evolved mechanisms to block trigger-
ing of NK cell activation receptors directly. In one recent example, the human CMV
open reading frame UL16 was seen to bind molecules termed ULBP1, -2, and -3, which
are expressed on human tissues (110). In turn, the ULBP molecules bound human
NKG2D. Thus UL16 expression on an infected cell may mask recognition of ULBP
(Rael) on the same cell and prevent killing by an NKG2D-expressing NK cell (106).

More generally, the Kaposi’s sarcoma-associated herpesvirus (KSHV) has also been
shown to have a mechanism to avoid NK cells (124). In this case, the KSHV protein
K5 downregulates expression of intracellular adhesion molecule (ICAM)-1 and B7-2,
which are ligands for NK cell receptors involved in cytotoxicity. Indeed, the interaction
of leukocyte function-associated antigen-1 (LFA-1) on the NK cell with ICAM-1 on
the target was one of the first receptor-ligand interactions important in NK cell killing
of targets to be recognized (126). In contrast to the limited distribution of most NK cell
activation and inhibitory receptors, LFA-1 in particular is broadly expressed, and its
function is required for target cytotoxicity.

The in vivo advantage to the virus of enhancing inhibition or blocking activation is
obvious. Conversely, these observations strongly suggest that NK cells should mediate
in vivo antiviral defense with activation receptors that are functionally related to those
used in tumor killing.

3.2.3. An NK Cell Activation Receptor Critical to Viral Resistance

Recent studies indicate that the Ly49H NK cell activation receptor is vital to resis-
tance to MCMV. A genome-wide scan identified that autosomal dominant Cmvl resis-
tance gene as being responsible for the genetically determined resistance of certain
strains of mice to MCMV (127). Two alleles were identified, resistant and susceptible,
or Cmvlr and Cmvls, respectively. Abundant genetic mapping data from three different
approaches (recombinant inbred, backcross panels, and congenic strains) indicated
that Cmvl maps to the NKC on mouse chromosome 6 (128–130), which contains clus-
ters of genes encoding the C-type lectin-like NK cell receptors (131). These studies
implicated NK cell involvement in the resistant phenotype (131). Indeed, when NK
cells are depleted with anti-NK1.1 MAB, resistant C57BL/6 (Cmvlr) mice became sus-
ceptible (132).

The successful isolation of the Cmvlr allele depended on genetic evidence that the
BXD-8 recombinant inbred mouse strain, derived from C57BL/6 and susceptible
DBA/2 (Cmvls) inbred strains, appeared to have inherited the entire NKC and flanking
genomic segments from its resistant C57BL/6 progenitor but displayed the susceptible
phenotype (132). These mice were subsequently found to lack expression of Ly49H
specifically, whereas other NKC-encoded molecules were expressed normally. Further-
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more, when resistant C57BL/6 mice were injected with an anti-Ly49H MAb, they
became susceptible, as measured by viral titers in the spleen and lethality. These stud-
ies suggest that Ly49H is an activation receptor that responds to MCMV-infected cells.

The identification of Ly49H as a resistance factor for MCMV infections also sug-
gests that it may be involved in defense against other pathogens, such as mouse pox
(ectromelia) virus and HSV, for which resistance loci have also been genetically
mapped to the NKC (133,134). These loci are termed Rmpl and Rhsl, respectively, and
C57BL/6 mice are resistant. However, recent studies have reported that Rhsl appears to
be segregated independently from Cmvl (134). Nevertheless, the parallel phenotypes
with Cmvl strongly suggest that further studies are required to evaluate these pheno-
types and determine whether they are related to Ly49h.

One hallmark of innate immunity is the involvement of pattern recognition recep-
tors (PRRs) on innate immune cells that can discriminate among patterns shared by
microbes (135) and utilize signaling pathways that are distinct from the Syk family
tyrosine kinase pathway stimulated by ITAM-coupled T- and B-cell antigen receptors.
For example, the Toll-like receptors recognize pathogen-associated molecular patterns
on bacteria; by way of their IL-1R-like cytoplasmic domains, they signal through
myeloid differentiation factor 88 (MyD88) and ultimately NF-κB (136). Ly49H, by
virtue of DAP12 association and ITAM signaling, does not have an apparent relation-
ship to the PRRs.

Instead, Ly49H more closely resembles antigen receptors on T- and B-cells because
of coupling to the Syk family tyrosine kinase (Syk itself and ZAP-70) pathway via
ITAM-containing signaling chains. Despite their distinct features, NK cells therefore
resemble T- and B-cells in a manner not previoulsy appreciated. In many respects, then,
Ly49H has TCR-like properties but is involved in innate host pathogen responses. Fur-
thermore, Ly49H and other NK cell receptors do not require somatic gene rearrange-
ment for receptor expression and are normally expressed and functional in mice with
mutations in the recombination machinery (6). In addition, individual NK cells do not
express clonally restricted activation receptors but rather express a multitude of recep-
tors such that overlapping subsets of cells express the same receptor (137). This pre-
formed, widely expressed repertoire of receptors appears to confer upon NK cells the
capacity for immediate innate response, in contrast to the days required for clonal
expansion of antigen receptor-specific T- and B-cells. In this way, like other innate
immune cells (macrophages, neutrophils), NK cells can control pathogen invasion dur-
ing the time in which specific immunity develops. Although this suggests that NK cells
do not need to undergo clonal expansion, it is possible that specific NK cell activation
may occur along with their more generic, nonspecific activation in response to proin-
flammatory cytokines.

3.3.3. Specific Stimulation of Cytokine Production

Note that the mechanism presumably triggered by Ly49H engagement has not been
elucidated even though the NK cell activation receptors were discussed in this chapter
in the context of target killing. Also, NK cells produce cytokines (in response to
crosslinking of their activation receptors) and IFN-γ (in response to inflammatory
cytokines). It has long been known that crosslinking of NK cell activation receptors
such as CD16 leads to cytokine production (138). In addition, whereas engagement of
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the NK1.1 molecule with an immobilized anti-NK1.1 MAb also results in NK cell pro-
duction of IFN-γ, TNF-α, and granulocyte/macrophage colony-stimulating factor
(139), cytokine production through this receptor can be blocked by engagement of an
inhibitory receptor. The contribution of this pathway of cytokine secretion to NK cell
function in infection is currently unknown.

3.3. NK Cell Trafficking and Infection

For NK cells to effect target killing, they obviously must be in the physical proxim-
ity of their targets. Interestingly, NK cells have a relatively restricted distribution, being
predominantly located in the peripheral blood and spleen. In solid organs such as the
liver, they appear to be recruited. In the course of MCMV infection, Biron and col-
leagues (140,141) have shown that this recruitment is dependent on the chemokine
macrophage inflammatory protein-1α (MIP-1α). In MIP-1α-deficient mice, NK cell
migration into the liver and NK cell-dependent IFN-γ production was markedly
impaired, whereas spleen NK cell responses were less affected.

The distribution of NK cells and recruitment may be related to organ-specific dif-
ferences in the NK cell effector mechanism controlling MCMV replication (142).
Interestingly, IFN-γ receptor-deficient mice displayed high viral titers in the liver but
not the spleen. Conversely, viral replication in the spleen was uncontrolled in per-
forin-deficient mice, whereas liver MCMV replication was unaffected. The latter phe-
notype is reminiscent of the effect of Cmv1 (Ly49H) (127). Since NK cells must be
recruited to the liver, and this takes time, antiviral effector responses that do not
require precise physical proximity, such as IFN-γ secretion, may be more effective at
earlier time points.

4. SUMMARY

Thus far, a number of different infections have been shown to trigger similar
cytokine secretion pathways in NK cells, whereas killing of infected targets is still
poorly understood. However, recent observations suggest that NK cells use specific
activation receptors in resisting infection that resemble the NK cell receptors
involved in tumor target killing and are more closely related to the T-cell receptor
than receptors on other innate immune cells. The relative contributions of these
mechanisms in any given infection remain to be elucidated. The emerging picture
suggests that NK cells counter infection by both nonspecific cytokine and specific
activation responses.
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Innate Immune Signaling During Phagocytosis

David M. Underhill

1. INTRODUCTION

Phagocytosis of pathogens is a primitive, general, effective innate immune mecha-
nism of host defense in mammals that also initiates the highly specific adaptive
immune response (1). Phagocytosis as a mechanism of innate immune defense has
been appreciated since the late 19th century, when Eli Metchnikov first proposed that
mobile phagocytic cells survey tissues for foreign particles and engage in pitched bat-
tles with potential pathogens (2). In our current view of the process, we understand that
specialized professional phagocytes including macrophages, neutrophils, and dendritic
cells seek out invading pathogens and then bind, internalize, kill, and degrade them (1).
During this process, phagocytes are stimulated to produce cytokines and chemokines
that influence the recruitment and activation of additonal cells of the innate and adap-
tive immune systems, and they upregulate cell surface molecules required for efficient
presentation of antigenic pathogen-derived peptides. For several decades we have
understood that particle internalization and the elicitation of inflammatory responses
can be uncoupled, leading to the hypothesis that the two systems function indepen-
dently. With our current understanding of the molecular mechanisms regulating parti-
cle internalization and the induction of inflammatory responses, it is now clear that
there is much overlap in the molecules utilized for both processes and that there is
likely to be crosstalk between the systems. The aim of this review is to provide an
overview of the mechanisms by which macrophages and other phagocytic cells inter-
nalize pathogens and how these processes are coupled to the inflammatory responses
associated with them.

Phagocytosis is the process by which particles larger than about 0.5 µm diameter are
engulfed by the plasma membrane of a cell and internalized into an intracellular mem-
brane-bound phagosome (1,3,4). In its most general case, the process can be described
by the following steps (Fig. 1): (1) receptors on the cell surface recognize and bind to a
foreign particle; (2) a signal is generated that induces actin polymerization under the
membrane at the site of contact; (3) actin-rich membrane extensions reach out around the
particle; (4) the membranes fuse behind the particle, pulling it in towards the center of
the cell; and (5) the newly formed phagosome matures into an acidic, hydrolytic com-
partment. Although this model provides a useful framework in which to discuss phago-
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cytic mechanisms, the precise mechanism of internalization exhibits surprising hetero-
geneity and depends largely on the type of receptor(s) that participate in particle recogni-
tion (1). Thus the above model is largely true for particles internalized via Fc receptors
or the mannose receptor, but particles internalized through the complement receptor
appear to sink into the cell without significant membrane protrusion and with actin
remaining localized to punctate foci around the particle (5). In addition, the immuno-
logic consequences of particle internalization vary; particles internalized by receptors
such as the Fc receptor and the mannose receptor evoke potent proinflammatory
responses, whereas particles internalized by the complement receptor appear largely
silent, and phagocytosis of apoptotic cells induces antiinflammatory responses (1).

The process of phagocytosis lies at the interface of the innate and the adaptive
immune systems. Inflammatory responses accompanying pathogen internalization by
immune recognition receptors orchestrate the elaboration of the adaptive immune
response. Similarly, the adapative immune system utilizes phagocytes as effector cells;
antibody-opsonized particles are recognized by Fc receptors on phagocytes, leading to
particle internalization and sterilization (1,6,7). Much of the work performed to date on
the mechanisms of phagocytosis has focused on Fc receptor-mediated internalization
of IgG-opsonized particles, although internalization through innate immune recogni-
tion receptors requires many of the same molecules. This review focuses on innate
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internalization mediated by many phagocytic receptors, but many variations on the mechanicm
have been observed. PI-3-Kinase, phosphatidyl inositol-3-Kinase.



immune phagocytic receptors, the mechanisms by which these receptors trigger parti-
cle internalization, and the spatial, temporal, and functional relationship between parti-
cle internalization and the nature of the accompanying inflammatory response.

2. RECOGNITION RECEPTORS

Although an extraordinarily broad range of proteins have been implicated in direct
recognition of pathogens, relatively few types of innate immune recognition receptors
appear to be individually competent to generate signals required for both particle
ingestion and inflammatory responses (as is the case for Fc receptors) (1,4,7). Thus,
processes accompanying pathogen recognition are likely to be caused by simultaneous
engagement of a variety of receptors that together influence phagocyte responses. The
principles of pathogen recognition through pattern recognition receptors have been
extensively discussed in previous chapters, so the current discussion will remain
focused solely on the participation of these receptors in phagocytosis.

2.1. Integrin Receptors

Foreign particles entering the body may be opsonized by a variety of serum proteins
including complement iC3b, fibronectin, and vitronection, all of which are recognized
by members of the integrin receptor family. Particles coated with iC3b are recognized
by the αMβ2-integrin (also called complement receptor 3, CD11b/CD18, or Mac1)
found on monocytes, macrophages, neutrophils, granulocytes, dendritic cells, and NK
cells (8). An additional integrin, αXβ2 (also called complement receptor 4,
CD11c/CD18, or gp150/95), also binds iC3b-opsonized particles, but this receptor is
expressed highly only on tissue macrophages and dendritic cells and has not been as
well characterized as αMβ2 (8). The extracellular binding domain structure of leuko-
cyte integrins has been extensively studied, and most of the properties of the protein
domains have been established. Like other α-integrins, the extracellular domains of αM

and αX consist of seven tandem repeats that mediate divalent cation binding. Their
extracellular domains also contain a 200-amino acid inserted domain (I-domain) that is
required by leukocyte β2-integrins for ligand recognition (8,9). In fact, recombinant αM

I-domain is sufficient for divalent cation-dependent binding to iC3b (10). Proximal to
the extracellular face of the membrance, αM contains a lectin-binding domain that may
participate in binding to some types of β-glucan-containing particles (8,11) (see dis-
cussion below). The extracellular domain of β2 is shorter than those of the α-chains,
consisting of a membrane-proximal cysteine-rich repeat region and a distal region with
an insert having some homology to the α-chain I-domain (8).

Leukocyte α- and β-integrins have short 45- and 23-amino acid cytoplasmic tails,
respectively, that together mediate intracellular signaling (12). Internalization signaled
by αMβ2 requires a second activation step (inside-out signaling) that increases the num-
ber of receptors at the cell surface (9,13,14) and the affinity of the receptors (15), and
allows the receptors to trigger phagocytosis (16–18). In vitro, this inside-out signal can
be stimulated with phorbol esters and is thus likely to involve protein kinase C (PKC)
activation (1,16). Additional evidence presented by Caron et al. (19) suggests that acti-
vation of Rap1, a small molecular weight GTPase in the Ras family, is required for
phorbol myristate acetate (PMA)-stimulated phagocytosis of complement-opsonized
particles. Although circulating leukocytes cannot internalize complement-opsonized
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particles without additional stimulation (1,9,16), the second signal is often likely to be
constitutively present in vivo since it can be provided by adhesion to fibronectin-coated
surfaces (16–18).

Ligand binding by β2-integrins including αMβ2 induces intracellular signaling that is
required for downstream functions including adhesion, migration, and phagocytosis
(12). β2-integrins have been shown to activate intracellular nonreceptor tyrosine
kinases such as Syk and the src family of kinases, Fgr, Hck, and Lyn, all kinases exten-
sively implicated in phagocytosis mediated by Fc receptors (12,20–22). β2-integrins
also stimulate directly activation of phosphoinositide-3-kinase (PI-3-kinase), Rho fam-
ily GTPases, and PKC, all signaling pathways with well-defined roles in phagocytosis
(1,3,4,23) (see below). During macrophage internalization of complement-opsonized
particles, the particles appear to sink into the cell, with little extension of membrane
processes, and actin polymerization is stimulated in discrete foci equally spaced
around the newly forming phagosome. Additional cytoskeletal proteins including vin-
culin, α-actinin, and paxillin are recruited to these foci (5,24). This process differs
morphologically from Fc receptor-mediated internalization, clearly indicating that
mechanistically some differences exist, although ultimately many of the same mole-
cules required for internalization of IgG-opsonized particles are also required for inter-
nalization of complement-opsonized particles including F-actin, Arp2/3, PI-3-kinase,
and PKC (5,24–26).

Both fibronectin and vitronectin can nonspecifically opsonize pathogens and cell
debris, and phagocytes recognize and ingest these particles primarily through α5β1-
and αvβ3 -integrins (9). Expression of either α5β1 or αvβ3 renders cells competent to
internalize fibronectin- or vitronectin-coated pathogens, although (as noted for inter-
nalization via αMβ2) such internalization requires a second signal that can be provided
by activation of PKC with phorbol esters (9,27). In a manner that highlights the impor-
tance of understanding how multiple simultaneous signals combine to mediate phago-
cytosis, when α5β1 and αvβ3 are expressed together, α5β1 primarily mediates
internalization, whereas antibody-mediated ligation of αvβ3 blocks internalization by
inhibiting the high-affinity function of α5β1 (9,27). This inhibition requires serine
phosphorylation of the β3 cytoplasmic tail, although the precise nature of the signal is
not clear (28). The inhibitory signal may be in part owing to the association of αvβ3

with CD47 [also called integrin associated protein (IAP)], a G-protein-coupled recep-
tor that has been implicated in thrombospondin-induced inhibition of inflammatory
signaling (29,30) and, through its ligand CD47-signal regulatory protein-α (SIRP-α),
inhibition of both Fc and complement receptor-mediated phagocytosis (31–33).
Intriguingly, αvβ3 and another vitronectin-binding integrin, αvβ5, can interact with
CD36, a class B scavenger receptor CD36 (see below), to mediate thrombospondin-
facilitated phagocytosis of apoptotic cells, a process that is accompanied by the elicita-
tion of antiinflammatory cytokines (34,35). Thus, integrin engagement activates
multiple downstream signaling pathways that can mediate particle internalization and
are also likely to be involved in mediating inflammatory responses.

2.2. Mannose Receptor

The macrophage mannose receptor is a type I transmembrane protein with a short,
45-amino acid cytoplasmic tail. The extracellular domain of the receptor consists of
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eight C-type lectin carbohydrate recognition domains (CRDs) together with a short
amino-terminal cysteine-rich region and a fibronectin type II repeat. Expression of
mannose receptor in normally nonphagocytic COS cells is sufficient to mediate inter-
nalization of zymosan, a yeast cell wall particle made up primarily of α-
mannan/mannoproteins and β-glucans (36,37). Importantly, expression of tailless
mutant mannose receptor mediated zymosan binding but not internalization (38),
expression of a chimeric receptor consisting of the extracellular domain of FcγRI fused
to the transmembrane and intracellular domain of the mannose receptor, faciliated
uptake of IgG-opsonized particles (39). Together these observations indicate that sig-
nals initiated by mannose receptor ligation are sufficient to induce particle internaliza-
tion. The molecular mechanisms by which mannose receptors activate downstream
signals for particle internalization have not yet been described.

2.3. β-Glucan Receptor

Soluble forms of both α-mannan and β-glucan inhibit phagocytosis of zymosan by
macrophages, suggesting that receptors for both of these sugars participate in particle
recognition and uptake (40–43). Although the mannose receptor almost certainly
accounts for the mannose-inhibitable phagocytic activity seen in some types of
macrophages, the identity of the β-glucan receptor is less clear. The αM-chain of com-
plement receptor 3 has a high-affinity (5 × 10–8 M) β-glucan binding site, suggesting
that this receptor may also be the functional β-glucan receptor (8). Indeed, antibodies
to αMβ2 block binding and internalization of unopsonized zymosan (44), and patients
with a deficiency in β2-integrins show defects in phagocytosis of unopsonized zymosan
(45). However, it is possible that the effects of αMβ2 inhibition on zymosan phagocyto-
sis are owing to signals originating from αMβ2 that modulate the affinity, expression, or
function of another β-glucan receptor that mediates internalization.

2.4. Scavenger Receptors

The scavenger receptors are a family of receptors defined initally by their ability to
bind and internalize modified lipoproteins such as acetylated low-density lipoprotein,
although the spectrum of targets recognized by these receptors has grown to include
such diverse ligands as polyribonucleotides, lipopolysaccharide (LPS), and silica parti-
cles (46). There is ample evidence that several scavenger receptors participate in
phagocytosis. Macrophages from mice lacking scavenger receptor A are significantly
less efficient at phagocytosing heat-killed E. coli (47,48). An additional member of the
class A scavenger receptors, macrophage structure with collagenous structure
(MARCO), has been described that is expressed constitutively on certain subpopula-
tions of macrophages such as those in the marginal zone of the spleen (49) and can be
induced in other macrophage populations by exposure to inflammatory stimuli such as
LPS (50). MARCO binds to a variety of particles including Gram-positive, Gram-neg-
ative bacteria and artificial particles such as latex, and antibodies to MARCO signifi-
cantly block internalization of each of these targets (50,51). CD36 (a class B scavenger
receptor) is required for phagocytosis of apoptotic cells by macrophages and dendritic
cells (34,35). A CD36-related protein, croquemort, is also required for phagocytosis of
apoptotic cells in Drosophila, suggesting a long evolutionary history for these recep-
tors in mediating particle ingestion (52). Scavenger receptors clearly mediate clearance
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of soluble ligands such as acetylated low-density lipoprotein by triggering receptor-
mediated endocytosis, but there is no evidence that scavenger receptors are capable of
generating a phagocytic signal directly. Indeed, as discussed above, expression of the
mannose receptor or complement receptor 3 in nonphagocytic cells can make the cells
competent to internalize targets, but expression of scavenger receptors mediates bind-
ing without notable internalization (47,49,50). Thus, during phagocytosis, it is likely
that scavenger receptors participate in holding target particles long enough for other
receptors to bind and signal internalization.

3. SIGNALING MECHANISMS FOR PARTICLE INTERNALIZATION

Particle internalization requires activation of a number of signaling pathways that
together orchestrate rearrangement of the actin cytoskeleton, extension of the plasma
membrane, and fusion to form a phagosome. Although some signaling molecules such
as PI-3-kinase appear to be required for internalization mediated by any phagocytic
receptor, other proteins such as tyrosine kinases are required for some types of internal-
ization and not others (see below). In addition, many of the same molecules that
orchestrate the mechanics of particle ingestion also participate in signaling events lead-
ing to gene transcription and protein secretion, alterations in cell morphology, and acti-
vation of antimicrobial mechanisms. The extensive overlap in signaling molecules
utilized for these different processes and the recruitment of these molecules together to
phagosomes makes it likely that the different signaling pathways interact functionally.
A number of these signaling molecules are discussed in this section, and a direct dis-
cussion of functional interactions between phagocytic and inflammatory signaling fol-
lows in the next section.

3.1. Tyrosine Kinases

Tyrosine phosphorylation of phagosome-associated and cytosolic proteins accompa-
nies all types of phagocytosis, suggesting that many types of phagocytic receptors
stimulate tyrosine kinase activation (1,7,9,12). However, an absolute requirement for
tyrosine kinase activation has been demonstrated only for internalization of IgG-
opsonized particles by Fc receptors (5,24). Upon ligation, the immunoreceptor tyro-
sine-based activation motifs (ITAMs) of Fc receptors are phosphorylated by src family
tyrosine kinases, and this probably accounts for the blockade imposed by tyrosine
kinase inhibitors. Indeed, macrophages from syk-deficient mice fail to internalize IgG-
opsonized particles (53). The requirement for tyrosine kinase activation during inter-
nalization through innate immune recognition receptors is less clear. Macrophages
from syk-deficient mice internalize complement-opsonized particles, bacteria, and
zymosan normally (53). Although general tyrosine kinase inhibitors do not block inter-
nalization of particles such as complement-opsonized particles or bacteria, these
inhibitors do reduce the efficiency of uptake, suggesting that other tyrosine kinases
might be tangentially involved (5,54). In addition, proinflammatory responses initiated
during phagocytosis through innate immune recognition receptors require tyrosine
kinase activation, and some of this requirement can be attributed to activation of mito-
gen-activated protein (MAP) kinases (55).
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3.2. Protein Kinase C

Of the 12 isoforms of PKC described, at least 5 (PKC-α, -β, -ε, -δ, and -ζ) are
expressed in macrophages and are recruited to membranes during phagocytosis, where
their activities are required for particle internalization (56–58). General inhibitors of
PKC activity inhibit internalization of IgG-opsonized, and complement-opsonized par-
ticles as well as unopsonized zymosan particles (56,59). PKC is required at the earliest
stages of particle internalization since inhibition of PKC blocks the formation of actin
filaments beneath the site of particle binding (Fig. 1) (56). Thus, activation of PKC is a
general requirement for phagocytosis through a broad variety of receptors. Down-
stream effects of PKC activation include phosphorylation of myristoylated alanine-rich
protein kinase C substrate (MARCKS) family proteins and activation of integrin recep-
tors (1). MARCKS proteins regulate actin cytoskeletal interactions with the plasma
membrane and have been associated with phagocytosis and membrane trafficking (60).
As discussed above, PKC-mediated activation of integrin receptors like the αMβ2 com-
plement receptor is required for phagocytosis through these receptors. Intriguingly,
PKCs are also required for cytokine production and antimicrobial activation induced
by a variety of stimuli; LPS-induced production of cyclooxygenase-2 (COX-2), tumor
necrosis factor-α (TNF-α), and interleukin-1β (IL-1β) and activation of the respiratory
burst are blocked by pharmacologic inhibitors of PKC (61–64). Similarly, expression
of a dominant-negative negative PKC-α in macrophages inhibits LPS- and Fc receptor-
induced cytokine production (64–66). Other PKC isoforms probably mediate particle
ingestion, since DN-PKC-α expression and depletion of Ca2+ (required for activation
of classic PKCs such as PKC-α and PKC-β) do not effect internalization of IgG-
opsonized particles (67). The same separation of duties probably applies to internaliza-
tion through innate immune recognition receptors, since DN-PKC-α expression does
not alter internalization of a variety of pathogens including Leishmania. donovani,
Legionella pneumophila, and Pseudomonas aeruginosa (66).

3.3. Phosphoinositide Signaling

One classic mechanism for activation of PKCs is through phospholipase C (PLC)-
mediated cleavage of phosphatidyl inositol-4, 5-biphosphate [PI(4,5)P2] to release inosi-
tol triphosphate (IP3) and diacylqlycerol (DAG), second messengers that mobilize
intracellular Ca2+ stores and activate PKC family members, respectively. PLC is recruited
to phagosomes containing IgG-opsonized particles, and inhibition of its activity blocks
particle internalization (68). Like PKC inhibitors, PLC inhibitors completely block the
formation of actin filaments beneath the site of particle contact (Fig. 1), strongly suggest-
ing that the main role of PLC in particle internalization is to activate PKC (68).

(PI-3-kinase) catalyzes phosphorylation of PI(4,5)P2 to PI(3,4,5)P3, a phospholipid
important in recruiting signaling molecules such as the kinase autologous tumor
killing (AKT) protein kinase B (PKB) to specific regions of membranes (69).
Inhibitors of PI-3-kinase block phagocytosis of a broad spectrum of particles including
IgG- and complement-opsonized particles, unopsonized zymosan, and bacteria,
clearly demonstrating a universal role for PI-3-kinase activation in particle internaliza-
tion (70–73). Blockade of PI-3-kinase does not inhibit particle binding or initial actin
polymerization beneath the particle (Fig. 1), suggesting that initial phagocytic signal-

Signaling During Phagocytosis 347



ing is intact. Instead, PI-3-kinase is required for membrane extension and fusion
behind the particle, perhaps owing to a failure to insert new membrane at the site of
particle internalization (72,73).

Although PI-3-kinase and PLC activation are required for the mechanical aspects of
particle internalization, they are also implicated in proinflammatory signaling induced
by particulate stimuli. Thus, PI-3-kinase is recruited to Toll-like receptors when cells
are stimulated with heat-killed Staphylococcus aureus, and activation of PI-3-kinase
has been implicated in inducing translocation of NF-κB to the nucleus and the induc-
tion of cytokine production in macrophages by pathogens (74). Similarly, PLC activity
is required for proinflammatory signaling in macrophages, primarily through participa-
tion in MAP kinase pathway activation (75,76).

3.4. Rho Family of GTPases

Members of the Rho family of small molecular weight GTPases are key regulators of
the actin cytoskeleton, and recent studies demonstrate a central role for these proteins in
phagocytosis (23). Like other small molecular weight GTPases, Rho proteins cycle
between an inactive GDP-bound state and an active GTP-bound state. Activation is stimu-
lated by GDP-GTP exchange factors, whereas GTPase-activating proteins (GAPs) inacti-
vate the proteins (23). Rho family members Cdc42, Rac, and Rho coordinate actin
dynamics during cell adhesion and motility, and they participate in a variety of signaling
cascades including activation of MAP kinases and activation of transcription factors such
as activator protein (AP)-1 (23,77). The role of Rho family members at the intersection of
the actin cytoskeleton and intracellular signaling makes these proteins particularly intrigu-
ing candidates for molecules that may couple phagocytosis to inflammatory responses.

Expression of inhibitory mutants of Cdc42 and Rac1 proteins blocks internalization
of IgG-opsonized particles by macrophages and mast cells (78–81), demonstrating a
role for these proteins in Fc receptor-mediated phagocytosis. Intriguingly, expression
of inhibitory Cdc42 and Rac does not inhibit internalization of complement-opsonized
particles (78). Rho appears not to be required for Fc receptor-mediated phagocytosis,
since expression of C3 transferase, a Rho-specific inhibitor, does not block internaliza-
tion of IgG-opsonized particles, whereas C3 transferase does block internalization of
complement-opsonized particles (78). Although the roles of Rho family proteins in
phagocytosis through other specific innate immune recognition receptors has not yet
been studied, it is clear that Rho family proteins play a central role in internalization of
unopsonized bacteria, since a number of pathogenic bacteria have evolved mechanisms
to regulate Rho family GTPases as a means of avoiding immune clearance (3). Thus,
Yersinia species avoid phagocytosis by host immune cells in part by secreting (via a
type III secretion system) a protein called YopE into the cytoplasm of host cells. YopE
is a GAP for Cdc42, Rac, and Rho and thus rapidly deactivates these proteins thereby
inhibiting the actin rearrangements necessary for phagocytosis (3,82). Similarly, P.
aeruginosa secretes a protein with Rho family GAP activity called ExoT into host cell
cytoplasm to avoid uptake and clearance (3,83).

4. COUPLING INTERNALIZATION TO INFLAMMATORY RESPONSES

Particle internalization by phagocytes is often accompanied by the production of
inflammatory mediators and the activation of antimicrobial mechanisms, and the coor-
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dination of these responses is crucial for an effective, controlled innate immune
response. The molecular mechanisms that mediate particle ingestion share much in
common with the mechanisms that mediate many inflammatory responses. Thus, tyro-
sine kinases, PKC, and Rho family GTPases all have roles in phagocytosis and proin-
flammatory signaling. However, relatively few phagocytic receptors are themselves
capable of elicting both phagocytic and inflammatory responses. It is clear that ligation
of Fc receptors is sufficient to induce both the morphologic rearrangements required
for particle internalization and the production and release of inflammatory mediators
(6,7). Cytoplasmic tails of activating Fc receptors contain ITAMs that when clustered
become phosphorylated by src family kinases, leading to recruitment of syk family
kinases, activation of PI-3-kinase, calcium influx, and activation of MAP kinases (6).
Different phagocytic receptors often function cooperatively, making it sometimes inap-
propriate to pin inflammatory responses on individual receptors; thus, despite the
above description of Fc receptor-induced responses, it is interesting to note that in
patients with leukocyte adhesion deficiency (a deficit in β2-integrins), IgG-opsonized
particles are internalized less efficiently, and the accompanying inflammatory
responses are muted (84,85). It is clear that cooperation between receptors involved in
phagocytosis occurs both at the level of direct interaction between their downstream
signaling components and by their co-association with phagosomes.

4.1. Superoxide Production

Professional phagocytes including monocytes, macrophages, and especially neu-
trophils kill newly internalized pathogens in part by the production of caustic reactive
superoxide ions. Production of superoxide can be induced by soluble stimuli such as
PMA, N-formyl-methionyl-leucyl-phenylalanine (FMLP), or calcium ionophores that
induce assembly of the reduced nicotinamide adenine dinucleotide phosphate
(NADPH) oxidase on plasma membranes, whereas during phagocytosis, assembly of
the NADPH oxidase on phagosomal membranes stimulates localized production of
superoxide (86–88). This localized production of superoxide during phagocytosis is
presumably beneficial since an immune cell would not want to induce this killing
mechanism until the pathogen is confined to the phagosome, where locally high super-
oxide concentrations can be generated with as little collateral damage to the surround-
ing tissue as possible. The signaling components required to activate the oxidase vary
depending on the receptor system activated, but there is remarkable overlap between
these components and the signaling molecules required for particle internalization
(88). In unstimulated cells, components of the NADPH oxidase are distributed in the
membrane (gp91phox and p22phox) and in the cytosol (p67phox, p40phox, p47phox, and
Rac2). Upon stimulation, phosphorylation of p47phox induces translocation of a
trimeric p67phox, p40phox, p47phox cytosolic complex to the membrane components
(Fig. 2) (86). A number of different kinases including PKC, protein kinase A (PKA),
p21-activated kinase (PAK), and PI-3-kinase-stimulated kinases can phosphorylate
p47phox and are required for activation of the complex (88). Independently Rac2, acti-
vated by a GDP-GTP exchange factor, also translocates to the membrane complex,
where it is required for electron transfer in the active complex (89). Besides the phox
proteins, all these proteins are also important regulators of the actin cytoskeleton, and
nearly all stimuli that activate the oxidase also induce profound alterations in the actin
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cytoskeleton (86,88). In some cases, disruption of the actin cytoskeleton blocks activa-
tion of the oxidase by particulate stimuli (90,91). The connection to the actin
cytoskeleton is strengthened by the observation that in the cytosol, p40phox and p67phox

are associated with coronin, another protein that plays an important role in regulation
of the actin cytoskeleton and that strongly localizes to forming phagosomes (92,93).

Despite several shared signaling pathways and a mutual requirement for regulation
of the actin cytoskeleton, superoxide production is not inexorably linked to phagocyto-
sis. It has long been known that internalization thought the complement receptor 3 in
macrophages is not accompanied by the production of superoxide (94,95). In addition,
downregulation of receptor systems required for internalization of nonopsonized
zymosan does not block internalization of serum-opsonized zymosan or IgG-opsonized
particles, but it does block NADPH oxidase activation by these particles (96). Thus,
phagocytosis can clearly occur without inducing superoxide production. Conversely,
several soluble stimuli including PMA and FMLP can induce NADPH oxidase activa-
tion without concurrent phagocytosis (86,88).

Although crosslinking of Fc receptors is sufficient to induce superoxide production
and phagocytosis (1,88), and phagocytosis through complement receptor 3 is not
accompanied by NADPH oxidase activation (94,95), it is less clear whether NADPH
oxidase activation is stimulated directly by other innate immune phagocytic receptors.
It has generally been reported that ligation of the mannose receptor is sufficient to
induce a respiratory burst, but these studies have depended on delivery of complex par-
ticles to macrophages, making it difficult to be certain which receptors delivered which
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signals (97,98). In one recent report Maridonneau-Parini and co-workers (99) suggest
that mannose receptor-mediated phagocytosis does not induce microbicidal mecha-
nisms. They observed that trimannoside-coated latex beads were internalized by human
peripheral blood-derived macrophages by a mechanism that was fully inhibitable by
soluble mannan but did not induce superoxide production (99). In addition, this group
demonstrated that zymosan internalization was partially inhibitable by soluble mannan
and soluble β-glucan (laminarin) but that zymosan-induced superoxide production was
only inhibited by laminarin, suggesting that whereas the mannose receptor does not
activate the oxidase, the β-glucan receptor does.

Integrin ligation can be linked to NADPH oxidase stimulation, but it is highly
dependent on the type of integrin, the cell type examined, and whether the cells have
been exposed to a priming stimulus. Resting neutrophils challenged with immobilized
antibodies to leukocyte function-associated antigen-1 (LFA-1, αLβ2) or to CR4
(gp150/95, αxβ2) produce superoxide, whereas stimulation through CR3 (αMβ2) does
not (90). In macrophages, CR3 stimulation does not activate the oxidase (94,95)
whereas in eosinophils, ligation of LFA-1 and CR3 both do (100). The variability in
responses to receptor ligation suggests that in different cell types, integrins signal dif-
ferently, or that oxidase activation is regulated by the presence or absence of another
co-receptor. Interestingly, CD14, a surface molecule required for LPS binding, physi-
cally interacts with αMβ2 and Toll-like receptor 4 (TLR4, discussed in previous chap-
ters of this volume), and αMβ2 is necessary for efficient activation of some
LPS-induced responses (101–103). It is possible that in some cases αMβ2 ligation
might activate TLR4-mediated inflammatory responses.

4.2. Cytokine and Chemokine Production

Activation of gene transcription during phagocytosis is a critical feature of the
development of an effective immune response, and in order to detect pathogen-derived
products, innate immune recognition receptors must have access to their ligands. Since
many pathogen-derived products recognized by the innate immune system such as pep-
tidoglycan or bacterial DNA are presumably not displayed on the surface of pathogens,
they become accessible only after killing and lysis of the cell, making phagocytosis and
killing an integral part of the recognition mechanism. We have demonstrated that mem-
bers of the TLR family are actively recruited to phagosomes during pathogen internal-
ization, where they sample the contents of the phagosome to determine the nature of
the pathogen being ingested (Fig. 3) (104,105). Recruitment of TLRs to phagosomes
provides a mechanism by which phagocytosis and associated inflammatory responses
can be linked, although recruitment does not require TLR activation. TLRs are also
recruited to phagosomes during internalization of IgG-opsonized particles by Fc recep-
tors, a process that does not require TLR activation, suggesting that TLR recruitment is
a general feature of phagocytosis and that TLRs are simply poised to recognize ligands
should they become present in the phagosome (104). This mechanism implies that par-
ticle internalization and inflammatory responses can be dissociated. Indeed, inhibition
of particle internalization with the PI-3-kinase inhibitor wortmannin, or by expression
of dominant negative dynamin, does not block TNF-α production induced by zymosan
(73). Conversely, inhibition of TLR2, a receptor required for inflammatory responses to
zymosan, does not block phagocytosis of zymosan (105).
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Despite the ability to dissociate the two processes, there remains a remarkable overlap
in the signaling molecules whose activation is required for particle internalization and
those activated during proinflammatory signaling; this overlap suggests that at some
level it is likely that signaling by phagocytic receptors can influence or modify proin-
flammatory signaling through other receptors. As noted above, TLR4 functionally inter-
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Fig. 3. Toll-like receptor recruitment to phagosomes. (a) Epitope-tagged Toll-like receptor 2
expressed in macrophages localizes to the plasma membrane. (b,c) During phagocytosis of
zymosan particles (numbered), the receptor is recruited to sites of particle contact and is highly
enriched on phagosomes. (From Underhill et al., Nature 1999, 401:811–815.With permission).



acts with αMβ2, and Vogel and co-workers (103) have demonstrated that macrophages
from mice lacking β2 integrins respond normally to LPS with respect to induction of
some genes such as TNF-α and interferon-inducible protein-10 (IP-10), but are deficient
in LPS-induced activation of genes such as COX-2, IL-12 p40, and IL-12 p35. Thus, the
two receptors cooperate in generating the ultimate inflammatory response.

The mannose receptor has often been reported to stimulate cytokine production,
since zymosan and derived products can stimulate macrophages (106–108), although
the role of the mannose receptor in these responses is complicated by the ability of
zymosan also to interact with a β-glucan receptor. Despite the apparent role for multi-
ple lectin receptors in zymosan binding and internalization, we have demonstrated that
macrophage inflammatory responses to zymosan are mediated by cooperative interac-
tions between TLR2 and TLR6 (104,105). Thus, expression of dominant negative
TLR2 or TLR6 in macrophages blocks zymosan-induced activation of NF-κB and pro-
duction of TNF-α (104,105). It is likely that various recognition receptors may cooper-
ate in the ultimate generation of proinflammatory responses, and it is not yet clear how
TLRs and lectin receptors interact. It is possible that signals originating from a variety
of receptors synergize to produce the observed responses. Alternately, additional recep-
tor signaling pathways could modulate the precise nature of a TLR-mediated signals.
Such an interaction may account for the apparent role of the mannose receptor and the
β-glucan receptor in the induction of specific inflammatory genes.

5. CONCLUSIONS

Phagocytosis requires activation of complex signaling networks that develop over
time to mediate internalization of pathogens. Similarly, proinflammatory signaling
requires activation of complex signaling networks that determine the nature of the
cellular response. The two processes are intrinsically linked in space and time and
utilize many of the same signaling components. As our ability to study complex sys-
tems progresses, a complete molecular understanding of the interactions will provide
better tools for intervention when innate immunity goes awry or would benefit from
strategic activation.
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The Role of Mast Cells in Innate Immunity

Joshua A. Boyce and K. Frank Austen

1. INTRODUCTION

Mast cells (MCs) are bone marrow-derived tissue-dwelling immune effector cells
that are recognizable by virtue of their distinctive metachromatically staining secretory
granules. They are prominent in the tissues and organs that are in contact with the
external environment (1). MCs respond to both immunologic and nonimmunologic
stimulation with an effector repertoire that includes preformed granule-associated
inflammatory mediators such as histamine and protease/proteoglycan complexes, newly
formed eicosanoid products of arachidonic acid metabolism (cysteinyl leukotrienes,
prostaglandin D2) and induced expression of several proinflammatory cytokines and
chemokines. The diverse effector functions of MCs, their ability to respond to a variety
of nonimmune stimuli, and their anatomic distribution are all compatible with a role as
initiators of innate immune responses. Furthermore, experimental evidence provides
strong support for such a role. This review details the evidence supporting a key role for
MCs in innate immunity and the potential mechanisms by which this occurs.

2. MC DEVELOPMENT

2.1. Characterization of MC Progenitors

The fact that MCs normally reside in various tissues implies a constitutive pathway
for their development. Current understanding of MC development derives largely from
studies of naturally occurring strains of mice that are deficient in MCs. The W/Wv (2)
strain of mouse has a profound MC deficiency resulting from a mutation at the white-
spotting (W) locus that encodes the membrane receptor tyrosine kinase, c-kit (3). The
ligand for c-kit, stem cell factor (SCF, also known as KIT ligand or Steel factor) (4), is a
growth factor that is constitutively and abundantly expressed by fibroblasts and stromal
cells and that exists as both a membrane-bound and secretory form. The S1 locus that
encodes SCF (5) is mutated in a second strain of mast cell-deficient mice (Sl/Sld strain)
(6). Early studies demonstrated that transplantation of normal bone marrow cells from a
histocompatible strain provided progenitor cells that resulted in normal-appearing MCs
in the tissues of the W/Wv mice (2), thereby establishing the hematopoietic origin of
MCs. These studies also indicated that the intact functions of both the c-kit receptor and
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its ligand, SCF, are each absolutely required for normal MC development in vivo in
mice. The observation that recombinant soluble SCF stimulates the growth of MCs from
mouse bone marrow cells in vitro (7) and from a variety of human progenitor cell
sources including bone marrow (8), fetal liver (9) cord blood (10), and peripheral blood
(11) in vitro reflects the role of the SCF/c-kit interaction in MC development from both
rodent and human hematopoietic precursors. The constitutive expression of the c-kit
receptor by early hematopoietic precursors and the provision of SCF by stromal cells
under basal conditions provide a constitutive ligand/receptor pair that is essential for the
presence of MCs as an innate characteristic of tissues.

In both rodents and humans, MCs develop from c-kit-bearing committed progeni-
tor cells (PrMCs) that transit via the systemic circulation from the bone marrow to the
tissues (Fig. 1). PrMCs lack the distinctive secretory granules of their mature counter-
parts and thus cannot be reliably distinguished from other peripheral blood mononu-
clear cells based on morphology alone. Nevertheless, PrMCs can be distinguished
from other circulating mononuclear cells based on distinct cytofluorographic charac-
teristics and colony-forming capability. Mouse fetal blood contains a population of
rare cells with the exclusive colony-forming characteristics of PrMCs (designated
promastocytes). These PrMCs possess high-level membrane expression of c-kit and
low-level expression of the thymocyte marker thy-1 (12). Mouse fetal blood PrMCs
have sparse granules and express steady-state levels of mRNA encoding MC-specific
proteases, but not FcεRI (Fig. 1). Although an equivalent pure committed PrMC has
not yet been isolated from human blood, cells with MC colony-forming activity in
vitro are found in human blood and bone marrow, among a cell population expressing
c-kit along with the pan-progenitor marker CD34 and the membrane aminopeptidase
CD13 (11). When purified by flow cytometry and cultured in the presence of
recombinant SCF and interleukin (IL)-6, human CD34+/c-kit+/CD13+ cells give rise
to only three colony types; pure MCs, pure macrophages, and mixed MC/macrophage
colonies. It is thus likely that the human equivalent of the mouse promastocyte exists
within this pool of cells expressing these surface markers.
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Fig. 1. Characteristics of circulating committed progenitor mast cells (PrMCs). Mouse
PrMCs from fetal blood express high levels of c-kit, low levels of Thy-1, and mRNA encoding
the mast cell-specific proteases mMCP-2, mMCP-4, and CPA, but not FcεRI. Human PrMCs
are found within a circulating population of mononuclear cells expressing CD34 and CD13 but
not FcεRI. CPA, carboxypeptidase A; mMCP, murine mast cell protease.



2.2. Homing Determinants of PrMC

As with all circulating leukocytes, the movement of PrMCs from blood into tissues
requires the function of both chemoattractants and adhesion receptors. Because MCs
populate tissues under baseline conditions, the receptors and ligands responsible for
PrMC homing are likely to be constitutively expressed. In the absence of markers that
unequivocally define PrMC in tissues, their constitutive homing can only be assessed at
present by MC colony-forming assays for PrMC numbers in limiting dilution cultures
of enzymatically dispersed mouse tissues. Such analyses reveal that normal mouse
small intestine contains especially large numbers of PrMCs, exceeding the numbers
found in the bone marrow when expressed as the number of MC colony-forming units
per million mononuclear cells (13,14). By comparison, much smaller numbers of
PrMCs are found in the normal mouse lung (14), suggesting that the two organs differ
in their expression of the necessary ligands and receptors for PrMC homing under
basal conditions. Indeed, the numbers of PrMCs in the small intestine were profoundly
deficient in mice with a targeted disruption of the gene encoding the β7-integrin,
whereas the numbers of PrMCs in the lung were normal. The β7-integrin pairs with two
distinct α-subunits to form the α4β7 and the αEβ7 heterodimers, which serve as recep-
tors in lymphocytes for mucosal addressin cellular adhesion molecule (MadCAM)-1 or
E-cadherin, respectively. Blockade of the α4- and β7-integrin subunits with specific
antibodies each resulted in a diminished reconstitution of intestinal PrMCs following
sublethal irradiation and reconstitution with normal congenic bone marrow. Anti-Mad-
CAM-1 antibodies similarly blocked intestinal PrMC homing, while anti-αE and anti-
β1 antibodies were inactive. These observations thus indicate a critical requirement for
the α4β7/MadCAM-1 adhesion pathway in the maintenance of the normal constitutive
small intestinal pool of PrMCs (Fig. 2). These PrMCs probably serve as a reservoir that
permits the development of intestinal mucosal MC hyperplasia, which is an essential
feature of the normal immune response to helminth infections (see below).

Although α4β7 is critical for PrMC homing to the small intestine, it is likely that
other adhesion pathways dictate constitutive PrMC homing and localization of mature
MCs in other tissues. The targeted deletion of the αM (CD11b) integrin subunit, which
pairs with β2 to form a heterodimeric counterligand for intracellular adhesion molecule
(ICAM)-1, was associated with a baseline deficit in MCs in the peritoneal cavity and
dorsal skin. In contrast, the numbers of mature MCs appearing in response to helminth
infection were unaffected (15) in this model, and small intestine PrMCs were not enu-
merated. Human PrMCs derived in vitro from cord blood-associated CD34+

hematopoietic progenitor cells expressed another member of the β2-integrin family,
αLβ2, which decreases in its level of expression with increasing maturation of the cul-
tured MC (16). β2-integrins may thus serve as homing receptors for PrMCs in certain
tissues, but they may not be essential to normal localization of mature MCs. This
notion is supported by the observation that mature MCs purified from various dispersed
human tissues lack β2-integrins (17), with the exception of uterine MCs, which express
CD11c/CD18 (18). In contrast, all human tissue MCs reported to date express the α3β1,
α4β1, and α5β1 heterodimers (16,17,19), which probably mediate interactions with
extracellular matrix proteins in vivo. Immature mouse MCs derived in vitro from bone
marrow (BMMCs) express P-selectin glycoprotein ligand (PSGL-1), which mediates
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rolling to P-selectin in vitro (20) and in vivo (21). Thus PrMCs utilize several pathways
for recruitment to different tissues, which probably accounts for differences in MC
numbers under baseline conditions and under conditions of chronic inflammation, in
which MC numbers may increase substantially (22–24).

Although adhesion receptors are necessary for transendothelial movement of leuko-
cytes including PrMCs, chemoattractants are also required to govern directed migra-
tion and to ensure activation of the integrins. Recombinant soluble SCF is a
chemoattractant for both mouse MCs and a transformed human MC line in vitro
(25,26). The absence of constitutive populations of PrMCs in the lungs and intestines
of mice in the c-kit-deficient W/Wv strain, even though PrMCs can be identified in their
bone marrow (14), could reflect the in situ function of SCF as a chemoattractant for
PrMC in vivo, in addition to its function in maintaining normal PrMC viability and dif-
ferentiation. Additionally, several chemokines, a large family of structurally homolo-
gous low molecular weight chemoattractive cytokines, are active on human or mouse
MCs. Human PrMCs derived in vitro from cord blood mononuclear cells expressed the
receptors for IL-8 (CXCR2), eotaxins-1, -2, and -3 (CCR3), stromal cell-derived fac-

364 Boyce and Austen

Fig. 2. Constitutive and reactive pathways of MC development as exemplified by the mouse
intestine. Circulating progenitor mast cells (PrMCs) home to the intestine using α4β7, which
binds both mucosal addressin cellular adhesion molecule (MadCAM-1) and vascular cell adhe-
sion molecule (VCAM-1). The resultant constitutive PrMC pool in the intestine is capable of
giving rise to constitutive MCs found within the connective tissues. The same pool permits the
T-cell-dependent expansion and differentiation of a reactive intraepithelial MC population that
is essential for the elimination of some helminthic parasites. Both MC populations require stem
cell factor (SCF) and c-kit for their derivation and maintenance. CPA, carboxypeptidase A; IL,
interleukin; LTC4, leukotriene C4; mMCP, murine mast cell protease; PGD2, prostaglandin D2.



tor-1 (SDF-1; CXCR4), and macrophage inflammatory proteins-1α (MIP-1α) and -β
(CCR5) (27). Each of these receptors was functional based on calcium flux and chemo-
taxis in response to the corresponding recombinant ligand. Of these chemokines, the
ligands for CXCR2, CCR3, and CCR5 are each associated with inflammatory
responses in vivo, whereas SDF-1α is constitutively expressed in multiple tissues in
vivo. Subsequent studies have confirmed the function of SDF-1α/CXCR4 in mediating
the chemotaxis of both rodent and human MCs in vitro (28,29). It is reasonable to
speculate that CXCR4, along with c-kit, may provide receptors involved in the consti-
tutive homing behavior of PrMCs, although the importance of the chemokine receptors
as homing determinants for PrMC has not yet been addressed in vivo.

2.3. Anatomic and Functional Heterogeneity of MCs

Although the prevailing evidence holds that all MCs arise from a single PrMC pop-
ulation, the resultant mature MCs are heterogeneous in their anatomic distributions,
their biochemical properties, their fixation characteristics, and their functional capa-
bilities. Under baseline conditions, cytologically mature MCs are found in the muscu-
laris and lamina propria of the rodent jejunum, and a few are also present within the
normal intestinal mucosal epithelial surfaces (30,31). Analogous groups of cytologi-
cally and anatomically distinct MCs exist in human intestines (32). The MCs in the
jejunal connective tissues of rodents contain heparin proteoglycans, stain strongly
with toluidine blue dye, and retain their staining characteristics in formalin-fixed tis-
sues. These connective tissue-associated MCs are histologically and functionally sim-
ilar to other MCs found constitutively in the peritoneum and skin. It is noteworthy
that these constitutive MCs serve as sentinels of innate immune responses to bacteria
in the peritoneum (33,34), and similar populations may serve this function in other
organs and tissues as well. In contrast, the MCs in the intestinal epithelial compart-
ment lack heparin, stain weakly with toluidine blue, and are rendered invisible in for-
malin-fixed tissues.

Rodent models of intestinal immune responses to helminthic infections suggest
important functional differences between these two groups of MCs. Mucosal intraep-
ithelial MCs sharply and selectively increase in numbers in response to infection with
helminthic parasites in mice (reactive hyperplasia), without concomitant changes in the
numbers of MCs in the adjacent submucosal connective tissues (35). This reactive
hyperplasia, which results from in situ proliferation and differentiation of the constitu-
tive pool of intestinal PrMCs (Fig. 2), is required for normal worm expulsion and
resolves once the worm expulsion is complete. The ability to mount a reactive MC
hyperplasia depends not only on the innate pool of PrMCs, but also on normal T-cell
function, as both athymic nude mice and mice with a targeted deletion of their IL-3
gene fail to mount a reactive hyperplasia and are impaired in their ability to eliminate
adult helminths (36,37). In striking contrast, neither a lack of T-cells nor a selective
deficiency of IL-3 alters the numbers of MCs that reside constitutively in the submu-
cosa or muscularis of the intestine. The fact that the W/Wv and Sl/Sld mice lack both
the “constitutive” and the “reactive” intestinal MC populations supports the essential
functions of c-kit and SCF in all MC development in vivo, indicates that they are suffi-
cient alone to support the development of the constitutive MC populations associated
with submucosal connective tissues, and supports the innate nature of the PrMC pool.
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In contrast to these SCF-driven constitutive MCs, the reactive MCs of the intestinal
mucosa require not only the input of SCF and c-kit, but additional factors derived from
T-lymphocytes, including IL-3, for their derivation and function as effectors in adaptive
immunity to helminths. The fact that several additional T-cell-derived cytokines (IL-4,
IL-9, and IL-5) can also support proliferation of either human or mouse PrMCs (or
MCs) when combined with SCF in vitro suggests parallel signals by which T-cells can
support an expansion of MCs at epithelial surfaces in adaptive immunity, representing
an interface between the innate and adaptive immune responses (27).

3. MC-ASSOCIATED MEDIATORS AND EFFECTOR FUNCTIONS

3.1. Preformed Mediators
3.1.1. Histamine

The cationic amine histamine is stored in the secretory granules of both human and
rodent MCs in all tissue compartments (38,39). Following exocytosis, histamine disso-
ciates from the carboxyl groups of proteoglycans in MC granules at neutral pH and acts
througth at least three classes of receptors (40,41). The actions of histamine in vivo
include bronchial and gastrointestinal smooth muscle contraction, vasodilation and
vasopermeability, secretion of gastric acid, and induction of cutaneous pruritus. Hista-
mine also exerts both stimulatory and inhibitory effects on immune cells in vitro,
including enhancement of natural killer (NK) cell activation; stimulation of IL-6 syn-
thesis by B-cells; inhibition of mitogen- and antigen-mediated T-cell proliferation;
inhibition of neutrophil activation; and inhibition of tumor necrosis factor (TNF)-α, IL-
1, interferon-γ, and IL-2 production by monocytes and T-cells (for review, see ref. 41).
Thus, histamine has both proinflammatory and immunomodulatory functions poten-
tially germane to both innate and adaptive immunity (Fig. 3).

3.1.2. Mast Cell Proteases

MCs are abundantly and uniquely endowed with proteolytic enzymes with both
trypsin-like (tryptases) (42) and chymotrypsin-like (chymases) (43) substrate speci-
ficity. Human tryptase genes reside on chromsome 16 (44), and at least four of these
[(tryptases-α, -βII, and -γ and the murine mast cell protease-7 (mMCP-7)-like
tryptase)] are transcribed by MCs. The homologous mouse genes for the tryptases des-
ignated mMCP-6, mMCP-7, and tryptase-γ, are on mouse chromosome 17 (45–47).
Although mouse MCs express multiple chymases that arise from distinct genes on
chromosome 14 (for review, see ref. 48), only one MC-specific human chymase gene
has been identified to date (49). Human MCs also express a cathepsin G-like chymase
that is similar to, if not identical to, neutrophil cathepsin G (50). Both mouse and
human MCs also express an exopeptidase, carboxypeptidase (CP)A (51,52). Although
the repertoire of chymase genes in mice permits a wide diversity of expression patterns
in different tissues, only two distinct patterns of protease composition are generally
reported in human MCs. MCs in the skin and submucosa of the small intestine are
immunoreactive for tryptase, chymase, cathepsin G, and CPA, whereas those in the
intestinal and bronchial mucosa and in the alveoli of the lung express tryptase but lack
immunoreactivity for the other proteases (53). MCs expressing tryptase but not chy-
mase are depleted at the gastrointestinal tract mucosal surface in humans with acquired
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T-cell immunodeficiencies, whereas the numbers of submucosal MCs expressing both
tryptase and chymase were normal in the same specimens (32). This finding suggests
that the latter subset is analogous to the constitutive, SCF-dependent MC populations
observed in rodents, whereas the former probably represents the human analog of the
T-cell-dependent subpopulation of MCs in the rodent intestinal mucosa.

The homologous mouse tryptases mMCP-6 and mMCP-7 (54,55) differ in their
proteoglycan binding sites and their substrate specificity. When released by exocyto-
sis in IgE-induced anaphylaxis, mMCP-7 diffuses into the circulation (56), where it
selectively degrades plasma fibrinogen, even in the presence of plasma protease
inhibitors (57). In contrast, mMCP-6 is retained along with the exocytosed secretory
granule core in connective tissues (56). Although mMCP-6 does not degrade fibrino-
gen, it does elicit a marked, selective, and sustained influx of neutrophils when
instilled as a recombinant protein into the peritoneal cavity of mice (58). Further-
more, both mMCP-6 and human tryptase-II/β elicit IL-8 production from endothelial
cells in vitro (59). Human tryptase-II/β also stimulates vascular tube formation (60)
in vitro, as well as the proliferation of both fibroblasts and epithelial cells (61,62).
Thus tryptases may function in both early (neutrophil recruitment) and late (tissue
remodeling) events in circumstances of host defense and tissue injury, possibly
through interactions with the protease-activated receptors that are expressed by multi-
ple stromal cell types (63,64).

All chymases cleave angiotensin I to form angiotensin II (65,66), which may permit
MCs to participate in the homeostasis of local vascular tone and perfusion. The cleav-
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Fig. 3. Effector mechanisms of MCs implicated in innate immunity. Receptor-mediated MC
activation results in the release of both preformed and newly formed tumor necrosis factor-α
(TNF-α) and granule-associated tryptases that act on endothelial cells to promote neutrophil
chemotaxis and adhesion. Newly formed eicosanoids promote venular permeability (the cys-
teinyl leukotrienes (cys-LTs) LTC4, LTD4, and LTE4), and elicit polymorphonuclear leukocyte
(PMN) chemotaxis (LTB4). Chemotaxis also results from chemokines (IL-8 and its homologs)
generated by activated endothelial cells after stimulation with TNF-α and probably with
tryptases as well. TLR4, Toll-like receptor 4; CR1, complement receptor 1.



age and activation of a 92-kDa gelatinase (67,68) by a dog MC chymase implies a role
in both leukocyte penetration of tissues and tumor metastasis. MC chymases also
cleave and activate various angiogenic factors (69) and initiate collagen fibril formation
by cleaving type 1 procollagen (70). Human MC chymase cleaves SCF (71), yielding a
product that retains activating and mitogenic functions (72). Human MC chymase
stimulates secretion by bronchial mucous glands (73). Although these biochemical
findings suggest that chymase may be involved in wound repair, extracellular matrix
turnover, angiogenesis, mucous secretion, and the local modulation of vascular caliber
and tone, none of these have been specifically addressed in vivo.

Two of the mouse MC chymases, mMCP-1 and mMCP-2, are selectively
expressed by the MCs that arise in the intestinal mucosal compartment during
helminth infections (74) (Fig. 2). Mice with a targeted deletion of the mMCP-1 gene
have a delayed expulsion of Trichinella spiralis and an increased larval burden com-
pared with wild-type controls, whereas expulsion of Nippostrongylus brasiliensis was
unaffected (75). Although human counterparts for these mucosal MC-associated chy-
mases have not been identified, these observations do suggest that the evolution of
diverse chymase genes in mice reflected selective pressures, including specific micro-
bial infections.

3.1.3. Mast Cell Proteoglycans

MCs have proteoglycans in their secretory granules with a peptide core common to
cells of hematopoietic lineage (76–78), called serglycin for its repetitive serine and
glycine residues that allow negatively charged glycosaminoglycans to polymerize at
every second and/or third serine residue. This structure probably accounts for the resis-
tance of proteoglycans to degradation by bound proteases that are freed from their acti-
vating peptide. MC secretory granules contain biochemically distinct species of
proteoglycans that differ in sulfation of their respective glycosaminoglycan side chains.
Both heparin-rich and chondroitin sulfate E-rich proteoglycan species are identified in
MCs obtained from various dispersed human tissues (79–82). Rodent MCs also contain
both species of proteoglycans, with the MCs of their connective tissue being especially
rich in heparin proteoglycans (83). Conversely, the MCs of the rat intestinal mucosa
contain lesser amounts of heparin, and chondroitin sulfate E or di-B proteoglycans pre-
dominate (84). These differences in proteoglycan content account for striking histo-
chemical differences between these two MC populations in rodents. The heparin-rich
content of rat connective tissue MCs permits their uptake of safranin or berberin sulfate
dyes. In contrast, the relative lack of heparin in intestinal mucosal MCs renders them
safranin-negative.

An intracellular function of proteoglycans is the storage and packaging of MC gran-
ule constituents. The negatively charged proteoglycans form the basic structural com-
ponents of large macromolecular complexes that are stored by and released from MC
granules during exocytosis (85–87). These acidic proteoglycans associate with basi-
cally charged proteases, as well as histamine and β-hexosaminidase. With exocytosis
and release into the extracellular environment at neutral pH, histamine and β-hex-
osaminidase dissociate from the complex along with mMCP-7, ionically linked by his-
tidine rather than lysine or arginine, which serves to retain many of the proteases. The
mouse chymase mMCP-1, which is expressed by the intraepithelial MCs arising in the
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jejunum during helminthic infection (88), diffuses from the chondroitin sulfate E pro-
teoglycan (which lacks the charges of N-sulfation) that predominates in these MCs. In
human MCs, chymase and CPA (which are expressed in the same subset of MCs) are
complexed with a proteoglycan subspecies (probably heparin-containing) that is differ-
ent from the subspecies complexed with tryptase (probably chondroitin sulfate E) (89).
The recent targeted disruption of the N-acetyl/N-sulfotransferase-2 (NDST-2) gene, an
enzyme required for heparin biosynthesis, revealed that heparin proteoglycans are
required for connective tissue-associated MCs to express immunoreactive mMCP-4,
mMCP-5, and CPA (90,91), even though steady-state levels of mRNA for these pro-
teases were comparable in the MCs from the knockouts to the MCs of the wild-type
controls. Expression of the immunoreactive tryptases mMCP-6 and mMCP-7 was
unaffected in these NDST-2 knockout mice. It thus appears that heparin proteoglycan
synthesis is absolutely required for the normal expression of chymases and CPA but
not tryptases.

3.2. Eicosanoids

When activated either through crosslinkage of FcεRI or through engagement of the
c-kit receptor, MCs rapidly synthesize the eicosanoid inflammatory mediators
leukotriene (LT)C4 and LTB4, and prostaglandin (PG)D2 from endogenous membrane
arachadonic acid (AA) stores (92–95). Eicosanoid synthesis is initiated by a calcium-
dependent cytosolic phospholipase (PL)A2 (cPLA2) that liberates AA from perinuclear
membrane phospholipids (96). AA is converted sequentially to 5-hydroperoxyeicosate-
traenoic acid (5-HPETE) and then to LTA4 by the actions of 5-lipoxygenase (5-LO)
following its reversible translocation from the cytosol to the perinuclear envelope (97),
where it requires the cooperation of an integral membrane protein, 5-lipoxygenase-
activating protein (FLAP) (98), for its metabolic function. LTA4 is then either con-
verted by a cytosolic LTA4 hydrolase to LTB4 (99) or is conjugated to reduced
glutathione by LTC4 synthase (LTC4S) (100), an integral perinuclear membrane protein
with homology to FLAP, to form LTC4. Both LTB4 (101) and LTC4 (102) are exported
to the extracellular space by distinct, energy-dependent steps.

LTB4 acts as a potent neutrophil chemotactic factor (103), acting through at least
two 7-transmembrane-spanning G-protein-coupled receptors (GPCRs), a high-affinity
receptor termed the BLT1 receptor (104) and a low-affinity receptor, termed the BLT2
receptor (105). LTC4 is sequentially converted extracellularly to the receptor-active
cysteinyl leukotrienes (cys-LTs) LTD4 and LTE4 (106). The actions of the cys-LTs
include bronchoconstriction (107,108) and eosinophil recruitment when experimen-
tally instilled into the airways of human subjects in vivo (109). cys-LTs also elicit
wheal-and-flare responses when injected intradermally (110). Mice with a targeted dis-
ruption of the LTC4S gene exhibit deficits in permeability of the skin microvasculature
in a model of passive cutaneous anaphylaxis (PCA) and also show diminished plasma
exudation in a model of zymosan A-induced peritonitis (111). Thus cys-LTs probably
function at least partly to mediate vasopermeability changes in response to diverse
inflammatory stimuli. The cys-LTs act through at least two 7-transmembrane receptors,
termed the CysLT1 and CysLT2 receptors, respectively (112,113). The CysLT1 recep-
tor is expressed on bronchial smooth muscle, alveolar macrophages, CD34-bearing
progenitor cells, peripheral blood eosinophils, and B-cells, whereas the CysLT2 recep-
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tor is expressed by brain and hematopoietic tissues as well as by bronchial smooth
muscle and peripheral blood leukocytes. The CysLT1 receptor is also expressed by cul-
tured human MCs (114). Both the CysLT receptors and the BLT receptors bear struc-
tural homology to the P2Y receptor family, a group of GPCRs that mediate activation
responses to extracellular nucleotides; indeed, a CysLT1-related receptor on cultured
human MCs has dual ligand specificity for both cys-LTs and uridine diphosphate
(UDP) (114), which is among the products released by bacteria during infections. The
generation of both cys-LTs and LTB4 by MCs could facilitate innate immune responses
through induction of venular permeability and transudation of plasma proteins, and
recruitment of neutrophils, respectively (111).

PGD2 is generated by the conversion of AA through the sequential actions of
prostaglandin endoperoxide synthase (PGHS)-1 or -2 and the hematopoietic form of
PGD2 synthase (115). PGD2, like the cysteinyl leukotrienes, is a bronchoconstrictor
(116), and its active metabolite, 9α, 11β-PGF2, is a potent constrictor of coronary
arteries (117). Two receptors for PGD2, termed DP and CRTH2, have been identified
and cloned (118,119). Mice with the targeted disruption of the DP receptor have a
markedly attenuated capacity for the development of allergic lung inflammation in an
experimental model (120). Combined with selective expression of the CRTH2 receptor
on human eosinophils, basophils, and Th2 lymphocytes and its selective chemotactic
actions on these cell types (118), these observations support a role for PGD2 in inflam-
matory responses, particularly in circumstances such as helminth infection, in which
Th2-dominated inflammation is typical.

As with the profile of MC granule constituents, MC subpopulations differ in their
patterns of AA metabolism. Rat peritoneal MCs, a prototypical “constitutive” MC pop-
ulation, respond to IgE-dependent activation with preferred generation of PGD2 and
LTB4, whereas MCs from the rat intestinal mucosa generate LTC4 in preference to
PGD2 (121). Human MCs from different tissue sites also display heterogeneity of AA
metabolism. MCs from human intestine generated a wide range of PGD2 (1–55 ng;
mean = 21.3 ng) and cys-LT (0.2–14.2 ng; mean = 4.4 ng) per 106 MCs, when stimu-
lated in vitro with anti-IgE (122). MCs obtained from human lung tissue generated lev-
els of LTC4 and PGD2 comparable to their intestinal counterparts (123,124). In
contrast, human uterine MCs generated larger quantities of both PGD2 (89 ng/106

cells) and LTC4 (45 ng/106 cells) (125), whereas human skin MCs generated PGD2 and
almost no LTC4 (126). The capacity for human MCs to generate cys-LTs is probably
dictated by microenvironmental factors, including local cytokines. A recent study of
human MCs derived in vitro revealed that their expression of the terminal biosynthetic
enzyme involved in cys-LT generation, LTC4S, depended on induction by exogenous
IL-4, whereas IL-3 or IL-5 were required for the import of cytosolic 5-LO stores to the
nucleus. Maximal IgE-dependent cys-LT generation was achieved after priming with
IL-4 together with IL-3 or IL-5 (127). Thus, both rodent and human MCs exhibit sev-
eral patterns of AA metabolism based on their tissue locations. The pattern of intertis-
sue heterogeneity of AA metabolism probably reflects the influences of
microenvironmental factors, including locally available cytokines, and is likely to be
further modified in response to inflammation. The prominence of receptors for MC-
derived eicosanoids on hematopoietic cells predicts additional, as yet unrecognized,
functions in inflammation.
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3.3. Cytokines Produced by MCs
3.3.1. Early-Acting Cytokines

When stimulated through FcεRI, both human and mouse MCs produce a number of
cytokines that are associated with the early phases of an inflammatory response. These
include TNF-α (128), IL-1 (129), and IL-6 (130,131). Such early-acting cytokines ini-
tiate hepatic acute-phase protein production, endothelial cell adhesion molecule
expression, and leukocyte recruitment. The immunolocalization of TNF-α to the MCs
of human skin (132), nasal mucosa (133), and bronchial submucosa (134) implies that
some TNF-α is constitutively synthesized and stored by human MCs in vivo. Stimula-
tion of culture-derived human MCs in vitro through FcεRI results in a rapid, transient
generation and release of TNF-α that returns to negligible levels by 24 hours (135).
Although IgE-dependent TNF-α release by MCs may favor recruitment of cell popula-
tions that sustain the allergic response, the capacity for MCs to secrete TNF-α rapidly
via non-IgE-dependent mechanisms would normally facilitate a protective role against
bacteria (33) (see below).

3.3.2. Th2-Type Cytokines/Co-mitogens

The helminth-induced expansion of intestinal mucosal MC populations depends on
both the cytoprotective functions of SCF and the co-mitogenic effects of cytokines
such as IL-3, IL-4, IL-5, and others. Although Th2 lymphocytes are generally viewed
as the major source of these co-mitogens, the capacity for MCs to produce these same
cytokines suggests a possible autocrine priming function that may have arisen before
the evolution of the adaptive lymphocyte response. IL-4 and IL-5 are each localized by
immunohistochemistry to the MCs in lung tissue of patients with asthma (134) and to
the MCs in the nasal mucosa of patients with allergic rhinitis (133). Another cytokine
with co-mitogenic activity on MCs, IL-3, is transcribed de novo along with IL-5 when
human lung MCs are stimulated with anti-IgE (27,135). Both immunodetectable IL-4
and IL-5 and their corresponding mRNA species were localized to human skin MCs
after cutaneous allergen challenge (136) and are also detectable, along with IL-6, in
nasal mucosal MCs in biopsy specimens from patients with allergic rhinitis (137).
Human intestinal MCs respond ex vivo to IL-4 priming with augmented IgE-dependent
production of both IL-3 and IL-5 (138). The process of Th2 cytokine generation in
MCs probably has some similarity to the same process in T-cells, in that IL-4 is
required for optimal production of the Th2 cytokines, at least in vitro (138,139).

3.3.3. Chemokines

The MCs of both mice and humans generate several members of the CC and CXC
chemokine families. Human MCs store IL-8, a potent neutrophil-active chemokine
(140,141). Although a mouse homolog of IL-8 has yet to be identified, a related CXC
chemokine, epithelial neutrophil-activating factor-78 (ENA-78), is produced by mouse
MCs in vitro after IgE-dependent activation (142). Human MCs derived from cord
blood in vitro generate the CC chemokine macrophage inflammatory protein-1α (MIP-
1α) in response to IgE-dependent activation (143), and mouse MCs secrete both MIP-
1α and MIP-1β in vivo during experimental contact hypersensitivity (144). Human
lung MCs generate the CC chemokine MCP-1 when stimulated in vitro by SCF and
anti-IgE (145). Contact between mouse MCs and fibroblasts induces the production of
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the CC chemokine eotaxin by MCs (146). These induced mediators selectively target
neutrophils (IL-8, ENA-78), lymphocytes (MIP-1α, MIP-1β, MCP-1), and eosinophils,
respectively, and may act in sequence with preformed exocytosed mediators and newly
formed eicosanoids to recruit different leukocyte subsets selectively (Fig. 3).

2.3.4. Fibrogenic and Angiogenic Growth Factors

MCs generate factors that are involved in fibroblast proliferation, extracellular matrix
deposition, and angiogenesis, including vascular permeability factor/vascular endothelial
cell growth factor (147), transforming growth factor-β (TGF-β) (148), and basic fibrob-
last growth factor (149). The latter property supports the role of MCs as modulators of
tissue repair, fibrosis, and remodeling. Finally, the fact that MCs store and secrete SCF
(150,151) illustrates another potential autocrine capability for MC survival.

4. EVIDENCE FOR MC INVOLVEMENT IN INNATE
MICROBIAL IMMUNITY

The presence of MCs at the interfaces with the external environment has long impli-
cated their involvement in innate immune responses. Such a role for MCs would require
that microbes initiate MC activation and that MCs provide direct or indirect mecha-
nisms for microbial clearance. This potential was supported initially by the observation
that MCs phagocytize Gram-negative bacteria in vitro at least partly through their com-
plement receptors (152). The role for MCs in the recruitment of neutrophils to a tissue
site was confirmed in a model of immune complex-mediated peritonitis, which elicits
biphasic peaks of peritoneal fluid TNF-α and subsequent neutrophil recruitment in
WBB6/F1 MC-sufficient mice, but not in MC-deficient W/Wv mice (153). The W/Wv
mice lacked the early peak of TNF-α altogether and had a significantly blunted late
peak and poor neutrophil recruitment. All parameters were restored by intraperitoneal
transfer of congenic BMMCs to the W/Wv mice, suggesting that MCs in vivo respond to
immune complexes by providing both preformed and newly synthesized TNF-α, lead-
ing to neutrophil influx. These findings were subsequently extended to experimental
models of acute septic peritonitis. Two original studies demonstrated that W/Wv mice
subjected to cecal ligation and puncture (33) or directly inoculated with a virulent strain
of Klebsiella pneumoniae intraperitoneally (34) each had substantially greater rates of
mortality than their congenic, MC-sufficient WBB6/F1 controls (33,34). In both stud-
ies, the increased mortality correlated with impaired neutrophil recruitment to the peri-
toneum. The W/Wv mice were also markedly impaired in their ability to clear an
experimental pneumonia elicited by instillation of virulent Klebsiella in the lung, again
with impaired neutrophil recruitment. The defects in peritoneal neutrophilia and bacter-
ial clearance in the cecal ligation and puncture model were corrected by intraperitoneal
transfer of BMMCs, which restores the numbers of peritoneal MCs to normal. More-
over, in a separate study, the repeated instillation of recombinant SCF into the peri-
toneum of normal C57B1/6 mice augmented MC numbers and survival rates following
cecal ligation and puncture (154). The protective effect of exogenously administered
SCF was not observed in the MC-deficient W/Wv mice with a mutated c-kit receptor,
indicating that its effect was MC-dependent. Taken together, these studies make a
strong case that resident, constitutive MCs are essential for the initiation of neutrophil
recruitment in response to bacterial infection.
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Probably several effector molecules are generated by MCs that account for their
observed protective function in the CLP model. MCs store some preformed TNF-α in
their secretory granules (128) and can also generate TNF-α rapidly through de novo
transcription and translation (138,139). As in the immune complex-mediated model of
peritonitis, a sharp, transient increase in peritoneal fluid-associated TNF-α was
observed in MC-sufficient but not MC-deficient mice in the CLP model, presumably
reflecting the preformed and rapidly released MC-associated product. As with neu-
trophil recruitment and survival rates, the defect in TNF-α secretion was reversed in
the W/Wv mice with intraperitoneal transfer of BMMCs. Furthermore, TNF-α-deficient
mice had a defect in their capacity to survive cecal ligation and puncture that was quan-
titatively and qualitatively similar to that observed in the W/Wv strain. Neutralization of
TNF-α in normal mice with an antibody eliminated approx 70% of the peritoneal neu-
trophilia and decreased clearance of the bacteria. Since the pleiotropic effects of TNF-
α include the induced expression of multiple chemokine genes and adhesion molecules
by endothelial cells, the provision of TNF-α by resident, constitutive MCs is probably
an important component of their role in neutrophil recruitment in innate immune
responses to Gram-negative pathogens.

Although TNF-α figured prominently in the cecal ligation and puncture model, it is
likely that additional MC-derived factors also support neutrophil recruitment to the
peritoneum and other tissue sites. Indeed, the augmentative effects of SCF injection on
cecal ligation and puncture-induced mortality were observed even in TNF-α-deficient
mice, supporting the involvement of these additional factors (154). The mouse tryptase
mMCP-6 generates a marked and sustained local neutrophilia when injected into the
peritoneal cavity (58). More recently, instillation of purified recombinant human MC-
specific human tryptase-β1 was shown to induce a marked neutrophilia in the lungs of
mice (155) and to protect W/Wv mice from mortality in response to experimentally
induced Klebsiella pneumonitis. Interestingly, despite eliciting profound pulmonary
neutrophilia, tryptase-β1 instillation did not adversely affect pulmonary function or
produce an enhanced sensitivity to methacholine. Thus MC tryptases are probably
among the mediators involved in MC-dependent aspects of innate immunity, and the
diversity of tryptase genes may permit selective, tissue-specific responses. In another
study, the administration of the 5-LO inhibitor A-63162 decreased neutrophil influx
and bacterial clearance in MC-sufficient but not MC-deficient mice (156). Moreover,
this same study demonstrated that mouse MCs generate both LTB4 and LTC4 in
response to exposure to FimH-expressing type 1 fimbriated Escherichia coli in vitro.
Thus the capacity of MCs to generate the potent neutrophil chemoattractant LTB4, as
well as the cys-LTs that induce venular permeability in vivo (111), provides an addi-
tional mechanism by which they may function in innate immunity. Finally, the ability
of MCs to generate neutrophil-active chemokines, such as IL-8 (141) or ENA-78 (142)
provides yet another potential pathway for the recruitment of neutrophils. Taken
together, the observations from both in vitro and in vivo models are consistent with the
hypothesis that MCs are specialized to initiate recruitment of neutrophils and facilitate
bacterial clearance in innate immunity. Moreover, this property of MCs probably
reflects the composite effects of several effector systems, including those that function
directly as chemoattractants (chemokines, LTB4), those that augment venular perme-
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ability (cys-LTs), and those that function indirectly by inducing new genes in resident
tissues that mediate chemotaxis (TNF-α, tryptases) (Fig. 3).

Interactions with invading microorganisms could initiate MC responses directly or
indirectly. Pathogens could activate MCs through direct contact with activating recep-
tors for their cell wall constituents, or through release of soluble activating substances.
Pathogens could also initiate the alternate complement pathway and thereby generate
bioactive fragments capable of opsonizing the bacterium, such as C3b, or of activating
the MCs, such as C3a or C5a. In vitro studies of BMMCs, human intestinal MCs, and
cord blood-derived human MCs confirm that Gram-negative bacteria can elicit TNF-α
secretion by MCs directly (33,157,158). E. coli organisms bearing the type 1 fimbria
protein FimH1 induced degranulation of BMMCs in vitro (159) and were processed for
antigen presentation through an endocytic pathway (160). In the cecal ligation and
puncture model, MC activation and rapid TNF-α secretion occurred in response to
infection with an FimH1-expressing strain of Klebsiella pneumoniae but did not occur
in response to a FimH1-deficient strain, suggesting an essential role for FimH1 in inter-
actions with peritoneal MCs in vivo (161). The requirement for FimH1 was attributed
to its binding to CD48, a glycophosphatidylinositol-anchored protein expressed on
mouse MCs (161). In vitro, FimH-expressing E. coli bound CD48 on MCs, and block-
ade of the interaction between CD48 and FimH in vivo interfered with bacterial clear-
ance and with rapid TNF-α generation by MCs in response to E. coli.

The CD48-mediated secretion of TNF-α by MCs was recently linked to the phos-
phorylation of Janus kinase 3 (JAK3). Mice lacking JAK3 exhibited markedly lower
levels of TNF-α in their peritoneal fluids sampled 1 hour following after cecal ligation
and puncture, and both peritoneal neutrophil recruitment and bacterial clearance were
similarly impaired. Although BMMCs from JAK3-deficient mice expressed normal
levels of membrane CD48 and were able to ingest FimH1-bearing E. coli normally,
their secretion of TNF-α following a 1-hour challenge with FimH1-bearing E. coli was
markedly impaired (162). Importantly, the reconstitution of peritoneal MCs in W/Wv
mice by adoptive intraperitoneal transfer of JAK3-deficient BMMCs did not restore
their capacities for TNF-α release, neutrophil recruitment, or bacterial clearance,
whereas each of these were normalized by reconstitution with wild-type BMMCs.

In another recent study, BMMCs stimulated with bacterial lipopolysaccharide (LPS)
for 3 hours secreted TNF-α. This response was mediated through the Toll-like receptor
4 (TLR4) (163) and, unlike CD48-mediated stimulation, did not provoke MC exocyto-
sis. The TLR4-mediated generation of TNF-α involved NF-κB transcription factors
and occurred without involvement of the mitogen-activated kinases. Adoptive transfer
of TLR4-deficient BMMCs to the peritoneal cavity of W/Wv mice only partly restored
their survival curves and neutrophil recruitment, and TNF-α production at 6 hours fol-
lowing cecal ligation and puncture was severely impaired compared with adoptive
transfer of TLR4-sufficient BMMCs (163). Several other proinflammatory cytokines
(IL-6, IL-1β, and IL-13) were also markedly decreased in the W/Wv mice that received
TLR4-deficient BMMCs compared with those receiving control BMMCs.

Taken together, these studies suggest at least two receptors through which Gram-
negative organisms can directly initiate MC-dependent neutrophil recruitment and
TNF-α generation. CD48 and TLR4 signal through distinct pathways. FimH1/CD48-

374 Boyce and Austen



mediated stimulation involves the JAK3-initiated signal transduction pathway, which is
probably necessary for exocytosis and release of preformed TNF-α, but not for CD48
expression or endocytosis. LPS/TLR4-mediated stimulation elicits NF-κB-dependent
generation of newly formed TNF-α that is released over several hours independently of
exocytosis. Thus the original observation that MC-dependent peritonitis elicits both
early and late peaks of TNF-α production is consistent with the involvement of both of
these direct receptor-mediated mechanisms of MC activation in vivo (Fig. 4). The like-
lihood that human MCs respond to bacteria in a similar fashion is suggested by the
observation that they ingest both Gram-positive and Gram-negative bacteria ex vivo
and secrete TNF-α in response to these organisms (157). Whether MCs possess addi-
tional receptors for direct interaction with microorganisms is unknown but such recep-
tors are suggested by a study in which mouse BMMCs released β-hexosaminidase and
both preformed and newly formed TNF-α in response to contact with Leishmania
major or L. infantum parasites (164).

In vivo studies also indicate a key role for the complement cascade and complement
receptors in MC-mediated defense against Gram-negative pathogens. Mice that were
deficient by targeted disruption of the gene in the complement components C3 and C4
were much more susceptible to mortality from cecal ligation and puncture than were
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Fig. 4. Receptor-mediated mechanisms of MC activation in Gram-negative bacterial infec-
tions as elucidated by the cecal puncture and ligation model or by direct instillation of FimH1-
bearing bacteria. FimH1 on both E. coli or Klebsiella can activate MCs directly through CD48,
which leads to both phagocytosis and release of preformed TNF-α through a Janus Kinase-3
(JAK3)-dependent signaling pathway. Bacterial lipopolysaccharide (LPS) activates MCs
through Toll-like receptor 4 (TLR4), leading to NF-κB-mediated transcription of tumor necrosis
factor-α (TNF-α) and other cytokines. Complement receptors facilitate phagocytosis of bacteria
(through CR1) and mediate degranulation (through CR1 and probably the G-protein-coupled
C5a and/or C3a receptors) and release of TNF-α in a kinetically similar fashion to CD48-medi-
ated activation.



congenic controls (165). These complement-null mice also exhibited impaired TNF-α
generation and MC degranulation in vivo following cecal ligation and puncture, defects
that were restored by the exogenous administration of C3 to the C3-deficient mice
(165). Like the complement-null mice, mice deficient in complement receptor (CR)1
(CD35) and CR2 (CD21), which arise from a single gene in mice, or deficient in CD19,
which forms a functional heterodimer with CD21, were also shown to be more suscep-
tible to cecal ligation and puncture-induced mortality than were wild-type control mice
(166). Compared with wild-type animals, the CR1/2-deficient mice had decreased
early-phase TNF-α generation, bacterial clearance, and neutrophil recruitment to the
peritoneal cavity. Thus MC activation in septic peritonitis in vivo occurs at least partly
through complement pathway activation, perhaps through opsonization and phagocyto-
sis via the CD35/CD21 complex, which replicates the function of the two separate
receptors encoded by distinct genes in humans. MCs also express GPCRs that are spe-
cific for the “anaphylotoxin” complement protein fragments C3a and C5a. Since stimu-
lation in vitro of MCs through these receptors elicits chemotaxis (167) and mediator
release (168), these events could parallel the complement-mediated opsonization of
bacteria and their phagocytosis in vivo.

Finally, the large pool of PrMCs constitutively residing in the mouse small intestine
represents a key feature of innate host defense against helminths. Mice lacking this
normal PrMC pool, such as those with a deletion of the β7-integrin (14,169) or with
naturally occurring disruptions in either the c-kit or SCF genes (33,34), are profoundly
impaired in their ability to clear helminthic parasites in vivo. Furthermore, although T-
cells are required to provide the cytokines that amplify the development of mucosal
MCs from the constitutive PrMC pool, the elimination of helminthic parasites by MCs
does not depend on IgE or B-cells. This implies that MC activation in this circumstance
also probably occurs by an innate recognition mechanism through an as yet unidenti-
fied receptor(s). The observation that MC activation occurs directly in response to
Leishmania parasites supports such a mechanism.

5. CONCLUSIONS

In summary, MCs possess diverse effector capabilities and are ubiquitously distrib-
uted to serve several physiologic functions. Their constitutive localization at interfaces
with the external environment fits a role in innate immunity. Mounting evidence holds
that the “constitutive” and “reactive” MC developmental pathways reflect evolutionary
pressures to serve distinct functions in host defense. Resident peritoneal cavity MCs, a
“constitutive” population, are critically required for innate defense against Gram-nega-
tive bacteria in mouse models of experimentally induced peritonitis, and these MC-
mediated responses probably reflect several activation mechanisms and effector
systems (Figs. 3, 4). The ability to augment innate immunity to Gram-negative bacteria
in mice by the exogenous administration of SCF (154) suggests that MCs could be
manipulated to augment their function to therapeutic advantage in immunity, as well as
other processes such as revascularization or wound healing. The “reactive” MC com-
ponent of innate immunity, exemplified by the intestinal pool of PrMCs, represents a
unique interface between innate (PrMCs) and adaptive (T-cell cytokines) features of
immune responses, both of which are necessary for the elimination of helminths.
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21
CD1-Restricted T-Cells

D. Branch Moody

1. INTRODUCTION: T-CELLS AS EFFECTORS OF INNATE IMMUNITY

The primary signals for T-cell activation are not generally mediated by soluble anti-
gens. Instead, T-cell receptors (TCRs) interact with antigens complexed to proteins on
the surface of antigen-presenting cells (APCs). Until recently, it was thought that pep-
tides bound to MHC-encoded antigen-presenting molecules were the only natural tar-
gets of T-cell responses in vivo (1). However, recent studies have shown that T-cells
respond to a variety of nonpeptide antigens including lipids bound to CD1 proteins
(2–8). This expands our understanding of T-cell function in a number of ways, includ-
ing those that challenge the traditional paradigms of T-cell function in innate and
acquired immunity. In particular, this discovery suggests a fundamentally new function
of T-cells involving the recognition of alterations in the lipid content of cellular mem-
branes that result from infection, transformation, or cellular stress.

To explain the roles of these newly discovered lipid-specific T-cells in integrated
immune responses, CD1-restricted T-cells have been compared with cells that have
established roles in either innate or acquired immunity. In contrast to MHC-restricted
T-cells, which express millions of unique TCRs and function in acquired immunity,
certain CD1d-restricted NK T-cells have a strikingly limited TCR repertoire and
respond to a very limited number of antigens (7,9–11). Therefore, these NK T-cells
have been likened to effectors of innate immunity, which use germline-encoded, pat-
tern recognition receptors to interact with foreign antigens (12,13).

However, other CD1-restricted T-cells express clonally varied receptors and recog-
nize a moderately varied spectrum of antigens (14–17). Therefore, it is at least possible
that infection could shape the CD1-restricted T-cell repertoire over time. This discus-
sion of the biologic functions of CD1-restricted T-cell function emphasizes criteria that
differentiate effectors of innate and acquired immunity: (1) receptor diversity; (2) lig-
and diversity; (3) precursor frequency; and (4) generation of antigen-specific memory.
Overall, CD1-restricted T-cells appear to mediate immunologic functions that are inter-
mediate between classical notions of acquired or innate immunity, leading to a more
nuanced understanding of these concepts (Fig. 1).
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2. THE CD1 FAMILY OF ANTIGEN-PRESENTING MOLECULES

CD1 genes are present in all mammalian species studied to date, including humans,
mice, rats, rabbits, sheep, monkeys, guinea pigs, and dogs (18–26). Humans express five
CD1 genes, CD1A, CD1B, CD1C, CD1D, and CD1E, which are encoded outside the
MHC on chromosome 1 (Fig. 2) (3). All five of the CD1 genes are now known to be trans-
lated into proteins, and four of these, CD1a, CD1b, CD1c, and CD1d, have been shown to
function in antigen presentation to T-cells (7,8,27–31). CD1 genes are often described as
being nonpolymorphic, since they do not show the high levels of allelic polymorphism
that are characteristic of MHC class I and class II antigen presentation molecules (2,32).
Shortly after the discovery of the human CD1 locus, the five human CD1 genes were sep-
arated into two groups based on their sequence similarities (27). CD1A, CD1B, and
CD1C genes have the highest levels of sequence homology to one another and were des-
ignated group 1, whereas CD1D was designated group 2, and CD1E had features of both
groups. Although this classification was originally based solely on gene structure, subse-
quent investigations of CD1 protein expression and T-cell function have generally sup-
ported the division of CD1 genes into two families, as detailed below (Fig. 2).

CD1 proteins are transmembrane glycoproteins that contain short cytoplasmic domains
and three extracellular domains (α1, α2, and α3), which noncovalently associate with β2-
microglobulin (β2-M) (33). Because of their similar domain organization and β2-M-depen-
dent expression, CD1 proteins are sometimes referred to as MHC class I-like proteins.
However, in terms of amino acid sequence homology, CD1 proteins are  similarly related
to MHC class I and MHC class II. Therefore, these three families of antigen-presenting
molecules are thought to have diverged at similar time point in evolution, and CD1 proteins
are more appropriately viewed as a distinct family of antigen-presenting molecules.

3. CD1-GLYCOLIPID ANTIGEN COMPLEXES

Detailed structures of the murine CD1d and CD1b proteins are available from X-ray
crystal structure studies (Fig. 3) (34,35). The CD1 α3-domain has an immunoglobulin-
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Fig. 1. Receptor-ligand interactions that mediate acquired and innate immune responses. The
germline-encoded receptor of the innate immune system, CD14, transmits signals in response to
bacterial lipopolysaccharide (LPS). In contrast, MHC-restricted T-cells, which express markedly
varied T-cell receptors (TCRs), use clonal selection to acquire increasingly strong response to
peptide antigens after multiple exposures. These acquired T-cell responses underlie the therapeu-
tic effects of vaccines against microbial pathogens and tumors. CD1-restricted T-cells use moder-
ately varied TCRs to interact with a moderately varied spectrum of lipid antigens. This suggests
that CD1-restricted T-cells have functions that are intermediate between classical notions of
acquired and innate immunity.



like fold, and the α1- and α2 domains form a hollow groove in the distal surface of the
protein, which functions as an antigen binding site. The overall architecture of the CD1
grooves are similar to that of MHC-encoded antigen-presenting molecules, insofar as
the CD1 grooves are composed of a β-sheet floor that supports antiparallel α-helices
that form the lateral margins of the grooves. However, the CD1d has two large pockets,
A′ and F′, rather than the seven pockets of a typical MHC class I groove. The groove of
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Fig. 2. Two groups of human CD1 proteins. CD1d mediates presentation of α-galactosyl
ceramides and phosphatidylinositols to T cells with a conserved T cell receptor (TCR) reper-
toire. Group 1 CD1 proteins present a variety of microbial glycolipids to a population of T cells
with diverse TCRs.

Fig. 3. Murine CD1d (A) and MHC class I molecules (B) are similar in their overall struc-
ture, and both proteins form a groove comprised of a β-sheet floor and α-helices. CD1-anti-
gen complexes are formed by insertion of the alkyl chains into the hydrophobic groove,
allowing the hydrophilic portions of the antigen to protrude for direct interactions with the T-
cell antigen receptor. β2-m, β2-microglobulin. (Reprinted from Zeng Z, Castaño AR, Segelke
BW, et al. Science, 277:339–344 1997. Copyright 1999 American Association for the
Advancement of Science.)



human CD1b is much larger and composed of 4 pockets, A′, C′, F′, and T′. Importantly,
the amino acids that line the inner surface of the CD1 grooves have predominantly non-
polar side chains, providing hydrophobic surfaces for interaction with antigens.

Although it is customary to refer to the CD1 antigen binding structure as a groove, the
depth and enclosed nature of this structure can be more readily likened to a pocket or a
shallow cave. Interdomain interactions between amino acids in the α1- and α2-helices of
mCD1d close the groove at both ends and restrict access to the top of the groove, so that
the route for entry into the hollow interior of the protein is through a relatively narrow
portal above the F′ pocket. Thus, the CD1d groove can more fully sequester antigens
within the globular head of the protein formed by the α1- and α2-domains, in contrast to
MHC class I and class II grooves, which are open to solvent over their entire length (35).
Thus, the enclosed and hydrophobic nature of the CD1 groove is well suited to bind the
antigens that it presents, small amphipathic lipids and glycolipids.

The antigen-presenting function of CD1 proteins was first demonstrated using
human T-cell lines that were specifically activated by components of the mycobacterial
cell wall (8). Structural characterization of the antigens presented by CD1b molecules
indicated that they are lipids or glycolipids including mycolic acid, lipoarabinoman-
nan, or glucose monomycolate (4–6). These CD1b-presented microbial lipids, along
with CD1c-presented mannosyl phosphoisoprenoids, differ in structure from the gly-
colipids that compose mammalian cells and are therefore foreign antigens (Fig. 4) (36).
However, self glycolipids of normal structure, including phosphatidylethanolamine,
phosphatidylinositol and gangliosides, can also be presented by APCs to CD1-
restricted T-cells. (37–39) In addition to these naturally occurring foreign and self gly-
colipids, synthetic α-galactosyl ceramides, and hydrophobic peptides can bind to
CD1d and mediate CD1d-restricted T-cell responses (7,40).

The molecular mechanism of antigen presentation involves the insertion of lipids into
the CD1 groove, allowing the aliphatic hydrocarbon chains of the antigens to interact
with the hydrophobic interior of the CD1 groove. This binding mechanism allows the
carbohydrate portions and other hydrophilic components of the antigen to protrude from
the groove into the aqueous solvent, making them available for direct contact with anti-
gen-specific TCRs (6,14,17,35,41). This molecular model of antigen presentation is sup-
ported by studies of recombinant CD1b and CD1d proteins that directly bind lipid antigens
such as lipoarabinomannan, glucose monomycolate, phosphatidylinositol, and α-galac-
tosyl ceramide (42,43). Also, phosphatidylinositol-containing compounds have been
eluted from cellular CD1d proteins, demonstrating that glycolipids are loaded onto CD1
proteins within cells (44). These data, combined with the reports of CD1d-restricted T-
cell binding to CD1d-glycolipid tetramers, provide strong evidence that CD1-glycolipid
antigen complexes are the molecular targets of CD1-restricted T-cell responses (45–47).

Early studies of T-cell specificity for glycolipid antigen structure demonstrated that
various CD1-restricted T-cell populations recognize individual glycolipid antigens
without crossreactivity (4–6). This implied that T-cell activation is mediated by clon-
ally distributed receptors expressed on individual T-cells within the CD1-restricted T-
cell repertoire. More recently, the introduction of TCRs from CD1-restricted T-cells
into the germline of mice or transfection into CD3low lymphoblastoid cells has been
shown to transfer antigen recognition, formally demonstrating that CD1-restricted T-
cell responses are mediated by TCRs (7,14). There is also evidence that stimulation
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through accessory receptors such as natural killer (NK) cell locus-encoded proteins
(CD161) or members of the B-7 family of costimulatory proteins can also modulate the
activation state of CD1-restricted T-cells, although co-receptors with functions that are
analogous to those of CD4 or CD8 are not known (48–50). Thus, T-cell activation by
glycolipids occurs by a molecular mechanism that is analogous to the recognition of
peptide-MHC complexes, a trimolecular interaction of the variable regions of antigen-
specific TCRα- and β-chains with lipid-CD1 complexes (17).

4. CELLULAR PATHWAYS OF LIPID ANTIGEN PRESENTATION

CD1 antigen-presenting molecules are predominantly expressed on hematopoietic
cells with specialized immunologic functions, including myeloid dendritic cells,
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Fig. 4. CD1-presented glycolipid antigens. CD1-presented lipid antigens include foreign
lipids derived from the mycobacterial cell wall and self antigens from mammalian cells. Phos-
phatidylinositol mannoside is depicted with two mannosyl residues, although antigenic forms
typically have a larger carbohydrate structure.



Langerhans cells, B-cells, and thymocytes (51). Thymocytes and dendritic cells
express all four of the known CD1 isoforms with an established function in antigen
presentation. Other APCs selectively express only certain CD1 isoforms (23,51). For
example, resting human monocytes express only CD1d (52). B-cells generally express
only CD1c and CD1d, and epidermal Langerhans cells have been routinely identified
in histologic sections by their abundant expression of the CD1a protein (53,53–55).
The expression of different human CD1 isoforms on cell types with distinct functions
in antigen presentation constitutes one line of evidence that each of the human CD1
isoforms has differing immunologic functions.

In addition, each of the human CD1 proteins differ from one another in their patterns
of expression within intracellular compartments of APCs, reflecting their differing pat-
terns of trafficking through secretory, cell surface and endosomal compartments
(54,56–59). After translation and folding in the endoplasmic reticulum, CD1 proteins
are thought to exit to the cell surface via the secretory pathway. CD1b, CD1c, and
CD1d proteins reach the endosomal network by one of two known mechanisms. CD1d
proteins associate with invariant chain, which promotes their delivery to late endo-
somes (60). In addition, cytoplasmic tails of CD1b, CD1c, and CD1d proteins contain a
sequence conforming to a tyrosine-based amino acid motif that interacts with clathrin
adaptor protein complexes, promoting the trafficking of these CD1 proteins from the
cell surface into the endosomal network (56–61). Although CD1b, CD1c, and CD1d
are all found in endosomes, CD1b proteins appear to traffic more deeply into the endo-
somal network, as evidenced by their more extensive colocalization with markers of
late endosomes and lysosomes such as LAMP-1 (58). In contrast, CD1a is found
almost exclusively at the cell surface, presumably because it has a particularly short
cytoplasmic tail, which lacks an endosomal localization motif (54).

These differing trafficking patterns of various human CD1 isoforms suggest that
each of the human isoforms functions to survey the glycolipid content of different sub-
cellular locations (62,63). In fact, there is now substantial evidence that the trafficking
of CD1b and CD1d proteins through late endosomal compartments influences the
development and activation of antigen-specific T-cells. For example, mutation of the
tyrosine-containing endosomal targeting motifs in the CD1b or CD1d tails blocks T-
cell activation by CD1-presented mycobacterial glycolipids (8,59,60,64–66). Antigen
structure can also influence which glycolipids are loaded onto CD1 proteins for T-cell
recognition, since CD1b-presented antigens with longer alkyl chains are preferentially
presented by myeloid DCs (67). These studies demonstrate the strong influence of cel-
lular pathways of transport of antigens and CD1 proteins on the outcome of antigen-
specific T-cell responses.

Since CD1-restricted T-cells are highly specific for lipid antigen structure, cellular
mechanisms that control which particular families of lipids are loaded onto CD1 pro-
teins could exert a profound effect on the outcome of immune responses in vivo. These
observations have led to growing interest in the cellular pathways of processing glyco-
lipid antigens for recognition by T-cells. However, the precise molecular mechanism of
loading glycolipid antigens into the hydrophobic groove of CD1 proteins has not yet
been determined. Unlike peptides, glycolipids are not generally soluble in aqueous
solution at the concentrations required for activating T-cells. Therefore, antigens will
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probably be loaded onto CD1 from membranes, lipid-binding proteins, or other aggre-
gated forms. Whether glycolipid antigen processing involves covalent modification of
glycolipids, as is known to be the case for peptides, is also an area of ongoing study.
Since most natural glycolipids have a lipid moiety that corresponds to the size of the
CD1 groove, the molecular trimming of glycolipids prior to loading is probably not a
universal requirement for processing (17). However, in some cases, cellular processing
reactions involving alterations of lipid chains, glycosylation, or deglycosylation can
affect T-cell responses, as has been documented for certain ceramide and mycolyl gly-
colipids (68,69).

5. CD1D-RESTRICTED T-CELLS

NK T-cells were discovered as a specialized population of CD4+ or CD4–/CD8– T-
cells that were MHC-unrestricted and expressed receptors encoded in the NK locus,
including NK1.1 in the mouse and NKRP-1 in the human (CD161) (70–72). Although
NK receptors can modulate the activation state of these cells, studies have now clearly
demonstrated that NK T-cell activation is controlled primarily by TCR interactions
with lipid-loaded CD1d proteins (7,45–47,49,73).

One striking feature of a major population of NK T-cells in vivo is a marked limita-
tion of TCR gene usage. A large population of NK T-cells expresses an invariant TCR
α-chain that pairs with a limited number of Vβ-chains. In mice, this is Vα14Jα281,
typically paired with Vβ2, Bβ7, or Vβ8; in humans, the invariant Vα24JαQ usually
pairs with Vβ11 (9,11). This limited TCR variability does not result from elements that
control the rearrangements of TCR α-chains, but instead results from the positive
selection of T-cells bearing these TCRs by CD1d proteins (74–79). This relative lack of
complexity of receptor expression distinguishes NK T-cells from the much more com-
plex receptor repertoire of MHC-restricted T-cells, which is shaped by antigen expo-
sure over time (Fig. 1).

The identities of the natural antigenic targets of T-cells are not precisely known.
They have been described as autoreactive to CD1d, based on experiments in which T-
cell activation requires that APCs express the CD1d heavy chain and β2-M but does not
require addition of an exogenous glycolipid antigen (73). However, this does not imply
that these T-cells recognize unliganded CD1d proteins. Instead, it is likely that CD1d
binds and presents self or altered self lipids for recognition by T-cells. In support of this
hypothesis, phosphatidylinositol-containing compounds have been eluted from cellular
CD1d proteins, and lipids of similar structure have been shown to activate T-cells under
certain circumstances in vitro (38,39,44,80,81). However, phosphatidylinositol-con-
taining compounds do not stimulate most CD1d-restricted T-cells (7,44). Therefore, it
is thought that nonantigenic phosphatidylinositols or other self compounds occupy the
CD1d groove, functioning as chaperones prior to insertion of more strongly antigenic
lipids into the groove.

The most potent antigens for NK T-cells are a family of structurally related synthetic
compounds known as α-galactosyl ceramides. They have been shown to bind CD1d
proteins, forming complexes that interact with the invariant TCRs (45–47,82). These
antigens, which rapidly activate large populations of CD1d-restricted T-cells both in
vitro and in vivo, were discovered in a screen of natural and synthetic compounds for
antitumor effects (7). They are naturally produced by marine sponges but are not
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known to be made by either mammalian cells or pathogenic microbes (Fig. 4). There-
fore, the precise structure of endogenous glycolipids, which control the activation of
CD1d-restricted T-cells in vivo, remains to be defined. One leading hypothesis is that
these antigens are altered self lipids that are related in structure to known synthetic
antigens or natural CD1d ligands.

The functions of CD1d-restricted T-cells in vivo have been investigated by injecting
mice with α-galactosyl ceramides, by germline deletion of CD1d or by deletion of the
the Jα281 gene, which is necessary for expression of the invariant TCR α-chain in
mice (7,74,79,83). Treatment of mice with large doses of α-galactosyl ceramide leads
to strong immunologic effects and systemically detectable levels of interferon-γ, inter-
leukin-4 (IL-4), and other cytokines. However, whether antigen treatment results in
immune activation or immunosuppression in vivo depends on the experimental proto-
col and the disease under study. For example, systemic injections of α-galactosyl
ceramide promote protection against infection by viruses, fungi, and protozoa (84–88).
These effects are typically associated with augmentation of Th1 T-cell responses and
may be mediated in part through interferon-γ secretion by CD1d-restricted T-cells. 

On the other hand, treatment of mice with α-galactosyl ceramide also protects
against the development of autoimmune diabetes and allergic encephalomyelitis (EAE)
(86,89–91). These apparent immunosuppressive effects of ceramide antigens have been
confirmed in studies showing that CD1d deletion exacerbates autoimmune diabetes
(92,93). Further confirming the strong, but varied effects of NK T-cells on immune
response, CD1d-restricted T-cells have been shown to promote or inhibit tumor growth
in animal models. For example, mice lacking Jα281 TCRs did not efficiently reject
melanoma cells. In contrast, other studies have shown that CD1d knockout mice were
found to have lower rates of recurrence of virally transformed fibroblast tumors, and
that transfer of NK T-cells promoted growth of skin tumors (94–96).

These studies clearly indicate that selective activation of CD1d-restricted T-cells can
strongly influence the integrated immune response to pathogens, self tissues, and
tumors in vivo, and further studies are aimed at understanding the precise factors that
control whether CD1d-restricted T-cells augment or inhibit immune responses. As in
MHC-restricted T-cells, there is evidence that antigen-mediated signals through the
TCR can lead to activation, apoptotic cell death, or Th1/Th2 polarized responses,
depending on the stimulation conditions (48,50,86). Therefore, to some extent these
varied effects of NK T-cell restriction in vivo may probably result from the specific
aspects of the antigen treatment protocols. In addition, a recent study shows that as NK
T-cells leave the thymus, they switch from a predominantly TH1 to TH2 cytokine pro-
file (97). Thus, the developmental stage at which activation occurs may control whether
NK T-cells promote or inhibit immune responses to pathogens or tumors.

NK T-cells differ from MHC-restricted T-cells in their precursor frequency as well
as their requirements for priming and maturation prior to development of effector func-
tions. For example, peptide-specific MHC-restricted T-cells circulate at very low fre-
quencies, whereas invariant NK T-cells can comprise up to 1% of peripheral blood
T-cells in mice and several percent of the total lymphocytes in certain organs, such as
the liver (46,97,98). Unlike MHC-restricted T-cells this relatively large population of
NK T-cells does not appear to require antigen priming or maturation into a distinct
memory phenotype prior to activation in vivo. In fact, systemic administration of a sin-
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gle dose of α-galactosyl ceramide leads to rapid activation of this population in naive
animals, which can result in systemically detectable levels of cytokines (13,99).

The high precursor frequency, limited receptor variability, limited antigen variabil-
ity, and strong activation by a primary immune response suggest that NK T-cells and
peptide-specific T-cells may have fundamentally different functions in immune
response (Fig. 1). In these respects, NK T-cells have more in common with effector
cells of the innate immune system, which use pattern recognition receptors to respond
to a limited number of nonself antigens of conserved structure. This model predicts that
NK T-cells, like other effectors of innate immunity, play a role early in the immune
response, either to combat infection directly or to regulate the other cells, including
peptide-specific T-cells.

Recent studies have now demonstrated that not all CD1d-restricted T-cells express
the canonical Vα14 in mice and the Vα24 in humans. Certain murine CD1d-restricted
T-cell clones express varied α-chains that pair randomly with at least somewhat varied
β-chains, producing a large variety of αβ TCRs (15,100,101). Whether these varied
CD1d-restricted T-cells mediate recognition of a diverse set of antigens remains to be
investigated. However, detection of CD1d-restricted T-cells with varied receptors
raises the possibility that this T-cell population has additional functions in immune
response that are distinct from invariant NK T-cells.

6. T-CELLS RESTRICTED BY GROUP 1 CD1 PROTEINS

T-cells that recognize glycolipid antigens presented by group 1 CD1 proteins
(CD1a, CD1b, CD1c) appear to be somewhat more diverse in their TCR repertoire and
range of antigenic targets than NK T-cells. Most of the known antigens for group 1
CD1-restricted T-cells, including mycolic acids, lipoarabinomannans, glucose mono-
mycolates, and mannosyl phosphoisoprenoids (Fig. 4), are produced by mycobacteria
and related species (4–6,8,102). Since these glycolipids do not have readily identifiable
homologs in mammalian cells, they are intrinsically foreign to the mammalian immune
system, providing one argument for a role of group 1 CD1 proteins in host defense
against infection.

The regulated expression of group 1 CD1 proteins on myeloid dendritic cells (DCs)
provides a second line of evidence for group 1 CD1 protein function in host defense.
The most extensively studied extrathymic APC that expresses group 1 CD1 proteins is
the myeloid DC. DCs undergo a program of differentiation as they migrate from the
bone marrow to the peripheral blood, through inflamed tissues and subsequently to sec-
ondary lymphoid tissues. Although it has long been appreciated that DCs control the
activation of peptide-specific T-cells by acquiring antigen-presenting functions at dis-
crete stages of development, the developmental regulation of group 1 CD1 proteins
now provides evidence that this is also the case for glycolipid-specific T-cells (103).
Resting peripheral blood monocytes express CD1d, but not group 1 CD1 proteins. Mat-
uration of monocytes into immature or mature DCs can be accomplished by stimula-
tion with granulocyte/macrophage colony-stimulating factor (GM-CSF), IL-4, or other
stimuli (51). This process is accompanied by marked upregulation of CD1a, CD1b, and
CD1c proteins, whereas changes in CD1d expression, if present, are inconsistent (52).
Group 1 CD1 proteins are strongly expressed on myeloid cells in skin biopsies of
patients infected with Mycobacterium leprae, providing direct evidence for the upregu-
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lation of group 1 CD1 proteins on DCs during natural infections (104). These observa-
tions suggest that myeloid cells migrate to sites of infection and selectively upregulate
group 1 CD1 proteins for antigen presentation during the host response to infection.

CD1a-, CD1b-, and CD1c-restricted T-cells possess effector mechanisms that have
established roles in promoting host defense against mycobacteria and other pathogens.
In vitro analysis of human group 1 CD1-restricted T-cells has demonstrated that they
secrete interferon-γ, synthesize granulysin, and are cytolytic (105,106). Moreover,
these mechanisms lead to the killing of target cells that are infected with mycobacteria
(59,105). In addition, there is also evidence for the generation of glycolipid-specific T-
cell responses during the natural human immune response to Mycobacterium tubercu-
losis, since CD1c-restricted lymphocytes isolated from human tuberculosis patients
show greater stimulation by mannosyl phosphoisoprenoid antigens than uninfected
patients (36). Although these studies provide evidence for a function of group 1 CD1
proteins in human host defense mechanisms, conclusive evidence for a protective func-
tion awaits development of animal models other than mice (which do not express
homologs of group 1 CD1 proteins) (19).

In contrast to NK T-cells, analysis of TCR expression in CD1a-, CD1b-, and CD1c-
restricted T-cells has failed to find evidence for a conserved TCR structure. Among
clones examined to date, the TCRs that mediate recognition of antigens presented by
CD1a, CD1b, and CD1c have been found to incorporate varied Vα and Vβ gene seg-
ments and apparently random N-region additions (14). These varied TCRs mediate
recognition of structurally distinct antigens, and those T-cells that recognize a given
antigen do not generally crossreact with structurally related glycolipids or with other
known CD1-presented glycolipids (7,36). For example, CD1b-restricted cells, which
recognize glucose monomycolate, do not crossreact with mannose monomycolate or
free mycolic acid, even though all these antigens contain the lipid moiety that is
thought to mediate binding to CD1b proteins (Fig. 3) (4,6).

Although the extent of the structural variability of microbial glycolipid antigens is
not known, CD1a, CD1b, and CD1c isoforms present structurally distinct classes of
glycolipid antigens, such as mycolyl glycolipids, diacylglycerols, sphingolipids, and
polyisoprenoid lipids (Fig. 4). Moreover, the CD1b isoform can bind and present anti-
gens composed of at least three of these classes, mycolates, diacylglycerols, and sphin-
golipids (4,5,37). Thus, CD1b has some promiscuity for binding chemically varied
classes of glycolipid antigens, despite the nonpolymorphic nature of the CD1b antigen
binding groove (Fig. 3). Since each of these larger classes contains many different nat-
urally occurring glycosylated derivatives, it is possible that the number of glycolipid
antigens recognized by CD1-restricted T-cells is substantially greater than currently
known. Thus, with regard to receptor and antigen diversity, group 1 CD1-restricted T-
cells appear to be somewhat more complex than invariant CD1d-restricted T-cells.
Therefore, the rationale for viewing group 1 CD1-restricted T-cells as typical effectors
of innate immunity is less strong than that for NK T-cells restricted by CD1d (Fig. 1).

7. CONCLUSIONS

CD1-restricted T-cells represent a previously unknown arm of the cellular immune
system, which is specialized to respond to alterations in the lipid content of cells. Con-
sidered as a whole, the CD1-restricted T-cell repertoire represents many populations of
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T-cells that respond without crossreactivity to a variety of lipid ligands (17). These
lipid antigens differ in their expression among pathogens, vary in their pathways of
biosynthesis, and accumulate in different cell types and disease states (102,107–109).
Thus, it is unlikely that CD1-restricted T-cells have a single housekeeping function;
instead, they likely have diverse functions in immune response to infected, trans-
formed, or otherwise stressed cells (17,110). Given the potential variety of both recep-
tors and ligands used by variable CD1-restricted T-cells, this system has the
components necessary to maintain at least a moderately complex repertoire of antigen
specificities that could be shaped by immunologic experience. However, the existence
of glycolipid antigen-specific memory responses has yet to be experimentally demon-
strated, and the phenotype of invariant NK T-cells points to a conserved immunoregu-
latory function that is not subject to alteration by immunologic experience.

Therefore, understanding where variable and invariant CD1-restricted T-cells fall in
the spectrum of innate and acquired immune response is a question of great importance
(Fig. 1). If infection or other factors can have long-lasting effects on the repertoire of
glycolipid-specific T-cells in humans, then glycolipids, which are easily administered
small molecules, will be developed as vaccines. On the other hand, if CD1-restricted T-
cells function to activate effector cells of innate immunity rapidly, then CD1-presented
glycolipids can be rationally developed as adjuvants or immunomodulatory agents that
will augment or polarize the responses to conventional peptide antigens. In either case,
CD1-presented self and foreign glycolipids represent a new class of immunomodula-
tory molecules that are tucked into the membranes of human cells and can be devel-
oped for the diagnosis and treatment of human diseases.
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