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         Preface   

  Some of the challenges the pharmaceutical industry faces in the current research 

and development processes are: (1) a lengthy process that takes, on average, 

approximately 11 years from target identification to the development of a new 

medicine; (2) an ever increasing costly process; (3) an inefficient process where too 

many drugs fail before they reach the market because of a lack of efficacy or unac-

ceptable toxicity, as well as postmarketing withdrawal due to rare serious adverse 

events; (4) drug--drug interactions or toxicity is not uncommon; (5) the increasing 

difficulty in identifying novel drug targets; and (6) the mode of action for many 

compounds is often unknown. This is a depressing reality. Where are the improve-

ments in both quality and efficiency often claimed in the drug development proc-

ess? Why haven’t the advances in science and technology made a greater impact? 

How can improvements in the process reduce the already high cost of drug develop-

ment generally? 

 To address some of these issues, the pharmaceutical industry is actively explor-

ing the relationships between human genetics and drug responsiveness, susceptibil-

ity to disease, and disease severity. While research approaches and emphases may 

vary from company to company, the overarching goal of the industry is largely 

consistent: to discover and develop new medicines based on an improved under-

standing of patient response to drugs (positive or negative) and of diseases etiology. 

Pharmacogenomic (PGx) methods are aimed at determining the contribution of 

genetic differences in ADME, drug target, and disease genes to drug response, 

thereby improving the safety and efficacy of drug therapy through use of geneti-

cally guided treatments, an approach called  personalized medicine. Personalized 
medicine  is both one of the newest disciplines of medicine currently being used and 

very much an ongoing work in progress. Many drug companies have incorporated 

genetic research, such as the collection of genetic samples, into their drug develop-

ment programs. And while only a few examples of true success stories have 

emerged during the past few years of research, it is clear that the current landscape 

is driving us toward a more widespread acceptance of personalized medicine. 

Currently many questions arise regarding the appropriate implementation of this 

technology: how can the industry go about delivering true business value while 

recognizing that the ability to address patients’ demand for safer and more efficient 

novel drugs might be met by engaging this technology more fully. There are 
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 concerns within the pharmaceutical industry about generating data that might be 

difficult to interpret in a regulated environment. There is also a growing apprecia-

tion for the challenges in translating this new information into clinical utility, 

including scientific, commercial, ethical, and policy challenges. 

  Pharmacogenomics and Personalized Medicine , which is part of the  Methods in 
Pharmacology and Toxicology  series, comprises chapters on selected aspects of 

pharmacogenomics and personalized medicine. Our overall intent is to assist both 

novice and experienced investigators in understanding the current scientific chal-

lenges in applying PGx to discovery and clinical development and in making appro-

priate decisions to engage in and interpret PGx research. Designed to share the 

experiences of leading experts in the field, the book is a useful guide for conducting 

PGx research--from discovery to the market, but we also aim to present a realistic 

perspective on the challenges, practicalities, and obstacles in applying pharmacog-

enomics. Generally, the book avoids statements such as “Pharmacogenomics is 

going to revolutionize the practice of medicine,” which are neither realistic nor 

particularly useful to anyone. 

 The book presents an industry perspective on the implementation of PGx in 

research and development, in drug discovery, and in clinical trials, including recom-

mendations for a systematic approach for assessing the feasibility and added value of 

PGx studies in clinical trials. It also provides guidance on the key logistical issues 

required to prepare the pharmacogenomics protocol and an informed consent form 

for sample collection and analysis, the strategies and resources for SNP marker selec-

tion, and genotyping in genetic association studies, and the study design and statisti-

cal methodologies for data analysis in PGx research. We have included an interesting 

view of the effect of genetic variation, as well as a description of recent PGx applica-

tions in drug metabolism, adverse drug reactions, and in a few selected therapeutic 

areas (epilepsy, Alzheimer’s disease, psychiatry, oncology, HIV, cardiovascular dis-

eases). Additional key topics,s such as the current regulatory environment and drug 

label implications, biomarker qualification and trial design, the co-development of 

drugs and diagnostics, and the translation of genomics biomarkers into clinical utility, 

are also covered. Furthermore, two chapters describe the current state of knowledge 

of PGx in rare and monogenic disorders and in children, which are currently less well 

covered in the published literature but deserve attention. 

  Pharmacogenomics and Personalized Medicine  focuses on DNA data and asso-

ciated analytical methodologies that are currently the more mature components of 

the evolving constellation of genomic sciences. However, complementary RNA-

based studies are also being considered in some chapters. It is important to also 

acknowledge that remarkable progress is being made in complementary methodo-

logical areas such as  proteomics ,  metabolomics,  and  imaging . Given the layered 

complexities of biological regulation, it is likely that reliable markers will be 

hybrids that will cross methodological disciplines. A program of persistent innova-

tion is being required from the industry to balance near-term profit with the need to 

accommodate the increasingly competitive and changing landscape. Education and 

cooperation among experts from the scientific community, industry, and  government 

are recognized as integral to greater success in personalized medicine. It is my hope 
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that the knowledge we share here regarding DNA information may be leveraged to 

create a useful foundation for further progress in personalized medicine, using 

other approaches that will benefit the pharmaceutical industry overall, and most 

importantly the patients. 

 Experts from the pharmaceutical industry, scientific community, and govern-

ment have been invited to contribute their experience to this book. I would like to 

express my gratitude to all contributors for their enthusiasm to this work. Without 

their time and energy,  Pharmacogenomics and Personalized Medicine  would not 

have been possible.  

Nadine Cohen, PhD
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     Chapter 1       
 Challenges, Opportunities, and Evolving 
Landscapes in Pharmacogenomics 
and Personalized Medicine 

 An Industry Perspective 

        Nadine   Cohen   and       Theresa   Frangiosa   

    Abstract   Pharmacogenomics (PGx) is the study of the genetic basis of variability 
among individuals in response to drugs. It is the newest discipline of medicine and 
is becoming a very active area of research, with the pharmaceutical industry gain-
ing experience applying it, integrating it into the drug development process, and 
also learning to better manage the expectations of the medical community. 
Personalized medicine (PM), based on the genetic makeup of a patient, may result 
in not only an improved therapeutic response but also a clinically important reduc-
tion in adverse drug reactions. The experience to date is mixed, with a few suc-
cesses but many frustrations. This chapter provides an industry perspective on the 
emergence of the field of PGx focusing on the more mature DNA technologies. 
Specifically, the chapter will: (1) give a brief description of the history of PGx, (2) 
provide definitions of key terms, (3) look at the elements in the current healthcare 
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and commercial environment that are driving us to personalized medicine, (4) con-
sider the challenges (strategic/commercial, scientific, regulatory, implementation) 
that need to be addressed to make PGx and personalized  medicine (PM) a reality, 
and finally, (4) provide a few practical recommendations from an industry perspec-
tive for improved success in this area.  

  Keywords   pharmacogenomics ,  personalized medicine ,  DNA ,  commercial , 

 pharmaceutical industry ,  challenges ,  landscape ,  recommendations   

   1 Introduction  

 Approximately 50 years ago, Watson and Crick elucidated the structure of DNA; 

and in 2003, the human genome sequence was published, capturing the imagination 

and raising the expectations, among both the medical community and the public, of 

“revolutionary” clinical applications in the near future. Key experts in genomics 

have publicly expressed that we will soon see drug therapies that are highly person-

alized and linked to DNA-based diagnostic tests. However, the experience to date 

is rather depressing, being a mix of a few successes but many frustrations. The 

average age of the population, particularly in the developed world, is rising, caus-

ing increased demands for drugs to treat late-onset illnesses, such as Alzheimer’s 

disease, cancer, and cardiovascular diseases. There is an imperative need for the 

pharmaceutical industry to discover and market drugs that will allow patients to 

live longer and healthier lives. However, the pharmaceutical industry is facing a 

huge problem and some key challenges. The cost of drug development is rising, 

mostly due to attrition, and the number of drugs approved is falling. At present, 

fewer than one in ten candidate drugs that enter clinical trials are approved. Drugs 

fail the regulatory process due to issues with efficacy or clinical or preclinical 

safety. Furthermore, a substantial number of approved drugs have had to be with-

drawn from the market due to unexpected and serious safety concerns. Such emerg-

ing safety issues are extremely difficult to address, as they are hardly ever observed 

during preapproval clinical trials. Regulatory authorities are also being scrutinized 

because of safety issues, and as a result approvals of new compounds are becoming 

tougher to obtain. Other challenges include generic competition for blockbuster 

medicines, insufficient drugs in development, patent challenges, and pressure to 

reduce prices. There is also an unrealistic demand on the pharmaceutical industry 

for double-digit profit growth, and this might be an explanation for the significant 

job cuts seen in some of the big pharmaceutical companies. 

 Thus the pharmaceutical industry is in desperate need of innovation, increased 

productivity, ways to better differentiate compounds from competitive compounds, 

and ways to bring better, safer, more efficient drugs to the market with lower costs 

of development. The patients themselves are also demanding better and safer drugs. 

The field of PGx, the study of the genetics of drug response, presents undeniable 

promise to change this depressing reality, to guide drug development and drug 
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 therapy, and to improve therapeutics by “personalizing therapy.” Whether this 

promise of PGx will be fulfilled remains to be seen. However, there is also a 

 growing appreciation of the challenges, both scientific and nonscientific, in translat-

ing this new knowledge into clinical applications. Increasingly and in a relatively 

short time, sponsors of new drugs have been integrating PGx into their drug devel-

opment programs, despite a relative paucity of guidelines, regulations, and global 

harmonization. The outcome of this integration presents challenges to the tradi-

tional  paradigms for drug development, regulatory evaluation of safety and effi-

cacy, and clinical use of drugs. Ethical, legal, and pharmacoeconomic issues are 

also expected to weigh in heavily. 

 The intent of this chapter is to (1) give a brief description of the history of 

PGx, (2) provide definitions of key terms, (3) look at the elements in the current 

healthcare and commercial environment that are driving us to personalized medi-

cine, (4) consider the challenges that need to be addressed, including the com-

mercial, regulatory, scientific, and implementation issues involved with integrating 

PGx into the drug development process, and finally, (4) provide a few recom-

mendations from an industry perspective on how to achieve improved success 

in this area.  

  2 History of Pharmacogenomics  

 Sir Archibald Garrod, in his 1902 studies, was probably the first to realize the 

inherited predisposition of certain individuals to alcaptonuria and  phenylketonuria  
(1) . J.B.S. Haldane in 1949 made observations about unusual reactions to drugs on 

the basis of biochemical individuality  (2) . These isolated observations preceded the 

arrival of pharmacogenetics and were followed by several other isolated findings 

summarized by Kalow, one of the pioneers of pharmacogenetics   (3) . Pharmacology 

and genetics are two very old and independent sciences that combined into “phar-

macogenetics” in the late 1950s when it was clearly established that genetic factors 

can be responsible for altered drug responses in some patients. One of the first find-

ings involved patients with a genetic lack of butyrylcholinesterase, who died fol-

lowing a succinylcholine injection during anesthesia  (4) . Another case in 1957   (5)  
described the genetic deficiency of N-acetyltransferase, an enzyme that destroyed 

the antituberculosis drug isoniazid. In 1959, the term “pharmacogenetics” was 

introduced by Vogel  (6) , describing a new scientific discipline that dealt with 

 inherited differences in the response to drugs. Further interest in pharma cogenetics 

in the clinic was created by subsequent findings, such as the discovery of genetic 

variation in the metabolism of debrisoquine   (7)  and of sparteine  (8) . These findings 

were followed by observations about the absence of the cytochrome liver enzyme 

CYP2D6, and the involvement of this enzyme in the metabolism of more than 60 

drugs  (9) . By 2001, at least 42 drug metabolizing enzymes were known to be 

genetically variable  (10) . Other determinants of drug response were also found to 

be genetically variable, including drug receptors (e.g., serotonin, dopamine)  (11) , 
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transporters (e.g., P-glycoprotein)  (12) , and neuro-transmitter enzymes (e.g., 

COMT)  (13) . Soon it became clear that drug effects tended to differ also between 

populations, not only between individuals  (14) . Most of these initial pharma-

cogenetic studies were investigations of single-gene mutations between individuals 

and their consequences on pharmacological effects. However, advances in genom-

ics technologies led to the understanding that most differences in drug responses 

between people or populations were not caused by the mutation of a single gene but 

by the altered function of numerous genes, combined with interacting  environmental 

factors. Thus most variable drug responses appear to be “multifactorial.” This reali-

zation led to the extension of pharmacogenetics into pharmacogenomics. 

 Pharmacogenomics investigations require an increased use of methods designed 

to study many genes or gene patterns, looking simultaneously at the structure and 

expression of whole sets of genes. At the same time, the biotech industry has very 

rapidly provided multiple technology platforms enabling the performance of low-, 

medium-, or large-scale genotyping or expression analysis using DNA or RNA 

chips, some of these tools being customized for this purpose. Next generation 

sequencing will gradually replace genotyping. These revolutionary achievements 

create the weighty obligation of responsibly translating genetic information derived 

from research studies into clinical applications in a manner that is both medically 

sound and in the best interests of patients.  

  3 Definitions of Key Terms and Basic PGx Principles  

 Pharmacogenetics is generally defined as the study of inherited factors (DNA vari-

ations) and their influence on interindividual variation in drug response. In contrast, 

pharmacogenomics encompasses the role of the whole genome in pharmacology 

and drug design. The terms are often used interchangeably. In this chapter, we will 

use the term pharmacogenomics (PGx) research—which refers to the use of appro-

priate DNA methodologies to develop reliable markers to predict drug response, 

adverse reactions, dose requirements, disease susceptibility, and disease stage—as 

we consider those technologies which are currently the more mature components 

of the evolving constellation of genomic sciences. PGx research is applicable to 

activities such as drug discovery, drug development, and clinical practice. Drug 

response includes drug disposition (pharmacokinetics, PK) and drug effect (phar-

macodynamics, PD). Pharmacokinetic effects are due to interindividual differences 

in absorption, distribution, metabolism, or excretion of the drug. Inappropriate 

concentrations of the pharmaceutical agent, or inappropriate metabolites, or both, 

can result in lack of efficacy or in toxicity. Such PK effects have been seen mostly 

with the cytochrome P450 enzyme family as described in many reviews  (15 ,  16) , 
but also with membrane  transporters such as MDR-1  (17) , or the purine-

analog-metabolizing enzyme,  thiometyl-purine-transferase  (18) . In contrast, phar-

macodynamic effects may lead to interindividual differences in a drug’s effect 

despite the presence of appropriate concentrations of the active drug compound at 
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the intended site of action. In this case, DNA-based variation in the target mole-

cule’s genes or downstream mechanistic pathway genes can explain the variability 

among subjects in response to drugs. 

 PGx studies are based, in large part, on the “genotype-to-phenotype” princi-

ple—examining relationships between genetic information (genotype) and clinical 

information (phenotype). Genetic information may be generated using a candidate 

gene approach or a genome-wide screen approach. It may exist in the form of  geno-
types  or  haplotypes  (for DNA); it may also include information on gene products 

(e.g., mRNA or protein expression). Phenotypic information includes PK or PD 

 endpoints, efficacy or safety endpoints, or disease/disease states, among other end-

points   generated in clinical trials. A relationship between a genotypic and a pheno-

typic endpoint may suggest a role for a given gene in the clinical outcome. In some 

cases, a gene may be a mere (although valuable) biomarker of response, without 

necessarily playing a direct role in that outcome. By relating variability in genotype 

to variability in phenotype, it is possible to identify the genes responsible for a 

given clinical outcome. PGx is not limited to genotype-to-phenotype information. 

In some cases (particularly in drug discovery), genetic information can be used 

directly in the absence of phenotypic information to guide target prioritization, 

among other uses. 

 In this chapter, the term “personalized medicine” refers in the first place to phar-

macogenetics-based individualized pharmacotherapy—the ability to offer the 

appropriate treatment to the right person as needed. The term is sometimes mislead-

ing, and may be interpreted to mean that drugs are developed for individual 

patients. Another term often used is “stratified medicine”—proactively testing and 

selecting subsets of populations for treatment based on a likely positive or negative 

therapeutic response. Stratification is driving a trend away from the development 

of “blockbuster” drugs to that of “nichebusters,” which could fundamentally alter 

the nature of competition in the biomedical industry. In principle, genotype-based, 

individually targeted prescribing ought to be more effective at improving response 

rates and decreasing the burdens of adverse drug reactions. 

 Other terms of relevance to PGx research have been defined in the FDA’s 

recently published “guidance” for the submission of PGx data  (19) . A  known valid 
biomarker  is defined as a genetic biomarker measured in an analytical test system 

with well-established performance characteristics  and  for which there is wide-

spread agreement in the scientific community about the physiologic, pharmaco-

logic, or clinical significance of the results. A  probable valid biomarker  is 

defined as a genetic biomarker measured in an analytical test system with well-

established performance characteristics  and  for which there is a scientific frame-

work or body of evidence that appears to elucidate the physiologic, pharmacologic, 

or clinical significance of the results. This accommodates biomarkers for which: 

     i.    data are highly suggestive of significance, but may not be conclusive;   

   ii.    independent replication may not have occurred; or   

   iii.    data are generated within a single company and not available for public 

scrutiny.      
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  4 Current Applications  

 Pharmacogenomics has the potential to (1) improve the discovery of drugs targeted 

to human disease, (2) improve proof of principle for efficacy trials and salvage 

drugs, (3) identify optimal dosing, (4) improve drug safety and understand adverse 

events in development and postapproval, and (5) improve the identification of 

patients who will benefit from genetically-defined therapy, thereby avoiding futile 

therapeutic attempts. These applications are shown in Fig.  1.1   

 Genetic research is generally being done in two main areas in the  pharmaceutical 

industry: 1) the genetics of drug responsiveness (drug metabolizing enzymes, 

 targets, and exploratory pharmacogenetics) and 2) the genetics of disease charac-

teristics (genes associated with a disease, disease state, or disease prognosis). 

  1) Genetics of Drug Responsiveness (Pharmacogenetics) 

 The goal of the first area is to generate an understanding that will aid in making 

safe and more effective drugs for the specific individuals for whom they are pre-

scribed. Variations in ADME genes (including transporters) and drug targets (and 

associated genes) may result in the absence of protein or the production of protein 

with altered or no activity. There are several described cases of genetic variation in 

ADME genes, mainly accounting for the variation in plasma drug concentration in 

patients following a fixed dose, as well as cases of genetic variation in the target 

genes affecting clinical outcomes. Among the polymorphic drug metabolizing 

enzymes most extensively investigated are the cytochrome P450s (CYPs). The 

clinical significance of these variations depends primarily on the contribution of the 

specific pathway to the overall metabolism of the drug and the therapeutic index of 

the drug, as well as the activity of its metabolites.  

  2) Genetics of Disease Characteristics (Disease Genetics) 

 The goal of the second area of study is to understand the contribution of genes to 

chronic diseases (and the biologic pathways of these diseases) in order to create 

therapies that are better tailored to the diseases under study. There is clearly poten-

tial overlap between disease genetics and pharmacogenetics, since subentities of a 

disease may well explain part of the differential response to a drug (e.g., the 

 disease-causing gene is also the drug target). One of the familiar examples of dis-

ease genetics applied to medical practice is the APOE genotype and the clinical 

response to tacrine treatment in Alzheimer’s disease  (20) . 
 Many genetic research studies in these two areas are currently part of clinical trials 

within various pharmaceutical companies to address pharmacokinetics, efficacy, or 

safety issues. Often the information is used as an inclusion or exclusion criterion in 
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prescreening studies or for decision making as described in Chapter 5. In most cases, 

genetic research studies are exploratory in nature, to proactively or retroactively test 

hypotheses or to generate new hypotheses. Pharmacogenetics is also incorporated 

early in the drug discovery pipeline to ensure that discovery efforts are directed at 

developing drugs against the most common target variants and against targets that 

display a manageable degree of genetic variation as described in Chapter 4. 

 Currently, a number of pharmaceutical and biotech companies are working 

towards the goal of producing medicines that will be correctly administered to the 

patients expected to respond to treatment. The most classic example of personalized 

medicine is the development of Herceptin (trastazumab). Herceptin is a targeted 

therapy that inhibits the proliferation of human tumor cells that overexpress HER2  
(21) . This occurs in 24–30% of primary breast cancers. Labeling of Herceptin 

requires that patients be screened for HER2 overexpression by one of two available 

tests: The Hercep test which measures overexpression of the HER2 protein, or the 

PathVysion test which measures gene amplification by FISH. Only patients that have 

overexpression of HER2 should be treated with Herceptin, as it has been proven in 

previous clinical studies that they will respond to this drug. Erbitux (cetuximab) is an 

additional example of a drug with in its drug label, a requirement for testing  patients 

with colorectal cancer for EGFR expression prior to treatment   (22) . There are a 

number of other examples of personalized medicine which have been used either to 

identify patients that will respond to treatment (such as Gleevec and Tarceva)  (23) ,  
(24)  or to identify patients that will develop severe toxicities (6-Mercaptopurin, iri-

notecan, and Straterra)  (25 – 27) . In these latter examples, either pharmacogenomics 

information or a recommendation about pharmacogenomics testing is included on the 

drug label. It is noteworthy that the drug label of Irinotecan has been updated based 

upon data that were generated postmarketing and not by its drug developer. Recently 

warfarin’s drug label has also been modified to point out that  genetic variations in the 

CYP2C9 and VKORC1 enzymes are one of the factors that  may influence the 

response of the patient to warfarin  (28) . The  pharmacogenomics section of the labe-

ling includes a discussion of studies showing that the gene variants are associated 

with lower dose requirements. These approved labeling changes are further steps 

showing the FDA commitment to personalized medicine. The current regulatory 

landscape is further discussed later in this chapter and in Chapter 3.   

  5  The Current Healthcare Landscape Driving 
the Pharmaceutical Industry to Personalized Medicine  

 When thinking about the future of PGx, it is relevant to consider the current health-

care landscape and why it is driving us to personalized medicine (PM). We will elabo-

rate on the following elements: the need for innovation and for increased  productivity, 

the competitive pressure, and the interests of the regulators, legislators, and payers. 

We do not elaborate in this section on the huge progress in genomics techno logy and 

the demands of the patients for better and safer drugs, which also represent powerful 

drivers to (PM). 



1 Challenges, Opportunities, and Evolving Landscapes 9

  5.1 The Need for Innovation 

 Several key concerns highlight the need for innovation to drive long-term success 

(ultimately via the identification of novel mechanisms). The CMR International 

Institute for Regulatory Science has presented data through 2002 showing that over 

the preceding ten years, both R&D investment and sales of pharmaceuticals have 

almost doubled, as shown in Fig.  1.2   (29) . However, during the same period the 

 output of new molecular entities has fallen by 25%. Development times also  display 

a disappointing trend—despite industry-wide efforts to speed up the drug develop-

ment process, development times of drugs launched recently are on a par with those 

launched at the start of the 1990s. More recent surveys, such as the 2006 Tufts 

study, point to similar trends in recent years  (30) . The FDA Critical Path Initiative 

further highlights the dramatic increase in biomedical research spending levels over 

a 10-year period from 1993 to 2003 and compares that to a significant decrease in 

major drug or product submissions to the FDA over the same time period  (31) .  
 A combination of higher regulatory hurdles (efficacy and safety) and longer 

development times has resulted in significant challenges to achieving new goals in 

offering lower risk/higher benefit therapies. The recent postmarketing withdrawals 

of Vioxx and other compounds highlights the growing importance of a strong risk/

benefit proposition   (32) . Further, an examination of pipelines for key therapeutic 

areas reveals the need for newly identified novel mechanisms. Both efficacy and 

safety challenges have resulted in difficulties in identifying relevant innovative 

 targets or testing in new areas. 

 One final point to raise in conjunction with the lessened novelty in pharmaceuti-

cal pipelines is the increasing levels of generic products on the market. As more and 

  Fig. 1.2    Global R&D expenditure, development times, global pharmaceutical sales and new 

molecular entity output, 1996-2005. Source: The Centre for Medicines Research (CMR) 

International Ltd. (2006)  NME output lifts from 20 year low,  Thomson Scientific Knowledge Link 

Newsletter       
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more compounds become generic, pharmaceutical company belts will tighten even 

further. A key question to ask is, “How great is the risk that companies cannot sus-

tain the pace of innovation to keep up with research demands?” PGx is a logical 

approach that has the potential to drive innovation and to improve the productivity 

of the pharmaceutical industry.  

  5.2 Competitive Pressures 

 For some pharmaceutical companies, competitive initiatives may fuel the desire to 

develop a PGx program. While some organizations may not be driven to invest in 

spending programs in which there is significant uncertainty, they may become 

compelled to do so when it becomes clear that competitors are making relevant 

advances. A review of the competitive landscape highlights the fact that pharma-

ceutical companies are becoming interested in PGx activities in a big way. Virtually 

all companies have made deals and are beginning to establish an internal pharma-

cogenomic presence. Oncology is a field where many companies are investing in 

and applying PGx. An internal analysis from Johnson & Johnson reveals over 700 

PGx deals, found through deals databases and newswires. Additionally, many com-

panies already have internal structures that facilitate biomarker identification and 

diagnostic development. There were also 275 federally funded grants identified and 

several public/private partnerships initiated. Most companies have invested in 

biomarker identification and utilize PGx in clinical trials and drug discovery (target 

identification and/or validation). According to publicly available information, a 

number of the companies surveyed seem to focus their deals on particular aspects 

of PGx, including diagnostics, biomarkers, and SNP identification/validation. 

 There are several factors driving this growing interest in PGx approaches. The 

first consideration is the desire to meet patients’ unmet medical needs. Another 

likely issue is competitive pressure and the importance of product differentiation in 

achieving market share and reimbursement in increasingly crowded markets in 

many therapeutic areas. In fact, payer pressures may be stronger drivers in some 

markets. It should be noted that as competitors engage in PGx analyses to support 

approval and formulary acceptance, they are “raising the bar” for all future market 

entrants. It may become an expectation of global regulatory authorities that all 

compounds will deliver similar analysis.  

  5.3 Legislators 

 Additionally, legislators have indicated an interest in providing universal health 

coverage that personalizes treatment. This topic promises to be an interesting area 

of debate in Congress. In fact, in 2006, Senator Barack Obama circulated for feed-

back some proposed legislation that addressed the provision of incentives to phar-

maceutical companies for conducting PGx research resulting in pharmacoeconomic 
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benefit  (33) . This highlights the visibility and attractiveness of personalized 

 medicine approaches to our nation’s legislators. Such incentives, if coupled with a 

regulatory framework, would make it easier for the pharmaceutical industry to 

 justify postmarketing PGx programs. 

 The Secretary’s Advisory Committee on Genetics, Health, and Society 

(SACGHS) released a draft report to Health and Human Services (HHS) Secretary 

Leavitt titled  Realizing the Promise of Pharmacogenomics: Opportunities and 
Challenges.  This report focuses on opportunities and challenges in three areas of 

pharmacogenomics: research and development; “gatekeepers,” or those involved in 

facilitating the progression of PGx; and the implementation of PGx to improve 

outcomes in clinical and public health practices. The report includes draft recom-

mendations in each of these areas. Among its recommendations, SACGHS suggests 

that HHS improve efforts to translate new scientific knowledge into clinically use-

ful PGx technologies and to assess their clinical validity and utility; encourage the 

FDA to finalize the codevelopment guidance on PGx drugs and diagnostics; and 

ensure that clinically validated PGx test results are included in electronic medical 

record systems to enhance appropriate test use and interpretation.  

  5.4 Payers 

 The view of payers about pharmacogenomic approaches does not appear to be clear 

or consistent yet. Different groups within payer organizations may be responsible 

for drug budgets versus diagnostic budgets versus hospitalization costs. It is likely 

that over time compelling arguments will be waged that will enable these disparities 

to be addressed. For example, improved communication and education directed to 

this customer base may be influential in highlighting the benefits of PGx 

approaches, especially if they influence the payer’s bottom line. Diagnostics could 

be provided as a “loss leader,” and risk-sharing opportunities may emerge.  

  5.5 Regulatory Agencies 

 The FDA has clearly communicated that it is encouraging PGx work and has under-

taken several initiatives to facilitate the integration of PGx into drug development 

and clinical practice, as described by Kim et al. in Chapter 3  (34) . Open dialogue 

is possible between regulators, the pharmaceutical industry, and academic centers 

involved in PGx research, and this has led to several key initiatives. These have 

included the white paper entitled “Innovation or Stagnation: Challenge and 

Opportunity on the Critical Path to New Medical Products”  (31)  [U.S. FDA 2004a, 

  http://www.fda.gov/oc/initiatives/criticalpath/whitepaper.html    ] and the “Guidance 

for Industry on Pharmacogenomics Data Submission” (November 2005)  (19) . In 

2005, the U.S. Food and Drug Administration (FDA) distributed for comment a 

http://www.fda.gov/oc/initiatives/criticalpath/whitepaper.html
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draft concept paper on drug-diagnostic codevelopment, which describes a process 

for developing a diagnostic to determine the later use of a particular drug  (35) . 
Other regulatory bodies around the world have also communicated the desire to see 

PGx data in product package submissions. The European Medicines Agency 

(EMEA) also started to become active in this area  (36) , and the Pharmacogenetics 

Working Party issued guidelines for its briefing meetings and for biobanking. The 

EMEA and the FDA have also issued recently a joint procedure for the voluntary 

 submission of PGx data  (37) . In 2006, the ICH issued a draft consensus guideline 

regarding terminology in pharmacogenomics (E15), agreed upon by the regulatory 

authorities of the European Union, Japan, and the USA  (38) . 
 Additionally, the recent nonapprovable for Arcoxia (etoricoxib), an NSAID in 

development by Merck & Co.,  (39)  highlights the growing importance of better 

characterization of compounds before they receive marketing approval. Regulators 

have indicated that for a new NSAID to be considered for U.S. marketing approval, 

the drug must fill an unmet need for patients. The pharmaceutical industry is hoping 

that incentives such as fast-track approvals resulting in innovative drug develop-

ment will be offered by regulatory agencies for compounds that are appropriately 

characterized through PGx approaches  (41) .  

  5.6  Creation of Pharmacogenomics/Biomarkers Consortia 
and Task Forces 

 It is noteworthy that several pharmacogenomics networks and consortia involving 

various industry companies, the scientific community, and government agencies such 

as the FDA have been recently created. This is due to the realization that collabora-

tion, where resources are being pooled on scientifically challenging projects, is 

required for increased success. For example, the PhRMA Biomarker Consortium  
(40) , the Predictive Safety Testing Consortium  (41) , which was created under the 

auspices of the Critical Path Institute, and the Serious Adverse Event Consortium, 

involving industry  (42) , the FDA, and academic groups, were formed to execute 

biomarker or PGx research that no single company could carry out on its own. The 

Industry Pharmacogenomics Working Group (I-PWG,   http://www.i-pwg.org/cms/)     

is an  association of 18 pharmaceutical companies engaged in both drug develop-

ment and pharmacogenomics research  (43) . This group has published several 

papers on  noncompetitive topics such as terminology  (44) , points to consider in 

informed consent forms for genetic research  (45) , and points to consider in the 

return of genetic data to patients  (46) . PWG recently initiated discussions 

regarding the preparation of educational material for prescribing physicians and 

of potential guidelines for pharmacogenetic study design and analyses. The 

Personalized Medicine Coalition (PMC) is another independent, nonprofit group 

that works to advance the understanding and adoption of personalized medicine 

for the ultimate benefit of patients  (47) . Its diverse members include payers, 

patient advocacy groups, healthcare providers,  governmental agencies, pharmaceutical 

http://www.i-pwg.org/cms/
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companies, and biotech, diagnostic, and academic institutions—all working 

together to educate opinion leaders and the public about the issues that will 

shape how personalized medicine develops and how quickly all of us, particu-

larly the patients, can benefit from it. 

 These recent activities and formations continue to illustrate the prominent role 

PGx will play in moving drug development and therapy from a population-based to 

an individualized paradigm.   

  6 The Challenges  

 PGx is one of the newest disciplines in medicine in the context of drug development, 

and is a true work in progress. The pharmaceutical industry, having gained experi-

ence in this field, and also having a greater appreciation of the hurdles in applying 

it, is starting to set more realistic expectations regarding the implications of 

this research. Some of the challenges regarding the appropriate implementation 

of this technology to deliver the greatest value to the pharmaceutical industry 

overall—and, more importantly, to benefit the patients—are discussed below. 

  6.1 Strategic and Commercial Considerations 

 There are concerns in the pharmaceutical industry about generating potentially unin-

terpretable PGx results in a regulated environment. This has led sometimes to a “let’s 

not generate data that we do not fully understand” attitude in relation to PGx research 

on pharmaceutical compounds. This attitude is gradually going away in view of the 

recognition that many of the PGx data generated are exploratory and probabilistic in 

nature, extremely difficult to replicate and to translate into clinical practice, and that 

in the long term more information, particularly about drug safety, is better. 

 When thinking about the commercial attractiveness of PGx, critics often suggest 

that a more targeted approach to the identification of patients who might respond 

to therapy would “niche” those drugs, leading to a reluctance to embark on a given 

PGx study. In fact, utilizing a stratified approach (to identify the group of patients 

who might benefit from a particular therapy) may reduce new patient trials for 

some therapies. But this initial sales reduction may be offset by better compliance 

rates, ultimately higher product use, and pricing strategies that consider market 

size. One key variable is ensuring that PGx work is initiated sufficiently early to 

optimize a proactive approach to integration into development. Generally, the 

establishment of biomarker-driven endpoints within early phase clinical develop-

ment may enable more efficient clinical trial design. Additionally, prospective 

introduction of PGx clinical endpoints can enhance the prospects for expedited 

drug approval, reduce development costs, and improve attractiveness to payers and 

prescribing physicians. Therefore, in the short term, a PGx approach may provide 
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a competitive advantage for pharmaceutical compounds and support better treat-

ment practices through drug-linked diagnostics. But commercial viability may not 

be a question of what is gained or lost by moving forward with the development of 

biomarkers; rather, it may center around what is at stake by not moving forward 

with these approaches. While pipelines for many therapeutic areas are shrinking, a 

landscape review highlights the increasing infrastructure development in PGx and 

the initiation of product-specific work across a variety of therapeutic areas, 

 indicating the awakening of the pharmaceutical industry. So in the longer term, the 

utilization of biomarkers may improve prospects for significant new product 

 development, in a time when there are fewer novel compounds in the pharmaceuti-

cal pipelines. Finally, as external groups apply more pressure on pharmaceutical 

companies to develop valuable new offerings, it may become a requirement to 

 provide information that helps the regulatory agencies to ascertain which patient 

populations might benefit from the availability of a new drug. PGx is one means for 

providing such information to regulators and payers.  

  6.2 Regulatory Considerations 

 As indicated above, the FDA has been the first agency to put a regulatory frame-

work around the submission of pharmacogenomics data and the codevelopment 

of drugs and linked diagnostics. In spite of these efforts, the codevelopment of 

drugs and diagnostics is extremely difficult because of regulatory and time con-

straints, and also because of the complexity of the science. However, this concept 

emphasizes the need to start developing hypotheses as early as possible, with a 

decision point at the end of phase II on whether a diagnostic will be developed—

which is rarely the case. The drug developers are still lacking guidance on (1) 

when and how to collect DNA/RNA samples in clinical trials; (2) the type of data 

that is necessary to bring the PGx information to the drug label, and whether or 

not this will lead to a test requirement or recommendation for dose adjustment or 

patient selection prior to treatment (3) how PGx data should be analyzed; and (4) 

on laboratory repuirements for PGx testing (e.g. CLIA versus GLP). Additional 

guidelines from FDA currently in progress might shed lights on some of those 

issues. A table of valid genomic biomarkers has been created by the FDA, provid-

ing a reference for these biomarkers on labels of FDA-approved drug products  
(48) . There are only a few examples of drugs where PGx data including a require-

ment for a test are part of the drug label as prescribed (e.g., Herceptin, Erbitux). 

Other examples of drugs with PGx data include either descriptive information or 

recommendations but no requirements for a test (e.g., Strattera, 6-mercaptopu-

rine, irinotecan, warfarin). 

 Overall, in spite of recent changes in the labels of a few drugs, there is still a lack 

of dosing instructions associated with label information. Many questions about the 

standards required to validate genotype-phenotype associations in order to deter-

mine optimal dosing in clinical practice or for regulatory policies regarding label 
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updates are undergoing intense debate among the key stakeholders, as described by 

Lesko  (49) . It is expected that within the next few years, we will see an increase of 

investment in PGx research by the pharmaceutical industry coupled with more evi-

dence of clinical relevance for PGx data, and this will lead to more examples of 

drugs with prescribing labels.  

  6.3 Complexity of Science and Technology Considerations 

 This section describes some of the huge progress made in genomics technology 

and the availability of tests and presents a discussion of some of the current 

 scientific hurdles. Genetic testing does not represent a barrier anymore to person-

alized medicine (PM), with a multitude of reagents (DNA chips) and pharma-

cogenomics services available as home brew tests from diagnostic laboratories. 

Home brew tests are being actively marketed to physicians or even directly to 

patients via the Internet; and while they are not generally regulated by the FDA, 

they are however being scrutinized. Furthermore, pharmacogenomics tests have 

recently been approved by the FDA that would allow physicians and patients to 

make more personalized treatment decisions. They include, for example, the 

Roche Molecular Systems’s Amplichip, which detects polymorphisms in 

CYP2C19 and CYP2D6. These enzymes are responsible for metabolizing over 

25% of currently marketed drugs. The results from this test could be used to 

determine the correct dose in patients. Genzyme’s invader UGT1A1 molecular 

assay has also recently been approved. This technology is able to detect polymor-

phisms in UGT1A1, and subsequently dosing decisions can be made for patients 

taking irinotecan or other drugs thought to be metabolized by UGT1A1. Another 

test, the Visible Genetics TRUEGENE HIV-1 genotyping kit, uses sequencing 

technology to identify variation in HIV sequences, which could allow physicians 

to determine which drug would treat the HIV infection effectively. The Cell 

Search Technology from Veridex, one of Johnson and Johnson’s diagnostic com-

panies, has been approved by the FDA in cases of metastatic breast cancer to pre-

dict progression-free survival and overall survival in patients. In February 2007, the 

FDA approved the first microarray-based test, called the MammaPrint test, to deter-

mine the likelihood of breast cancer returning within 5–10 years after a woman’s 

initial cancer. Currently there is no point-of-care pharmacogenomic testing, but 

some research is being done in this area. Dr. Yusuke Nakamura, for example, has 

reported the development of a prototype commercial instrument that would allow 

physicians to check the status of metabolism genes and how patients would respond 

to an individual drug  (50) . 
 There is no shortage of science and data; as a matter of fact, we are almost 

 overwhelmed by the massive amount of data we can now generate easily using, for 

example, the DNA chips from Affymetrix or Illumina. Pharmaceutical companies 

are investing more and more on data management and information technology 

 infrastructure in which clinical data, genotyping data, and data from other types of 



16 N. Cohen, T. Frangiosa

biomarker technologies (such as RNA, protein, metabolomics, and imaging) can be 

mined. We are just starting to learn how to analyze these massive amounts of data 

with the help of statisticians, bioinformatics specialists, and epidemiology experts. 

We all  recognize the need to have better tools to diagnose complex disorders and 

disease progressions, in order to stratify them into subcategories of a broader phe-

notype. As more and more data are generated, the gap between bench and bedside 

continues to grow, with  possibly the missing link being effective translational 

medicine. 

 As indicated by Lesko  (49) , “better science is the way to personalized medicine 

and there are numerous opportunities to utilize the core principles of clinical phar-

macology to address the concerns, difficulty of interpretation surrounding the asso-

ciations between genes, SNP, and clinical phenotypes, and to provide a biological, 

mechanistic framework for future decision making in PGx.” If the technology does 

not seem anymore to be a barrier, the science of pharmacogenomics remains highly 

challenging. Identifying and replicating valid associations is difficult because of 

statistical  considerations, sample size, and their inherent biological complexity. 

Clinical trials are  generally not tailored to PGx studies. Sample size in early devel-

opment trials are  typically low; this stage of research is often used for hypothesis 

generation, and occasionally for hypothesis testing, if candidate markers emerging 

from either literature or preclinical studies have been identified. Meta-analysis 

combining data from several trials enables the generation of data on larger numbers 

of samples. Studies using large numbers of genes or genome-wide screens are 

likely to be seriously underpowered, resulting in the risk of false negatives or false 

positives. Replication of data is essential; however, too many genetic associations 

have no evidence of replication in independent populations. In Phase III trials, 

sample sizes are generally large enough to allow the generation of hypotheses or to 

test hypotheses generated in earlier PGx research. In the case of safety biomarkers, 

the statistical challenges are even greater because of the rarity of adverse drug reac-

tions, and hence the fact that only a small number of samples will be available to 

carry PGx research. Initiatives such as the Serious Adverse Event (SAE) consor-

tium, in which samples and resources will be pooled, are necessary and hopefully 

will greatly facilitate the understanding of the genetic basis of SAEs. 

 For some compounds, the mechanism of response is known and related to the 

mode of action (MOA) of the compound (Herceptin, Iressa, Tarceva). However, we 

continue to use drugs with not enough understanding of their mode of action or of 

the molecular mechanisms which cause the disease, or how to determine which 

patient is at risk for an adverse event, or which patient will respond to a drug. It is 

likely that despite the hype and high expectations that PGx will provide personal-

ized care and will apply to all drugs, it will only apply to a fraction of the drugs 

being developed. Instead, we foresee that more precise diagnosis of diseases into 

molecular subtypes will occur, based on a better understanding of pathology at the 

molecular level. This will lead to a PGx scenario of stratified medicine, in which 

the right drug will be found for the disease subtype, rather than the scenario of 

 finding the right drug for the right patient.  
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  6.4 Implementation 

  6.4.1 Lack of Education 

 In spite of the fact that FDA-approved tests have become available in recent 

years, the use of PGx testing in clinical medical practice has remained limited, 

largely due to the lack of evidence for its clinical utility compared to the usual 

care. Providing the scientific evidence presents a significant challenge. However, 

in the case of Herceptin and the HER2 protein test, the uptake into clinical prac-

tice for the treatment of HER2 overexpressing metastatic breast cancer was 

rapid, most probably because the FDA recommended the testing prior to pre-

scribing the drug, and because the results of the test led to an actionable decision 

on selecting the most appropriate treatment. In contrast, when the label of a pre-

viously approved drug such as the immunosuppressant 6-MP has been updated, 

as with genetic information on TPMT, it is possible that the uptake of TPMT 

testing to guide dosing has been minimal because the knowledge gap for physi-

cians was less, since they were used to dosing patients and monitoring their 

absolute neutrophile count. In this latter case, testing was recommended but not 

required. It is very possible that uptake into clinical practice will also be given 

stimulus if the regulatory agencies recommend testing prior to prescribing the 

drug, and if pharmaceutical companies or patient groups would advocate for the 

use of the test. 

 Despite the significant progress, a critical factor in bringing PGx from the 

bench to the bedside is educating the prescribing physicians and other health-

care professionals about the benefits of using genomics information to individ-

ualize drug therapy. The rapid pace of the science, combined with the relative 

paucity of professional training in pharmacogenetics, leaves many providers 

without satisfactory answers for their patients. It is likely that organizations 

such as the National Coalition for Health Professional Education in Genetics 

(NCHPEG)  (51) , I-PWG, and the Personalized Medicine Coalition will play a 

key role in promoting health professional education and access to information 

about advances in pharmacogenomics. Guidelines directing the clinical use of 

PGx test results and explaining drug labels should be developed for PGx tests 

shown to improve patient care. Since another challenge is reimbursement for 

the tests, more information on cost effectiveness and cost consequences should 

be provided to facilitate reimbursement by insurance companies and implemen-

tation of the tests into clinical practice. With information technology making it 

possible for physicians to access complete patient medical records, new medi-

cal practice models in which physicians would spend more time with each 

patient will need to be established in order to provide the necessary infra-

structure for personalized medicine (PM). It is likely that patients and their 

advocacy groups will also play a key role as they become more educated about 

PM and PGx.  
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  6.4.2 Ethical Aspects of Pharmacogenomics 

 Ethical issues in relation to PGx have been discussed extensively in several reviews 

and reports  (52 ,  53) . DNA samples need to be collected in order for PGx research to 

be carried out. Obtaining, storing, and analyzing DNA samples has always been per-

ceived to be special and more problematic than in the case of other types of samples, 

and they do receive particular attention from ethics committees and regulatory agen-

cies. Privacy and confidentiality issues remain as a challenge to gaining the trust of 

all consumers. The voices of patients and their advocacy groups has yet to be heard. 

There currently are overarching expectations for a higher level of stringency in main-

taining confidentiality and preventing unintended access to or release of genomic 

samples and data. The pharmaceutical industry in general has developed stringent and 

appropriate procedures to routinely collect samples for pharmacogenomic applica-

tions in clinical trials. In the last few years, the industry Pharmacogenomics Working 

Group (I-PWG) has made much progress in standardizing the nomenclature and 

informed consent forms used in clinical trials  (44 ,  45) , In general, this has led to a 

more consistent approach to the approval of ICF and protocols for PGx clinical trials 

by ethics committees and regulatory bodies in different countries. On an international 

level, some countries have developed laws and regulations about DNA sampling 

which create some confusion and make sample collection more cumbersome, while 

it is easier in other countries. Current efforts are ongoing towards the harmonization 

and standardization of regulations and practices applicable to pharmacogenomic col-

lections globally. However, it is anticipated that harmonization will not happen in the 

near future and that much work will be required to bring about consensus among the 

nations. Chapter 2 presents an overview of those considerations for sample collec-

tions intended for PGx analyses. Another topic of debate within the PGx community 

has been whether and how individual genetic research results should be returned to 

the study  participants. A paper from the PWG  (46)  has summarized the key points 

to be considered when making those decisions.    

  7 Recommendations—The Way Forward  

 Statements such as “Personalized medicine is going to revolutionize medicine,” 

which we see too often in publications, websites, or newspapers, are unrealistic and 

more damaging than useful. It is important to make a remark on personalized medi-

cine. The practice of medicine is personalized by definition, as it aims to meet 

individual needs by seeking to provide optimum treatment for individual patients. 

Therefore, personalized medicine in a way is not particularly a new concept. It is 

likely to become increasingly important in drug discovery and development, as 

knowledge of the importance of genetic factors helps to identify optimal popula-

tions for a particular medicine. 

 In practical terms, several large pharmaceutical companies are making efforts 

to integrate pharmacogenomics into their development programs by expanding 
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their internal capabilities, and also by outsourcing some of the work using 

 service providers such as CRO (Quintiles, Covance), or biotech companies 

 providing various genotyping services. Such capabilities include the develop-

ment of laboratory infrastructure in the spirit of Good Laboratory Practice 

(GLP) or Clinical Laboratory Improvement Amendments (CLIA) processes for 

clinical trials DNA samples handling, collection, genotyping. Increasingly, 

investment in data management, bioinformatics, pharmacoepidemiology and 

biostatistics capabilities to analyze and interpret pharmacogenomics data are 

being made.  In addition, a few pharmaceutical companies, such as Johnson & 

Johnson, Abbott, and Roche already have both internal pharmaceutical and diag-

nostic capabilities. 

 Below are some recommendations based upon the authors’ experiences in 

applying pharmacogenomics in a pharmaceutical industry setting, with the hope 

they will help others in similar circumstances. 

 For drug developers, the long term vision is to integrate pharmacogenomics 

into clinical and nonclinical studies in order to provide value to pharmaceutical 

R&D by supplementing the information from these studies. The goal is to provide 

safer and more efficient medicines, combined with diagnostics, in order to meet 

the needs of patients. An integrated, scientific-based approach is recommended, 

beginning at the non-clinical stage: learn (identification of genes involved in PK 

and PD) and continuing throughout clinical development: continue to learn in ear-

lier phase and confirm/validate in late phase (PG
X
 testing of clinical samples in 

various ethnic populations) and post-marketing studies: apply information to drug 

label; product differentiation for fast followers.  Data generated in late-phase 

development and in the postmarketing phases can then be fed back into the dis-

covery process to improve preclinical screening and the development of backup 

compounds. A decision whether to continue clinical development with or without 

diagnostics should ideally be made at the end of Phase II. It is strongly recom-

mended that DNA samples from clinical trials be routinely collected and archived 

to permit PGx analysis either during trials or even postmarketing (as issues 

emerge). This strategy best exploits the power of PGx to contribute to successful 

compound submissions and be part of label claims. The various steps involved in 

pharmacogenomics research in the R&D programs of drug developers include 

development of a strategy, preparation of informed consent forms and protocols, 

design of the study, collection and genotyping of DNA samples, and preparation 

of the statistical analysis plan and report. Several aspects of this activity are 

described in subsequent chapters of this book. 

 The key elements to consider when establishing a PGx infrastructure in a phar-

maceutical industry setting are the following:

   1.    Develop stringent procedures to enable routine collection of samples in clinical 

trials and either the de-identification or anonymization of the samples for long-

term storage to ensure the privacy and confidentiality of the subjects. Develop 

informed consent forms and PGx protocol templates which meet high ethical 

and regulatory standards.   
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  2.    Develop laboratory capabilities, including a biobank, with stringent and stand-

ardized procedures and an adequate data management system to store  information 

about DNA samples, genotyping, and clinical data. This also applies to other 

types of samples such as RNA, tissues and biopsies.   

  3.    Develop bioinformatics and biostatistics capabilities to create tools to mine and 

analyze the genetic data and to generate reports.   

  4.    Develop a PGx strategy as part of a clinical development plan involving a mul-

tifunctional team—PGx and discovery scientists, clinical pharmacologists, phy-

sicians, statistics/bioinformatics specialists, commercial/marketing experts, and 

regulatory affairs and diagnostic consultants. Such a team would assess the fea-

sibility and added value of PGx studies in the clinical program using a multi-

attribute decision analysis approach prior to embarking on a program, as 

described for example in Chapter 13.   

  5.    PGx Implementation

   a.    Collecting samples in all trials is highly recommended for the following reasons:

     i.    It enables post hoc analysis of unexpected findings, e.g., PK outliers, 

responder subpopulation, safety.   

   ii.    Large sample collection enables one to conduct drug response and disease 

genetics studies, to develop new disease diagnostics, and to stratify dis-

eases into molecular subgroups. It enables both exploration and validation 

of data and creates a potential for DNA diagnostics. Samples can also be 

used to validate prospective drug targets.   

  iii.    Sampling enables continued research into improving medicines as new 

PGx findings are discovered and published by both academia and 

industry.   

   iv.    Retrospective sampling/re-consent is difficult, costly, and often not 

feasible.       

  b.    Where possible, use genomics information to guide trial design.   

  c.    Include PGx as early as possible in the overall development program and 

examine the feasibility of linkage of the drug to a companion diagnostic as 

early as possible.   

  d.    Where a candidate gene approach is inadequate, evaluate the feasibility of a 

genome wide screen approach.   

  e.    Do not limit application of PGx to biomarker identification. Exploit PGx to 

identify or support mode of action in vivo, and to optimize discovery proc-

esses and clinical trials.   

  f.    Consider both DNA and RNA markers, as well as other types of (e.g. imaging, 

proteomics) when appropriate.   

      6.    PGx in clinical trials should be a balancing act of experiments where hypothe-

ses are being generated and tested. The ideal biomarker strategy needs to have 

the right balance between the use of known biomarkers and exploratory 

biomarker research. The advantage of using known biomarkers is that they 

have a degree of validation that allows them to be used in decision making. 
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Hypotheses should be tested and known valid biomarkers should be genotyped 

if candidate markers emerging from either the literature or preclinical studies 

have been identified. An exploratory biomarker could still inform one’s strat-

egy by indicating more about pathophysiology, and by showing that the drug 

works in a subpopulation, rather than just doesn’t work. However, discovering 

a biomarker during clinical development reduces the chance of using it for 

clinical decision-making purposes until later in the development cycle or post-

marketing, because the biomarker is not validated. Exploratory analysis under 

research mode, including small-, medium-, and large-scale candidate gene 

studies or genome-wide screens, should be considered for hypothesis genera-

tion if the number of samples is sufficient. The replication of new associations 

is essential.   

  7.    The use of pharmacogenomics in drug discovery can improve the decision-

making process and provide substantial cost savings by reducing timelines and 

promoting the judicious allocation of resources. Pharmacogenomics insights 

can help select targets that have manageable genetic variations, identify genes 

associated with diseases, and validate drug targets. Pharmacogenomics can 

facilitate interactions between drug discovery and clinical development, 

 supporting  synergy and advancing both ends of the drug pipeline. In drug dis-

covery, genetic variability analysis should be performed as soon as a prospec-

tive target is  identified. Potential benefits of early analysis include avoiding 

targets with unmanageable variability, and selecting the variant(s) that are 

most prevalent in human populations, thus improving the likelihood of success 

in  clinical trials.   

  8.    Early development PGx work is most important. PGx initiatives will not have 

an impact on currently marketed products with more imminent patent expiry. 

This knowledge highlights the point that advanced and continued planning can 

be utilized to optimize the commercial impact of PGx activities. As noted above, 

there are many potential commercial implications from PGx approaches. One 

obvious opportunity to limit risk is to begin implementation of this work as early 

as possible in a product’s life cycle. To do so would facilitate rapid, more effi-

cient development, with potentially quicker discontinuation of some develop-

ment programs, and salvaging of other compounds. While not proven, the hope 

is that PGx will enhance productivity through new approaches and research 

models. Additionally, it is envisioned that the use of PGx biomarkers will 

improve predictability in preclinical/clinical assessments. At the earliest phases 

in compound development, the key benefit of PGx activities is to feed back on 

attractive drug targets. Once a compound is adequately characterized, early inte-

gration of PGx biomarkers into development can ideally lead to faster develop-

ment, approval, adoption, and penetration, and will in turn lead to commercial 

advantages that will outweigh the disadvantages of smaller eligible patient popu-

lations. Additionally, earlier opportunity assessment can facilitate a company’s 

potential to adequately differentiate a compound and strengthen its value propo-

sition for pricing and reimbursement authorities. This activity would pave the 

way for potential drug-linked diagnostic offerings.      
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  8 The Vision for Pharmacogenomics  

 As depicted in the following chart (Fig. 1. 3 ), today we live in a world where PGx, 

molecular diagnostics, and even companion diagnostics are becoming a reality. 

Pipelines in several key therapeutic areas are sparse. Further, a few drugs already 

have PGx data in their package inserts, and some of them, such as Herceptin, rep-

resent both medical and commercial success. There appears to be an initiation of 

significant industry development and interest within regulatory groups. Consortia 

are being created between industry, governmental groups, and academia. These 

partnering initiatives are an effort to address some significant challenges by the 

pooling of limited resources. It will be necessary to build basic competency for 

long-term gains.  

 In the mid term (5 to 10 years), a significant increase in PGx activities may be 

seen as an innovative way to provide competitive advantage through product dif-

ferentiation. With increased learning and identification of genes and drug targets, 

there should be increased acknowledgement that PGx is a key path toward drug 

innovation. It can be envisioned that drug development programs will be routinely 

implemented with the inclusion of biomarker-driven endpoints. More and more 

collaborations are expected to arise, to overcome the need for major resource pool-

ing in order to complete key PGx analyses. It may become more apparent that other 

forms of resourcing will be critical in expediting organizational learning around 

PGx, in order to realize gains sooner. Government and payers can be expected to 

require more PGx information. 

 In the longer term (10+ years), biomarker-driven disease stratification and modi-

fication strategies will become more prevalent. When it becomes possible, it is 

conceivable that drug-linked diagnostics may become a regulatory requirement. 

Ideally, learnings gained from preliminary analysis will be channeled back into 

discovery efforts to fuel new innovation.  

  9 In Conclusion  

 Challenges to pharmaceutical development, commercialization, and reimbursement 

are increasing. PGx represents an innovative area for product differentiation, com-

petitive advantage, and R&D productivity enhancement; and the pharmaceutical 

industry is learning how to best apply it in its R&D programs. Recent activities and 

initiatives, such as the formation of a variety of biomarker-focused consortia, sev-

eral new regulatory guidance documents, the introduction of legislative bills, and 

high-profile safety concerns continue to illustrate the prominent role PGx will play 

in moving drug development and therapy from a population-based to an individual-

ized paradigm. Genetic markers will likely play a major role, in spite of the chal-

lenges of identifying valid associations and of inherent biological complexity. Our 

capacity to experience future progress is limited only by our skepticism about 
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 partnering with other agencies, groups, and even competitors, in the coming dec-

ades. The fear of the loss of blockbusters, concerns about potential regulatory risks 

to drug development programs, and skepticism about the true value that PGx will 

bring to the pharmaceutical industry are likely to fade away as organizations con-

tinue to gain experience with this field, and as the regulatory framework for this 

research continues to grow. In the meantime, PGx research deserves further support 

and investments from all concerned, but without unrealistic expectations.   
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      Chapter 2      
 Implementation of Pharmacogenomic 
Sample Collection in Clinical Trials 
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  Abstract   This chapter is intended to provide an overview of the operational con-

siderations and potential obstacles that can be anticipated during the implementa-

tion of pharmacogenomic research in clinical trials. Particular attention is given to 

the elements of the protocol and of the informed consent and the considerations 

for collection of different sample types on a global level. The goal is to provide 

the reader with an appreciation for the study design elements on an operational 

level rather than on a scientific or statistical study design level. Educational efforts 

by various working groups to harmonize global standards are also outlined and 

will provide the reader with an overview of the ongoing efforts to promote global 

genomic research in the present day.  
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    Glossary  

 AAPS Pharmacogenetics and 

Pharmacogenomics Focus 

Group  

 A focus group working towards information exchange 

for developments in pharmacogenomics and 

pharmacogenetics. 

 Adverse event  In pharmacology, any unexpected or dangerous reaction to a 

drug. 

 Anonymization  Samples are double coded and labeled with a unique second 

number. The link between the clinical study subject number 

and the unique second number is deleted. 

 Assay validation  Optimization of an assay protocol with respect to sensitivity, 

dynamic range, signal intensity, and stability. 

 Comparative genome 

hybridization (CGH) 

 Comparative genomic hybridization (CGH) measures DNA copy 

number differences between a reference genome and a sam-

ple genome. 

 Complementary DNA 

(cDNA) library 

 A collection of cDNAs, each of which has been inserted in a 

DNA vector (e.g., a circular DNA plasmid) and replicated in 

a bacterium such as  E. coli . 
 CPT tubes  Cell preparation tubes with sodium heparin, utilized for the 

separation of mononuclear cells from whole blood. 

 De-identification  Samples are double coded and labeled with a unique second 

number. The link between the clinical study subject number 

and the unique second number is maintained, but unknown 

to investigators and patients. 

 Deoxyribonucleic acid 

(DNA) 

 A molecule that encodes genetic information. 

 EDTA  A crystalline acid, C 
10

 H 
16 

N 
2 
O 

8
 , that acts as a strong 

chelating agent. 

 European Federation of 

Pharmaceutical Industries 

and Associations (EFPIA) 

 A focus group with a pharmacogenomics task force; this group 

has overlap with the Pharmacogenetics Working Group. 

 Exploratory analyses  General exploratory or research information collected from 

studies such as broad gene expression screening, whereby 

the markers studied have not reached the status of a probable 

valid biomarker. 

 Formalin fixation  Tissue fixation in a solution containing formalin. 

 Formalin fixed paraffin 

embedded (FFPE) 

 A method of preserving tumor tissue for pathological and other 

analyses. 

 Laser capture microdissection 

(LCM) 

 A method to collect a specific subset of cells from a slice 

of tumor tissue captured on a slide. 

 Loss of heterozogosity (LOH)  The loss of one parent’s contribution to part of the cell’s 

genome. 

 Paraffin embedding  A method of preserving fixed tissue (see formalin fixation). 

 PAXgeneTM  The PAXgeneTM Blood RNA System consolidates and integrates 

the key steps of whole blood collection, nucleic acid stabili-

zation, and RNA purification. By minimizing the unpredict-

ability associated with RNA processing, the system provides 

enhanced accuracy of intracellular RNA analysis. 

 Pharmacogenetics for Every 

Nation Initiative (PGENI) 

 An initiative to enhance the understanding of 

pharmacogenetics in the developing world. 

 Pharmacogenetics Research 

Network 

 Enables a network of multidisciplinary research groups 

to conduct studies addressing research questions in 

pharmacogenetics and pharmacogenomics with a 

goal to populate a knowledge base with data. 

(continued)
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Glossary (continued)

 Pharmacogenetics Working 

Group 

 A voluntary and informal association of pharmaceutical 

companies engaged in research in the science of 

phamacogenetics. 

 Pharmacogenomics  The study of how variations in the human genome affect 

the response to medications. 

 Polymerase chain reaction 

(PCR) 

 A method to enzymatically replicate DNA. 

 Definitive analysis  Preplanned and prespecified research analyses. 

 Protein  Proteins are fundamental components of all living cells and 

include many substances, such as enzymes, hormones, 

and antibodies, that are necessary for the proper 

functioning of an organism. 

 Real time quantitative PCR 

(qRT-PCR) 

 A method to quantify low abundance messenger RNA (mRNA), 

enabling a researcher to quantify relative gene expression at 

a particular time, or in a particular cell or tissue type. 

 Regulations  A legal restriction promulgated by government administrative 

agencies through rulemaking supported by a threat 

of sanction or a fine. 

 Ribonucleic acid (RNA)  RNA serves as the template for the translation of genes 

into proteins. 

 RNALater  A reagent used to immediately stabilize RNA from tissues. 

 Sample coding  A method to label samples whereby personal identifiers are not 

present. 

 SELDI-TOF  Surface Enhanced Laser Desorption/Ionisation Time of Flight 

mass spectrometry. A methodology utilized for proteomic 

analyses. 

 The Council for International 

Organizations in Medical 

Sciences Pharmacogenetics 

Working Group. 

 A working group formed to consider issues related to 

pharmacogenetics with respect to drug development and 

regulatory, ethical, educational, and economic issues. 

   1 Introduction  

 The value of pharmacogenomics in clinical trials has become increasingly  recognized, 

not only by the pharmaceutical industry, but also by regulatory agencies (as evidenced 

by a growing regulatory framework for pharmacogenomic research)  (1 – 3)  and by the 

general public (as evidenced by the increasing media attention on “personalized 

medicine”)  (4) . In a relatively short time, there has been significant evolution in the 

acceptance of this science as both a supplement and in some cases an alternative to 

the classical paradigm of the drug development process; and this despite a relative 

paucity of guidelines, regulations, and global harmonization. Nevertheless, with the 

appropriate procedures, it is now possible to routinely collect samples for pharmacog-

enomic applications in clinical trials, although apprehensions and hurdles still linger 

in some locales. On an international level, it is predicted that genomic sample collec-

tion will become more mainstream in some jurisdictions and more cumbersome in 

others as knowledge, experience, and familiarity increase and as laws and regulations 
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are  implemented and revised. Current efforts are ongoing to educate various bodies 

toward harmonization and standardization of regulations and practices  applicable to 

pharmacogenomic collections  globally. However, it is anticipated that harmonization 

will not happen in the near future and that a lot of work will be required to bring con-

sensus across the nations. 

 It has become evident that there is no one-size-fits-all solution for implementing 

pharmacogenomic sample collections when operating in a global environment. Not 

only do requirements vary from country to country, but they frequently vary on 

state, provincial, and local levels. This requires a great degree of flexibility, since 

adjustments are often necessary at individual sites. However, the considerations 

described herein should allow the researcher to efficiently implement the collection 

of pharmacogenomic samples in clinical trials on an international level while 

 maximizing the use and value of the collected samples and maintaining stringent 

standards for subject privacy. 

 The term “genomic” used throughout refers to both DNA and RNA. It can be 

debated whether RNA deserves the same level of stringency for sample and data han-

dling as does DNA, or for that matter, whether either of these molecular endpoints 

should be handled any differently than any other biochemical or clinical endpoints 

(i.e., “genetic exceptionalism”). However, the reality today is that these endpoints  are  

viewed as “special” and  do  receive unique attention by regulatory agencies. There 

currently are overarching expectations for a higher level of stringency for maintaining 

confidentiality and preventing unintended access to or release of genomic samples 

and data. Since both DNA and RNA are captured together in the recent flood of 

pharmacogenomic guidelines released by regulatory agencies (U.S. Food and Drug 

Administration [FDA], European Medicines Agency [EMEA], and Japan Ministry of 

Health, Labor, and Welfare [MHLW]), both molecular endpoints are treated in tan-

dem in this chapter; although it is acknowledged that privacy and confidentiality 

expectations may not always be as strict for RNA-based research as they are for 

DNA-based research. Because proteomic  analyses often accompany genomic-based 

research, methods to increase sample integrity are mentioned. However, since regula-

tions around these analyses are not as stringently controlled, they are not addressed 

herein. A glossary of useful terms is provided on page 28.       

  2 Protocol  

 As is true with all clinical trial procedures, pharmacogenomic research on human 

subjects must be described in a protocol, whether harmonized within the clinical 

protocol itself or as a stand-alone document. In developing protocols for pharma-

cogenomic studies, there are a number of practical study design elements that 

are dictated by the goals of the trial and of the pharmacogenomic study, notably: 

i) whether participation will be optional or mandatory, ii) whether genomic endpoints 

are already known or will only be defined over the course of the trial according to 

emerging clinical issues, and iii) whether samples will be analyzed within the 
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 context of the trial only or will also be retained for future research. Each of these 

parameters is associated with varying degrees of operational, ethical, and regula-

tory implications described below. 

  2.1 Optional Versus Mandatory Subject Participation 

 Most commonly, pharmacogenomics is integrated as an “add-on” component to the 

clinical trial, although increasingly, pharmacogenomic parameters are being fac-

tored into trial design. The pharmacogenomic component usually does not have a 

direct impact on patient medical care. It is, however, accompanied by sensitivities 

around privacy and the potential for discrimination. For these reasons, a decision 

must be made whether the provision of samples for genomic research is required 

of subjects enrolling in a clinical trial or whether it is sufficient to offer this to sub-

jects as an optional component. When referring to subject participation, the term 

“optional” should be distinguished from “voluntary,” since in a legitimate clinical 

trial, by definition, every procedure is “voluntary”—meaning that a person cannot 

be forced to undergo any procedure against his/her will (or that of his/her legally 

acceptable representative, as applicable). This is true for both optional and manda-

tory components of the trial. However, for optional procedures, refusal to consent 

would not compromise eligibility for the trial, whereas for mandatory procedures, 

refusal to consent would result in ineligibility for the trial. 

  Optional Participation 

 Optional subject participation in pharmacogenomic research is currently the most 

common and straightforward pharmacogenomic study design option. It generally is 

appropriate when there are no definitive genomic analyses to be performed, or when 

pharmacogenomic results are not critical to the outcome or design of a study, or when 

the proposed analyses are purely exploratory. Operationally, optional  participation 

has no impact on the rate of enrollment or on the duration of the screening period. 

The rate of participation will largely be dependent on i) whether subjects are healthy 

volunteers or diseased patients, ii) the specific disease under investigation, iii) the 

delivery of the informed consent process, iv) the geographical location, and v) the 

specific patient population (e.g., pediatric). Although there are exceptions, agreement 

to participate in genomic research is often higher in healthy volunteers than in dis-

eased patients, presumably since subjects have a somewhat different focus and moti-

vation for their involvement in the trial. With the  appropriate informed consent 

process, a participation rate for optional pharmacogenomic research of 80% or 

greater should be readily achievable in studies involving healthy volunteers. 

Participation rates tend to be lower in diseased patients, although not necessarily for 

all disease indications. The attitude of the investigator administering the informed 

consent also can have an appreciable influence on  participation rates, owing to the 

impressionability of subjects in the face of  perceived authority figures. The opinion 
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of one or a few other participants can similarly have a significant impact on participa-

tion rates, particularly in the case of group consent procedures owing to the group-

think phenomenon of human behavior. Acceptance may be dictated by cultural 

background, personal experience, and level of education of the subjects. Education of 

investigators, study coordinators, regional monitors, and local trial managers is of the 

utmost importance in  maximizing participation rates while simultaneously avoiding 

the coercion of subjects. The degree of pushback from ethics committees on optional 

participation is minor except in occasional cases, such as when the term “optional” is 

deemed to imply “unimportant” and therefore “unnecessary;” but this can usually be 

readily resolved through education on the value of genomic sample collections in 

clinical trials. The obvious and most important limitation of optional participation is 

that it is possible that not all subjects enrolled in the trial will agree to provide 

genomic samples, and thus any unusual clinical outcome occurring in non-consenting 

individuals (e.g., adverse events) could not be investigated using a pharmacogenomic 

approach (unless the subjects were approached again retrospectively for their con-

sent). However, in the absence of specific analyses that are critical to the success of 

the trial, the limitation of having samples from less than 100% of the subjects is gen-

erally outweighed by the operational and ethical impediments that can be expected by 

imposing mandatory participation.  

  Mandatory Participation 

 Mandatory participation may be necessary in some cases, notably when genomic 

results are i) used to determine eligibility for the trial (i.e., inclusion/exclusion crite-

rion; e.g., exclusion of CYP2D6 poor metabolizers), ii) are critical to the successful 

analysis of the clinical data (e.g., EGFR stratification), or iii) are requested by regula-

tory authorities (e.g., valid biomarkers known to be relevant to the compound under 

investigation). Mandatory participation may pose a number of operational challenges. 

Site selection will be affected, since some countries do not permit collection or export 

of genomic samples. Therefore, mandatory participation would preclude the execu-

tion of clinical trials in certain countries, and consequently in  corresponding ethnic 

groups. Even within countries that authorize genomic sample collection, local regula-

tions may preclude it, and therefore necessary assurances that genomic sample col-

lection is permissible should be sought before sites are selected. Ethics committees 

will generally approve the mandatory requirement if the rationale is explicit and justi-

fied; they generally will not approve it in the absence of definitive analyses (see 

below). Subject enrollment rates may be compromised to varying degrees, since some 

prospective subjects may be uncomfortable with the idea of genomic research being 

conducted on their samples. Importantly, these subjects would be denied access to the 

trial and to the potential benefits of treatment with a novel drug; however this may not 

be an issue if alternative therapies are available. Subjects should be clearly informed 

that refusal to consent or subsequent withdrawal of consent to conduct research on 

their genomic sample would result in ineligibility for continued participation in the 

trial, although ethical decisions may override this requirement. Where genetic data 
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are intended to be used to determine eligibility, the impact on the duration of the 

screening period should be anticipated. This will be dictated primarily by the preva-

lence (frequency) of the genomic result of interest, the turnover time for generating 

the data, and the overall sample size. The advantages of mandatory participation are 

that samples are available for each and every subject (assuming no samples are lost 

due to mishandling), and that studies can be designed and optimized based on 

genomic information.   

  2.2 Definitive Versus Tentative Analyses 

 Definitive analyses refer to preplanned and prespecified genomic endpoints that are 

committed to being analyzed in a clinical trial. Tentative analyses refer to analyses 

that may be performed only as necessary, if it is hypothesized that this might help 

to resolve unanticipated issues with the clinical data. The terminology “definitive 

analyses” is used here preferentially over “prospective analyses” or “hypothesis 

testing,” which can have statistical or trial design connotations. 

 In principle, a clinical protocol should provide a thorough description of all end-

points to be measured in a clinical trial. For definitive analyses, this may consist of 

specific genes, genetic loci, or transcripts, whether few or many. However, by its 

inherent nature, pharmacogenomics is frequently utilized to help address unexpected 

clinical results (e.g., pharmacokinetic outliers, variable efficacy, adverse events). 

Therefore, room must be made to accommodate this valuable application by allowing 

for tentative analyses in the absence of a specific preexisting hypothesis. There are 

several points for consideration when collecting samples, even if only for  tentative 

analyses. The operational aspects include: establishment of contracts,  coordination 

with central or local laboratories, logistics for shipment, education of investigators 

and site staff, sample and consent tracking, additional informed consent procedures, 

and time for collection of the additional specimen(s). The cost associated with the 

collection, handling, and potential long-term storage of the sample must also be taken 

into consideration, but is generally nominal compared to retrospective sample collec-

tions. For example, the cost of a DNA collection (from whole blood), including 

 disposables (e.g., collection tubes/kits), phlebotomy,  sample shipping and handling, 

DNA extraction, and sample and data management, can currently be estimated at 

approximately US$50–100 per sample, excluding costs associated with long-term 

sample management. Costs are higher for DNA obtained from various tissues (e.g., 

tumors), because of the more involved process of sample acquisition and preparation. 

Similar procedures for RNA extraction are also more costly. It may be challenging to 

justify this cost, particularly in very large Phase III or Phase IV trials, in the absence 

of a definitive analysis to be performed. However, this must be weighed against the 

risk and cost associated with not having the samples in the event of an emerging 

issue, as well as the lost opportunity to conduct large-scale pharmacogenomic 

research on banked samples (e.g., genomic studies of disease, rare adverse events, 

drug class effects). Retrospective collection of DNA from subjects may be an option, 



34 D.S. Ricci, M. Franc

but is exceedingly more costly (as high as tenfold) and more logistically challenging 

than is prospective DNA collection, and is associated with potentially significant 

delays in attempts to address emerging issues. Ethics committee resistance may 

sometimes be encountered if the collection for tentative analysis is not viewed as 

being critical or necessary for the success of the trial, since there is reluctance to 

 collect human biological samples if they may sit endlessly in a freezer, never to be 

analyzed. Increasingly, however, ethics committees are conscious of the “insurance 

value” of precautionary genomic sample collection and will normally approve collec-

tion for the purpose of tackling  unanticipated issues, if this rationale is clearly stated. 

The justification is further reinforced if samples are also intended for storage for 

future research. Since open-ended proposals for research on genomic samples is 

generally viewed unfavorably by ethics committees, the listing of candidate genes/

loci/transcripts that may potentially be analyzed will ordinarily satisfy committee 

needs for a definition of the scope and boundaries of the possible use of the samples. 

This list will ordinarily include genomic endpoints relevant to pharmacokinetics, 

potential adverse events, mode of action, and the disease under investigation (as 

appropriate). To accommodate situations in which ethics committees do not approve 

genomic sample  collections, it is advisable to state explicitly in the protocol that the 

clinical protocol can be approved independently of the pharmacogenomic compo-

nent. The qualifier “where local regulations permit” throughout is useful for this 

 purpose and avoids the need for protocol amendments.  

  2.3 Sample Banking for Future Research 

 Since the value of genomic samples generally increases as sample sizes increase, it is 

recommended that the protocol be conceived to allow for long-term sample  storage for 

the purpose of future research in order to maximize the potential value of the samples, 

particularly in clinical trial settings where clinical data collection is standardized and 

of high quality. As scientific discoveries are made and as science evolves, valuable 

research can be done in the future on samples collected today. Some study participants 

may not be comfortable with long-term storage of their samples, particularly if future 

uses are unknown. Therefore, processes that introduce two levels of participation, i.e., 

one for research specifically related to the trial (including both definitive and tentative 

analyses) and another for storage of samples for future research of broader scope, offer 

a higher degree of flexibility and help to maximize subject participation rates. 

Although most ethics committees are agreeable to the banking of samples for future 

research, many will require the delineation of boundaries and limitations for the scope 

of the research that may be conducted on the samples. For instance, research may be 

limited to that which is relevant to the drug or drug class and/or the disease or thera-

peutic area under investigation. Many ethics committees will permit the indefinite 

storage of samples; some insist on sample destruction after a predefined storage 

period; and others will not approve of this application at all. Processes should therefore 

allow for tracking timelines for sample destruction. 



2 Implementation of Pharmacogenomic Sample Collection in Clinical Trials 35

 Ethics committees and subjects will generally be amenable to long-term sample 

storage for future research, provided that there are sufficient assurances that stringent 

processes and standards for patient privacy/confidentiality are in place. Patient 

 privacy can be achieved by measures that minimize the possibility of linking genetic 

data back to a subject’s identity. This can be accomplished by a number of methods, 

including i) de-identification of samples such that a coded sample is relabeled with a 

unique second code, while maintaining a link between the two codes (i.e.,  double-

coded); or ii) anonymization of the samples such that the link between the two codes of 

a double-coded sample is permanently deleted. Anonymization offers the  maximum 

achievable level of security, while still allowing for genotype-to-phenotype correla-

tive analyses to be undertaken. The deletion of the coding key linking the sample(s) 

to the subject’s study identifier provides an additional level of security over de-

identified data, as it renders obsolete the coding key used for the  re-identification of 

subjects via their original subject identifier. The purpose of anonymization is to 

express the deliberate intent to not re-identify subjects. This is in contrast to de-

identification which maintains the intent to link back to the subject identifier, if neces-

sary. Consequently, actions such as returning results, sample withdrawal, clinical 

monitoring, or patient follow-up cannot be undertaken on anonymized samples. A 

common misconception is that anonymization severs the link between the sample and 

the corresponding clinical data for a given subject; when, in fact, what is lost is the 

ability to link the new subject identifier to the original subject identifier. Anonymization 

does not interfere in any way with relating genotype data to phenotype data, since 

genomic samples and data are coupled to the clinical data prior to anonymization. 

Consequently, it is critical that all relevant clinical data be fed into the anonymization 

procedure since, by definition, anonymization is a permanent, irreversible process 

that does not allow retrospective  addition of data. It is not unusual to find that the level 

of participation in sample storage for future research is generally slightly lower than 

for research that is directly relevant to the trial, although this would depend on the 

assurances offered for protection of patient confidentiality. Interestingly, some sub-

jects will choose to participate only in the storage for future research component 

because of the fact that the risk of linking genetic data back to their identity is less-

ened through the  anonymization/de-identification process (as applicable). 

 It is recognized that anonymization can be susceptible to reconstruction of the link 

between anonymized genetic data and a study subject identifier by means of compar-

ing an anonymized dataset with a separate dataset that contains the subject identifier. 

The reason for this is that the clinical data set can serve as a “clinical barcode” or 

“clinical fingerprint” that uniquely identifies a subject. For this reason, the term “ not 
possible ” is not accurate as it relates to the ability or possibility to link anonymized 

samples/data back to a subject  (5) . Anonymization should therefore always be 

accompanied by specific policies or standard operating procedures (SOPs) prohibit-

ing reconstruction of any kind of link between genetic data and the original study 

subject identifier. In addition, access to datasets ideally should be restricted, and no 

one individual should have access to all information necessary to re-establish a 

patient’s identity. It should be noted that anonymization may have regulatory conse-

quences, because currently, data generated from anonymized samples may not always 
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be used for regulatory decision-making. It should also be noted that whereas some 

countries require anonymization of samples prior to storage, others do not  permit 

anonymization. Therefore, a means of tracking country of origin is essential.   

  3 Informed Consent  

 With few exceptions, obtaining legally effective, voluntary informed consent is a 

fundamental prerequisite for conducting research on human beings. Surprisingly, 

despite a long history of medical research, there is no single universally accepted 

list of basic elements of informed consent, although the International Conference 

on Harmonization (ICH) has significantly improved harmonization of informed 

consent requirements on a global level. The policies and regulations which allow 

informed consent to be legally effective vary on national, state, and local levels, 

which poses a challenge to clinical research that is conducted on an international 

level as is commonly encountered in clinical trials  (6) . Institutional review boards 

(IRBs) and independent ethics committees (IECs) serve as gatekeepers to ensure 

compliance with requirements and regulations. 

 It is important to appreciate that informed consent is a process, not just a form 

for the subject to sign. A key requirement for informed consent is that the informa-

tion be presented in a manner that is understood by the prospective subject (or 

legally acceptable representative), and that it enable the individual to voluntarily 

decide whether or not to participate. Regrettably, informed consent forms are more 

often geared toward legal protection of the investigator and study sponsor than 

toward providing information to the subject in a manner that is truly understanda-

ble, educational, and meaningful. In the absence of a test to ascertain the true 

degree of understanding by the subject, every effort must be made to simplify the 

informed consent process and to strike a balance between providing sufficient 

information for a subject to make a reasoned decision about whether to participate 

while simultaneously protecting the legal interests of those conducting the study. 

The specific elements of consent and the verbiage selected are equally important. 

  3.1 Readability and Understanding 

 There is currently no universal standard for assessing how much information is 

understood or retained by a prospective study participant  (7 ,  8) . Readability algo-

rithms such as Flesch Reading Ease  (9 ,  10)  and Flesch-Kincaid Grade Level, which 

are based on scientific linguistics that calculate average sentence length and number 

of syllables per word to generate an index of difficulty, may prove valuable in the 

design of the informed consent form. However, readability should not be confused 

with understandability and there is some debate about whether readability statistics 

do indeed result in improved understandability and retention  (11 – 13) . 
Oversimplification of sentences and words can reach a point of diminishing return 
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and actually make understanding more difficult, in part by unnecessarily lengthen-

ing the overall text  (14 ,  15) . However, a combination of techniques, including the 

use of short sentences, monosyllabic words, simple phrases, active voice, para-

graphs no longer than four to five sentences, sentence structure in subject-predicate 

position, use of ample white space between paragraphs, left justification with right 

ragged margins, minimum 10-point font size, avoidance of nouns created from 

verbs, avoidance of multiple negatives, and limitations on the total amount of 

 information provided, can work synergistically in creating an informed consent 

document that is understandable by the average subject. By whatever means 

achieved, a readability level approximately equivalent to that of a 12-year-old child, 

or comparable to that of a typical newspaper, would be suitable for the average lay-

person  (16) . The goal is to communicate the information in a thorough, clear, and 

concise way, while avoiding information overload. 

 Owing to the sensitivities surrounding genomic research (whether perceived or 

real), and the corresponding unique considerations applicable to genomic samples 

and data that are generally not necessary for other samples types (e.g., implications 

for family members due to the heritability of DNA), it is not uncommon for sepa-

rate informed consent forms, one for the clinical trial and one for genomic research, 

to be used. This allows for the general details of the trial to be more effectively 

communicated without distraction by the specific details and sensitivity issues that 

are associated with the genomic samples. A subject might otherwise be over-

whelmed trying to decipher which conditions apply to which samples in which 

parts of the trial. The dual consent format can improve readability and understand-

ing by allowing the subject to consider the issues presented in each consent form 

separately. Since participation in genomic research is more commonly offered as 

optional, and since local regulations may preclude genomic sample collection at 

some investigational sites, the dual consent model allows a subject or site to readily 

opt out of genomic research. This model also helps to make it clear that the phar-

macogenomic component is a separate substudy and that agreement or refusal to 

participate is unrelated to eligibility for the trial (as applicable). For clinical trials 

involving mandatory participation in genomic research, it would be reasonable to 

merge the genomic ICF with the clinical ICF; however, for ease of readability, the 

details pertaining specifically to the genomic component would best be contained 

within one section rather than interwoven with the main clinical ICF.  

  3.2 Elements of Informed Consent 

 In the United States, the Code of Federal Regulations (CFR) 21 CFR 50.25 (2007) 

lists eight basic elements of informed consent, and six additional elements to be 

included where applicable  (17) . In contrast, the Council for International 

Organizations of Medical Sciences (CIOMS) Guideline 5 recommends 26 basic 

elements, many but not all of which are an extension of the eight basic elements of 

informed consent from the CFR (see  Table 1 )  (18) . To date, there are no internation-

ally recognized regulations that dictate the basic elements of informed consent for 
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    Table 2.1 CIOMS essential information for prospective research subjects (Guideline 5 of the 

International Ethical Guidelines for Biomedical Research Involving Human Subjects  (18) )  

 Before requesting an individual’s consent to participate in research, the investigator must 

provide the following information, in language or another form of communication that the 

individual can understand: 

  1. that the individual is invited to participate in research, the reasons for considering the 

individual suitable for the research, and that participation is voluntary; 

  2. that the individual is free to refuse to participate and will be free to withdraw from the research 

at any time without penalty or loss of benefits to which he or she would otherwise be entitled; 

  3. the purpose of the research, the procedures to be carried out by the investigator and the 

subject, and an explanation of how the research differs from routine medical care; 

  4. for controlled trials, an explanation of features of the research design (e.g., randomization, 

double-blinding), and that the subject will not be told of the assigned treatment until the 

study has been completed and the blind has been broken; 

  5. the expected duration of the individual’s participation (including number and duration of 

visits to the research centre and the total time involved) and the possibility of early 

termination of the trial or of the individual’s participation in it; 

  6. whether money or other forms of material goods will be provided in return for the 

 individual’s participation and, if so, the kind and amount; 

  7. that, after the completion of the study, subjects will be informed of the findings of the 

research in general, and individual subjects will be informed of any finding that relates to 

their particular health status; 

  8. that subjects have the right of access to their data on demand, even if these data lack 

immediate clinical utility (unless the ethical review committee has approved temporary 

or permanent nondisclosure of data, in which case the subject should be informed of, 

and given, the reasons for such nondisclosure); 

  9. any foreseeable risks, pain or discomfort, or inconvenience to the individual (or others) 

associated with participation in the research, including risks to the health or well-being 

of a subject’s spouse or partner; 

 10. the direct benefits, if any, expected to result to subjects from participating in the research; 

 11. the expected benefits of the research to the community or to society at large, or contribu-

tions to scientific knowledge; 

 12. whether, when, and how any products or interventions proven by the research to be safe 

and effective will be made available to subjects after they have completed their participation 

in the research, and whether they will be expected to pay for them; 

 13. any currently available alternative interventions or courses of treatment; 

 14. the provisions that will be made to ensure respect for the privacy of subjects and for the 

confidentiality of records in which subjects are identified; 

 15. the limits, legal or other, to the investigators’ ability to safeguard confidentiality, and the 

possible consequences of breaches of confidentiality; 

 16. policy with regard to the use of results of genetic tests and familial genetic information, 

and the precautions in place to prevent disclosure of the results of a subject’s genetic tests 

to immediate family relatives or to others (e.g., insurance companies or employers) without 

the consent of the subject; 

 17. the sponsors of the research, the institutional affiliation of the investigators, and the nature 

and sources of funding for the research; 

 18. the possible research uses, direct or secondary, of the subject’s medical records and of 

biological specimens taken in the course of clinical care (see also Guidelines 4 and 18 

Commentaries); 

 19. whether it is planned that biological specimens collected in the research will be destroyed at its 

conclusion, and, if not, details about their storage (where, how, for how long, and final disposi-

tion) and possible future use, and that subjects have the right to decide about such future use, to 

refuse storage, and to have the material destroyed (see Guideline 4 Commentary); 

(continued)
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genomic research. The industry’s Pharmacogenetics Working Group has prepared 

an elegant and comprehensive compilation of elements of informed consent for 

consideration in pharmacogenomic research studies  (19) , the essence of which is 

captured below, in addition to that of the authors’ experience. The specific consent 

elements selected for a particular pharmacogenomic study and the details thereof 

will generally be a reflection of the policies or standard operating procedures of the 

sponsor, the specific trial design, the alignment with local laws and regulations, and 

the concessions made for readability and understanding.      
 It is beyond the scope of this chapter to evaluate the validity of concerns held 

by study participants, government bodies, ethical review boards, or investigators 

regarding risks or potential risks associated with the generation, use, and disclo-

sure of genomic data. The major concerns undoubtedly stem from the heritable 

nature of DNA, the potential misuse and misinterpretation of genomic data, the 

shortage of policies and laws regarding the use and misuse of genetic informa-

tion, and the fear of potential stigmatization and discrimination  (20) . Additionally, 

the banking of samples for future use of potentially unknown scope also raises 

some legitimate concerns for obtaining truly valid informed consent  (21 ,  22) . In 

response to these concerns, activities related to genomic research are generally 

conducted under a higher level of stringency with regard to privacy protection and 

confidentiality. 

 The eight elements of informed consent of the U.S. Code of Federal Regulations 

(CFR) are presented below and are used as a framework for additional considera-

tions for informed consent for pharmacogenomic research. The 26 basic elements 

of consent from CIOMS are presented in Table 2.1. A balance must be sought 

between the number of elements to include in order to adequately inform the sub-

ject and to comply with local regulations, while maintaining an acceptable level of 

readability and avoiding information overload. 

Table 2.1 (continued)

 20. whether commercial products may be developed from biological specimens, and whether 

the participant will receive monetary or other benefits from the development of such 

 products; 

 21. whether the investigator is serving only as an investigator or as both investigator and the 

subject’s physician; 

 22. the extent of the investigator’s responsibility to provide medical services to the 

participant; 

 23. that treatment will be provided free of charge for specified types of research-related injury 

or for complications associated with the research, the nature and duration of such care, the 

name of the organization or individual that will provide the treatment, and whether there is 

any uncertainty regarding funding of such treatment; 

 24. in what way, and by what organization, the subject or the subject’s family or dependants 

will be compensated for disability or death resulting from such injury (or, when indicated, 

that there are no plans to provide such compensation); 

 25. whether or not, in the country in which the prospective subject is invited to participate in 

research, the right to compensation is legally guaranteed; 

 26. that an ethical review committee has approved or cleared the research protocol. 
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  CFR Element 1: A statement that the study involves research, an explanation 
of the purposes of the research and the expected duration of the subject’s par-
ticipation, a description of the procedures to be followed, and identification of 
any procedures which are experimental.  
 Specific considerations for pharmacogenomic studies: 

 A definition of “DNA” and “genes” and the heritable nature thereof should be 

presented in simple terms. For RNA-based studies, the nonheritable nature of RNA 

should be stated, although the direct derivation of RNA from DNA should be 

acknowledged. 

 A statement explaining the reason that DNA/RNA is being collected and how 

this will bring value to the clinical trial or to science in general, both in the short 

term and in the long term, should be included. In the case of definitive analyses, 

some key highlights on the relevance of specific endpoints that will be analyzed 

should be provided. If the samples are only being collected for tentative analyses, 

subjects should not leave with the impression that their samples will  definitely be 

analyzed. Some subjects may feel that the additional sample collection is not justi-

fied and may opt not to participate on these grounds. It should be clear that the 

results from the research will not be used in the subject’s medical care (where 

applicable). In the case of prescreening for trial eligibility, subjects should be 

informed that results of the genetic tests will be used to determine eligibility for 

the trial. 

 Although not part of the classical definition of pharmacogenomics, disease-

genetics studies may overlap with pharmacogenomic studies since genetic factors 

that determine disease etiology or subtype may influence response to drugs. It 

should therefore be clearly stated if research related to disease genes/loci will be 

conducted. 

 The procedure for collecting the genomic sample (e.g., blood draw, buccal swab, 

tumor or tissue biopsy), including the volume or size of the sample and the timing 

of sampling should be described. For RNA studies, it is often necessary to collect 

samples at multiple time points; therefore the number of samples, time points, and 

volume at each time point should be defined. 

 The scope of the intended use of the samples should be stated in order to define 

the boundaries of what can be done with the samples. This can range from the anal-

ysis of one or a few candidate genes/loci/transcripts that are related to the drug(s) 

or indication(s) under investigation to broader research that is not directly relevant 

to the trial. It is insufficient to state that “genetic research will be done on the sam-

ples.” Some ethics committees may require that these specific endpoints be listed in 

the informed consent, whereas others take the position that gene names are not 

meaningful to the nonexpert. One compromise is to make available the list of genes 

only upon a subject’s request. If large-scale or genome/transcriptome-wide investi-

gations might be conducted, this should be stated. In such cases, it is generally 

 sufficient to state that “thousands of genes/RNAs will be analyzed in relation to….” 

It can be useful in the case of commercially available analytical platforms to include 

the name of the platform and/or web link to allow easy access to the list of specific 

genes/transcripts that will be analyzed. 
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 If the samples will be retained for research in the future, this must be clearly stated, 

including both known uses and potentially unknown uses (if applicable). There have 

been many ethical discussions about the validity of consent for future unknown 

research on human tissue and samples from DNA biobanks  (21 ,  22) . Since there are 

still many unknowns associated with the information contained within the genetic 

code, subjects should be made aware that there is uncertainty about the information 

the samples could potentially yield in the future. Ideally and where possible, subjects 

should be given the opportunity to agree separately to the storage of samples for 

future research. The duration of sample retention, whether finite or indefinite, should 

be specified, as well as any possibility of the perpetuation of samples (e.g., whole-

genome amplification, creation of immortalized cell lines, etc.). 

 A statement describing the degree to which the tests can or cannot be used to 

make a diagnosis or treat a person for a certain disease should be included. For 

research-grade tests that cannot be used to make any diagnosis, the term “DNA 

research” is recommended over “genetic testing” since the latter comes with a 

diagnostic connotation (e.g., “genetic testing” for cystic fibrosis). 

 If additional clinical information is to be collected exclusively for the purpose of 

the pharmacogenomic research component (e.g., ethnicity information, family 

history, etc.), this should be stated, and the additional information should only be 

collected from subjects who choose to participate in DNA research. 

  CFR Element 2: A description of any reasonably foreseeable risks or discom-
forts to the subject.  

 Specific considerations for pharmacogenomic studies: 

 Physical risks: The physical risks associated with genomic sample collection are 

generally minor, since sampling customarily involves a blood draw or buccal swab, 

but should still be stated. If a more invasive sampling technique is required (e.g., 

tumor or tissue biopsy) the physical risks must be disclosed. Often, pharmacogenomic 

samples can be collected in tandem with other sample collections in the trial. However, 

any added risks associated with the collection of additional sample volumes/amounts 

intended specifically for pharmacogenomic purposes (if any) should be stated. 

 Emotional, psychological, financial, and social risks: The greatest perceived risk 

of genomic research is that of the potential for misuse of genetic information conse-

quent to intentional or unintentional disclosure to third parties or to the subjects 

themselves (or their relatives). For instance, genetic results revealing a higher risk 

for a certain disease for the subject or subject’s family can potentially be worrisome 

to some participants and, in theory, could have implications for insurability, employ-

ability, or eligibility for adoption, among other things. These potential risks should 

be stated, but should also be represented realistically and not be an overexaggeration 

that causes unnecessary alarm, which could have an unfounded negative impact on 

the conduct of the intended pharmacogenomic studies. Where genomic analyses are 

not of diagnostic grade, the potential for discrimination from misuse of the data is 

greatly reduced. Exploratory pharmacogenomic research generally does not fall 

under the category of “genetic testing” as understood by insurance companies (with 

some exceptions). In such a case, subjects should be informed that they would not 
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need to inform insurance companies that they had previously undergone genetic test-

ing, a parameter that is used in underwriting in some jurisdictions. 

 Ethics committee opinions vary considerably regarding the amount of detail to 

include under the risks section of the informed consent. However, as per the ICH 

 (23)  and the U.S. CFR  (17) , stated risks should be “reasonably foreseeable” and not 

an exhaustive list of what in theory could happen, particularly when there is no 

concrete history or evidence of such risks. Nevertheless, risks exceeding those of 

everyday life must be included in the consent process  (17) , although a statement 

that “the chance of this happening is very small,” may be appropriate. 

  CFR Element 3: A description of any benefits to the subject or to others which 
may reasonably be expected from the research.  

 Specific considerations for pharmacogenomic studies: 

 Pharmacogenomic studies generally offer limited direct benefit to the sample 

donor since investigations i) are not customarily conducted as part of clinical care, ii) 

are generally exploratory in nature, and iii) are not intended for the purpose of making 

diagnoses (with some exceptions). It should therefore be explained in the consent 

process that the information from the pharmacogenomic study may benefit others in 

the future by leading to the discovery of safer and more effective drugs or better 

understanding of the disease. The sense of helping the population at large should be 

highlighted. It cannot be ignored that clinical designs, such as dose selection based on 

genotype, could potentially benefit the patient by optimizing the dose for that patient, 

or by excluding subjects who might otherwise suffer predictable adverse events (e.g., 

excluding CYP2C9 poor metabolizers in a warfarin drug-drug interaction study). It is 

also conceivable that subjects who request their data may also follow up on these 

results in an accredited diagnostic setting and eventually learn information that could 

benefit them in the future (e.g., knowing one’s  CYP2C9  and  VKORC1  genotype in the 

event of future warfarin therapy). The use of diagnostic-caliber assays may also be of 

direct benefit to subjects. However, more commonly, analyses are conducted in 

research mode and the potential to benefit the subject is nominal. Rather, the likely 

benefit is to the scientific community or to the drug development process. 

  CFR Element 4: A disclosure of appropriate alternative procedures or courses 
of treatment, if any, that might be advantageous to the subject.  

 Specific considerations for pharmacogenomic studies: 

 Generally, for pharmacogenomic studies, the only alternative is not to partici-

pate. Where participation is mandatory, the alternative may be to participate in 

another trial for which there is no mandatory pharmacogenomic component. 

  CFR Element 5: A statement describing the extent, if any, to which confiden-
tiality of records identifying the subject will be maintained and that notes the 
possibility that the FDA may inspect the records.  

 Specific considerations for pharmacogenomic studies: 

 Information on sample coding and storage procedures should be described but 

should not be a lengthy discourse on processes (e.g., how a sample and correspond-

ing data are anonymized). A description of the impact of these procedures on 
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patient privacy is more useful and should be the emphasis. For example, in the case 

of anonymization, it would be sufficient to explain to participants that their sample 

will be labeled with a new number that is not linked to their original study number, 

which makes it very difficult (but not impossible) to link their genomic sample and 

data back to them. 

 Examples of safeguards to prevent unauthorized access to or loss of the samples 

should be provided, e.g., building card-key access, locked freezers, etc. It is not 

advisable to simply state that samples and data will be maintained securely and that 

confidentiality will be maintained. 

 Since the value of genomic samples increases with the number of samples, it has 

become common for samples to be shared or pooled among research groups. 

Policies for the sale, loan, donation, or transfer of samples to third parties, including 

research partners, biobanks, service providers, and commercial entities, should be 

stated. The type of research that may be conducted by these parties should also be 

mentioned as well as the possibility that samples will be sent to countries where 

privacy regulations may not be as stringent (if applicable, see below). 

 The degree to which access to data will be safeguarded, including a list of par-

ties who will or will not have access to the data and measures to control this 

access (e.g., secure databases, passwords, locked archives, policies, etc.) should 

be briefly stated. 

 A statement on publication and presentation of data, including the possibility of 

uploading genetic and clinical data into public databases, should be included. 

 The extent to which pharmacogenomic data and documentation will be segre-

gated from medical records should be addressed. 

  CFR Element 6: For research involving more than minimal risk, an explana-
tion as to whether any compensation and an explanation as to whether any 
medical treatments are available if injury occurs and, if so, what they consist 
of, or where further information may be obtained.  

 Specific considerations for pharmacogenomic studies: 

 Pharmacogenomic studies usually do not involve more than minimal physical 

risk, unless a tissue or biopsy sample is being collected exclusively for this purpose, 

in which case details of compensation or medical treatments in the event of injury 

should be stated. Otherwise, in keeping with improved readability and to avoid 

unnecessary repetition, it would be sufficient to explain in the pharmacogenomic 

informed consent that any medical injury sustained from the collection of the phar-

macogenomic sample will be handled in the same way as described for the main 

clinical trial. Since pharmacogenomic research potentially could involve other non-

physical risks, an explanation of what compensation would consist of in such a 

case, if any, should be provided. 

  CFR Element 7: An explanation of whom to contact for answers to pertinent 
questions about the research and research subjects’ rights, and whom to con-
tact in the event of a research-related injury to the subject.  

 In general, there are no specific considerations for pharmacogenomic studies. 
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  CFR Element 8: A statement that participation is voluntary, that refusal to par-
ticipate will involve no penalty or loss of benefits to which the subject is  otherwise 
entitled, and that the subject may discontinue participation at any time without 
penalty or loss of benefits to which the subject is otherwise entitled.  

 Specific considerations for pharmacogenomic studies: 

 In addition to stating that participation is voluntary, it is also important to specify 

whether participation is optional or mandatory. 

 A description of the process for withdrawal of consent and implications for eli-

gibility for the trial should be provided. Where participation is mandatory, it must 

be clear that withdrawal of consent from pharmacogenomic research would result 

in ineligibility for continued participation in the trial (if applicable). 

 The time frame during which a subject can withdraw from the pharmacogenomic 

component of the study should be defined, with mention of any conditions that 

would not allow sample destruction upon withdrawal from the trial (e.g., anonymi-

zation or pooling of samples or data). The available options for the fate of the sam-

ples upon withdrawal should be offered (e.g., samples will be maintained according 

to original consent, or samples will be destroyed). 

 An additional element of informed consent for pharmacogenomic studies that is 

commonly required by IECs and IRBs is a description of procedures for the return 

of research data to subjects and the implications thereof. The Pharmacogenetics 

Working Group has published detailed recommendations on the return of pharma-

cogenetic research data to research subjects  (24) . In brief, some important consid-

erations are i) the subjects’ right to know and their right not to know; ii) the extent 

to which the data are interpretable and the ability to make a diagnosis; iii) the condi-

tions under which the data will be generated (research versus diagnostic) and the 

consequent need to have tests repeated by an accredited diagnostic laboratory, not-

ing that diagnostic-caliber tests may not be available for the endpoints analyzed; 

iv) the implications of knowing one’s results (risks and benefits); v) the potential 

impact on family members should they learn of these results; and vi) access to 

genetic counseling. It is beyond the scope of this chapter to address each of these 

points. However, on a practical level, the overall approach that is currently most 

broadly accepted by ethics committees is to provide genomic research results to 

subjects only upon their explicit request, and this only after the limitations of the 

interpretability of the results have been clearly explained during the informed con-

sent process. If results are to be returned to subjects, the conditions under which this 

would occur, who might see these data, the risk of the data turning up in subjects’ 

medical files, and the degree of interpretability of the data and the potential impact 

on family members should be stated, including a statement about whether genetic 

counseling would be provided. In compliance with local regulations in some coun-

tries, ethics committees will not allow the return of genomic results to subjects 

unless the data were generated under conditions that allow clinically relevant inter-

pretations to be drawn. In such cases, subjects should be informed upfront that they 

will not be entitled to receive their data, including the reason for this restriction. 

 The informed consent requirements in the U.S. CFR regulations are not intended 

to preempt any applicable federal, state, or local laws which require additional 
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information to be disclosed for informed consent to be legally effective  (17) . 
Additional elements may include any of the 26 elements of informed consent from 

CIOMS or any other requirement that satisfies local laws and regulations  (25) . 
Ethics committees are entitled to impose additional requirements to ensure compli-

ance with institutional policy and local law. 

 The implementation of pharmacogenomic research in clinical trials does not end 

with the protocol and informed consent; additional documentation and infrastructure 

are required to successfully implement these studies in the context of clinical trials. 

Additional documentation minimally includes forms for withdrawal of consent, 

forms for coordinating data return to subjects, and templates for the accurate and 

consistent reporting of data. Also necessary are case report forms to capture consent 

status as well as information on local requirements (e.g., limitations on duration of 

storage) or any additional phenotypic data collected exclusively for the pharmacoge-

nomic component. Obviously, SOPs supporting sample and data processing and han-

dling, anonymization, and data return, and other relevant aspects, are recommended.   

  4 Considerations for Sample Collections  

 Because pharmacogenomic studies are being increasingly used to create and validate 

diagnostic and prognostic signatures and to support toxicological and functional stud-

ies that underlie the regulatory filings for new drug submissions, it is increasingly 

important to create standardized and robust methods for sample procurement and 

processing in addition to the parameters listed above. Correct sample identification 

requires error-free handling during all stages of sample collection and storage. 

Informatics systems should be specifically designed to register and track samples in 

addition to housing genomic and other data in a robust manner. All procedures related 

to sample acquisition intended for genomic research should be accompanied by 

guidelines or formal SOPs to ensure the quality and integrity of the samples and 

related data collected for these purposes. The following sections will outline proc-

esses that should ensure quality standards for sample procurement that will enable 

accurate and predictable data generation. Standardized procedures for sample collec-

tions during the conduct of clinical studies will significantly improve the reliability of 

the results obtained, while standardized isolation procedures for DNA, RNA, and 

protein will improve the overall quality of the results. The following sections describe 

multiple aspects to consider when collecting samples from multicenter clinical trials 

with the intent of conducting robust genomic and proteomic analyses worldwide. 

  4.1 Blood Samples 

 Blood samples are an excellent source of large amounts of DNA that can be used 

for genetic testing, either via candidate gene or genome-wide screens. In general, 
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whole blood is collected under standard conditions into vacutainer tubes containing 

EDTA and kept at room temperature or 4°C  for overnight shipments for  processing 

and/or storage. Alternatively, immediate processing and storage can be done at 

temperatures ranging from -20°C to  -70°C, although this method is not convenient 

for multicenter clinical trials. DNA yields are optimal when whole blood samples 

are immediately processed to isolate DNA. Whole blood samples stored at ambient 

temperatures for six days can be expected to produce up to 50% less DNA com-

pared to fresh sample processing  (26) . A 30–40% decrease in DNA yield was 

observed in samples stored for three to seven days at 4°C, compared to fresh extrac-

tions  (26 – 29) . Gustineich et al.  (27)  reported that DNA yield decreased by 

30–40% if the blood was frozen at -20°C while Cushwa et al.  (29)  observed a 41% 

decrease in DNA yield in samples stored at -20°C. DNA yields of samples stored 

at -70°C were shown to be comparable to yields from samples immediately isolated 

 (26) ,  (30) ,  (31) ; however, Ross and coworkers observed a 25% decrease in DNA 

yield after similar storage of samples at -70°C  (32) . In general, 150–250 µg of DNA 

can be isolated from 10 mL of whole blood  (33) , although some laboratories have 

noted higher yields (e.g., 100–200 µg/5mL whole blood)  (34) . 
 RNA can also be isolated from blood samples. For blood collection and preser-

vation, PAXgeneTM (PreAnalytiX GmbH, Switzerland) and CPTTM tubes (Becton 

Dickinson, NJ) have been widely used for whole blood and peripheral blood mono-

nuclear cell (PBMC) collections  (35)  intended for RNA isolation. Extensive mRNA 

changes are eliminated or markedly reduced when whole blood is stored in pre-

servatives contained in the PAXgeneTM tubes  (36) . The PAXgeneTM system offers a 

number of potential advantages that makes it highly attractive for multicenter clini-

cal studies, the primary one being ease of use  (36) . However, some investigators 

have shown  (37)  that there is increased noise and reduced responsiveness in the 

gene expression profiles derived from whole blood compared with a leukocyte iso-

lation protocol. These authors concluded that erythrocytes or reticulocytes and 

other nonleukocyte sources contribute an appreciable number of mRNA species in 

the whole blood collection system; but that simply removing the overabundant 

hemoglobin mRNA species does not result in a response pattern identical to that 

seen from  leukocyte isolations. 

 The goal of any RNA isolation procedure is to recover an RNA population that 

mirrors the biology of the sample at the time of collection. Problems associated with 

the extraction of biologically representative RNA arise primarily from the susceptibil-

ity of RNA to degradation by ubiquitous and catalytically potent RNases. Therefore, 

RNA preservatives should be added, since many RNA transcripts change gene 

expression levels when stored (e.g., in EDTA) within hours  (36 ,  38 – 40) . It is impor-

tant to note that the purity of the RNA as measured by A260/A280 is very consistent, 

even after extended storage of whole blood at ambient temperatures; and often the 

intactness of ribosomal RNA bands is also well maintained, although the underlying 

representation of many genes may have changed dramatically  (41) . As noted previ-

ously, it may be important to reduce the globin mRNA population  (42)  contributed 

from the reticulocytes portion of whole blood samples, especially since the globin 

mRNA can contribute significantly to background noise in microarray experiments.  
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  4.2 Tumor Biopsies 

 Paraffin embedded tumor samples are also utilized for pharmacogenomic studies. 

Formalin fixation and paraffin embedding is the standard tissue processing method 

used in many histopathology laboratories. This method allows for permanent pres-

ervation of tissues, easy storage, and optimal histological quality. However, formalin 

fixation may compromise the analysis of biomolecules, including DNA, mRNA, 

and proteins. Fresh frozen or immediately preserved tumor samples are preferred; 

however, samples prepared in this manner are not widely available. 

 A problem with the analysis of tumor samples is contamination of the samples 

by stromal cells (e.g., fibroblasts, myofibroblasts, and endothelial cells) and the 

surrounding normal cells. Even the most sophisticated genetic testing methods will 

be of limited value if the input material (nucleic acids) is not derived from suffi-

ciently pure populations of the cells of interest. To address this problem, Emmert-

Buck and colleagues introduced the laser capture microdissection (LCM) system  
(43)  in 1996. LCM can be used to specifically obtain tumor tissue from surrounding 

normal tissue, whereby each laser pulse selectively transfers one small focal region 

of tissue or cell cluster to film contained on a slide  (43) . This methodology does not 

adversely affect the ability to perform polymerase chain reaction (PCR) or other 

enzyme activity assays  (43) . The success of LCM is illustrated by the large number 

of studies utilizing this technique for a broad range of downstream applications, 

such as loss of heterozygosity analysis (LOH), comparative genome hybridization 

(CGH) array analysis, methylation specific PCR, real-time (RT) quantitative 

(q)-PCR, expression microarrays, cDNA library construction, etc. In oncology, the 

genetic analysis of premalignant lesions has potential clinical implications, since 

these mutations represent an intermediate step of tumor progression from normal 

cells to cancer and may provide information with respect to malignant transforma-

tion. Analysis of these samples may also allow identification of multiple mutations 

(signatures or classifiers) that are associated with response to drug treatment. 

 RNA analyses can also be performed on samples obtained from LCM sections; 

however, the RNA yield is generally low and control of RNA quality is necessary to 

avoid misinterpretation of the gene expression results. Additionally, the elevated 

temperatures required for paraffin embedding are known to reduce the quality and 

yields of RNA. The use of different fixatives also has a significant effect on RNA 

integrity. Ethanol fixation and paraffin embedding of tissue specimens is not optimal 

for high-throughput mRNA expression analysis  (44) ; however, RT-PCR for specific 

genes can be performed on these samples. Kim et al.  (45)  showed that methacarn, a 

combination of methanol, chloroform, and acetic acid, was the optimal fixative for 

RNA studies; while Vincek et al.  (46)  showed that RNA can be adequately preserved 

in a new universal molecular fixative (UMFIX, Sakura Finetek USA, Inc., Torrance, 

CA). Other factors that can alter the integrity of RNA are the age of the paraffin block 

and the length of time that the samples have been stored. RNA extracted from 

archived FFPE blocks that are older than 10 years is typically about 100 nucleotides 

in length. However, newer microarray designs for genome-wide profiling of FFPE 
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samples from vendors such as Affymetrix allow the interrogation of smaller target 

sequences compared to standard gene chip arrays  (42) . 
 Fresh tumor tissue can also be preserved by flash freezing in liquid nitrogen or 

by the use of RNALater™ (PreAnalytix GmbH, Switzerland). RNALater is more 

convenient for multicenter clinical trials, since tissue can be stored in RNALater 

at room temperature for up to three days without introducing any systematic 

changes in gene expression as measured in microarray experiments  (47) . Protection 

of RNA in tumor samples has been previously accomplished by immediate lysis 

using high concentrations of detergents and/or chaotropic agents and organic sol-

vents such as TRI reagent® (Applied Biosystems, CA). These methods are com-

plex to use at the point of care and suffer from low sample throughput. Flash 

freezing of samples in liquid nitrogen and transport on dry ice are impractical in 

most clinical settings as well.  

  4.3 Serum/Plasma (Proteomic Analyses) 

 Proteomic analyses often complement genomic analyses and include interrogation 

of the entire proteome or portions of the proteome. The impact of preanalytical 

variables, ranging from patient posture to sample timing and tube type, on the qual-

ity of laboratory results for many protein measurements is well recognized  (48) . In 

addition, other preanalytical aspects, such as centrifugation (speed, time, and tem-

perature), storage time and temperature, and exposure to freeze-thaw cycles, are 

important. The direct effect of tube additives such as silicones, surfactants, and 

plasticizers on some analyses may be factors as well  (49) . 
 These issues were focused on in the HUPO Plasma Proteome Project  (50) . Within 

this project, comparison of serum and plasma specimens was done with respect to the 

human proteome. Serum samples were clotted by glass/silica-based activation and 

plasma specimens were derived using the three most common anticoagulants, namely, 

potassium-EDTA, lithium-heparin, and sodium citrate. The effects of storage were 

tested under various time and temperature conditions, and it was found that no major 

differences were observed between storage at −20°C, −80°C, and liquid nitrogen over 

two months time as detected by surface-enhanced laser desorption/ionization time-

of-flight mass spectrometry (SELDI-TOF); however, there were differences at both 

room temperature and refrigerated storage. Since serum generation relies on a bio-

chemical process, it is reasonable to expect that various parameters, such as tempera-

ture after sample collection, time for  sample processing/clot formation, or medication 

of patients, can alter the peptide content of serum. These issues are difficult to stand-

ardize in routine clinical practice. 

 Therefore, the use of serum samples for peptidomic mono/oligo-biomarker dis-

covery should be avoided in most cases. Serum peptide patterns have been used 

for prediction of early stage cancers, and a debate about this approach is ongoing 

 (51 – 54) . At this time it is not clear whether the proteomic patterns reflect directly 

disease related peptides, or peptides that are generated due to secondary effects 
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during  ex vivo  coagulation. The choice of sample type is dependent on downstream 

analyses. Each of the individual sample types, serum, EDTA-plasma, heparin-

plasma, and citrate plasma, exhibit shortcomings. EDTA forms soluble complexes 

with metal ions and should not be utilized if the endpoint measurement involves 

assays requiring divalent cations such as Mg2+ or Ca2+. Heparin can interfere in 

affinity processes such as SELDI-TOF analysis since it competes for binding of 

molecules to charged surfaces. Citrate can bind calcium and may falsely lower 

immunoassay measurements of multiple analytes  (55 – 57) . Protease inhibitors may 

protect plasma proteins as early as phlebotomy procedures, and protease inhibitor 

use seems likely to provide a more reproducible sample. However, some inhibitors 

have the potential to alter proteins, and thus consideration of the desired analytical 

outcome is important.   

  5 Global Regulatory Considerations for Sample Collections  

  5.1 Country-Related Regulatory Considerations 

 Consideration of all the parameters discussed in the previous section should lead to 

standard collection procedures for sample procurement that will allow more robust 

downstream analyses. Emphasis on the quality measures taken for sample procure-

ment may also assist with obtaining approval from relevant regulatory bodies for the 

intended genomic or proteomic research. As addressed in previous sections, many 

issues may be encountered in the pharmacogenomic protocol approval  process. 

Other questions that may potentially arise relate to the processes surrounding sam-

ple acquisition and the degree of validation of the assay that will be used to analyze 

the samples. Efforts are currently ongoing to harmonize regulations for genomic 

sample collections; however, it may be well into the future before harmonization 

does occur. Because country-specific, local, and regional regulations continually 

change, it is recommended that one acquire and review specific country-related 

 regulations prior to implementing a pharmacogenomic study at a particular site. 

Some countries regulate sample importation or exportation to stimulate commerce 

or to control data generation from ethnically derived sample sets. Some countries 

require importation or exportation application procedures that can be lengthy, and 

delays in sample procurement should be anticipated in these cases. Additionally, 

limits can be placed on the type of research, location of sample storage, coding of 

samples, and the rights to sample data. The following barriers can be expected to be 

encountered, either because of local regulations superseding country-level regula-

tions or because of  differences in the interpretation of specified regulations: 

   •  Limitations on exploratory research: Argentina, Canada  

 •  Prohibition of mandatory research: Korea, Spain  

 •  Requirements for decriptions of research: Chile (requires gene listing)  

 •  Requirements for a separate protocol describing research: Brazil, Thailand  
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 •  Separate approval bodies that require extensive time for review and approval: 

Australia, France, Israel, Netherlands  

 •  Prohibition of anonymization: Brazil, Italy  

 •  Limitations to location for sample banking: Iceland, Sweden  

 •  Limitations to length of storage time: Italy, Netherlands  

 •  Prohibition of sample storage: Malaysia, Taiwan, Thailand  

 •  Requests for length of sample storage: Australia, Belgium  

 •  Limitations or applications necessary for export: China, India, Spain  

 •  Limitations to length of time samples can be outside country: Sweden  

 •  Allowances for subject to request results of research: Brazil     

  5.2  Ongoing Efforts for Education and Policy Change 
Related to Sample Acquisition 

 To address some of these specific issues concerning global sample acquisitions, 

various groups have emerged to provide information in public forums that may 

assist in leading to harmonization of regulations across countries. These groups 

include (but are not limited to) the Pharmacogenetics Working Group, the European 

Federation of Pharmaceutical Industries and Associations, the Pharmacogenetics 

Research Network, the Council for International Organizations in Medical Sciences 

Working Group on Pharmacogenetics, the AAPS Pharmacogenetics and 

Pharmacogenomics Focus Group, and the Pharmacogenetics for Every Nation 

 Initiative. The activities of these groups are described below. 

 The Pharmacogenetics Working group (PWG,   http://www.pharmacogenetics

working group.org    ) is a voluntary and informal association of pharmaceutical com-

panies engaged in research in the science of pharmacogenetics. This group initially 

formed in response to regulatory requests for noncompetitive information from the 

industry. It provides information intended to promote a better public understanding 

of pharmacogenetic research and its development  (19 ,  24 ,  58 ,  59) . The PWG works 

with the U.S. FDA, the EMEA, and regulators and various policy groups to provide 

information on noncompetitive issues related to pharmacogenetic research. The 

European Federation of Pharmaceutical Industries and Associations (EFPIA) has a 

pharmacogenomics task force. There is overlap in the membership between the 

EFPIA task force and the PWG. This task force does not currently have a separate 

website. 

 The Pharmacogenetics Research Network (  http://www.nigms.nih.gov/pharma

cogenetics    ,   http://www.pharmgkb.org/    ), associated with NIH-NIGMS (National 

Institutes of Health-National Institute of General Medical Science), enables a  network 

of multidisciplinary research groups to conduct studies addressing research questions 

in pharmacogenetics and pharmacogenomics in order to ultimately  populate a knowl-

edge base (PharmGKB) with data. The long-term goal of this group is to translate this 

knowledge and identify safe and effective drug therapies for individual patients. 

Among its other goals is to interact with and influence the wider community of 

http://www.pharmacogenetics working group.org
http://www.pharmacogenetics working group.org
http://www.nigms.nih.gov/
http://www.pharmgkb.org/
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 scientists in academia, industry, and government regulatory agencies in order to 

advance the field of pharmacogenetics. 

 Another group of interest is the Council for International Organizations in Medical 

Sciences, Working Group on Pharmacogenetics (CIOMS,   http://www.cioms.ch).     Of 

note, CIOMS has issued the “International Ethical Guidelines for Biomedical 

Research Involving Human Subjects” (developed in conjunction with WHO), which 

was published in 1993. The Working Group on Pharmacogenetics, which includes 

senior scientists from ten drug regulatory authorities and ten pharmaceutical compa-

nies, plus experts from WHO and academia, formed to consider drug development 

and the regulatory, ethical, educational, and economic issues related to pharmacoge-

netics. The findings and recommendations of the CIOMS-WGP have been presented 

at many international conferences in Europe, Japan, and the U.S. 

 The goal of the AAPS Pharmacogenetics and Pharmacogenomics Focus Group 

(  http://www.aapspharmaceutica.com/inside/focus_groups/PGX/index.asp)     is to 

provide a forum for information exchange on developments in pharmacogenetics and 

pharmacogenomics. They do this by generating yearly themes in these areas in the 

 AAPS Journal , and by organizing symposia, workshops, roundtables, and guest 

speaker programs. The goals are to develop a knowledge base in pharmacogenetics 

and pharmacogenomics research, and to facilitate communication between academia, 

biotechnology, genomics firms, pharmaceutical companies, and  regulatory agencies. 

 Finally, the Pharmacogenetics for Every Nation Initiative (PGENI,   http://

pgeni.unc.edu)     has formed with four goals: i) to enhance the understanding of 

pharmacogenetics in the developing world, ii) to help build local infrastructure 

for future pharmacogenetic research studies, iii) to provide guidelines for medical 

prioritization for individual countries using pharmacogenetic information, and iv) 

to promote the integration of genetic information into public health decision 

 making processes. 

 These and many other organizations are working towards the goal of providing 

comprehensive knowledge in the fields of pharmacogenetics and pharmacogenom-

ics. It is anticipated that the activities of these groups may influence regulations 

applicable to genomic research, leading to harmonization of those regulations for 

samples intended for genomic analysis, as described above. It is hoped that such 

harmonization will occur in the near future, especially considering that a vast 

amount of genomic information is being captured and interpreted with the intent of 

personalizing medicine, in order to reduce unnecessary adverse events and to 

increase drug efficacy in individual patients. 

 In conclusion, many regulatory and operational considerations should take prec-

edence over study start-up activities, when the intent is to acquire as many samples 

of high quality as possible for pharmacogenomic analysis. As discussed above, 

specific issues that may be encountered in the pharmacogenomic protocol approval 

process include inquiries related to: 

   •  the intended use of samples collected for pharmacogenomic analyses,  

 •  the length of time samples will be stored,  

 •  sample coding procedures,  

http://www.cioms.ch
http://www.aapspharmaceutica.com/inside/focus_groups/PGX/index.asp
http://pgeni.unc.edu
http://pgeni.unc.edu
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 •  management of the data collected,  

 •  the maintenance of subject privacy and confidentiality,  

 •  the physical sample storage location and the conditions under which samples are 

stored,  

 •  allowance for and limitations on withdrawal of consent and sample destruction,  

 •  limits on access to the sample data,  

 •  reporting of results to individual subjects (and potentially genetic counseling),   

 •  publication policies and the dissemination of results.    

 Since country-specific, local, and regional regulations continually change, it is rec-

ommended that one acquire and review specific regulations prior to placing a pharma-

cogenomic study. In addition, emphasis should be placed on standardizing global 

sample acquisition and handling procedures to ensure acquisition of samples of the 

highest quality and integrity for all intended downstream genomic applications.    
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     Chapter 3   
    Pharmacogenomics 

 The Regulatory Environment 
and Labeling Implications 

        Myong-Jin   Kim ,        Shiew-Mei   Huang ,        Atiqur Rahman ,   
   Felix   W.   Frueh     , and    Lawrence   J.   Lesko     

    Abstract   The use of pharmacogenomic information has opened new  opportunities 

in drug discovery and development. The FDA has undertaken several initiatives to 

promote and exchange ideas in the field of pharmacogenomics as a key opportunity 

for the critical path. In this chapter, a regulatory science perspective of pharmacoge-

nomics is discussed addressing the critical aspects of pharmacogenomics in drug 

development, drug therapy, regulatory decision making, and labeling implications. 

 The mission of the U.S. Food and Drug Administration (FDA) is to protect and 

advance the public health, and encourage scientific innovations to develop safe and 

effective drugs  (1) . However, the FDA’s efforts to achieve this critical mission can 

be challenging because of rapidly emerging science and technology. To bridge the 

potential gap between scientific innovations and translating them into clinical use, 

the FDA has undertaken several initiatives to promote and exchange ideas and 

information in the field of pharmacogenomics. The FDA’s “personalized medicine” 

initiatives make use of pharmacogenomics—the science that predicts a response to 

drugs based on a patient’s genetic makeup. 

 Individualized therapy based on pharmacogenomics could be important in drug 

development. Pharmacogenomics has the potential to identify sources of  interindividual 

variability in drug responses that affect the efficacy and safety of drugs. In addition, 
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pharmacogenomics/pharmacogenetics can provide a key opportunity to improve the 

safety outcomes of existing therapies. For example, drugs with a narrow therapeutic 

range, such as warfarin and irinotecan, can benefit from this emerging science. By 

integrating the use of pharmacogenomics into routine clinical practice, pharmaco-

genomics can help to individualize therapy with the intent of maximizing effective-

ness and minimizing risk (i.e., improve the benefit/risk ratio)  (2) . 
 In this chapter, a regulatory science perspective on pharmacogenomics will be 

discussed to address the critical aspects of pharmacogenomics in drug develop-

ment, drug therapy, and regulatory decision making.  

  Keywords   FDA ,  Personalized Medicine ,  Critical Path ,  Pharmacogenomics , 

 Pharmacogenetics    

   1  The Integration of Pharmacogenomics into the Continuum 
of Drug Development  

 The “productivity problem”  (3) , as mentioned in the FDA’s critical path whitepaper 

entitled “Innovation or Stagnation”  (4) , is evident by the number of new drug and 

 biologic applications submitted to the FDA. During the last several years, this number 

has declined significantly (Fig. 3. 1 )  (4) . In 2006, only 23 new drugs were approved by 

  Fig. 3.1    Ten-year trends in major drug and biological product submissions to FDA       
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the FDA  (5) . However, the costs of these product developments have increased over 

the last decade  (4) ,  (6) . This is indicative of the applied sciences lagging behind the 

tremendous advances in the basic sciences. So the question is, can greater use of phar-

macogenomics and pharmacogenetics help to reduce the “productivity problem”? 

There are alternative strategies that have the potential to lead to improved productivity 

by using molecular biomarkers to enrich clinical trials with known responders, to 

exclude those at risk for serious adverse events, and to individualize dosing to genetic 

profiles of individuals  (5) . Pharmacogenomic biomarkers can be used to identify 

potential responders of a drug product. By stratifying patients by biomarker status in a 

dose-finding study, a target dose for a specific population can be obtained for phase 2, 

and subsequently phase 3, efficacy trials, thereby increasing the probability of success 

and regulatory approval of the drug. Therefore, genetic and genomic factors together 

with environmental factors can be useful in determining interindividual variability in 

drug responses and can help in optimizing drug development.    

  2  The FDA’s Initiatives to Facilitate Use of Pharmacogenomics 
in Drug Development and Clinical Practice  

 The integration of pharmacogenomics into routine clinical practice remains a major 

challenge. The FDA has undertaken several initiatives to facilitate such integration. In 

2002, the agency published a paper that described a regulatory perspective on the oppor-

tunities and challenges of integrating pharmacogenomics into drug development and 

regulatory decision-making  (7) . In May 2002, the agency held a workshop, cosponsored 

by pharmaceutical industry groups, to identify key issues associated with the  application 

of pharmacogenetics and pharmacogenomics to drug development. Subsequently, the 

FDA published a draft “Guidance for Industry: Pharmacogenomic Data Submissions” 

in November 2003 and received public comment on it. Additionally, the FDA has 

 coordinated its efforts with the pharmaceutical and biotechnology industry groups to 

convene a series of public pharmacogenomic workshops  (8 – 10) . The objective of these 

workshops was to discuss the status of pharmacogenomic technology, the use of phar-

macogenomics in drug development, and the specific strategies that are most needed for 

using pharmacogenomics as a tool to facilitate more efficient and effective research 

along the critical path of drug development. 

  2.1 FDA Critical Path Initiatives 

 In March 2004, the FDA released a white paper entitled “Innovation or Stagnation: 

Challenge and Opportunity on the Critical Path to New Medical Products”  (4) . The 

concept of this white paper was to bring attention and focus to the need for targeted 

scientific efforts to modernize the tools, techniques, and methods used to evaluate the 

safety, efficacy, and quality of drug products. The critical path is defined as the 
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path from candidate selection to product launch, and it defines the potential bot-

tlenecks in bringing a product to market. The focus of the critical path initiative is 

to identify ways to update the product development infrastructure for drugs, bio-

logics, and devices, and the evaluative tools currently used to assess the safety and 

efficacy of new medical products. It describes the urgent need to build bridges 

among constituencies, including the FDA, other government agencies such as the 

National Institutes of Health, and the academic or private sectors, to modernize the 

development process for medical products—the critical path—to make product 

development more predictable and less costly. As a scientific opportunity to 

improve the critical path, the use of pharmacogenomics can provide insights into 

the stage of a disease, disease  progression, drug response, and drug dose require-

ments, and thereby lead to the development of tests to predict clinical outcomes 

more reliably  (6) .   

  3  The Use of Pharmacogenomics and Pharmacogenetics 
in Drug Development  

   3.1 New Drug Development 

 The FDA, as a regulatory agency, has a responsibility to provide a consistent policy 

and framework for pharmacogenomic data collection, submission, and assessment. 

In order to address this much needed guidance for stakeholders, the agency pub-

lished “Guidance for Industry: Pharmacogenomic Data Submissions” in March 

2005  (2) . The main purpose of this guidance is to promote the use of pharmaco-

genomics in drug development and to encourage open and public sharing of data 

and information on pharmacogenomic test results. In general, the guidance 

addressed the following: (a) when to submit pharmacogenomic data to the Agency; 

(b) what format and content to provide for submissions; and (c) how and when the 

genomic data would be used in regulatory decision making. 

 More specifically, this guidance laid out the cases when the regulations required 

pharmacogenomic data to be submitted and when the submission of such data 

would be on a voluntary basis. Depending on the cases, a complete report of phar-

macogenomic studies, an abbreviated report, or a synopsis would be submitted. In 

addition, the guidance addressed when the pharmacogenomic data would be con-

sidered sufficiently reliable to serve as the basis for regulatory decision making, 

when it would be considered only supportive to a decision, and when the data 

would not be used in regulatory decision making. 

 The guidance defined categories of biomarkers as exploratory, probably valid, 

and known valid biomarkers. Although most pharmacogenomic measurements are 

not considered valid biomarkers, many of those related to drug metabolism have 

well established mechanistic and clinical significance and are currently being inte-

grated into drug development and clinical practice (Table 3. 1 )  (11) . These valid 

biomarkers are defined as being measured in an analytical test system with well 

established  performance characteristics. They have an established scientific 
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 framework or body of evidence that elucidates the physiologic, pharmacologic, 

toxicologic, or clinical significance of the test results. A probably valid biomarker 

is a biomarker that is measured in an analytical test system with well established 

performance characteristics and for which there is a scientific framework or body 

of evidence that appears to elucidate the physiologic, toxicologic, pharmacologic, 

or clinical significance of the test results. Table 3. 2  shows the list of DNA-based 

biomarkers of enzyme or transporter activity currently considered as exploratory 

biomarkers.    
 The guidance gives three decision algorithms or decision trees based on the 

categories of biomarkers and the stage of drug development. These decision trees 

can be used to determine when genomic data can be submitted voluntarily, and 

when submissions of the data are required by FDA regulations. One of the deci-

sion trees from the guidance that illustrates the process for submitting pharma-

cogenomic data to an Investigational New Drug Application (IND) is shown as 

an example (Fig. 3. 2 )  (2) .   
 In addition, the guidance describes the format for submitting such data. The fol-

lowing is a hypothetical scenario in which a full report of pharmacogenomic data 

is required for a New Drug Application (NDA) submission  (11) . 
  A sponsor conducted a phase 3 clinical trial of a New Molecular Entity (NME) 

in patients with the target indication. The NME is metabolized primarily by 
CYP2D6 to an active metabolite equipotent to the parent molecule. The sponsor 
genotyped a randomly selected subset of the patients for their CYP2D6 alleles to 
explore the association between genotype, drug dosing, and clinical outcome. The 
results showed minor differences in clinical outcomes among the genotypes. 
The information was included in the proposed labeling in the NDA submission.      

 Table 3.1    DNA-based biomarkers of enzyme activities considered as valid biomarkers   

 Enzyme  Model drugs  Outcome measures  Study results 

 CYP2C9  Warfarin  Maintenance dose, Time 

to reach stable dosing  

 Patients with *2 and *3 maintained 

with lower doses and took longer 

time to reach stable dosing 

 CYP2C19  Proton pump 

inhibitors 

 Plasma levels 

Gastric pH

 Gastroesophageal reflux 

disease cure rate 

 Higher in PM (20 mg) 

 Higher dose (40 mg ) showed 

no difference 

 CYP2D6  Codeine 

  Atomoxetine 

 Morphine formation 

Analgesic effects 

 Pharmacokinetic measure 

 Higher in EM 

 PM higher AUC (10-fold) 

 UGT1A1  Irinotecan  Grade 3/4 neutropenia 

 Pharmacokinetic param-

eters (AUC ratio of 

SN38G/SN38) 

 UGT1A1 7/7 and 6/7 more

frequent than 6/6 

 UGT1A1 *28 and *6 

with reduce ratios 

 TPMT  6-MP  Dose-limiting 

hematopoietic toxicity 

 More in TPMT deficiency 

or heterozygosity 

    UGT 1A1: uridine diphosphate glucuronosyl transferase 1A1; TPMT: thiopurine methyl trans-

ferase; SN-38: an active metabolite of ironotecan: SN-38G: a glucuronide metabolite of SN-38.  
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  4  Examples of How Genetic Information Can Be Used 
in the Product Labels  

 As one way to protect public health, the FDA provides safety and efficacy informa-

tion of drugs in the product package inserts. Several examples of drug labels with 

pharmacogenetic information are discussed below. 

   4.1 Labeling Implications 

 Labeling of approved drug products must be in the format prescribed by the Code 

of Federal Regulations (21 CFR 201.56). In a final rule of physician labeling, new 

 Table 3.2    DNA-based biomarkers of enzyme or transporter activity currently considered as 

exploratory biomarkers  

 Enzyme/

transporter  Model drugs  Outcome measures  Study results 

 CYP3A4  Testosterone  In vitro metabolism 

rate 

 *17 lower activity while *18 

higher activity 

 CYP3A5  Tacrolimus 

Cyclosporine 

 Pharmacokinetic 

parameters 

 *3 (non-expressor) associated 

with higher trough plasma 

concentrations 

 CYP2B6  Efavirenz  Pharmacokinetic 

parameters 

 *6 homozygous associated with 

higher plasma concentrations 

 CYP2C8  Repaglinide  Pharmacokinetic 

parameters 

 *3 associated with lower plasma 

concentrations 

 CYP2A6  Nicotine  Pharmacokinetic 

parameters 

 *7, *10 associated with higher 

nicotine and lower cotinine 

plasma concentrations 

 ABCB1 

(MDR1) 

 Digoxin  Pharmacokinetic 

parameters 

 TT homozygous C3435T 

associated with higher 

plasma concentrations 

 Fexofenadine  Pharmacokinetic 

parameters 

 TT homozygous C3435 associated 

with lower plasma concentra-

tions 

 Nelfinavir 

Efavirenz  

 Pharmacokinetic 

parameters & 

Immune recovery 

 TT homozygous C3435 associated 

with lower plasma concentra-

tions, and greater rise in CD4 

responses 

 Antiepileptic 

drugs 

 Clinical responses  CC homozygous C3435 associated 

with drug-resistant epilepsy 

 ABCA1  Atorvastatin, 

Simvastatin, 

Pravastatin 

 LDL-cholesterol 

lowering 

 Higher adjusted mean change 

in certain HAP markers 

 OATP-C  Pravastatin  Pharmacokinetic 

parameters 

 *15 associated with lower 

clearance 

    ABCB1: ATP-binding cassette family (ABC) B1, multi-drug resistance. (MDR1) a human gene that 

encodes P-glycoprotein; MRP: multi-drug resistance protein. OATP-C: organic anion transporting 

peptide-C.  
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content and format requirements are described for the labeling of human prescription 

drug and biological products  (12) . Pharmacogenomic data and related informa-

tion can be described in the following sections as appropriate: Indications and 

Usage, Dosage and Administration, Contraindications, Warnings and Precautions, 

Adverse Reactions, Clinical Pharmacology, Drug Interactions, and Use in Specific 

Populations. 

No required submission needed;
VGDS encouraged 

Animal or human PG
Study Results 

Meets
1 or 2 below?

Meets
3 below?

Full report to IND

Abbreviated report to
IND 

Y

Y

N

N

  Fig. 3.2    An example of a decision tree for submitting pharmacogenomic data during the IND stage       

  Pharmacogenomic data must be submitted to the IND under § 312.23 if ANY of the following apply: 
   1.    The test results are used for making decisions pertaining to a specific clinical trial, or in an 

animal trial used to support safety (e.g., the results will affect dose selection, entry criteria into 

a clinical trial safety monitoring, or subject stratification).   

  2.    A sponsor is using the test results to support scientific arguments pertaining to, for example, 

the pharmacologic mechanism of action, the selection of drug dosing, or the safety and effec-

tiveness of a drug.   

  3.    The test results constitute a known, valid biomarker for physiologic, pathophysiologic, pharma-

cologic, toxicologic, or clinical states or outcomes in humans, or is a known valid biomarker for 

a safety outcome in animal studies or a probable valid biomarker in human safety studies. If the 

information on the biomarker (example, human CYP2D6 status) is not being used for purposes 

1 or 2 above, the information can be submitted to the IND as an abbreviated report.     

   Submission to an IND is NOT required, but voluntary submission is encouraged (i.e., informa-
tion does not meet the criteria of § 312.23) if 

   4.    Information is from exploratory studies or is research data, such as from general gene expres-

sion analyses in cells/animals/humans, or single nucleotide polymorphism (SNP) analysis of 

trial participants.   

  5.    Information consists of results from test systems where the validity of the biomarker is not 

established.     
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  If evidence is available to support the safety and effectiveness of the drug only 
in selected subgroups of the larger population with a disease, the labeling shall 
describe the evidence and identify specific tests needed for selection and monitor-
ing of patients who need the drug (21 CFR 201.57) .   

 When patients of a certain genotype show different clinical responses to drugs or 

biologic products, relevant genomic information may be included in the different sec-

tions of labeling. If a genetic test is required prior to prescribing a drug or biologics 

for a patient or to select a particular dose, pharmacogenomic information may be 

included in the “Indications and Usage” section (e.g., Herceptin). Other relevant 

information should be placed in the different sections of the label as appropriate 

(e.g., HER2 testing under “Precautions,” HER2 detection under “Clinical Studies”). 

When dose reduction is recommended for the specific genotype groups, genetic infor-

mation can be placed in the “Dosage and Administration” and “Warnings” sections 

(e.g., Purinethol) with relevant information in other sections such as “Clinical 

Pharmacology,” “Laboratory Test,” and “Adverse Reactions.” For drugs with no seri-

ous adverse events associated with genetics, the genetic information in the package 

insert can still add useful information so that a patient may avoid or be aware of non-

serious adverse events through genetic testing. Such information may be placed in the 

“Clinical Pharmacology,” “Drug Interactions,” “Laboratory Test,” “Special 

Populations,” or “Adverse Events” sections of the label (e.g., Strattera)  (11) . 
 The knowledge of pharmacogenomics can be applied in drug development, but 

many approved drugs can also benefit from it by understanding how genetics may 

affect the benefit/risk ratio of the drug. Examples of approved drugs that could 

benefit from applying pharmacogenetic information into clinical practice are 

6-mercaptopurine (6-MP), azathioprine, irinotecan, and warfarin. These drugs have 

a narrow therapeutic range, wide interindividual variability in dosing requirements, 

and  serious adverse events  (6) . In recent years, the product labels of 6-MP, 

 azathioprine, irinotecan, and warfarin have been revised to include genetic informa-

tion. The  relabeling efforts to include pharmacogenetics in the product labels are 

important, since one of the Agency’s missions is to protect public health in sub-

groups of the population who may benefit from the drug as mandated by the 

regulation. 

 In recent years, there have been an increased number of product labels with 

pharmacogenomic information  (13) . Some of the examples are described below to 

show how pharmacogenetics can help to optimize the benefit/risk ratio and improve 

safety profiles. 

   4.1.1 Azathioprine and 6-Mercaptopurine (6-MP) 

 Azathioprine (Imuran®) is indicated as an adjunct for the prevention of rejection in 

renal homotransplantations, and for the management of active rheumatoid arthritis to 

reduce signs and symptoms  (14) . 6-MP (Purinethol®) is indicated for maintenance 

therapy of acute lymphatic (lymphocytic, lymphoblastic) leukemia as part of a com-

bination regimen  (15) . Azathioprine is metabolized to 6-MP, a substrate of thiopurine 
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methyltransferase (TPMT). TPMP is a polymorphic enzyme and it is responsible for 

converting 6-MP into  inactive metabolite, methyl-6-MP (6-MeMP). About 10% of 
Caucasians and African-Americans have intermediate TPMT activity whereas 
0.3% of them have low or absent activity. Patients with intermediate or low/
absent TPMT activity are at increased risk of myelotoxicity if a conventional 
dose of azathioprine or 6-MP is administered.  It is important to continue monitor-

ing white blood cell counts in patients receiving azathioprine and 6-MP. TPMT test-

ing, when combined with other tests and observations, can lead to higher-quality 

decisions about drug selection and drug dosing that will further decrease the risk of 

severe and preventable bone-marrow toxicity and yet provide the desired benefit from 

the therapy. 

 In July 2003, the FDA Pediatric Subcommittee of the Oncology Drug Advisory 

Committee (ODAC) discussed the pharmacogenetics of 6-MP and whether relabe-

ling with genetic information was warranted  (16) . Based on the evidence presented, 

the subcommittee recommended that the label of 6-MP should be updated with 

TPMP genetic information. According to the ODAC recommendation, Purinethol 

and subsequently, Imuran product labels were revised to include TPMT genetic 

information in July 2004 and July 2005, respectively. For the Imuran product label, 

pharmacogenetic information about TPMP was included in the “Clinical 

Pharmacology,” “Warnings,” “Adverse Events,” and “Dosage and Administration” 

sections of the label  (14) . 

  Clinical Pharmacology 
  6-MP undergoes two major inactivation routes. One is thiol methylation, which is 
catalyzed by the enzyme thiopurine S-methyltransferase (TPMT), to form the inac-
tive metabolite methyl-6-MP (6-MeMP). TPMT activity is controlled by a genetic 
polymorphism. For Caucasians and African Americans, approximately 10% of the 
population inherit one non-functional TPMT allele (heterozygous) conferring inter-
mediate TPMT activity, and 0.3% inherit two TPMT non-functional alleles 
(homozygous) for low or absent TPMT activity. Non-functional alleles are less 
common in Asians. TPMT activity correlates inversely with 6-TGN levels in 
 erythrocytes and presumably other hematopoietic tissues, since these cells have 
negligible xanthine oxidase (involved in the other inactivation pathway) activities, 
leaving TPMT methylation as the only inactivation pathway. Patients with 
 intermediate TPMT activity may be at increased risk of myelotoxicity if receiving 
conventional doses of IMURAN. Patients with low or absent TPMT activity are at 
an increased risk of developing severe, life-threatening myelotoxicity if receiving 
conventional doses of IMURAN. TPMT genotyping or phenotyping (red blood cell 
TPMT activity) can help identify patients who are at an increased risk for 
 developing IMURAN toxicity.   

  Warnings 
  Patients with intermediate thiopurine S-methyl transferase (TPMT) activity may 
be at an increased risk of myelotoxicity if receiving conventional doses of 
IMURAN. Patients with low or absent TPMT activity are at an increased risk of 
developing severe, life-threatening myelotoxicity if receiving conventional doses 
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of IMURAN. TPMT genotyping or phenotyping can help identify patients who 
are at an increased risk for developing IMURAN toxicity.   

  Laboratory Tests, TPMT Testing 
  It is recommended that consideration be given to either genotype or phenotype 
patients for TPMT. Phenotyping and genotyping methods are commercially availa-
ble. The most common non-functional alleles associated with reduced levels of 
TPMT activity are   TPMT*2, TPMT*3A and TPMT*3C.   Patients with two non-
functional alleles (homozygous) have low or absent TPMT activity and those with 
one non-functional allele (heterozygous) have intermediate activity. Accurate phe-
notyping (red blood cell TPMT activity) results are not possible in patients who 
have received recent blood transfusions. TPMT testing may also be considered in 
patients with abnormal CBC results that do not respond to dose reduction.   

  Adverse Reactions, Hematologic 
  TPMT genotyping or phenotyping can help identify patients with low or absent 
TPMT activity (homozygous for nonfunctional alleles) who are at increased risk for 
severe, life-threatening myelosuppression from IMURAN. Death associated with 
pancytopenia has been reported in patients with absent TPMT activity receiving 
azathioprine.   

  Dosage and Administration 
  TPMT genotyping or phenotyping can be used to identify patients with absent or 
reduced TPMT activity. Patients with low or absent TPMT activity are at an 
increased risk of developing severe, life-threatening myelotoxicity from IMURAN 
if conventional doses are given. Physicians may consider alternative therapies for 
patients who have low or absent TPMT activity (homozygous for non-functional 
alleles). IMURAN should be administered with caution to patients having one non-
functional allele (heterozygous) who are at risk for reduced TPMT activity that may 
lead to toxicity if conventional doses are given. Dosage reduction is recommended 
in patients with reduced TPMT activity.    

  4.1.2 Irinotecan 

 Irinotecan (Camptosar) is an antineoplastic agent of the topoisomerase I inhibitor 

class. It is indicated as a component of first-line therapy in combination with 

5-fluorouracil and leucovorin for patients with metastatic carcinoma of the colon 

or rectum. It is also indicated for patients with metastatic carcinoma of the colon or 

rectum whose disease has recurred or progressed following initial fluorouracil-

based therapy  (17) . Irinotecan is hydrolyzed by carboxylesterase enzymes to its 

active metabolite, SN-38. Enzyme UDP-glucuronosyl transferase 1A1 (UGT1A1) 

is primarily responsible for inactivation of SN-38, and formation of a glucuronide 

metabolite. UGT1A1*28, a variant gene, is associated with decreased enzyme 

activity, and patients with this variation in the UGT1A1 gene are at increased risk 

of neutropenia from Irinotecan treatment. In November 2004, an FDA Advisory 
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Committee for Pharmaceutical Science—Clinical Pharmacology Subcommittee 

(CPSC) meeting was held to discuss the pharmacogenetics of irinotecan  (18) . 
Based on the FDA CPSC recommendation, the label of irinotecan was updated in 

2005 to include genetic information in the “Clinical Pharmacology,” “Warnings,” 

and “Dosage and Administration” sections of the label. Patients who are 

homozygous for UGT1A1*28 alleles are recommended to start the therapy with a 

reduced dose  (17) . 

  Clinical Pharmacology, Metabolism and Excretion 
  The metabolic conversion of irinotecan to the active metabolite SN-38 is mediated 
by carboxylesterase enzymes and primarily occurs in the liver. SN-38 is subse-
quently conjugated predominantly by the enzyme UDP-glucuronosyl transferase 
1A1 (UGT1A1) to form a glucuronide metabolite. UGT1A1 activity is reduced in 
individuals with genetic polymorphisms that lead to reduced enzyme activity such 
as the UGT1A1*28 polymorphism. Approximately 10% of the North American 
population is homozygous for the UGT1A1*28 allele. In a prospective study, in 
which irinotecan was administered as a single-agent on a once-every-3-week 
schedule, patients who were homozygous for UGT1A1*28 had a higher exposure 
to SN-38 than patients with the wild-type UGT1A1 allele.   

  Warnings 
  Patients with Reduced UGT1A1 Activity 
  Individuals who are homozygous for the UGT1A1*28 allele are at increased risk 
for neutropenia following initiation of CAMPTOSAR treatment. A reduced initial 
dose should be considered for patients known to be homozygous for the 
UGT1A1*28 allele. Heterozygous patients (carriers of one variant allele and one 
wild-type allele which results in intermediate UGT1A1 activity) may be at 
increased risk for neutropenia; however, clinical results have been variable and such 
patients have been shown to tolerate normal starting doses.     

  Dosage and Administration 
  Dosage in Patients with Reduced UGT1A1 Activity 
  When administered in combination with other agents, or as a single agent, a reduc-
tion in the starting dose by at least one level of CAMPTOSAR should be considered 
for patients known to be homozygous for the UGT1A1*28 allele. However, the 
precise dose reduction in this patient population is not known and subsequent dose 
modifications should be considered based on individual patient tolerance to treat-
ment (See Tables 10–13).     

   4.1.3 Atomoxetine 

 One of the recent examples of labeling a new drug product with pharmacogenetic 

information is atomoxetine (Strattera). Atomoxetine, a selective norepinephrine reuptake 

inhibitor, was approved in November 2002 for the treatment of attention-deficit/

hyperactivity disorder (ADHD)  (19) . It is primarily metabolized by cytochrome P450 
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2D6 (CYP2D6), a polymorphic enzyme, to 4-hydroxyatomoxetine with a clearance 

of 0.35 L/hr/kg in CYP2D6 extensive metabolizers (EM) and 0.03 L/hr/kg in 

CYP2D6 poor metabolizers (PM). About 7% of Caucasians and 2% of African-

Americans are PMs of CYP2D6. Patients with reduced CYP2D6 activity (PMs) 

have higher plasma concentrations of atomoxetine compared with EMs. The area-

under-the-curve (AUC) and peak concentrations of atomoxetine are about ten- and 

fivefold higher in PMs compared with EMs, respectively. The sponsor analyzed the 

efficacy and safety data in patients identified retrospectively as EMs and compared 

these data with those identified as PMs. The frequencies of adverse events, such as 

decreased appetite, insomnia, and sedation, were higher in PMs compared with 

those of EMs. There were no major differences in serious adverse events between 

PMs and EMs. 

 The label of atomoxetine mentions the role of CYP2D6 in the “Clinical 

Pharmacology,” “Precautions,” “Laboratory Tests,” and “Adverse Reactions” sec-

tions of the label. It is stated that “poor metabolizers (PMs) of CYP2D6 have a ten-

fold higher AUC and a fivefold higher peak concentration to a given dose of 

Strattera compared with extensive metabolizers (EMs).” Although a pharmaco-

genetic test for CYP2D6 was not specifically recommended before prescribing the 

drug, the labeling did provide descriptive information that could be used along with 

other observations (for example, an adverse event) to guide clinician decisions 

about an individual’s need for dosing adjustment. This example demonstrates that 

pharmacogenetic information in a package insert including knowledge related to 

genotype (e.g., CYP2D6 * 1/*4), phenotype (e.g., PMs), and clinical outcomes (e.g., 

adverse events) can increase the quality of a clinician’s decision about individual-

izing drug treatment  (6) ,  (19) .  

   4.1.4 Warfarin 

 Warfarin, a widely used anticoagulant with a narrow therapeutic index, was 

approved in 1954 for the prevention and/or treatment of venous thrombosis, pulmo-

nary embolism, and thromboembolic complications associated with atrial fibrilla-

tion and other chronic conditions  (20) . It is a difficult drug to use, since the optimal 

dose varies and depends on many clinical and environmental factors including age, 

gender, diet, and concomitant medications. The major adverse event associated 

with warfarin therapy is bleeding  (21) . The risk of bleeding rises with increasing 

intensity of anticoagulation. There is evidence that genetic testing of cytochrome 

P450 2C9 (CYP2C9) and vitamin K epoxide reductase complex 1 (VKORC1) will 

reduce the uncertainty associated with the variability to warfarin response during 

the induction phase of therapy. Therefore, warfarin dosing could be guided by the 

knowledge of CYP2C9 and VKORC1 genotypes. 

  The S-enantiomer of warfarin is mainly metabolized to 7-hydroxywarfarin by 

CYP2C9. Patients with at least one variant allele of CYP2C9*2 or *3 have lower 

clearance of S-warfarin compared to patients with the wild-type allele (CYP2C9*1). 

This low clearance results in the need for a lower daily warfarin dose requirement 
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in patients with one or more variant alleles compared to patients with the wild-type 

allele. Warfarin interferes with clotting factor synthesis by inhibition of VKORC1, 

thereby reducing the regeneration of vitamin K1 epoxide. Single nucleotide 

 polymorphisms in the VKORC1 gene are associated with reduction in warfarin 

dose. Together with other empirical risk factors such as age, sex, and body weight, 

CYP2C9 and VKORC1 can explain as much as 56% of the variability in dose 

response. Continued monitoring of prothrombin time is important, even with these 

improvements in dosing. Based on the FDA CPSC recommendation in November 

2005  (22) , the warfarin label was revised to include pharmacogenetic information 

on CYP2C9 and VKORC1.  

  4.1.5 Other Examples 

 Other examples of product labels with pharmacogenetic information are trastuzu-

mab (Herceptin), erlotinib (Tarceva), cetuximab (Erbitux), rituximab (Rituxan), 

imatinib (Gleevec), and lapatinib (Tykerb). Trastuzumab, a recombinant DNA-

derived humanized monoclonal antibody, is indicated for the treatment of human 

epidermal growth factor receptor 2 protein (HER2) positive metastatic breast can-

cer. It is the first drug to be approved on the basis of pharmacogenomic testing. The 

drug is to be prescribed only if HER2/neu is overexpressed in the tumor  (23) . 
Another recent example is the label for erlotinib (Tarceva), which is indicated for 

the treatment of non-small-cell lung cancer. It is an epidermal growth factor recep-

tor (EGFR) inhibitor. The label states that an apparent larger survival effect in 

patients with EGFR-positive tumors was observed based on exploratory univariate 

analyses  (24) . 
  These examples demonstrate that pharmacogenetics can contribute to drug 

safety by guiding healthcare providers with appropriate dosing. However, translat-

ing pharmacogenetic information from research to clinical practice is still a chal-

lenge for many approved drugs. This is addressed later in the chapter.    

  5 The Need for Education in Pharmacogenomics  

 The effort of education about pharmacogenomics should be matched with success-

ful internal efforts within regulatory agencies at training reviewers on the appropri-

ate use and applications of pharmacogenomics  (25) . This should facilitate the 

integration of pharmacogenomics into regulatory process, as the FDA scientists and 

reviewers are more prepared to take on this task. As a part of ongoing training, the 

FDA held several lecture series and reviewer training courses to educate FDA sci-

entists on the latest developments and research in pharmacogenomics. In addition 

to offering an introduction on the basic principles of genomics, the courses were 

designed to promote and create regulatory consensus based on appropriate scien-

tific and regulatory interpretation of genomic data  (25) . The FDA offers weekly 



68 M.-J. Kim et al.

scientific seminars or rounds on various topics, including pharmacogenomics. On 

a regular basis, the FDA invites speakers from diagnostic and pharmaceutical 

industries, academia, and institutions such as the National Institutes of Health, to 

provide different aspects of pharmacogenomics from their own perspectives. It is a 

valuable experience for the FDA reviewers to participate in these educational pro-

grams. Such training opportunities can help the reviewers to implement the use of 

pharmacogenomics into their review process in a positive manner.  

  6 What Are the Challenges?  

 There are several challenges that pharmaceutical industries, regulatory agencies, and 

healthcare providers face in translating pharmacogenomic information from research 

into clinical practice. The types of genomic data (e.g., which alleles, what geno-

types) that need to be evaluated is one of the critical issues in drug development and 

regulatory review  (26) . Additionally, consideration of racial/ethnic differences in the 

distribution of various alleles with null or reduced metabolic activity to evaluate 

dose-response relations is important  (11) . Other potential challenges for translating 

pharmacogenomic information into the clinical setting are the lack of readily availa-

ble access to genetic tests, and education for general practitioners. Recently pub-

lished studies have shown that the extent of drug interactions can be affected by the 

genotype status of certain metabolic enzymes (Table 3. 3 )  (11 ,  27) . Differences in the 

extent of drug-drug interactions based on the genotype or phenotype status have 

been observed, and this type of information has started to appear on the product 

label. For example, the product label of atomoxetine has the following recommenda-

tion: “Dosage adjustment of STRATTERA in EMs may be necessary when coad-

ministered with CYP2D6 inhibitors, e.g., paroxetine, fluoxetine, and quinidine.” 

However, there are no similar precautions for PMs of CYP2D6. The label indicates 

that “in vitro studies suggest that co-administration of cytochrome P450 inhibitors 

 Table 3.3    The effects of genotypes on the extent of drug interactions  

 Substrate (enzyme)  Inhibitor or inducer 

 Outcome (changes in plasma AUC 

or concentrations of substrates) 

 Atomoxetine (CYP2D6)  Fluoxetine, 

Paroxetine 

 AUC increase 6–8 fold in EM; no change 

in PM expected 

 Metoprolol (CYP2D6)  Diphenhydramine  Higher inhibition in EM vs. PM  

 Tamoxifen (CYP2D6)  Paroxetine  Greater reduction in plasma levels of endoxifen 

(active metabolite of tamoxifen formed via 

CYP2D6) in homozygous EM as compared 

to patients with at least one variant allele 

 Diazepam (CYP2C19)  Omeprazole  No inhibition in PM 

 Omeprazole (CYP2C19)  Fluvoxamine  AUC increased 3–6 fold in EM; no changes 

in PM 

 Omeprazole (CYP2C19)  Gingko Bloba  Higher induction in EM 
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to PMs will not increase the plasma concentrations of atomoxetine,” and no dosage 

adjustments in PM were recommended  (11 ,  19) . In order for general practitioners to 

use such genetic information to consider the different extents of drug interactions, 

easy access to genetic tests as well as readily available interpretation of the results 

should be provided at the time of prescribing. Some of the more specific challenges 

are listed below  (6) . 

      •  What is the best way to educate healthcare providers about the advantages and 

limitations of using a genetic test for a drug that they have been using for many 

years, but still with many adverse events (e.g., warfarin)?  

 •  How should the dosing of a drug (e.g., 6-MP) be adjusted, based on genotype, 

when there is an absence of prospective clinical trials to demonstrate the efficacy 

of the reduced dose?  

 •  What alleles should be studied in drug development, and how should this infor-

mation be translated into a product’s package insert?  

 •  How should pharmacogenetic information be reported on the label? This raises 

two subissues: whether to report only phenotype data (for example, PMs and 

EMs), or specific alleles of CYP2D6 as well (for example,  * 3,  * 4, and  * 5). And 

who will interpret the significance of these data with respect to dosing, safety, 

and efficacy?     

  Conclusions  

 The FDA is responsible for protecting the public health by assuring the safety and 

efficacy of drugs, biological products, medical devices, and food. In addition, the 

FDA is responsible for advancing the public health by promoting innovations that 

make medicines and foods more effective, safer, and more affordable; and by help-

ing the public get the accurate, science-based information they need to use medi-

cines and foods to improve their health  (1) . To fulfill its mission as a public health 

Agency, the FDA has become a proactive and thoughtful advocate of pharmaco-

genomics. The FDA is supportive of promoting the use of pharmacogenomics in 

drug development, and of translating its use into clinical practice. The key initia-

tives and strategies adopted by the FDA—the critical path white paper, and its 

advocacy of pharmacogenomics and pharmacogenetics, should be helpful for spon-

sors considering the submission of genomic data to the agency. 

 The FDA is aware that despite significant scientific progress, a critical factor in 

bringing pharmacogenomics “from the bench to the bedside” is educating health-

care professionals about the logistics and benefits of using genetic and genomic 

information to individualize drug therapy  (11) . Other challenges are test availabil-

ity, reimbursement, biomarker validation, and the adoption of pharmacogenomic 

and pharmacogenetic tests into clinical practice. The FDA will continue to foster 

genomic-based research and drug development, and the translation of the resulting 

scientific data to clinical practice. 
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 “Personalized medicine” is the future, with the only remaining question being 

how soon it will come about  (3) . “Personalized medicine” will finally become reality 

when medicine no longer needs to be called personalized medicine to indicate that 

prescriptions are routinely written for patients based on the unique genetic patterns of 

polymorphisms in their genes—it will simply be called “medicine”  (5) .   
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      Chapter 4   
    Applications of Pharmacogenomics 
in Drug Discovery  

        Dr.   Duncan   McHale       

  Abstract   The last decade has seen the increasing use of genetics and genomics tools 

in the pharmaceutical industry, and much of this use has been in the drug discovery 

process. These tools are now becoming part of the standard discovery armamentar-

ium and are being used across a range of areas from novel target identification to early 

predictors of intersubject variability. As with many innovations in the drug discovery 

process, the true value of pharmacogenomics will take many years to determine, as 

the new range of molecularly targeted and assessed compounds go through develop-

ment. The expectation is that the use of the techniques described in this chapter will 

reverse the current trend of high drug failure rates and hence ensure that the next wave 

of innovative medicines reaches the waiting patient population.  

  Keywords   drug discovery ,  CCR5 ,  druggable genome ,  indication discovery ,  drug 

targets ,  drug metabolising enzymes ,  toxicogenomics ,  chemical ,  compound   

   1 Introduction  

 The last decade has seen the application of genomics throughout the drug discovery 

process. This chapter will cover the use of genomics tools from the very start of the 

process, with the choice of target, to the choice of chemical lead, and onto preclinical 
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testing and informing clinical development, finishing with the identification of new 

diseases for compounds successfully transitioned into the clinic. 

 Most drug programs follow a straightforward approach starting with the disease of 

interest, identifying a target based on knowledge of the biology, and screening a 

compound library for a chemical which will interact with the target, producing the 

desired effect (Fig.  4.1 ). This lead is then refined using combinatorial chemistry until 

a compound can be found with the right combination of properties in terms of affinity 

for the target, selectivity over closely related proteins, and the physicochemical prop-

erties to ensure bioavailability. The chemical is then tested in a range of in vitro and 

in vivo models to establish its efficacy in disease models and safety in toxicology 

studies. These tests are then followed by phase 1 studies to establish toleration and 

pharmacokinetics in humans. At least 2/3 of compounds die before efficacy can be 

established in the diseases of interest in humans, confirming the target selection was correct. 

The attrition of unprecedented mechanisms can be as high as 49 in 50 compounds 

tested, so the majority of compounds will not become drugs.  

 The single most important decision in all drug discovery programs is the choice 

of target. The publication of the genome sequence dramatically increased the 

number of potential targets from approximately 500 that had been worked on for 

the previous century to over 3000 druggable targets  (1) . Druggability is defined as 

being a member of a gene family in which there was at least one established chemi-

cal entity. However, it is estimated that only half of these may have disease rele-

vance, and within only a subset of these will pharmacological intervention be safe 

and well tolerated. The choice of targets is therefore of paramount importance, and 

genetics and genomics are becoming well established tools in this process. Multiple 

examples of the success of this approach, e.g., Herceptin, Glivec, Maraviroc, are 

emerging. 

 In addition to being the key determinant of the likelihood of success of a drug 

program, improved understanding of the role of the drug target in the disease aetiology 
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  Fig. 4.1    Forward drug discovery process        
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will allow an assessment of likely variability in the drug program. It is possible to 

use this information to inform the early development plan in order to establish the 

magnitude of this effect. 

 Variability in drug response is universally seen with all therapies, regardless of 

the choice of disease  (2) . Once the target has been established, then the choice of 

chemical is the next major determinant of the likely variability in response to the 

drug. Historically, work to understand this variability has waited until the drug has 

been tested in humans. Over the last decade technologies have been developed 

which allow the testing of compounds preclinically in order to predict the likely 

variability observed in the clinic, allowing plans to minimise its impact, either 

through the choice of compound or the choice of clinical trial participants in 

exploratory development. 

 The development of approximately 20% of all nominated compounds is termi-

nated in preclinical toxicology  (3) . A further 10% are terminated preclinically 

due to ADME issues. A further 15% of all compounds entering the clinic fail for 

safety and toxicity reasons. Pharmacogenomics is being used increasingly to try 

and predict these toxicity issues early, reducing costs both in terms of animals 

used and financial costs. Additionally, pharmacogenomics is also being used to 

understand the mechanisms of adverse reactions in order to determine species 

specificity and develop risk management plans. 

 The combination of the increased number of putative drug targets afforded by 

the genome project and the advances in combinatorial chemistry has resulted in a 

large rise in potential drug programs. Testing of all these opportunities using a tra-

ditional approach is not feasible, due to the large financial costs of running multiple 

large phase 2b programs before clear efficacy has been established. There is there-

fore an increasing demand for establishing efficacy early in smaller phase 2a and 

even 1b studies. One way of increasing the potential for early detection of efficacy 

is to enrich the early studies with subjects “most likely” to respond to therapy. This 

enrichment approach requires an improved understanding of the disease biology 

and the pharmacokinetic variability of the new compound. This knowledge allows 

enrichment of small efficacy studies by identifying those subjects based on genetic 

or genomic profiles that will give the most robust efficacy signal. Failure to dem-

onstrate efficacy in this “enriched” group would suggest that efficacy in a wider 

population is highly unlikely. 

 Finally, the concept of using genomic approaches to identify new indications for 

either approved drugs or compounds in development will be briefly discussed.  

  2 Drug Discovery  

 The drug discovery process has had a steady evolution over the last 50 years from 

a pharmacologically driven process to a chemically driven process and now 

towards a biologically driven process. As a pharmacologically driven process, 

chemicals were tested across a range of tissues looking for hints of the 
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 pharmacological properties required, e.g., smooth muscle relaxation. This 

approach required no knowledge of the underlying action of the target, and many 

of these compounds interacted with more than one protein. As biological and 

chemical techniques developed, so these drugs were improved by improving 

selectivity for the active drug targets and pharmacokinetic profiles. This reverse 

drug discovery approach, whereby compounds are selected for their effect on the 

physiological system of interest, and the drug target it is interacting with is only 

discovered later, is rarely used now. 

 Today the majority of drug design is in the forward direction, with the identifica-

tion of the drug target based on the biological understanding of the disease in question, 

which is then followed by a series of chemical screens and the development of 

potential lead material (Fig.  4.1 ). This forward approach has the distinct advantage 

that the specific drug target is known, and assays can be designed to establish selec-

tivity from all close family members prior to going into preclinical and clinical 

testing. This should reduce the number of surprises that are observed in early test-

ing due to off-target pharmacology, and increase our confidence in observing 

 efficacy and safety in later studies. 

  2.1 Choosing the Target 

 The choice of drug target is the first and most important decision of any drug 

discovery and development program. Prior to the publication of the human 

genome sequence in 2001, the pharmaceutical industry as a whole had worked 

on approximately 500 different drug targets, and produced licensed drugs based 

on approximately 120 of these. The publication of the DNA sequence of the 

human genome revealed that the total number of targets amenable to small 

chemicals is between 3000 and 5000, although only half of these may have any 

disease relevance. As the DNA sequence is now freely available, the choice of 

targets depends upon our biological understanding of the physiology and patho-

physiology of the disease process. 

 Human genetics and genomics approaches are now being broadly used to aid 

in the choice of targets. The chief advantage of using human tissues is that the 

data generated is from the diseases that the eventual therapies are hoping to 

treat. The disadvantages are that many tissues are difficult to access in humans, 

making mRNA expression studies logistically impossible; and for genetic stud-

ies, the available genetic variation is dependent on polymorphisms present in 

the population. 

 Genetic studies provide evidence of a causal relationship between the drug target 

and the disease of interest. Both family-based and population-based approaches 

have been used, and although there are limited examples of approved drugs where 

human genetics prospectively predicted therapeutic efficacy, an association between 

the drug target and the disease has been demonstrated retrospectively in several of 

today’s top selling drug classes, e.g., angiotensin converting enzyme inhibitors and 
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hypertension, Beta agonists and asthma, and serotonin reuptake inhibitors and 

depression. In addition, several new mechanisms of action currently in late stage 

development have been triggered by human genetic data, e.g., CCR5 antagonists 

for HIV therapy and Jak3 Kinase inhibitors for transplant rejection. It is hypothe-

sised that compounds with positive human genetic evidence will have a much 

greater chance of demonstrating efficacy than compounds identified through animal 

studies, but this remains to be tested. 

 In most complex traits and diseases, genetic variation represents minor changes 

in function in the encoded protein, resulting in changes within normal physiologi-

cal parameters. It is therefore difficult to estimate the magnitude of effect a poten-

tial therapeutic agent will have, since pharmacological blockade or agonism is 

generally significantly greater than the physiological differences resulting from 

genetic variation. However, in some instances where clear evidence of the func-

tional effects of a genetic variation are known, a qualitative assessment of the 

likely therapeutic effect of a pharmacological agent can be estimated. This is most 

often the case where the variant results in a major impact on the function of the 

protein, e.g., NaV 1.7 and pain. Major mutations in the SCN9A gene which 

encodes the voltage gated sodium channel (Na 1.7) have been shown to cause 

congenital insensitivity to pain and paroxysmal extreme pain  (4) . Additional work 

has confirmed that insensitivity to pain is caused by mutations which result in no 

functional protein, and paroxysmal extreme pain by mutations which result in a 

hyperexcitable channel. Hence full blockade of the Nav 1.7 channel with a specific 

antagonist should result in complete analgesia. 

 The evidence of a statistical association between a genetic variant in the puta-

tive drug target and the proposed disease is rarely sufficient on its own to start a 

drug discovery program. Data demonstrating function, either directly through 

protein studies or mRNA expression levels, or indirectly through transgenic stud-

ies, are usually required. Messenger RNA expression studies are a powerful way 

of demonstrating the role of a target (or pathway) in a disease process. This is 

most powerful when human tissue can be used, but in many cases this is not pos-

sible and animal model experiments are performed. An increase or decrease in 

the expression of a particular drug target in the appropriate human tissue, or from 

a well validated animal model, can significantly strengthen the rationale for that 

drug target. However, the presence of altered expression provides no evidence of 

causality, and may just represent downstream changes which, if targeted, would 

offer no therapeutic value. Hence the combination of genetic and transcriptional 

data represents the most powerful approach, since it provides evidence of func-

tion and causality. 

 Using genetics and genomics to drive the choice of drug targets in particular 

indications is not new. The chemokine Receptor 5 (CCR5) antagonist, maraviroc, 

was based on human genetic data showing that reducing the function of CCR5 via 

naturally occurring genetic variation (del 32 polymorphism) protects individuals car-

rying two copies of this polymorphism from HIV infection  (5) . In addition, we can 

obtain insights into the safety of reducing the function of CCR5 by studying these 

subjects who naturally have no functional CCR5 receptor. Maraviroc blocks the 
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  Fig. 4.2    Types of genetic variation and their effects       

entry of HIV through the CCR5 receptor by pharmacologically inhibiting the func-

tion of this receptor, thus mimicking the loss-of-function polymorphism known to 

protect subjects from HIV infection. Phase 3 trials have recently confirmed its effi-

cacy and safety in large populations of subjects infected with HIV.  

  2.2 Picking the Right Sequence 

 Once a target has been chosen and a suitable biological assay developed, then high 

throughput screening (HTS) can commence. High throughput screening involves 

putting millions of chemicals into an assay to see if any interact with the target. 

This is an expensive process, and it is vital that the most common genetic variant 

of the target is used, as this is generally only performed once and is often performed 

in a cloned expression system. Genetic variation is present in all drug targets, 

although the functional relevance of most of these variants is unknown. Genetic 

variation can alter either the amino acid sequence of a protein and hence its func-

tion, or the levels of expression of the drug target, through either increased or 

decreasing mRNA production or stability (Fig. 4. 2 ). For HTS purposes, alterations 

in amino acid sequence are more problematic than changes in expression level, as 

amino acid substitutions can result in different binding affinities.  

 Although all drug targets have some genetic variation, 23% of targets have no 

amino acid changing polymorphisms, whilst 41% have between one and two, and 

36% more than two (Fig. 4. 3 ). All putative drug targets should be screened for poly-

morphic amino acid variation in all populations of interest. The most relevant 
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(usually common) variant should then be chosen for HTS, with additional common 

variants screened in lead development. The screening of additional common vari-

ants against the final chemical chosen is important, since it may provide valuable 

information to the clinical team, as there may be certain variants against which the 

binding affinity is so low as to make effective treatment extremely unlikely. It is still 

unclear as to how often this is likely to be the case, but if assayed prior to clinical 

development, then the appropriate clinical experiments can be designed to test 

 efficacy across the range of common variants.   

  2.3 Choosing the Right Chemical 

 The ideal chemical is one which is highly selective for the drug target, has physico-

chemical properties suited to the particular mode of delivery, has limited pharma-

cokinetic variability, and binds with similar affinity to all the common protein 

variants. The first two properties are directly attributable to the chemical structure, 

whilst the third and fourth result from the interaction between the individual and 

the chemical. Genetic variation can directly impact this interaction, resulting in 

variability in drug response. Whilst the true impact of this can only be measured in 

the clinic, it is possible to do experiments preclinically to identify compounds at 

increased risk of significant interactions. Since the frequency of the genetic variants 

responsible for altering the host chemical interaction varies across ethnic groups, 

the resultant differences in safety and/or efficacy have in the past often been 

 attributed to interethnic variation.  

  Fig. 4.3    Frequency of amino acid changing polymorphisms in drug target       



80 D. McHale

  2.4 Understanding the Impact of Common Variation 

 The most simple pharmacogenomic experiment that can be performed in an 

effort to understand and/or predict variable drug response is to sequence the 

drug target. This sequencing needs to be across all ethnic groups likely to 

receive the drug, and needs to be in a minimum of 25 individuals per ethnic 

group. This equates to 50 chromosomes per group, which will be sufficient to 

detect >90% of all SNPs with a frequency of >5%. Genetic variation is rou-

tinely seen in all drug targets sequenced with differing distributions across eth-

nic groups. As would be expected, greater variation is seen in African 

populations and lesser in Asian. The vast majority of these polymorphisms do 

not alter the encoded amino acid sequence and probably have no functional 

effect. Approximately 75% of drug targets sequenced by Pfizer have at least 

one amino acid changing genetic variant, with >35% having more than three 

variants. The sequence polymorphism highlights the potential for variability in 

chemical target interactions, but the true magnitude of this effect can only be 

tested using in vitro or in vivo models (including clinical trials). When possible, 

in vitro models should be performed to assess the binding affinities for the com-

mon variants. Where this is not possible due to resource or reagent constraints, 

further refinement may be gained by mapping the position of the variant onto 

the 3D structure of the drug target and, where known, comparing it to the posi-

tion of the drug binding site. This can be a powerful tool, but it must be remem-

bered that the 3D structure mapping may not be accurate, as it is often estimated 

from other protein family members—e.g., the crystal structure of rhodopsin is 

currently generally used as the base structure for all other GPCR mapping. 

This approach can be used as a filter with only high risk variants  examined in 

in vitro assays.   

  3 Toxicogenomics  

  3.1 Potential Target Organs for Toxicity 

 Drug toxicity is a major cause of attrition, with approximately 20% of compounds 

with unprecedented mechanisms failing in preclinical toxicology testing (Fig.  4.4 ). 

A further 15% of compounds fail in clinical testing due to unacceptable safety or 

tolerability findings, despite showing no significant toxicological effects on those 

with a clear safety margin in animal testing (Fig.  4.4 ). An ability to predict these 

events would enable early assessment of the likelihood of developing specific tox-

icities and rational decision making based on the likely benefits when weighed 

against the predicted toxicological effects. Pharmacogenomics can aid in this 

 decision making in several ways.   
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  3.2 Early Detection of Toxicity 

 Toxicogenomics is the use of mRNA profiling to identify specific toxicities, usually 

in preclinical experiments. The expectation is that by using multiple RNA measure-

ments, greater sensitivity will be gained over more traditional approaches, e.g., his-

topathology. Recent work has highlighted potential RNA profiles which correlate 

and predict hepatotoxic, renotoxic, and vasculitic compounds. As more compounds 

are profiled, then the sensitivity and specificity of these approaches will increase, 

reducing drug failures due to clinical toxicity. 

 Toxicogenomics can also be used to identify species specific toxicity, which can 

be a major problem when toxicological findings are observed in only one of the two 

species tested in regulatory toxicology studies. An ability to demonstrate that the 

toxicological effect was confined to the species, offers the opportunity to go on and 

develop a chemical which would otherwise have been halted. 

 Pharmacogenomics is also used to identify and then target specific organs for 

additional study based on expression profiling. Drug toxicity can be divided into 

mechanistic and structure-based toxicities. The potential for mechanism-based 

toxicities can be identified through expression profiling with careful histological 

examination in all organs expressing the target. Structure-based toxicity is due 

to interactions of the target with other proteins, and is also termed off-target 

pharmacology, or structure activity related. mRNA profiling can be used in some 

  Fig. 4.4    Causes of attrition in drug development       
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instances to determine the mechanism of toxicity by identifying the biological 

pathways that are altered following drug exposure and identifying the likely 

actual protein(s) binding to the chemical, hence uncovering the mechanism of 

toxicities. This will become an increasingly powerful tool as our understanding 

of biological pathways improves.  

  3.3 Theoretical Safety Concerns 

 As well as adding confidence in the rationale for drug efficacy, disease genetics can 

also be used to aid confidence in safety or highlight potential safety concerns. The 

chemokine receptor 5 (CCR5) antagonist maraviroc was discovered and then devel-

oped following the identification of CCR5 as a key coreceptor required for HIV 

infection. Approximately 1% of Caucasians are homozygous for a major mutation in 

the CCR5 gene (CCR5 del 32) and produce no CCR5 protein  (5) . These subjects are 

very resistant to HIV infection but are otherwise healthy. This data provides both 

confidence in the rationale of this target for HIV therapies and confidence in the 

safety of the approach. However, genetic associations have been reported demonstrat-

ing an increased risk of infection with West Nile virus in subjects heterozygous and 

homozygous for the mutation  (6) . This data suggests that increased rates of infection 

with West Nile virus could be seen in cohorts of subjects treated with CCR5 antago-

nists, but this theoretical risk is still to be proven. 

 The identification of individuals who have congenital insensitivity to pain 

because they have no functioning Nav 1.7 has provided a strong rationale for the 

development of NaV 1.7 antagonists as an analgesic agent. The lack of any other 

clinically significant abnormality provides strong support for this also being a 

safe mechanism to target, with a low likelihood of mechanistic side effects. 

However, the expression pattern of Nav 1.7 includes the autonomic nerves creat-

ing a theoretical risk of autonomic dysfunction following treatment with a Nav 

1.7 antagonist, and this will need to be addressed in the clinical program.   

  4 Drug Metabolism and Drug Transporters  

 The human body has evolved a whole range of mechanisms to protect itself from 

exogenous and toxic compounds. Active transport mechanisms such as the MDR 

transporter are present on key membrane barriers, e.g., the gut wall and blood brain 

barriers, and are able to rapidly excrete many diverse chemical structures. Similarly, 

enzymes have evolved to metabolise a broad range of chemicals which the body 

comes into contact with daily. These enzymes are broadly split into those catalysing 

phase 1 reactions, which are typically oxidation, reduction, or hydrolysis reactions; 
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and phase 2 reactions, which are conjugating reactions (usually with glucuronic 

acid, sulfonates, glutathione, or amino acids). 

  4.1 Phase 1 Reactions 

 Phase 1 reactions are a very common route of drug metabolism and predomi-

nantly involve the cytochrome P450 family of enzymes. Drugs may be metabo-

lised by none, one, or more of these enzymes. Genetic variation is commonly 

observed in the genes encoding these enzymes, and this variation shows marked 

ethnic diversity. It is not surprising that there is such diversity in these genes, 

as they are a key defence against exogenous toxins, which vary by location. 

Selection for variants which increase or reduce the activity of particular 

enzymes presumably conferred a significant selection advantage in that envi-

ronment (Fig. 4. 5 ). A good example of this is cytochrome p450 2D6, which is 

absent in approximately 10% of Caucasians and overexpressed in 20% of 

Ethiopians. It is unclear what environmental toxins drove this selection, but it 

results in marked differences in compound metabolism where Cyp 2D6 is the 

predominant metabolic route. The metabolic route of new compounds is ini-

tially established in in vitro assays. The key role of specific cytochrome p450 

pathways can be clearly established before administering the drug to humans, 

but the impact of genetic variation in the metabolic pathway cannot be reliably 

confirmed using these assays. Therefore, whilst preclinical experiments can 

highlight which polymorphisms could be important in understanding pharma-

cokinetic variability, it is not possible to reliably quantify this in vitro.   

  Fig. 4.5    Frequency of Cyp 2D6 phenotypes in caucasians       



84 D. McHale

  4.2 Phase 2 Reactions 

 The vast majority of drugs require some metabolic transformation in order to con-

vert them from lipophilic molecules (desirable for absorption) to more water-soluble 

molecules (desirable for excretion). The phase 2 reactions are a key component of 

this process with glucuronidation, acetylation, and sulfonation being the most com-

mon routes. These reactions are catalysed by a range of enzymes, many of which 

are polymorphic. Major polymorphic variation is described in both acetylation and 

glucuronidation, leading to altered plasma exposures and in some cases adverse 

events. As with the phase 1 reactions, whilst it is now possible to identify the pres-

ence of these metabolic routes, the effect of polymorphic metabolism in these 

pathways can only be clearly established in man.  

  4.3 Summary 

 Preclinical assessment of the metabolic pathways due either to phase 1 reactions or to 

phase 2 reactions generally predicts the common pathways reliably. However, the 

impact of genetic variation in these pathways on the interindividual variability in phar-

macokinetics can only be accurately measured in the clinical development program.   

  5 Making the Most Out of Your Chemicals  

  5.1 Druggable Genome 

 The intersection of the proportion of the human genome that is tractable to chemi-

cal intervention and the number of drug targets that are relevant to human disease 

may be as few as 600–1500. The final subset not considered in this analysis is those 

where pharmacological intervention would be tolerated—the pharmacologically 

tolerant genome. This is a difficult parameter to estimate, as our willingness to tol-

erate adverse effects of drugs varies considerably depending on the disease being 

treated and the seriousness of the adverse event. Even if we are optimistic, our ability 

to tolerate pharmacological intervention of these targets may reduce the total 

number of tractable targets by a further third (Fig. 4. 6 ).  

 The high attrition rates and relatively limited number of drug targets highlight the 

need to ensure that all potential diseases which could be treated by a new mechanism 

of action are identified, once the safety of the prototype compound has been estab-

lished. Identifying new indications for proven drugs has been used with great success 

in the past, meeting significant areas of medical need, and adding billions of dollars 

to the commercial value of products. On average, 40% of sales from blockbuster 

drugs are derived from alternative indications. Good examples include gabapentin, 

originally developed as an antiepileptic medication which subsequently showed 
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efficacy in neuropathic pain; and sildenafil, developed for erectile dysfunction and 

subsequently demonstrated to offer a major advance in the treatment of primary pul-

monary hypertension. Some of these alternative indications are initially identified in 

small studies run by independent academics following drug approval, and others are 

from case reports detailing unexpected benefits of therapies. The challenge is how to 

systematically identify and evaluate these opportunities earlier in the drug develop-

ment and approval process. A key advantage of this cross-disease application is the 

ability to discover novel associations linking a particular drug being studied in one 

disease area to that of an unrelated disease, and where the only major attrition risk left 

is lack of efficacy. Attrition due to lack of efficacy represents approximately 1/3 of 

the total risk in developing drugs to unprecedented targets. Historical data would sug-

gest therefore that these targets have approximately a 1 in 15 probability of success 

compared with a only a 1 in 50 probability of a novel chemical with a new mechanism 

of action. Only empirical data will enable us to measure whether this approach will 

impact attrition in development. Nonetheless, there is precedence for this approach 

resulting in significant clinical benefit. If sufficient efficacy is observed in only one 

of these indications, it will still represent a huge return on investment.  

  5.2 Genetic Approaches 

 Genetics can be used to find new indications for drugs in development (or post 

approval) by studying the effect of genetic variation in the drug target and correlat-

ing this with disease risk across a wide range of diseases. 

 The general approach is to study the genetic variation of the proposed target 

using DNA samples from well characterised sets of patients in all diseases of 

interest. It is now well accepted that for there to be confidence in the data result-

ing from these types of studies, they need to be well powered (often with sample 

sizes exceeding 1000 subjects), clinically well characterized, and the results 

replicated independently. As described earlier, most targets screened (>75%) 

have polymorphisms which result in amino acid changes. As well as these 

  Fig. 4.6    Number of likely drug targets for small chemical intervention       
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nonsynonymous changes, all drug targets are genetically polymorphic at the 

DNA level, and although these changes do not alter the protein sequence, many 

reside in regions of conserved sequence and could potentially influence RNA 

regulation. It is therefore possible to use this genetic variation as a surrogate for 

protein function (activity or levels) and compare that to disease risk across a 

whole range of diseases. This can be done by taking an individual target approach, 

or more broadly by evaluating genetic variation in large numbers of targets (and 

pathways), defined either by chemical doability representing the druggable 

genome, or a subset of the chemical genome defined by the availability of lead 

matter. This candidate gene approach can then be used to look for genetic associ-

ations across all diseases of interest for the company in question. Specific high 

density genotyping chips can be designed and built, to allow multiple experi-

ments to be performed. 

 The density of the SNP coverage of these indication discovery chips is often 

greater than that used in whole genome scan experiments, and allows a greater 

coverage of rarer variants. This is important for a set of genes, where even a small 

effect could highlight a major benefit if pharmacological blockade was used rather 

than the naturally occurring variation assayed using human genetics. As the density 

of the whole genome scan chips increases, and the techniques are developed to 

impute rare variants from this data, then the value of custom designed chips will 

reduce. For the initial experiments, a minimum of 500 cases and 500 matched 

controls is used per case control experiment, and 1000 subjects for quantitative 

traits. Even with these numbers, many real associations will not stand up to 

rigorous statistical corrections for multiple testing, and false discovery rates will be 

high. Hence it is vital that replication approaches are considered early and put in 

place to add confidence to the initial experiment. The “replication” may not neces-

sarily be a second genetic association study, since some diseases have animal models 

which can be used on a smaller number of compounds, and many genes now have 

published transgenic phenotype data available, providing insight into the biological 

consequences of up or down regulation. The genetic association literature also 

offers a source of replication data, which will become more useful as the quality of 

these studies improves. Use of the literature data must be done with care, as there 

is huge variation in the quality of the published experimental data, and a considered 

meta-analysis of all available studies will be required  (7) .  

  5.3 Genomic Approaches 

 Transcription approaches can also be used to identify additional indications, and 

this is likely to be a very powerful tool when human tissue can be obtained from 

the diseased organ, e.g., oncology and inflammation. The challenge will be to 

identify those changes which are driving the pathology and hence will be important 

to target, versus secondary changes.   
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  6 Summary  

 Pharmacogenomics is defined as the investigation of variations of DNA and RNA 

characteristics as related to drug response. The impact of interindividual variation 

of DNA and RNA characteristics on drug response can only be truly established in 

clinical studies, but preclinical work can be done to predict these effects. Genomics 

can improve decision making, from the earliest decision of which target to process, 

through choice of chemical lead, and finally to choice of patient population. This 

can be divided into understanding the molecular pathology of the disease, under-

standing the interactions between the compound and the genetic variants of the 

drug target and its metabolic pathway, and predictions of the likely variability in 

clinical trials and optimal early populations. Early considerations and experiments 

allow the predictions of these effects, leading to informed clinical development 

plans and reduced attrition. The goal of getting the right drug to the right patient at 

the right dose starts early in discovery and is most efficiently performed when it is 

integrated early into the discovery and development plans.     
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  Abstract   Despite some initial resistance, pharmacogenomics is now finding wide-

spread use and application throughout all phases of clinical drug development in 

many pharmaceutical companies. Applications, feasibility, and deliverables of phar-

macogenomic studies are largely dictated by sample sizes, availability of clinical 

(phenotypic) endpoints, and existence of working hypotheses, and therefore vary 

with the phase of clinical development. Variability in a given clinical endpoint is the 

main driver and prerequisite for pharmacogenomic investigations. Applications can 

therefore readily be classified into three broad categories of clinical endpoint: phar-

macokinetics, efficacy, and safety, although there may be overlap among categories 

depending on underlying mechanisms. Applications range from mechanistic, regula-

tory, trial design (inclusion/exclusion), product differentiation, companion diagnos-

tics, and portfolio decision-making. The promise of pharmacogenomics has been 

advertised for some time. We are gradually beginning to see the fruits of our labors 

in the context of the pharmaceutical industry, as apprehensions surrounding this 

technology fade in favor of recognition that a better understanding of our compounds 

is beneficial in the long run. In an industry that is hungry for innovation, alternative 

approaches, even if associated with some unknowns and some risks, are imperative. 

More developments are expected as experience with the application of pharmaco-

genomics grows (including both successes and failures) and as the industry continues 
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to work both competitively and collaboratively to realistically apply this technology 

toward therapeutic innovation and evolution of the basic science.  

   Keywords    Pharmacogenomics ,  applications ,  clinical trials ,  pharmaceutical 

industry   

   1 General Introduction  

 Despite the relatively short history of pharmacogenomics in pharmaceutical drug 

development, this science has become increasingly accepted as a means of better 

understanding data generated in the context of classical drug development and as a 

tool for innovation in this highly competitive arena. Variability in drug response, be 

it relevant to pharmacokinetics, efficacy, or safety, may be influenced, in part, by 

genetic variability in genes encoding proteins involved in drug metabolism, drug 

mode of action (i.e., intended targets), off-target mechanisms (i.e., unintended 

targets), or in disease susceptibility/etiology. In simple terms, pharmacogenomics 

is the investigation of the relationship between genetic variability in these pathways 

and variability in clinical parameters following drug exposure. This chapter is 

intended to provide a broad overview of opportunities for pharmacogenomic stud-

ies in clinical trials involving human subjects. It is not intended to be a review of 

the successful applications of pharmacogenomics reported in the literature, nor is it 

intended to fuel the hype of the promise of pharmacogenomics to revolutionize the 

pharmaceutical industry. Rather, it is an overview of the current application of this 

methodology based on the author’s experience with the evolution of pharmaco-

genomics in an industry setting.  

  2 Phases of Drug Development and Potential 
Pharmacogenomic Opportunities  

 The goals and applications of pharmacogenomic studies in clinical trials will tend to 

parallel those of the stage of clinical development. A paradigm that applies to early 

development studies may not be appropriate in later stages, and vice versa. Applications 

and deliverables will depend largely on sample size, availability of clinical endpoints, 

and the existence of working hypotheses. It goes without saying that the availability of 

genomic samples and appropriate corresponding informed consent is a prerequisite for 

the conduct of pharmacogenomic research in clinical trials. The four phases of drug 

development (I, II, III, IV) each have their own focus and consequently offer different 

opportunities for pharmacogenomic contributions, described below. 

   •  Phase I clinical trials are primarily intended to assess pharmacokinetic (PK) 

 properties and preliminary safety of investigational new drugs. These trials are 

customarily conducted in healthy volunteers and include single ascending dose, 
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multiple ascending dose, bioavailability/bioequivalency, drug-drug interaction 

(DDI), food effect, metabolite profiling (using radio-labeled drugs), QT-prolonga-

tion, and special populations (hepatic and renal impairment, geriatric, and ethnicity 

bridging). The focus of pharmacogenomics in Phase I is therefore on drug metabo-

lism/disposition and on safety. Owing to small sample sizes that are characteristic of 

Phase I studies, pharmacogenomic analyses often are hypothesis-generating in 

nature and may include i) explaining unexpected variability in pharmacokinetic 

data, ii) supporting metabolic pathway information from preclinical studies, 

iii) eliminating concern for classical polymorphic enzymes on drug exposure, or 

iv) helping to explain adverse events. Pharmacogenomics may also be applied 

pros pectively as an inclusion/exclusion criterion. In the interest of maximizing 

efficiency, Phase I trials will occasionally incorporate surrogate efficacy endpoints 

that are measurable even in healthy volunteers (e.g., cholesterol levels for lipid-

lowering drugs, sleep-wake cognition for sleep disorder drugs; blood pressure 

for cardiovascular drugs). Therefore, it is possible to encounter pharmacody-

namic-related pharmacogenomic studies in Phase I. Pharmacogenomic informa-

tion can lead to development decisions such as dose selection and prediction of 

drug-drug interactions or to the generation of hypotheses for further expansion 

in later phases of development. The greatest  limitation to pharmacogenomics in 

Phase I is sample size, which can be overcome in some cases through meta 

analysis of data across trials.  

 •  Phase II clinical trials are therapeutic exploratory trials designed to establish 

efficacy and assess short-term safety/tolerability and pharmacokinetics (dose 

finding). These trials may be conducted in the intended diseased population or 

in human models of the disease (e.g., CCK4 treatment of healthy subjects for the 

investigation of anxiolytic drugs). Phase II trials may also be conducted to 

explore secondary indications while the primary indication is undergoing Phase 

III development. The inclusion of pharmacogenomic analyses in Phase II may 

be used to develop hypotheses to i) help explain unexpected variability in the 

pharmacokinetic or pharmacodynamic data, ii) provide preliminary support for 

mode of action in vivo, iii) identify responder subgroups for better decision-

making in Phase III trials, and iv) help to explain safety outcomes. The use of 

pharmacogenomics at this stage may influence attrition (positively or negatively), 

particularly for compounds with variable efficacy.  

 •  Phase III clinical trials (also referred to as late development trials) are therapeutic 

confirmatory studies designed to assess efficacy and safety in large numbers of 

patients in order to generate the required data for drug registration. The focus of 

pharmacogenomic studies will therefore be on efficacy and safety, although phar-

macokinetic endpoints may also be investigated if sparse PK sampling is con-

ducted. Inclusion of pharmacogenomics in this phase of development is especially 

useful to identify new genetic markers or to confirm hypotheses emerging from 

earlier phases. With the significantly larger sample sizes, the power to detect 

genetic associations is greatly improved, although it may still be necessary to pool 

data across trials in a meta-analysis. Outcomes may include i) label information, 

ii) focused approval for targeted populations, iii) differentiation from competitors, 

and iv) identification of novel pathways for the development of next-generation 
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compounds. Depending on the application, trials that are prospectively designed 

to test a pharmacogenomic hypothesis with sufficient power may be required by 

regulatory agencies.  

 •  Phase IV clinical trials may be undertaken for additional product differentiation, 

pharmacoeconomics, or to assess long-term safety. Pharmacogenomic studies in 

Phase IV may therefore potentially be applied to extend patent life for unique 

 subpopulations within the general treatment population, or to address pharmaco-

economic concerns held by payers and government bodies in the case of marginal 

drug efficacy. Regrettably, the current lack of incentives or regulatory framework 

to facilitate these applications has made it more challenging to justify pharmaco-

genomic research post-marketing. However, preliminary signs that incentives are 

imminent have already emerged, e.g., proposed bill to improve and expand the use 

of molecular genetic tests and therapies; (Senator Barack Obama, 109th congress, 

2nd session, 2006).    

 Since each phase of drug development can involve the evaluation of pharmacokinet-

ics, efficacy, or safety measurements, the detailed applications of pharmacogenomics 

described herein are partitioned according to these three phenotypic categories. 

However, it should be recognized that there may be overlap among categories. For 

example, variability in pharmacokinetics may be a key determinant of efficacy or of 

safety. Similarly, a safety event may be the byproduct of agonism/antagonism of the 

intended drug target (i.e., extension of the efficacy). For simplicity, applications related 

to efficacy below will refer primarily to target-related pathways (i.e., mode of action) 

and safety will refer primarily to unintended pharmacodynamic pathways. 

Pharmacokinetics will be described separately, regardless of the consequent impact on 

efficacy or safety, or lack thereof.  

  3 Applications to Pharmacokinetics  

 Pharmacogenomic studies related to pharmacokinetics involve the analysis of genes 

encoding proteins that are known or hypothesized to be involved in absorption, 

distribution, metabolism, and elimination (ADME) of a given drug. It is not uncommon 

to encounter the declaration that, “ This drug is not metabolized by a polymorphic 
enzyme, therefore no pharmacogenomic investigations are necessary” . Unfortunately 

this blanket statement can lead to lost opportunities. The key operative terms are  not 
metabolized by  and  polymorphic enzyme . Regarding the former, it should be 

appreciated that, more often than not, drug metabolism will involve multiple 

enzymes, each contributing a fraction to the overall metabolism. Both major and 

minor routes of metabolism may be involved. Although major routes of metabolism 

may be the key determinants of exposure to the parent compound, minor routes of 

metabolism may also be important. A classical example is the metabolism of the 

prodrug codeine to the active moiety morphine. It is via a minor route of  metabolism 

(O-demethylation via CYP2D6, that accounts for less than 10% of codeine 
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 metabolism) that morphine is formed  (1) . When analyzed in relation to CYP2D6 

metabolizer status, the impact of genetic polymorphisms on codeine exposure is not 

detectable (since this is a minor route of metabolism), whereas when analyzed in 

relation to the minor metabolite exposure (morphine), the pharmacogenomic rela-

tionship becomes very apparent and has clinical implicatons for efficacy and for 

risk of developing dependence  (2 – 8) . Furthermore, it is well known that minor 

routes of metabolism can have important safety implications (e.g., due to formation 

of minor reactive metabolites). Investigations should therefore not be limited to 

parent-compound exposure. Where metabolites that are hypothesized to have 

clinical implications are measured, the impact of genetic polymorphism on 

metabolite formation should be considered. Regarding the latter term,  polymor-
phic enzyme , this term is often used to refer exclusively to the classical polymor-

phic enzymes CYP2D6, CYP2C9, and CYP2C19. It is important to recognize 

that there are other drug metabolising enzymes that carry polymorphisms that are 

of clinical consequence (e.g., NAT2 and sulfamethazine, GSTM1 and GSTT1 and 

tacrine, SULT1A1 and tamoxifen, UGT1A1 and irinotecan, ADH1B/ALDH2 

and ethanol, to name a few). Genotyping of the genes encoding these enzymes 

should therefore be considered for drugs that are known or hypothesized to be 

metabolized via these pathways. 

  3.1 Help Explain Outliers or Variability 
in Pharmacokinetic Data 

 Some of the original applications of pharmacogenomics were to explain variability 

in drug metabolism that could not be explained by other factors. Since variability 

in pharmacokinetics can have implications for efficacy and safety, it is desirable to 

minimize and understand the factors that contribute to PK variability. Variability 

may refer to a small number of outliers or to a wide spread in the distribution of the 

pharmacokinetic data. Pharmacogenomics can also find a use in ruling out a role 

for genetics in PK variability. For example, genetic causes may need to be ruled out 

in support of other suspected explanations for unexpected variability (e.g., sus-

pected noncompliance). Understanding the mechanisms of variability in drug expo-

sure can help to customize drug dosing to enhance the safety and efficacy profiles 

of new therapeutic agents.  

  3.2 Support Metabolic Pathway Information 
from In Vitro Studies 

 Drug-drug interactions are a significant factor contributing to the early  termination 

of drug candidates or to the withdrawal of therapeutic agents after their introduction 

to the market. Over the past two decades, a number of preclinical and in vitro 
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methodologies such as cDNA expression systems and microsomal models have 

allowed early identification of the specific CYP450 isoforms that likely play a role 

in the disposition of drugs. Preclinical drug metabolism studies provide a valuable 

qualitative indication of the potential fate of drugs in humans. However, the quanti-

tative scaling of in vitro data to the clinically relevant context is limited. In addition, 

the scope of preclinical drug metabolism studies usually focuses on CYP450 

isoforms or select drug transporters such as P-glycoprotein. Some drug metaboliz-

ing enzymes (notably the glucuronidating enzymes) are not as amenable to in vitro 
assays. The knowledge of isozyme-specific metabolism patterns of a drug may also 

contribute to predictions involving selection of concomitant medications that may 

precipitate mechanism-based drug-drug interactions. In accordance with these 

theoretical and conceptual predictions, regulatory authorities and the pharmaceutical 

industry are keenly aware of the need for adequate and early characterization of 

drug metabolism in humans. 

 It is against this background that clinical pharmacogenomic studies of drug-

metabolizing enzymes offer an additional and complementary perspective on the 

nature of metabolic routes and their quantitative significance for disposition in 

the clinical setting. One of the key features of pharmacogenomic analyses 

in clinical trials is that the information generated is relevant to the human context. 

Genotyping for polymorphic drug metabolizing enzymes and subsequent correla-

tion with interindividual variability in pharmacokinetic endpoints can discern 

whether, and to what extent, a given drug-metabolizing enzyme or drug trans-

porter contributes to drug disposition in humans. There are a number of potential 

paradigms for the application of pharmacogenomics and the selection of candi-

date genes to support metabolic pathway information from preclinical studies 

(described below). There is no one correct approach. Selection will often reflect 

the corporate climate and investment in pharmacogenomics. 

   •   Strong candidate gene(s):  This strategy is guided by preclinical drug metabo-

lism data. It proposes a threshold value (e.g., 30%) for the fraction metabolized 

by a given polymorphic isozyme to warrant genotyping of a candidate gene.  

 •   All candidate genes:  This strategy proposes genotyping of any ADME gene 

shown in vitro or speculated (based on metabolite profiling) to be involved in 

metabolism/disposition of the drug. There are no quantitative thresholds in this 

approach.  

 •   Standard panel of classically polymorphic ADMEs or ADMEs that 
metabolize most pharmaceuticals:  This approach involves the routine 

screening of a short panel of genes encoding enzymes/transporters that metabolize/

transport most drugs and are known to harbor functional polymorphisms (e.g., 

CYP2C9, CYP2C19, CYP2D6, CYP2A6, CYP2B6, CYP3A5, UGTs, and 

ABCB1). This approach allows for the identification of clinically relevant 

pathways that may not otherwise have been explored based on preclinical 

information. It may also help with the forecasting of variability in drug exposure 

in the different ethnic populations since the distribution of ADME polymor-

phisms across ethnicities is known.  
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 •   Broad screen of a large panel of ADME genes:  Some companies have opted 

to routinely genotype subjects for a large number of ADME genes using availa-

ble ADME gene chip technologies. The question of overgeneration of poten-

tially uninterpretable data is a legitimate one. However, the broad screen 

approach does offer a unique opportunity to yield novel hypotheses that are 

independent of preexisting information.     

  3.3 Subject Enrollment (Inclusion/Exclusion) 

   •  Exclusion Criterion:  The overall goals of subject exclusion by genotype 

include i) the efficient testing of clinical trial hypotheses, ii) smaller trial 

sizes, and iii) unnecessary exposure of subjects who would otherwise not 

contribute to the objectives of the trial. Subject selection by genotype during 

prescreening may be desirable when it is known that certain genotype sub-

types would not contribute to the objective of the trial. For example, in 

ADME-DDI trials that make use of a probe drug (e.g., dextromethorphan/

CYP2D6, tolbutamide/CYP2C9, omeprazole/CYP2C19) to evaluate the 

metabolism by or induction/inhibition of a given isozyme by an investiga-

tional drug, subjects having no enzyme activity (i.e., poor metabolizers) 

would not yield useful data toward the hypothesis being tested in the trial. 

Excluding poor metabolizers from such a trial would not mean that this 

metabolizer phenotype would need to be excluded from all future studies 

since the reason for exclusion is unique to the objective of the study. In con-

trast, the exclusion of subjects may not be appropriate in comedication-DDI 

studies that are intended to investigate the potential interaction between two 

drugs that are expected to be taken in tandem in the eventual intended popu-

lation since it is important to generate pharmacokinetic and safety data in 

subjects carrying all genotypes that would be encountered in the general 

population receiving these two drugs. However, if a specific genetic sub-

group of subjects is systematically excluded from a clinical program, a cor-

responding diagnostic test may be a prerequisite for prescribing the drug.   

   •   Inclusion Criterion:  Subject selection by genotype during prescreening can 

be used to ensure adequate enrollment of subjects of a particular genotype 

for statistical reasons, or to create a balanced population to ensure that all 

metabolizer subtypes are captured in the clinical trial. One form of balanced 

population includes proportions of subjects from each genetic subgroup that 

are genetically representative of the targeted population. For example, 

approximately 7% of Caucasians are poor metabolizers (PMs) of CYP2D6. 

One can envision a scenario in which, by chance, no poor metabolizers get 

enrolled in a clinical trial. It may therefore be desirable to ensure that the 

appropriate ratio of metabolizer subtypes (7% PMs to 93% non-PMs) be 

enrolled in order to estimate the drug pharmacology in a representative 
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population. Alternatively, one can envision a situation in which, by chance, 

a disproportionate number of poor metabolizers are enrolled in a trial, thus 

significantly compromising the interpretation of the data and the outcome 

of the trial. Another form of a balanced population may involve equal num-

bers of all known metabolizer categories in order to thoroughly evaluate 

clinical outcomes in these genetic subgroups. The benefit of using the genotype 

as an inclusion criterion is ensuring that clinical evaluations are con-

ducted in appropriate genetic subpopulations, thus avoiding the need for 

additional trials.     

  3.4 Summary of Deliverables for Pharmacokinetics 

   •  Explain observed outliers or pharmacokinetic variability for improved interpre-

tation of the data.  

 •  Adjust dose based on genetic variability in drug metabolism.  

 •  Address regulatory concerns about pharmacokinetic variability, dosing, and safety.  

 •  Forecast the pharmacokinetic variability in different ethnic populations.  

 •  Identify key isozymes involved in the metabolism of a drug in humans.  

 •  Maximize trial efficiency by excluding subjects who would otherwise not con-

tribute to the goals of the trial (e.g., in ADME-DDI studies).  

 •  Ensure that drug pharmacokinetics were indeed examined in poor and extensive 

(and other) metabolizers alike.      

  4 Applications to Efficacy  

 Pharmacogenomic studies related to efficacy are based on the reality that drugs are 

generally not effective in 100% of patients. The percentage of responders to non-

responders deemed acceptable is largely dependent on the severity of the indication 

and the availability of alternative therapies. Drug responsiveness may have an under-

lying genetic component and can originate at several levels i) pharmacokinetics (dis-

cussed above), ii) pharmacodynamics (i.e., intended drug target or pathway-related), 

or iii) disease etiology/subtype. There are numerous reports in the literature of genetic 

associations between polymorphisms in drug targets and pharmacologic responses, 

some replicated, others not, and yet others with contradictory results. Examples 

include i) ß-adrenoceptor  ADRB2  and bronchodilation by albuterol in the treatment 

of asthma  (9 – 13) , ii) angiotensin-converting enzyme  ACE  with sensitivity to ACE inhibi-

tors in the treatment of hypertension  (14) , iii) sodium channel subunit  SCN1A  and 

maximum doses for carbamazepine and phenytoin in the treatment of epilepsy  (15 , 
 16) , and iv) vitamin K epoxide reductase  VKORC1  and anticoagulation by aceno-

coumarol  (17 ,  18) , to name a few. The genotyping of drug targets, where these 

are known for an investigational drug, can provide several opportunities in a drug 
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development setting. Disease etiology/subtype has also been shown to influence effi-

cacy and can similarly be explored to stratify subjects according to response  (19 ,  20) . 
Regardless of the origin or nature of the marker, an efficacy-related marker may 

demonstrate either that efficacy is i) not appreciably influenced by genetic variability 

in candidate pathways, ii) lesser in a given genetic subgroup, but not sufficiently 

compromised to influence treatment decisions, iii) insufficient in a given subgroup to 

warrant treatment with a particular drug, or iv) better in a given subgroup than aver-

age (i.e., super-responders). It should be recognized that most pharmacogenomic 

biomarkers are probabilistic in nature and generally are not absolute predictors of 

response. Therefore, the terms “responders” and “nonresponders” should be defined 

with this consideration in mind. The principles of sensitivity, specificity, positive and 

 negative predictive value, and prevalence that are relevant to other biochemical 

biomarkers are also applicable to pharmacogenomic biomarkers. 

  4.1 Informed Strategic Decisions (Go/No-Go Decisions) 

 Investigating and understanding the genetic factors that contribute to variability in 

efficacy does not inevitably imply that a diagnostic test will be required for a drug 

to be prescribed. It is noteworthy that, to date, there are only two examples of 

biomarker tests that are prerequisites for prescription, namely, the test for HER2 

overexpression for treatment of breast cancer with Herceptin® (trastuzumab), and 

the test for EGFR expression for treatment of colorectal cancer with Erbitux® 

(cetuximab); all other current valid biomarkers are either merely “recommended” 

or “for information only” according to U.S. Food and Drug Administration (FDA) 

classification  (21) . Furthermore, replication and validation of genetic associations 

are necessary to generate results that are sufficiently robust to yield a diagnostic 

test. Consequently, the lingering apprehensions around embarking on pharmacoge-

nomic research to identify biomarkers related to efficacy are generally unjustified. 

 Putative genetic associations with efficacy are already being used in the pharma-

ceutical context to contribute to strategic go/no-go decisions about whether to termi-

nate or to rescue a compound that demonstrates variable, borderline, or insufficient 

efficacy. On the one hand, a decision may be made to terminate development if it is 

determined that a diagnostic biomarker would likely be a prerequisite for prescrip-

tion and therefore not commercially viable in a particular therapeutic area. On the 

other hand, a decision may be made to attempt to rescue a drug or a secondary indi-

cation that otherwise would not survive the go/no-go decision to transition into late 

development. Such  decisions involve a number of considerations, including the 

severity of the indication the availability of existing therapies, the competitor land-

scape, and diagnostic development capabilities, among others. The ability to rescue 

a compound in early development generally requires some assumption- and 

 judgment-making, and a  certain degree of risk-taking, since sample sizes in Phase II 

are generally too small to draw firm conclusions about the validity of genetic asso-

ciations. However, understanding the factors that contribute to variability in efficacy 
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in early development helps to avoid surprises later in development after significant 

investments have been made. Evidence that efficacy is not appreciably influenced by 

genetic variability in candidate pathways (i.e., lack of apparent genetic association) 

may also afford an added level of confidence in the product profile and contribute to 

prioritization of  compounds or indications. It is anticipated that the “it’s better not to 
know” attitude, as it relates to the generation of research data in the pharmaceutical 

context, will continue to fade and shift toward the recognition that data and informa-

tion,  particularly when generated early, do more good than harm in the long run.  

  4.2 Focused Approval for Targeted Populations—Opportunity 
for Drug-Diagnostic Co-Development 

 The choice between blockbuster and personalised medicine is more complex than 

often expected and is addressed in detail in Chapter 13. The stratification of patients 

by genotype can provide a higher resolution to detect efficacy that may otherwise 

have gone undetected due to a dilution effect by nonresponders in an unstratified 

cohort. This allows efficacy to be demonstrated in patient subgroups for drugs that 

might not have been considered effective in the general population. Drugs devel-

oped in genetically stratified trials, once on the market, would, by definition, only 

be indicated for the genetically identified subset of patients. 

 In 2005, the U.S. Food and Drug Administration (FDA) released a draft concept 

paper on drug-diagnostic co-development  (22) , which describes a process for devel-

oping a diagnostic to determine later use of a particular drug. The development of the 

diagnostic is described as proceeding smoothly in parallel with the development of 

the drug, beginning as early as drug discovery (Fig.  5.1 ) .  It is recognized that this is 

perhaps an overly idealized situation, since rare will be the case that a sufficiently 

  Fig. 5.1    Drug device co-development process: key steps during development ( adapted from FDA 
Drug-Diagnostic Co-Development Draft Concept Paper )       
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robust hypothesis will be available so early in development. Nevertheless, the concept  

paper highlights the importance of developing hypotheses as early as possible, despite 

the general lack of statistical power, if the window of opportunity to co-launch a drug 

and diagnostic is not to be missed. Therefore, it is recommended that the screening 

of drug targets be considered as soon as pharmacodynamic endpoints are available, 

which can occur as early as Phase I for studies that include surrogate efficacy 

 endpoints, although Phase II trials would be the more common entry point for effi-

cacy-related investigations. The goal should be to focus early on the appropriate 

patient population(s), while maximizing flexibility around labelling alternatives before 

Phase III work is initiated. The information available at the time of entry into Phase III 

is often a main driver for the label; labels are often drafted before Phase III studies are 

implemented or finalized. Some may advocate the routine pharmacogenomic screen-

ing of drug targets where these are known for an investigational drug, even if polymor-

phisms in these genes have not been previously characterized for functional 

consequences. In such cases, tagging SNP approaches may be utilized to assess the 

overall genetic variability in a drug target (see Chapter 8). Although exploratory, these 

analyses offer a key opportunity for innovation—something desperately needed in the 

 pharmaceutical industry today. In the current environment, we cannot limit ourselves 

to the paradigm of retrospective investigations, i.e., waiting to see “how the data look” 

before considering an efficacy biomarker strategy. Proactive pharmacogenomic inves-

tigations of pathways related to efficacy should be encouraged.   

  4.3 Improved Understanding of Drug Mode of Action 

 Pharmacogenomic analysis of drug targets can also be applied to validate drug tar-

gets in vivo, i.e., to support the known or hypothesized mode of action or identifica-

tion of an as yet unknown mode of action  (23 ,  24) . Although it is not a prerequisite 

that the mode of action be known for a drug to be marketed, information on mode 

of action can be used to predict possible drug interactions and side effects, or to dif-

ferentiate a product from its competitors by providing evidence for a novel mode of 

action. Obviously, drugs that have a single simple mode of action are more  amenable 

to this pharmacogenomic dissection. The underlying assumption and requirement 

for such mechanistic applications is that genetic polymorphisms in the target(s) lead 

to variability in efficacy. A genetic association with drug response for a candidate 

drug target therefore provides supporting evidence for that  mechanism in the human 

context. For drugs with unknown targets, exploratory candidate gene or genome-

wide studies should be considered to identify candidate pathways.  

  4.4 Super-Responders 

 Strategies have been developed around the identification of super-responders (i.e., 

extreme responders). One obvious marketing goal is the clinician’s preferential 
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selection of a novel drug over competitor’s drug, which is particularly important in 

highly competitive areas where many therapeutic options are available (e.g., depres-

sion, epilepsy). If a diagnostic marker can show that particular subjects are likely to 

respond extremely well to a novel drug, this drug may be preferentially selected over 

its well-established competitors as a first line treatment in these subjects. This is 

particularly relevant in indications that may have grave consequences if left ineffec-

tively treated. A biomarker for super-responders would not mean that a diagnostic 

test would be required for prescription of the drug, but rather that it would be used 

to optimize treatment decisions at the discretion of the physician on a case-by-case 

basis. The identification of genes associated with super-response may also find use 

in drug discovery for the development of next-generation compounds.  

  4.5 Optimizing Clinical Trial Design 

 A final motivation for pharmacogenomics in the area of efficacy is the cost associ-

ated with each additional patient enrolled in a clinical trial. In an effort to improve 

the probability of success and reduce development costs (particularly in Phase III), 

pharmacogenomics is already being used in a variety of ways to attempt to optimize 

trial design. Four general study designs are briefly mentioned below. 

  Classical Design:  The fundamental difference between the classical trial design and 

the other designs is the timing at which pharmacogenomic testing is performed with 

respect to randomization. The classical design does not require genotyping for rand-

omization; genotyping is performed during or after the trial. Data are therefore only 

generated for particular genetic subgroups if groups happen to be enrolled in the trial. 

The trial may or may not be powered to detect significant genetic associations. 

 The advantages of this conventional design are that it i) is operationally straight-

forward, with no additional time or burden to screen subjects; ii) is a more tradi-

tional design and therefore tends to be more familiar to both sponsors and 

regulators; and iii) requires minimal trial design modifications. The main drawback 

is that statistical association analyses hinge on the genetic subgroups being enrolled 

(or not enrolled) in the trial by chance; therefore the power to detect associations is 

often insufficient. 

  Inclusion/Exclusion Design:  This design excludes subjects who are predicted, 

based on an existing hypothesis, to be non-responders (i.e., test negative subjects). 

In an initial pharmacogenomic screening, all test negative subjects are excluded 

from the efficacy trial. There must be a clear, well-defined knowledge that test 

 negative subjects are not likely to respond to the drug and/or may be at greater risk 

for toxicity. The advantages are i) the increased probability of demonstrating effi-

cacy in the enrolled population; ii) smaller trial sizes; and iii) the prevention of 

unnecessary exposure and untoward events in subjects who would not respond to 

the drug anyway. Drawbacks are that i) no data are generated in excluded patients; 

ii) a pharmacogenomic test must be available for market approval of the drug; 
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iii) a smaller overall phase III program could reduce the probability of detecting 

rare SAEs; iv) for a pharmacogenomic test having mediocre sensitivity, some true 

responders would not have the opportunity of being prescribed an effective treat-

ment; and v) the additional operational burden of performing a pharmacogenomic 

testing prior to randomization. 

  Balanced Design:  This trial design ensures balance between treatment groups with 

respect to genotype rather than relying on conventional randomization; the latter  

which can occasionally result in overrepresentation of one genetic group in a given 

treatment arm and can introduce bias and decrease power. As described for pharma-

cokinetics, balance can refer to a “50–50” scenario, in which equal proportions of 

the genetic subgroups are enrolled in the trial; or it can refer to a “representative 

population” scenario, in which enrollment aims to achieve proportions of genetic 

subgroups that are representative of the intended population. In contrast to the 

inclusion/exclusion design, the balanced design generates data for the test negative 

patients. The balanced design allows the exact patient numbers to be enrolled to 

meet the powered statistical analysis plan. Advantages include i) not having to per-

form additional trials, by ensuring that the trial is conducted in the appropriate 

population; ii) improving the ability to demonstrate efficacy; iii) being statistically 

powered; iv) reducing bias; and v) allowing a possibly smaller sample size. 

Drawbacks include i) the possible requirement for a pharmacogenomic test for 

market approval (depending on the outcomes); ii) a smaller overall phase III 

 program, which can reduce the probability of detecting rare SAEs; and iii) the 

additional operational burden of performing pharmacogenomic testing prior to 

randomization. 

  Adaptive Design:  The adaptive design is a flexible design that allows for 

the modification of various aspects of the trial during the trial, in order to achieve 

the planned goals without undermining the validity of the trial. Modifications 

are based on interim results, and may include sample size re-estimation, patient 

allocation , or early termination  (25 ,  26) . This design allows for the preservation of 

power when the initial estimations of treatment effect and variability were inaccu-

rate. For example, when a trial is designed based on an estimate of variance for a 

given variable, an increase or decrease in the true variability could significantly 

affect the power. By monitoring variability during the trial, the sample size can be 

adjusted to achieve the desired power. Adaptive trial design has been the subject 

of numerous discussions by regulatory authorities who have expressed openness 

to novel trial designs  (26) . Several methods and study designs are available  (25) , 
the elaboration of which is beyond the scope of this chapter. As it relates to phar-

macogenomics, the basic principle involves the selection of genomically classified 

patient subsets mid-trial in order to increase probability of trial success. Genomic 

biomarkers that can identify subsets of patients who are more likely to respond 

may allow studies to be enriched for these patients. The main advantages include 

i) ethical and cost benefits, since fewer patients are exposed to the less effective 

therapy; and ii) improved chances of clinical trial success and drug registration. 

Disadvantages include i) the introduction of bias when interim unblinded results 



102 M. Franc

are used for patient selection; ii) the complexity of the design, analysis, and imple-

mentation; iii) the lack of familiarity with how to appropriately implement; and 

iv) the lack of a regulatory framework to accommodate these designs.  

  4.6 Summary of Deliverables for Efficacy 

   •  Opportunity for innovation.  

 •  Opportunity for drug-diagnostic development.  

 •  Informed strategic decisions (go/no-go decisions), including compound termina-

tion and rescue.  

 •  Increased understanding of drug mode of action, which might enable therapeutic 

and commercial differentiation from competitors.  

 •  Preferential selection of novel drugs over established competitors.  

 •  Feedback of information to drug discovery for next-generation compounds.  

 •  Optimization of design of large and expensive Phase III trials to maximize likeli-

hood of success.      

  5 Applications to Safety  

 Drugs that show sufficient efficacy may be rejected, withdrawn, or limited in their 

use because of rare but serious adverse drug reactions (ADRs). Examples are the 

antiepileptic felbamate, the atypical antipsychotic clozapine, and several drugs 

withdrawn because of prolongation of the QT-interval (e.g., cisapride). These rare 

events are believed to be multifactorial including environmental, immunologic, and 

genetic factors, and are therefore difficult to predict and characterize mechanisti-

cally. Many drugs also exhibit common side effects, some of which may not pose 

health risks to subjects, whereas others may be potential indicators of more severe 

toxicities (e.g., alanine aminotransferase (ALT) elevations that may signal potential 

hepatotoxicity). 

 Although many drug reactions are difficult to prevent, recent developments sug-

gest that some reactions may be avoidable through individualization of drug thera-

pies based on genetic information (e.g., dose adjustment of warfarin). If 

pharmacogenomic predictors of adverse events could prevent drug exposure of 

genetically vulnerable patients and preserve even a single drug, the costs of any 

large-scale research efforts could be fully recovered. Clinical care would be 

improved by limiting the treatment to patients that are least likely to experience 

adverse events or by adjusting dose regimens. 

 Identification of biomarkers that can explain or predict serious adverse events 

is considered to be the “holy grail” for the pharmaceutical industry. Some current 

areas of priority include drug-induced liver injury (DILI); circulatory system 

irregularities (e.g., QT prolongation, anemias, and neutropenias); immune 
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 system reactions (e.g., acute hypersensitivity and skin rash); retinopathy; and 

renal failure. The main challenges in the area of adverse events are i) the often 

very low frequency of serious adverse events and consequent grossly insuffi-

cient sample size; ii) the idiosyncratic nature of many adverse events that may 

involve multiple mechanisms working together to culminate in a susceptibility 

to treatment-related adverse events; iii) the paucity of working hypotheses for 

off-target related adverse events; and iv) the  sometimes compound-specific 

nature of adverse events. ADRs may occur at any phase, but may not be observed 

until phases III-IV. 

 The most feasible adverse events to tackle from a pharmacogenomic perspective 

are those related to pharmacokinetics (due either to variability in exposure or 

 formation of minor metabolites) or those related to pharmacodynamics (i.e., target-

related), since working hypotheses are more readily conceived. For example, an 

obvious  scenario is one in which a genetic polymorphism in the gene encoding a 

drug target had been previously reported in the literature as associated with an 

adverse event that was observed in the drug development (e.g., cardiovascular 

adverse events observed for a drug that targets the α-adrenoceptor). Many of the 

concepts related to PK and PD have already been described in the previous  sections. 

More challenging are adverse events related to off-target events or complex 

mechanisms. 

  5.1 Identify Predictive Biomarkers of Toxicity 

 A number of predictive biomarkers for adverse events have already been identified 

and are in clinical use. Classical examples include i) the increased risk of 

 azathiopurine-induced myelotoxicity in subjects with thiopurine methyltransferase 

(TPMT) deficiency or lower activity due to genetic polymorphism. TPMT testing 

is recommended and consideration should be given to either genotyping or pheno-

typing patients for TPMT; ii) the increased risk for irinotecan-induced neutropenia 

in subjects who are homozygous for the  UGT1A1*28  polymorphism  (27) . This 

association was discovered by an independent group post-marketing, and required 

revision of the label, highlighting the importance of exploring candidate pathways 

during drug development; and iii) the increased risk for carbamazepine-induced 

severe skin rash (Stevens-Johnsons Syndrome [SJS] and toxic epidermal necro-

lysis [TEN]) in subjects carrying the HLA-B*1502 allele. Significant advances in 

the area of safety are anticipated in the near term as technologies catering to toxi-

cologically relevant pathways become available, notably, SNP chips containing 

broad panels of ADME genes or SNP chips capturing the major histocompatability 

complex (HLA) locus, both of which may find particular use in the area of drug-

induced liver injury for which PK-based and immunology-based hypotheses exist. 

Evidence of the potential for liver injury based on classical liver function tests 

(LFTs) including serum alanine aminotransferase (ALT), alkaline phosphatase 

(ALP), and total bilirubin (TB), has an important impact on compound attrition 
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rate, despite these markers not being reliable predictors of bona fide hepatotoxic-

ity. Nevertheless, these red flags can weigh heavily on the decision whether to 

proceed or not with compound development. Elevations in liver enzymes can 

occur at both low and at high frequencies, the latter offering an opportunity for 

pharmacogenomics even in early development. Identifying the culprit pathway(s) 

associated with the susceptibility to liver enzyme elevations may serve as an 

important factor in the decision to move forward with the development of a com-

pound. Such investigations are already underway. The byproduct of these investi-

gations will be a growing body of knowledge of the mechanisms underlying 

aberrant liver function tests.  

  5.2 Confirm Suspected Preexisting Diagnosis and Address 
Regulatory Questions 

 A pharmacogenomic approach can also be applied to support claims that a particular 

adverse event is not treatment-related. In this situation, a known disease-related 

biomarker may be analyzed to verify whether a subject harbored a pre-existing 

condition that went undiagnosed at the time of enrollment in the trial.  

  5.3 Demonstrate Improved Safety Profile over Competitors 

 It is generally felt that a pharmacogenomics test that could achieve a reduction in 

the incidence of adverse events to meet that of a competitor drug is of limited value. 

Although the drug might be approved, it is unlikely that it would be used as first 

line therapy because of the need to perform pharmacogenomic testing. However, a 

pharmacogenomic test that could reduce the probability of an adverse event (AE) 

significantly below that of a competitor drug with equivalent efficacy would be an 

important element in the approval and marketing of the drug.  

  5.4 Rare Adverse Events and Collaborative Models 

 Although there is a need for pharmacogenomic tests to predict rare safety events, 

the feasibility of clinically validating the predictive power of such a marker is 

questionable. The incidence of rare adverse events (AEs) is defined as an observed 

frequency of < 0.1%, therefore the number of rare AEs in a  typical clinical develop-

ment program of 5000–10,000 patients will be approximately 5–10 cases. For rare 

adverse events, different post-marketing surveillance  scenarios have been described 

with regard to validating test findings. Assessing the seriousness and frequency of 

the AEs would drive the need for a  pharmacogenomic test. It is more likely that 
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pharmacogenomics will find its greatest use in helping to explain more common 

AEs observed in clinical trials, as well as to improve our mechanistic understanding 

of these AEs. 

 The industry is now realizing the need to join efforts in a collaborative mode 

to pool resources including samples, technology, scientific input, and funding and 

to share risks if any significant headway is to be made in the area of rare but seri-

ous adverse events. One example is the recent creation of the Serious Adverse 

Events Consortium (SAEC), which is a non-profit partnership of industry, 

academia, and government in a global effort to identify genetic markers related 

to harmful drug reactions. The short-term priorities of the SAEC are drug-

induced liver injury and serious skin rash, to be followed by other serious adverse 

events such as QT prolongation. This is a major step forward in understanding the 

basic science underlying drug-induced toxicity and, if successful, will benefit the 

pharmaceutical industry overall, but more importantly, will benefit patients.   

  5.5 Summary of Deliverables for Safety  

    •    Identification of predictive safety biomarkers.   

  •    Addressing regulatory questions.   

  •    Opportunity to rescue a compound that would otherwise fail to be commercial-

ized due to safety concerns. Such a strategy would usually lead to the marketing 

of a compound with a companion diagnostic test.   

•      Increased understanding of drug safety. This may, in some cases, enable thera-

peutic differentiation from competitive compounds by adding information to the 

drug label.   

  •    Dose adjustment in susceptible patients.      

  Concluding Remarks  

 A combination of scientific reasoning, trial and error, and some risk-taking has 

led to rapid growth in our understanding of how pharmacogenomics can best be 

applied to clinical development programs. This experience has helped to reset 

realistic expecations and squelch the hype associated with the application of 

this approach to the industry. There is no one-size-fits-all solution to pharma-

cogenomic strategy development. The greatest value can be obtained by syner-

gizing pharmacogenomic research with clinical development plans. When 

pharmacogenomics is no longer viewed as a novel and innovative approach to 

drug development but rather is considered a core component of conventional 

drug development, a new era in pharmaceutical development will have been 

reached.   
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     Chapter 6   
    Pharmacogenomics Applications 
in Drug Metabolism 

 From Genotyping to Drug Label-Challenges? 

        Ann   K.   Daly         

  Abstract   There is increasing recognition that pharmacogenetic polymorphisms 

affecting drug metabolism are valid biomarkers affecting drug safety and efficacy. 

This is shown by the inclusion of information about genetic polymorphisms affect-

ing drug metabolism on drug labels with, in some cases, a recommendation that 

testing for the polymorphism should be performed before prescription. However, 

in most cases, this information is for information only. It is likely that this is in 

part because testing for the relevant polymorphisms is unlikely to be available to 

patients being prescribed the drug, but also because clear advice about issues such 

as dose adjustment is not available, mainly since appropriate clinical trials have 

not yet been performed. Metabolic polymorphisms mentioned by the U.S. Food 

and Drug Administration (FDA) as valid biomarkers include those in thiopurine 

methyltransferase, the UDP-glucuronosyltransferase UGT1A1, the cytochromes 

P450 CYP2D6, CYP2C19, and CYP2C9, the N-acetyltransferase NAT2, and dihy-

dropyrimidine dehydrogenase. Each of the above polymorphisms is considered 

here in detail, with particular reference to current knowledge and to their relevance 

to the drugs considered to be related to the individual polymorphisms.  
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   1 Introduction  

 Pioneering studies in the early 1960s resulted in the identification of the acetylation 

polymorphism  (1) . Since this initial recognition that drug metabolism is often sub-

ject to interindividual variation, it has been feasible to perform pharmacogenetic 

tests prior to drug prescription. Important further advances have included  (1)  the 

finding that common genetic polymorphisms result in interindividual variation in 

the levels of a number of different cytochromes P450, and  (2)  from the early 1990s, 

the development of PCR-based tests to enable genotyping for common genetic pol-

ymorphisms. Despite this knowledge, pharmacogenetic tests, especially those rele-

vant to drug metabolism, are still seldom used in normal clinical practice. However, 

there is increasing recognition of the importance of pharmacogenetics/genomics in 

optimising drug safety and efficacy. In particular, about 10% of drug labels 

approved by the U.S. FDA now include pharmacogenomic information. The FDA 

also provides detailed recommendations, updated quarterly, about the use of phar-

macogenomic tests prior to drug prescription  (2) . Tests are classified as either 

required or recommended, or the information is provided for reference only. The 

drugs for which a test is required are all novel anticancer therapies, which target 

tumour phenotypes rather than agents subject to polymorphic metabolism. 

However, a test is recommended in relation to several drugs which undergo poly-

morphic metabolism; and, for a growing list of drugs, information on polymorphic 

metabolism is included for reference only (see Table  6.1 ).       
 This article focusses specifically on those metabolic polymorphisms now recog-

nised by regulators as valid biomarkers for drug efficacy and safety by their inclusion 

 Table 6.1    Examples of genes relevant to drug metabolism and summary of current regulatory 

position with FDA  

 Gene  Drug 

 FDA-licensed 

test available 

 FDA recommendation 

for testing 

 TPMT  6-mercaptopurine  Yes  Recommended 

 Azathioprine  Yes  Recommended

  UGT1A1  Irinotecan  Yes  Recommended  

CYP2D6  Atomoxetine  Yes  Information only 

 Many other drugs (e.g., tricyclic 

antidepressants, antipsychot-

ics, codeine, tamoxifen) 

 Yes  Information only 

 CYP2C19  Voriconazole  Yes  Information only 

 Other drugs (e.g., proton 

pump inhibitors) 

 Yes  Information only 

 CYP2C9/  Warfarin  No  Information only 

 VKORC1 

 CYP2C9  Celecoxib  No  Information only 

 DPD  Capecitabine  No  Information only 

 NAT2  Isoniazid  No  Information only 

From (2)
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on this FDA list. Their recognition as biomarkers may enable more rapid progress 

to be made on making appropriate genotyping tests available prior to drug 

prescription.  

  2 Metabolism Genes Recommended as Genomic Biomarkers  

  2.1 Thiopurine methyltransferase 

 Thiopurine  S -methyltransferase (TPMT) metabolizes the cytotoxic drug 6-mercap-

topurine, widely used in the treatment of childhood acute lymphoblastic leukaemia, 

together with azathioprine, a 6-mercaptopurine precursor used as an immunosup-

pressant. Approximately 0.3% of Europeans have undetectable activity, and 11% 

have intermediate levels  (3) . It is currently the metabolic polymorphism for which 

most progress has been made in performing testing prior to prescription, possibly 

because of the serious hematological toxicity seen in those with the deficiency. In 

individuals lacking TPMT, high concentrations of thioguanine nucleotides will be 

formed, resulting in toxicities such as myelosuppression, which can be life-

threatening  (4) . The molecular basis of the deficiency is now well understood, and 

the two main alleles associated with the absence of enzyme activity have been 

identified  (5) . The most common defective allele,  TPMT*3 , results in two amino 

acid substitutions which either together or separately result in a complete absence 

of activity and account for approximately 75% of defective alleles. The clinical 

importance of this polymorphism has been demonstrated in a number of studies. 

For example, in one large study, individuals who were either homozygous or het-

erozygous for variant alleles were demonstrated to be at a significantly increased 

risk of toxicity when treated with 6-mercaptopurine  (6) . TPMT deficiency has also 

been linked to an increased risk of second malignancies among patients with acute 

lymphoblastic leukemia  (7) . In the U.S., drug labels for both 6-mercaptopurine and 

azathioprine now include information on the TPMT polymorphism and recommend 

determining patient phenotype or genotype prior to drug treatment  (2) . Azathioprine 

is used in the treatment of several immune-related diseases including atopic 

eczema, Crohn’s disease, and autoimmune liver disease  (8 ,  9) ; and, because these 

diseases are relatively common compared with childhood leukemia, it is used more 

widely than 6-mercaptopurine. TPMT status can be determined either by genotyp-

ing or by phenotyping, which involves the measurement of enzyme levels in eryth-

rocytes, prior to azathioprine treatment with the appropriate dose adjustment then 

performed. Although generally 6-mercaptopurine is very useful in combination 

therapy of childhood leukaemia, providing the dosage is adjusted to take account 

of TPMT genotype, the response to azathioprine is more variable. It appears that 

while dose adjustment on the basis of genotype should prevent serious hematologi-

cal toxicity, the response to azathioprine is rather variable, suggesting that other 

factors, possibly additional genetic polymorphisms, also contribute  (8) . Reports in 

the literature suggest that TPMT testing prior to initiation of treatment with either 
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6-mercaptopurine or azathioprine is now common in many centres  (10 ,  11) , but this 

does not appear to be universal. Nevertheless, TPMT is the best current example of a 

pharmacogenetic test involving a host genotype rather than a tumor genotype that 

is already in use clinically.  

  2.2 UGT1A1 

 The UDP-glucuronosyltransferases are the major enzyme superfamily carrying 

out phase II drug metabolism  (12) . The active metabolite (SN-38) of the topoi-

somerase I inhibitor irinotecan is mainly metabolized by glucuronidation  (13) . 
The enzyme responsible for this metabolism is UGT1A1, which is also the main 

enzyme responsible for the glucuronidation of bilirubin. Gilbert’s syndrome, 

which is characterized by a raised serum bilirubin, is due to genetic defects in 

UGT1A1  (14) . The most common polymorphism is a 2 bp insertion in the pro-

moter region ( UGT1A1*28  allele) but certain single nucleotide polymorphisms 

(SNPs) which result in amino acid substitutions can also give rise to the Gilbert’s 

phenotype  (14) . Individuals homozygous or heterozygous for polymorphisms 

associated with Gilbert’s syndrome appear to be at increased risk of toxicity with 

irinotecan  (13) . It has now been recommended in the FDA-approved drug label 

for the U.S. that genotyping should be performed prior to administration of this 

drug because of the increased risk of neutropenia in patients with Gilbert’s syn-

drome  (2) . The FDA has also licensed a genotyping test for  UGT1A1*28   (15) . 
However, there are still some issues that need to be addressed regarding the value 

of UGT1A1 genotyping in patients receiving irinotecan. A review of all pub-

lished studies linking the UGT1A1 genotype and either irinotecan pharmacoki-

netics or irinotecan-associated toxicity has recently been published  (13) . In 

particular, the majority of pharmacokinetic studies found that possession of either 

 UGT1A1*28  or another “Gilbert’s” allele was associated with a lower SN38-

glucuronide over SN38 ratio, as expected because of lower rates of glucuronide 

formation. However, the various studies disagreed on whether  UGT1A1*28  was 

a risk factor for either severe diarrhoea or neutropenia; although there was some 

indication that  UGT1A1*28  might be associated with an increased risk of neutro-

penia, but with a decreased risk of diarrhoea. A possible reason for this lack of 

agreement could be that each study involved less than 100 patients in total, result-

ing in few patients with variant alleles being present. In addition, some of the 

studies involved more than one tumor type and drug regimens which included 

additional agents to irinotecan such as 5-fluorouracil. In addition to UGT1A1, 

other members of the UGT1A family can also glucuronidate SN38. Associations 

between toxicity and other UGT1A genotypes including UGT1A6, UGT1A7, and 

UGT1A9 have also been reported  (16 ,  17) . Strong linkage disequilibrium within 

the UGT1A locus complicates interpretation of these studies, but it is possible 

that genotyping for additional SNPs may provide a better prediction of suscepti-

bility to toxicity. Irinotecan is a second-line therapy for metastatic colorectal 
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cancer in Europe as well as the U.S., but there is still a need for additional larger 

studies on the association between UGT1A genotype and toxicity. The frequency 

of  UGT1A1*28  is lower in non-European populations, but a number of other pol-

ymorphisms which give rise to the same phenotype are more common in those of 

non-Europe ethnic origin  (18) . The current licensed genotyping assay does not 

detect these other alleles.   

  3 Genes Listed as Genomic Biomarkers for Information Only  

  3.1 CYP2C9 

  3.1.1 CYP2C9, VKORC1 and Oral Anticoagulants 

 Warfarin and other coumarin anticoagulants are very widely prescribed and are 

already subject to individualized prescribing, although not with a genetic test. The 

dose is currently set by initiating treatment using a standard protocol and then adjust-

ing the dose on the basis of the patient’s coagulation rate (INR). It has been known 

for some years that the genotype for the main warfarin metabolizing enzyme CYP2C9 

contributes to the dose required. Two common CYP2C9 variant alleles,  CYP2C9*2  

and  CYP2C9*3 , both encode enzymes with decreased catalytic activity towards war-

farin compared with the wild-type  CYP2C9*1  allele (for a review see  [19] ). 

Individuals with one or two of these variants require a lower dose of warfarin on aver-

age, but it is also clear that other factors contribute to the dose requirement  (20) . 
VKORC1, the gene encoding the warfarin target enzyme vitamin K epoxide reduct-

ase, has been identified quite recently. It has now been clearly demonstrated that the 

genotype for this gene is a slightly more important predictor than CYP2C9, especially 

in individuals of certain ethnic groups where the variant CYP2C9 alleles are rare 

 (21 – 24) ; and although it is not a drug metabolism gene, it needs to be considered 

alongside CYP2C9 in any discussion of oral anticoagulant pharmacogenetics. The 

main contributors to the effect of VKORC1 on dose requirement are genetic polymor-

phisms in the upstream sequence and in intron 1, which are in complete linkage dis-

equilibrium and appear to affect levels of gene expression  (21) . 
 Some limited clinical trials have been reported involving CYP2C9 genotyping 

prior to warfarin prescription to allow tailored dosing  (25) . Current data indicate that 

a tailored dosing protocol will require consideration of both nongenetic and genetic 

factors. Several dosing algorithms based on patient VKORC1 and CYP2C9 genotype, 

together with age and either height, weight, or body surface area, have been proposed 

and should now be tested in clinical trials. VKORC1 and CYP2C9 genotyping 

requires only three single nucleotide polymorphisms to be analyzed  (22) . This should 

facilitate the development of simple, rapid, and cheap genotyping assays for use at the 

point of care, so that a rapid decision on the warfarin dose can be made. For such an 

assay to be used widely, it will be necessary to demonstrate cost-effectiveness.  
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  3.1.2 CYP2C9 and Other Drugs 

 CYP2C9 is also the main metabolizing enzyme for a number of nonsteroidal anti-

inflammatory drugs. In the case of one of these, celecoxib, the FDA-approved U.S. 

label includes the information that known or suspected CYP2C9 “poor metabolizers” 

(essentially those homozygous for  CYP2C9*3 ) should be administered the drug 

with caution  (2) . There is clinical data confirming that individuals with this rare 

genotype show very high levels of celecoxib, but the effect of other CYP2C9 genotypes 

is still not clear  (26) . The general question of the impact of the CYP2C9 genotype on 

cyclooxygenase inhibitors has been considered recently, with the conclusion that 

the clearance of only certain drugs would vary with the CYP2C9 genotype, and 

that with several of these (including celecoxib) the contribution of CYP3A4 should 

also be considered  (27) .   

  3.2 CYP2D6 

 A polymorphism affecting the metabolism of the antihypertensive agent debrisoquine 

was described in 1977  (28) . Subsequent studies showed that the enzyme responsible 

for debrisoquine 4-hydroxylation was the cytochrome P450 CYP2D6, and that a 

number of other drugs, particularly tricyclic antidepressants and antipsychotic agents, 

were also subject to polymorphic metabolism, with individuals having an impaired 

ability to hydroxylate debrisoquine also showing impaired metabolism of these drugs. 

The genetic basis of impaired metabolism was also identified, and it is now possible 

to identify at least 95% of those lacking CYP2D6 activity by genotyping (for a review 

see [ (29) ]). A microarray-based system for assigning CYP2D6 genotype, the 

Amplichip  (30) , has been approved by the FDA as a diagnostic test; although, 

because of its rather specialized nature, it may be better suited to use in a research 

environment than as a routine diagnostic test prior to prescription. Absence of 

CYP2D6 is inherited as a codominant effect, and those heterozygous for variant alle-

les also show impaired metabolism of some substrates. In addition to the absence of 

CYP2D6 in significant numbers of patients, the existence of unusually fast metabo-

lism in some individuals, usually but not exclusively due to at least one additional 

copy of CYP2D6 being present in germ-line DNA, has been described  (31) . 
 Despite the fact that the CYP2D6 polymorphism was initially identified almost 

30 years ago and it has been possible to identify most of those with the genetic 

deficiency for the last 15 years, CYP2D6 genotyping has so far failed to enter rou-

tine clinical practice. There are a number of possible reasons for this, ranging from 

the general difficulty of introducing pharmacogenotyping into clinical practice to the 

facts that either a number of key CYP2D6 substrates have been withdrawn from the 

market because of the problems experienced by poor metabolizers (e.g., phen-

formin, perhexiline), or certain types of CYP2D6 substrates are less commonly 

used than when the polymorphism was first described. For example, most tricyclic 

antidepressants are metabolized mainly by CYP2D6; but selective serotonin 
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reuptake inhibitors, in whose metabolism CYP2D6 has a role but is less important, 

are more widely used currently in the treatment of depression. Guidelines for dose 

adjustment for antidepressant drugs on the basis of the CYP2D6 genotype have 

been formulated but have not yet been tested in clinical trials  (32) . The FDA-approved 

labels for atomoxetine and fluoxetine now include mention of CYP2D6; and the 

label for atomoxetine specificially mentions the possibility of higher plasma con-

centrations in poor metabolizers, although this is mentioned for information only 

and a test is neither required nor recommended  (2) . 
 Codeine is an important CYP2D6 substrate. It is activated to morphine exclusively 

by CYP2D6 and it is generally accepted that this reaction is essential to achieve anal-

gesia. Two recent case reports have appeared concerning excessive activation of 

codeine in ultrarapid metabolizers with one additional copy of CYP2D6. In the first, 

a patient who was prescribed a cough medicine containing codeine suffered life-

threatening opioid intoxication  (33) . This individual was found on genotyping to have 

at least three copies of CYP2D6 and was therefore clearly an ultrarapid metabolizer. 

The second report concerned the death of a breast-fed baby 13 days after birth  (34) . 
His mother was prescribed codeine for pain post-delivery. Postmortem examination 

of stored breast milk samples showed a morphine level at least four times higher than 

expected, and the mother was found to have a CYP2D6 gene duplication with the 

infant an extensive metabolizer. A recent study on codeine administration to healthy 

volunteers of known CYP2D6 genotype showed that ultrarapid metabolizers were 

significantly more likely than extensive metabolizers to suffer sedation  (35) . It appears 

that CYP2D6 genotyping in patients requiring treatment with codeine and related 

compounds, including tramadol, could be beneficial in avoiding both dangerous 

intoxication and lack of response. 

 Tamoxifen is an extremely successful and widely used treatment for hormone-

receptor positive breast cancer. Its metabolism is complex, but it has been recently 

recognised that CYP2D6 produces a 4-hydroxy-N-desmethyltamoxifen metabolite 

(endoxifen)  (36 ,  37) . Endoxifen is found at high plasma levels in many patients and 

appears to bind strongly to estrogen receptors, suggesting it is important in the bio-

logical response to tamoxifen  (38) . Evidence is now emerging that patients positive 

for one or two CYP2D6 poor metabolizer alleles show an increased incidence of 

breast cancer relapse  (39 ,  40) . As mentioned by the FDA  (2) , tamoxifen is also a sub-

strate for CYP3A and CYP2C9, and it may be necessary to also consider the effect of 

additional polymorphisms on tamoxifen metabolism before comprehensive recom-

mendations can be formulated. In view of the availability of other effective treatments, 

such as aromatase inhibitors, CYP2D6 genotyping may be of value in determining the 

most appropriate treatment for hormone-receptor positive breast cancer.  

  3.3 CYP2C19 

 CYP2C19 is another cytochrome P450 with a relatively common polymorphism 

associated with complete absence of enzyme activity. Compared with CYP2D6, 
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its role in drug metabolism is more minor, but it is possible to genotype for the 

common variants using the same Amplichip technology as for CYP2D6  (30) . The 

most widely prescribed CYP2C19 substrates include omeprazole and other proton 

pump inhibitors. Possession of one or more variant CYP2C19 alleles is associated 

with a better therapeutic response to proton pump inhibitors than in the case of 

wild-type individuals  (41) . A recent study found that the antiplatelet agent clopi-

dogrel was not effective in individuals with at least one variant CYP2C19 allele, 

probably because of a major role for CYP2C19 in the activation of this prodrug 

 (42) . In addition, some benzodiazepines, including diazapam and clobazam, are 

CYP2C19 substrates, and individuals defective in CYP2C19 may be at risk of 

 toxicities such as oversedation  (43) . Voriconazole, a second generation triazole 

anti-fungal agent, is a CYP2C19 substrate with contributions to its metabolism by 

other P450s, particularly CYP3A4. The U.S. drug label mentions that individuals 

heterozygous for CYP2C19 have on average a twofold higher exposure level than 

homozygous wild-type individuals; but, as in the case of CYP2D6 and atomoxetine, 

this is for information only  (2) .  

  3.4 NAT2 

 There are two  N -acetyltransferase isoforms, termed  N -acetyltransferase 1 and 2 

(NAT1 and NAT2), which acetylate amino, hydroxyl, and sulfhydryl groups. The 

 NAT2  gene is subject to extensive polymorphism, with many individuals who are 

usually termed slow acetylators unable to acetylate a range of drugs, including iso-

niazid, sulphamethoxazole, and caffeine  (44) . A number of different polymor-

phisms in NAT2 give rise to amino acid substitutions, and these have been 

demonstrated to result in absence of catalytic activity in vitro  (45) . Screening for 

three variant alleles ( NAT2*5 ,  NAT2*6 , and  NAT2*7 ) results in the detection of the 

vast majority of Caucasian slow acetylators, although additional alleles are also 

common in some other ethnic groups  (46) . The precise percentage of slow acetyla-

tors also varies with ethnic origin, ranging from 90% in North Africans to less than 

10% in many Asian populations, with a frequency of 50% in Caucasians. 

 Few NAT2 substrates are widely used in modern medicine, although isoniazid 

remains an important drug in the treatment of tuberculosis, and sulphamethoxa-

zole is used in the treatment of secondary infections in AIDS patients. With 

respect to isoniazid, the FDA states that “slow acetylation may lead to higher 

blood levels of the drug, and thus, an increase in toxic reactions”  (2) . It is well 

established that slow acetylators are more likely to suffer side effects when pre-

scribed isoniazid, although there is also evidence that these individuals’ overall 

response to therapy may be better because of their exposure to higher drug levels 

for longer  (47) . Therefore, while offering genotyping for NAT2 is likely to be 

feasible, determining guidelines for dosage recommendations for slow and fast 

acetylators may not be completely straightforward, although some proposals for 

this have been put forward  (47) .  



6 Pharmacogenomics Applications in Drug Metabolism 117

  3.5 Dihydropyrimidine Dehydrogenase 

 Dihydropyrimidine dehydrogenase (DPD) has a biochemical role in the catabo-

lism of uracil and thymine and is not primarily a drug metabolizing enzyme. 

However, this enzyme is also responsible for the phase I metabolism of the anti-

cancer drug 5-fluorouracil and related compounds such as capecitabine; and 

interindividual variation in the metabolism of this drug has been correlated with 

levels of dihydropyrimidine dehydrogenase in peripheral blood mononuclear 

cells  (48) . Complete deficiency of dihydropyrimidine dehydrogenase has been 

linked to various physiological abnormalities. It is estimated that up to 3% of the 

population may be heterozygous for the deficiency and, although they do not suf-

fer physiological abnormalities, it appears that these individuals are at increased 

risk of serious toxic effects if given 5-fluorouracil treatment. The FDA suggests 

that “rarely, unexpected, severe toxicity (e.g., stomatitis, diarrhea, neutropenia, 

and neurotoxicity) associated with 5-fluorouracil has been attributed to a 

 deficiency of dihydropyrimidine dehydrogenase (DPD) activity. A link between 

decreased levels of DPD and increased, potentially fatal toxic effects of 5-fluorouracil 

therefore cannot be excluded”  (2) . A number of polymorphisms that give rise to 

DPD deficiency have been identified, but these do not appear to explain all cases 

of low DPD activity, indicating the complex nature of the genetics of this enzyme 

 (49 ,  50) . Measurement of DPD levels in peripheral blood mononuclear cells 

may therefore be a more useful predictor of 5-fluorouracil toxicity than 

genotyping.   

  4 Concluding Remarks  

 It is almost 20 years since the molecular basis of the CYP2D6 polymorphism was 

established; but, despite a wide range of studies demonstrating its relevance to the 

prescription of a number of drugs, genotyping for this polymorphism in the clinic 

is still uncommon. The original studies on CYP2D6 have served as a useful para-

digm for similar studies on other metabolic genes; and our understanding of varia-

bility in these genes, especially the cytochromes P450, is considerably greater than 

for most other genes, including those encoding drug targets and those that may 

contribute to disease susceptibility. There is increasing recognition among drug 

regulators internationally that genotyping for certain pharmacogenomic polymor-

phisms may enable the safer use of a number of commonly used drugs. The FDA 

recommendations on pharmacogenomics biomarkers serve as a useful framework, 

especially if they are updated regularly. There are examples of additional genes that 

could be included: for example, CYP3A5 is relevant to immunosuppressive drugs, 

particularly tacrolimus; and CYP2B6 is an important contributor to antiretroviral 

drug metabolism. It is now important that effective mechanisms for the delivery of 

this recommended genotyping should be developed.   
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        Chapter 7   
 The Genetics of Adverse Drug Reactions 

 Promises and Problems 

          Martin   Armstrong        

  Abstract   There is increasing pressure from patients, health care providers,  regulatory 

authorities, and pharmaceutical companies and their shareholders to bring safer drugs 

to the market. Despite highly regulated preclinical screening and clinical monitor-

ing, drugs do still make it onto the market that have potentially serious safety issues. 

The reasons why only a small minority of exposed patients experience these adverse 

drug reactions (ADRs) are uncertain, but there is  increasing interest in the study of 

genetics as one of the potential susceptibility factors. The following chapter reviews 

the major advances in this area, discusses how genetics can be used in understanding 

and mitigating ADR risk, highlights the major  challenges associated with performing 

research in this area, and looks at some of the potential solutions.  

  Keywords   Adverse drug reaction ,  drug safety ,  genetics ,  susceptibility ,  utility , 

 challenges ,  solutions   

   1 Introduction  

   1.1 The Scale of the Problem  

 It has been reported that more than 6% of all hospital admissions in the UK are due 

to adverse drug reactions (ADRs). For over 2% of these admissions the ADR will 

prove fatal. This equates to approximately 5700 deaths/year in the UK directly 
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attributable to ADRs (representing an overall fatality rate in the UK  population of 

0.15%). This could potentially rise to more than 10,000 deaths/year if ADRs occur-

ring  whilst  patients are in hospital are included in these statistics. With a median 

bed-stay of 8 days, ADRs will cost the UK National Health Service more than £460 

million/year  (1) . 
 Drug safety concerns are one of the predominant reasons for drug withdrawal 

from the market. Of 583 new substances authorised in the UK between 1972 and 

1994, 59 were withdrawn from market, 22 (37%) of which were for safety reasons 

(second only to commercial considerations at 59%)  (2) . 
 Failures in late phase drug development and withdrawal of drugs from the  market 

due to safety (and any other) concerns have significant financial  implications for 

pharmaceutical companies and their shareholders. The withdrawal of the non-

 steroidal anti-inflammatory drug Vioxx in September 2004 by Merck, due to unex-

pected cardiovascular side effects, cut more than 25% from Merck’s share price and 

erased $25 billion from its market value  (3 ,  4) . Furthermore, in the present climate, 

the potential cost of litigation to a company must also be taken into account. Bayer, 

who withdrew their cholesterol-lowering statin, Baycol, from the market after 30 

deaths from rhabdomyolysis, have subsequently paid more than $1 billion to settle 

nearly 3000 lawsuits and there presently remain around 6000  lawsuits pending  (5) . 
 In addition to these direct costs, safety issues also impact the pharmaceutical 

industry in more subtle ways. Publicity over ADRs such as those suffered by 

 volunteers in a phase I trial of TGN1412, a novel immunomodulatory monocolonal 

antibody under development for the treatment of B cell chronic lymphocytic 

 leukaemia at Northwick Park in the UK in March 2006, and the withdrawal of 

Vioxx, has ensured that drug safety remains an issue in the public spotlight  (6) . 
Such events contribute to a loss of reputation and confidence in the pharmaceutical 

industry within the general population. 

 Clearly, therefore, there are major drivers from the public, health care providers, 

regulatory authorities, pharmaceutical  companies, and shareholders to ensure that 

safer drugs are brought to the market. 

 Despite the highly regulated preclinical safety requirements and clinical moni-

toring performed during drug development, this has proved a challenging goal. This 

is largely because during the clinical trial process a drug is tested on only a 

 relatively small number of carefully selected patients, in a controlled manner, and 

over a limited time period. Once licensed, a greater number of less well controlled 

patients will be exposed to the drug for longer time periods, potentially in combina-

tion with other medications. Furthermore, the potential exists for off-label use in 

other indications, for inappropriate dosing (at both a prescription and individual 

level), and for inadequate patient monitoring. It is within this spectrum of circum-

stances that the relatively rare ADRs occur that are responsible for the major drug 

safety issues and withdrawals  (7) . A well-known example of this trend was the drug 

cisapride, which was licensed in the US in 1993 for nocturnal heartburn, and within 

two years of launch five million prescriptions/year were being filed. Unfortunately, 

there were 50 reports of cardiac arrhythmia and four deaths  attributed to the use of 

the drug. Despite the low incidence of ADRs associated with the drug, and the 
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benefit received by millions of people, cisapride was finally removed from the 

market in 1999  (8) .  

   1.2 Idiosyncratic ADRs: The Root of the Problem  

 ADRs are classified according to their mechanisms of causation, as detailed in  

 Table  7.1 . Those ADRs primarily driving the major safety issues and drug withdraw-

als highlighted above generally fall into the Type B or “bizarre” classification.     

 These reactions are rare and usually serious or potentially life threatening 

events. They are also host-dependent events, as opposed to drug-dependent, and 

are, therefore, often referred to as “idiosyncratic.” Such reactions do not show any 

simple relationship to dose and at present cannot be reliably predicted during either 

the preclinical or clinical phases of drug development. 

 In most cases the factors determining susceptibility to type B ADRs are 

 uncertain. The fact that they are host-dependent suggests that individual genetic 

variation, and its interaction with the drug and the environment, may play a role in 

determining an individual’s susceptibility to an ADR. This reasoning has led to an 

increasing interest in genetics as one of the potential susceptibility factors. 

 Table 7.1    Mechanistic classification of adverse drug reactions  

(Adapted from Park et al. ( 56 ) and Edwards and Aronson ( 57 ))  

 Type of Reaction 

   mnemonic  

 Features

   Occurrence   Example 

  Type A 
    Augmented  

 Reactions predictable from the known phar-

macology often representing exaggeration 

of the pharmacological effect of the drug.    

Common  

 Hypotension with 

anti-hypertensives 

  Type B 
    Bizarre  

 Unpredictable from knowledge of the basic 

pharmacology of the drug. Show no 

simple dose-response relationship.    

Uncommon  

 Halothane hepatitis 

  Type C 
    Chronic  

 Reactions whose biological characteristics 

can be either predicted or rationalised in 

terms of chemical structure of the drug.    

Uncommon  

 Acetaminophen hepato-

toxicity 

  Type D     

Delayed  

 Become apparent some time after begin-

ning use of the drug. Include carcino-

genicity and teratogenicity.

    Uncommon  

 Fetal hydantoin syndrome 

with phenytoin 

  Type E     
End of treatment  

 Occur soon after drug withdrawal.    

Uncommon  

 Withdrawal seizures on 

stopping phenytoin 

  Type F     

Failure  

 Unexpected failure of therapy. Often dose-

related and caused by drug interactions.    

Common  

 Inadequate oral contracep-

tive dosage, particularly 

when used with specific 

enzyme inducers 
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 Type A reactions are predictable from the known pharmacology of the drug, 

showing a dose-response relationship  (9) . Genetic factors leading to inappropriate 

exposure to the parent drug and/or its metabolites can also be an important 

 determinant of ADRs, and have, perhaps, been the most studied in relation to the 

pharmacogenetics of ADRs. 

 The following chapter will review the evolving use of genetics to study ADRs 

and discuss the potential benefits, challenges, and issues associated with this 

research.   

  2  Promises: Potential Benefits of Studying the Genetics 
of ADRs 

  With drug safety issues taking on a growing importance for all parties involved in 

drug development, licensing, and use, any measures that can be taken to reduce risk 

will represent a significant advance for all concerned. With the increasing use of 

genetics to study the underlying causes and mechanisms of ADRs, it is anticipated 

that these efforts will increase the safety of drug development and prescription in a 

number of ways. 

   2.1 The Gold Standard: Predictive Biomarkers  

 The discovery of a predictive safety biomarker, identifying those at risk of specific 

ADRs prior to therapy, and allowing the prescription of alternative therapies or 

 dosing regimens, is, perhaps, the greatest opportunity for pharmacogenetics, and is 

often regarded as the holy grail for this field. Whilst limited, there are a growing 

number of examples where this is now feasible from both a biomarker and 

 technological perspective. 

  Irinotecan  is a topoisomerase 1 inhibitor licensed as an anticancer therapy with 

potent activity against a number of human cancer types. Aside from its impressive 

efficacy, irinotecan does have potentially fatal dose limiting side effects, including 

neutropenia, diarrhoea, and a vascular syndrome  (10) . The genetic biomarker for 

these ADRs is based on the metabolism of irinotecan, which is a prodrug that is con-

verted to the active moiety, SN-38, by carboxylesterase 2, resulting in a 1000-fold 

increase in cytotoxic activity  (11) . SN-38 is inactivated by glucuronidation via the 

enzyme uradine diphosphate-glucuronosyltransferase 1A1 (UGT1A1). The  UGT1A1  

gene is subject to a polymorphism related to the number of TA dinucleotide repeats 

in the promoter region, with the minor allele (known as  UGT1A1*28 ) having a series 

of 7 repeats as opposed to the 6 repeats present in the wild-type allele.  UGT1A1*28  

homozygotes (7/7), which make up approximately 10% of a Caucasian population, 

have been shown to have reduced enzyme expression and a 1.8–3.9-fold lower 

 glucuronidation of SN-38 when compared with homozygotes for the wild-type (6/6) 
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gene, both in vitro and in vivo  (12 ,  13) . A number of studies have shown an associa-

tion between  UGT1A1*28  and an increased risk of developing neutropenia and 

 diarrhoea with irinotecan treatment, with perhaps the definitive prospective study 

being provided by Innocenti et al., who showed that patients with the 7/7 genotype 

had a 9.3-fold greater risk of leucopenia than patients carrying either the 6/6 or 6/7 

genotype  (14) . 
 An advisory committee to the US Food and Drug Administration (FDA) 

 retrospectively reviewed the status of the research relating to the  UGT1A1  genotype 

and susceptibility to ADRs. On the basis of the advice from this committee, the 

 irinotecan label was revised by the sponsor in consultation with, and approved by, 

the FDA  (15) . Irinotecan’s new labelling now recommends that clinicians consider 

reducing the dose in  UGT1A1*28  homozygous patients, and the FDA have cleared 

for marketing a genotyping test for  UGT1A1  status. The FDA, however, clearly 

state that the assay is an “aid” to treatment decisions. They go on to say that it is 

not a substitute for physician judgement and experience, and that other important 

factors that may affect dosing, such as age, concurrent medications, and liver and 

kidney function, should also be considered. In short, it is a recommended test and 

not mandatory. 

  Abacavir:  Another recent example of a genetic biomarker able to predict patients 

at risk from a Type B ADR is HLA-B57 status as a marker for the potentially fatal 

hypersensitivity reactions observed in 4–8% of patients taking the HIV-1 reverse 

inhibitor, abacavir. 

 Several lines of evidence supported a genetic component to this ADR and 

pointed towards the involvement of the MHC region  (16) . Typing of the MHC 

region in a primarily Caucasian Western Australian population identified an 

 association between carriers of the  HLA-B*5701, HLA-DR7  and  HLA-DQ3  

alleles and susceptibility to the ADR. When considering these alleles together, 

the positive predictive value ([PPV] probability that the patient has the ADR, 

when restricted to those patients who test positive) for hypersensitivity, was 

100%; and the negative predictive value ([NPV], the probability that the patient 

will not have the ADR, when restricted to all patients who test negative) was 

97%. Further studies confirmed the association between the  HLA-B*5701  allele 

and hypersensitivity in a mixed race North American population, albeit with a 

lower sensitivity, 46%, probably  reflecting the fact that values for predictive 

markers will vary across different populations  (17) . Data from subsequent stud-

ies have proven to be more variable and a meta-analysis has proposed PPVs and 

NPVs of 82% and 85%, respectively  (18 ,  19) . Hence, although there are still 

relatively high predictive values associated with the biomarker, and despite the 

fact that routine preprescription pharmacogenetic testing was deemed to be cost 

effective, the test is used routinely only in Australia and has not been included 

on the drug label  (18) . 
 This data has shown that it is, to a certain extent, feasible to predict individual 

susceptibility to ADRs based on a genetic biomarker test. However, the extent to 

which this will be accepted into clinical practice is uncertain. This, and the factors 

that determine uptake, will be discussed later.  
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   2.2 Part of the Jigsaw: Data Integration  

 Figure  7.1  illustrates the potential interacting factors that will drive susceptibility 

to ADRs, indicating that development of predictive models will likely require the 

integration of data from a number of sources, including genetics. High quality 

phenotypic/clinical data will be essential if efforts in this area are to be successful. 

In this respect, as much effort needs to be invested into the clinical characterisation 

of ADR cases, determination of their causation, and collection of all available 

epidemiological/demographic information to be used as covariates within the anal-

ysis, as there is invested into the collection of the samples themselves. It is essential 

that this information be integrated with the genetic analysis.  

  2.2.1 ADR Follow up: Clinical and Demographic Data 

 Most pharmacogenetic studies are driven by association studies between relatively 

large sample sets and the derivation of a meaningful statistical p value. With only 

relatively small cohorts available to study the genetics of ADRs, there are still bene-

fits to be gained from performing genetic studies. Studying limited numbers of 

cases, or even single cases, has utility in generating hypotheses to be tested in other 

sample sets, and can also provide additional data to explain individual ADR cases. 

  Fig. 7.1     Interacting factors determining susceptibility to ADRs.  
Determining and predicting causation of ADRs will require integration of data from a number of 

sources, including genetics       
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 One potential use of individual genetic analysis is to provide additional data for 

drug safety follow-up of specific ADR cases. Once an ADR is reported, causality 

is usually assessed by the company responsible for that drug. This involves the 

 collection and review of data on the individual, such as concurrent medication, 

 dosages, disease, infection status, and any other relevant confounding factors, in an 

attempt to understand and assign causation. Acquisition and analysis of a DNA 

sample at this stage could provide additional data for drug safety follow-up and 

could ultimately aid in explaining causation, delineating drug effects from indivi-

dual susceptibility factors. 

 An example of the utility of this approach was a case study, published in 1999, 

of a single subject presenting with the ventricular arrhythmia torsade de pointes 
(TdP), with causation being assigned to the concomitant use of cisapride, the 

arrhythmogenic trigger drug, and the antibiotic clarithromycin. Under these 

 circumstances it was proposed that clarithromycin would compete with cisapride 

for metabolic elimination via the drug metabolising enzyme CYP3A4, potentially 

raising plasma levels of the trigger drug  (20) . Subsequent DNA collection and 

analysis of the genes responsible for the congenital form of the long QT syndrome 

(LQT) identified a SNP in the gene coding for the cardiac ion channel hERG that 

had  previously been reported to be associated with acquired (drug-induced) LQT 

(21; see section 3.1.2. for a more complete discussion of genetics related to QT 

prolongation). It is now possible to piece together information relating to this indi-

vidual ADR case, i.e., a potentially high circulating plasma level of cisapride, due 

to the concomitant use of clarithromycin, acting on a pharmacologically sensitive 

hERG channel to elicit an arrhythmia. Integration of genetic data in this way adds 

another piece of the jigsaw to help form the complete picture of interacting factors 

 responsible for driving ADRs.  

  2.2.2 Molecular Data 

 With newer “omics” technologies, such as genomics, proteomics, and metabonom-

ics becoming more robust and feasible for large-scale research, the integration of 

molecular and genetic data should facilitate mechanistic understanding and biomar-

ker development. Despite such approaches being relatively new, some successes in 

this area are beginning to emerge. 

 Tacrine is a reversible acetlycholinesterase inhibitor for the treatment of 

Alzheimer’s dementia (AD) that was withdrawn from the UK market due to a high 

incidence of raised alanine aminotransferase (ALT), a liver enzyme that is released 

into the bloodstream and which is used as a biomarker of liver damage. The factors 

determining individual susceptibility to the raised ALT levels associated with 

tacrine use are largely unknown. Carr et al. performed expression profiling on 

hepatic tissue derived from rats that had shown increased levels of ALT on  treatment 

with tacrine  (22) . From the expression profiles derived from the samples, there was 

evidence of an IL6-regulated acute phase response, with the response genes  alpha-

2-macroglobulin, fibronectin, and haptoglobin showing significant up-regulation. 
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IL6 was then taken forward as a candidate gene and studied in DNA samples 

obtained from AD patients with and without raised ALT levels as a result of tacrine 

treatment. Single SNP and haplotype analysis was performed and  positive associa-

tions were identified between an IL6 haplotype and transaminitis (>2x upper limit 

of normal of ALT), maximum ALT, and AUC for ALT. 

 Although “omics” technologies are potentially powerful tools, derivation of 

samples for analysis are limited by the same constraints as those that apply to 

 collection of DNA samples for ADR analysis, i.e., retrospective location of patients 

and accessibility of samples, with the added limitation of the analytes being 

 transient over time (unless a marker was related to the underlying state of the indi-

vidual and not transiently related to the ADR; for example disease-related). Their 

utility will, therefore, probably be limited to the use of samples derived from animal 

models, in vitro cell systems or clinical trial material. 

 With increasing information on biological pathways becoming available, the 

integration of genetic association data with pathway analysis may help point to 

perturbed pathways as a mechanism of ADRs and, therefore, to identification of 

novel (non-genetic) biomarkers that are relatively easy to develop into predictive 

biomarkers. With point of care genotyping still needing some development to 

become integrated into clinical decision-making, this could provide an additional 

use of genetics for the development of predictive biomarkers.   

   2.3 Front loading: Refining and Designing Pre-clinical Assays  

 Pre-clinical development is one of the most important stages of drug development, 

during which any potential safety issues of a candidate drug can be predicted and 

avoided. The aim of this testing is to determine any potential liabilities in candidate 

drugs before they are taken forward into clinical development. Using this informa-

tion, a decision is taken as to whether or not to continue with the drug project; if 

so, to estimate a safe starting dose of the drug for clinical trials in humans; and to 

determine what  monitoring (if any) should be incorporated into the trial designs to 

ensure patient safety. Such pre-clinical testing is obviously not able at present 

to detect all liabilities, since ADRs do still occur in the clinical trial and post-

 marketing settings. Hence any advances that give us the ability to sharpen these 

pre-clinical tools and to better predict and understand the nature of such liabilities 

prior to proceeding into human testing  would undoubtedly result in safer drugs. 

Genetic testing is one of the approaches that may provide information on the 

molecular mechanisms and  pathways related to toxicity, and it is feasible that this 

information could be used to define novel pre-clinical drug screening strategies 

(i.e., front-loading), and also refine existing front-loading efforts. 

 An example of this approach is the determination of any likelihood for a 

 compound to cause prolongation of the cardiac QT interval, as a biomarker for the 

ventricular arrhythmic potential of a drug. This determination is now a regulatory 
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requirement and is assessed by measuring the ability of the compound to block the 

activity of the cardiac channel, hERG, heterologously expressed in a cell line. The 

main question arising from this approach is, “Does it matter which hERG variant 

we screen against?” i.e., do genetically determined hERG variants have altered 

pharmacology that will predispose an individual to hERG block and subsequent 

QT prolongation, and should this be determined pre-clinically? 

 In AstraZeneca we have selected relevant genetic variants and created and 

expressed the variant channels in an in vitro expression system. Utilising high 

throughput electrophysiology platforms, we have assessed any alterations in the 

pharmacology of the variant channels against a diverse compound set, selected for 

its range of hERG liabilities, as well as assessing the biophysics of each variant 

channel. This strategy allows us to decide whether to include genetic variants in our 

preclinical screening to take account of differential channel liabilities related to 

genetic variation. (Similar strategies can also be considered when performing 

bridging studies into alternate ethnic groups to cover ethnic variation in consensus 

target sequences as a potential cause of safety liabilities.) 

 The US FDA has recently published guidelines for thorough QT evaluation of 

compounds in development and recommends that “genotyping patients who 

 experience marked prolongation of the QT/QTc or TdP whilst on drug therapy 

should be considered”  (23) . Whilst it is encouraging that the FDA recognises the 

potential of genetic variants to influence susceptibility to QT prolongation and 

arrhythmias, the long-term aim should be to avoid ADRs by designing out  liabilities 

during pre-clinical screening. 

 Whilst the above example highlights where genetics can help in  refining  existing 

strategies, this approach could be extended to other genes shown to be involved in 

the mechanisms of ADRs in the future and could aid in  defining  new screening 

strategies via an insight into novel mechansisms. For example, the genetic basis of 

the group of hereditary cholestatic diseases, progressive familial intrahepatic 

cholestasis (PFIC), has been characterised as being due to variations within the 

hepatic canalicular transporter genes  ABCB11  (BSEP),  ATP8B1  (FIC1), and 

 ABCB4  (MDR3). A role for these canalicular transporters in drug-induced 

 cholestasis is now beginning to emerge, with a number of drugs suspected to cause 

cholestasis via inhibition of BSEP  (24) . Due to the similarity in clinical  phenotypes 

elicited through perturbation of the transporters, screening for a  candidate drug’s 

ability to interact with and inhibit the activity of these transporters could be 

 warranted to reduce the cholestatic potential of new drugs.  

   2.4 The Lazarus Effect: Is Drug Resurrection Possible?  

 The concept that a pharmacogenetics approach could be used to rescue 

or “ resurrect” drugs that have previously failed due to efficacy or safety 

 considerations, by re-positioning the drug with a genetic test to identify those 
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 subgroups of  appropriate responders, has often been presented as one potential way 

in which genetics could add value to the drug development process. Although, in 

theory, this concept seems to offer an attractive opportunity for safety genetics, in 

practice there are no known examples in which a drug that has failed the drug devel-

opment  process, or that has been removed from market, has been resurrected with a 

 companion genetic test, either by its own developers or by another company. 

 A possible explanation for this disconnect between theory and practice is provided 

in an analysis by Shah, who outlined the key criteria that would be needed for the 

genotype-based rescue of a drug  (25) . These include high efficacy versus currently 

available alternatives, an understanding of the mechanism of toxicity (including 

whether it is the parent drug or metabolite that is primarily responsible for toxicity), 

evidence to support the involvement of genetic factors, and evidence that there were 

no obvious non-genetic risk factors in the majority of cases. Based on these criteria, 

Shah reviewed 38 drugs withdrawn from market due to safety issues between 1990 

and 2006 and concluded that only one, the antianginal drug perhexiline, would be 

amenable to resurrection. Perhexiline was first introduced in the early 1970s but was 

withdrawn worldwide in 1988 due to peripheral neuropathy, papilloedema, and hepa-

totoxicity. In man, perhexiline is cleared by a single enzyme, CYP2D6, and there is 

a clear relationship between plasma concentrations and toxicity. The molecular basis 

for impaired CYP2D6 activity is well understood, and commercially available geno-

typing assays are available. Therapeutic and nontoxic plasma concentrations can be 

achieved by prescribing genotype specific doses that have already been firmly estab-

lished. These factors, plus the fact that perhexiline is a highly effective antianginal 

drug, make resurrection based on a genetic test possible. 

 In Shah’s review, the main reason for the inability to rescue drugs was that the 

mechanism of toxicity was not known, and therefore there were no obvious genetic 

loci related to the outcome. Whilst this may currently be true, it is likely that this 

balance will change over time due to the increasing efforts in this area, opening up 

the possibility of resurrection for a number of other drugs. Furthermore, it has also 

been suggested that opportunities in this area would be limited due to the restricted 

patent life of the drugs involved; and although this could theoretically be 

 circumvented by a new patent related to the combined use of the drug/diagnostic, 

this has never been tested  (26) . 
 Even if the above issues are addressed, this will not address the more pragmatic 

concerns in applying this concept in reality. Even assuming that sufficient DNA 

samples were available from subjects who experienced the ADR, along with suffi-

cient numbers of appropriately matched and treated controls to allow pharmaco-

genetic research and identify genes associated with safety issues, it is difficult to 

imagine a situation in which drug development would be an economically viable 

prospect for a company once a drug had failed. Indeed, it is normal practice within 

pharmaceutical companies to develop follow-up or back-up drugs with improved 

safety and efficacy profiles that would already have entered the drug development 

pipeline. In addition, it has been suggested that there are presently so many 

 opportunities in drug discovery that there is little need to return to old drugs, with 

pharmaceutical companies preferring to “bury” their failed drug projects  (27) . 
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 In conclusion, although drug resurrection could be considered in certain 

 circumstances where there is still an unmet medical need not covered by alternative 

therapies, in the foreseeable future it is unlikely that there will be any drugs 

 resurrected based on a pharmacogenetics test. The present challenge and focus of 

genetics should be on delivering improved risk:benefit ratios by prospectively 

applying pharmacogenetics to existing drugs or those in development, and in 

 managing ADRs in the post-marketing setting.   

  3  Problems: The Challenges Associated with Studying 
the Genetics of ADRs 

  From the previous discussions it is obvious that there are a number of important 

considerations driving the increasing research into the genetics of ADRs and a huge 

potential benefit to be gained from being able to understand and predict these genetic 

(and other) factors. Aside from the normal challenges and considerations that apply 

to all pharmacogenetics studies, there are a number of challenges specific to study-

ing the genetics of ADRs that need to be considered when reviewing this area. 

   3.1 Homogeneity and Phenotype Selection  

 Genetic association studies are ideally carried out on large, well-characterised, 

phenotypically homogeneous patient sets. ADRs, however, present specific 

 challenges, since most cases occur in the post-marketing setting where factors such 

as assigning causation, off-label and appropriate use (dosage), concurrent medica-

tions, and other confounding host factors can serve to yield very heterogeneous 

sample sets. Furthermore, the fact that only small numbers of ADR samples 

 resulting from a single drug may be available means that there are major decisions 

to be made in the design and execution of pharmacogenetic studies in this area. 

  3.1.1 Drug-Specific ADRs 

 In an attempt to reduce the heterogeneity within genetic ADR studies, the simplest 

approach in research is to establish collections of cases based around a single ADR 

with a single drug. Where such drugs are still licensed and in use, and where the ADR 

in question is relatively common, then this may represent a feasible approach. 

 Such a scenario exists with the treatment of arterial and venous thromboembo-

lism with warfarin. Due to the lack of alternative therapies, warfarin is still widely 

used despite the difficulties in managing its use, a result of its narrow therapeutic 

window and high inter-individual variability in response. Bleeding events are the 

main ADR associated with warfarin use, affecting approximately 8% of patients  (28) . 



132 M. Armstrong

In a study of 2460 patients the average length of hospital stay associated with war-

farin-induced bleeding episodes was 6 days, at an average cost of $15,988  (29) . The 

lack of alternative therapies, high incidence, and implications of the ADRs, as well 

as the associated costs, have encouraged genetic and non-genetic studies into deter-

mining the basis of the bleeding events. Genetic factors significantly  associated 

with determining dosing levels and susceptibility to ADRs are polymorphisms 

within the  CYP2C9  gene (the enzyme responsible for the metabolism of warfarin), 

the vitamin K reductase complex subunit 1 ( VKORC1 ) gene (the drug target for 

warfarin involved in the biotransformation of vitamin K), and the protein C ( PROC ) 

gene (involved in the vitamin K clotting process). A multiple regression model 

combining the above three genes with non-genetic predictors (age, bodyweight, 

drug interactions, and indication) jointly account for 62% of the variance in 

 warfarin dose  (30) . This could therefore provide a vital tool in determining the dose 

required for warfarin therapy. 

 Both the US FDA and the UK Department of Health have ongoing  programmes 

to assess the effect of genotype on warfarin prescription. In the US, this is now part 

of the Critical Path Initiative, and a prospective trial is also being funded by the 

Department of Health within the UK. The FDA Clinical Pharmacology Sub-

committee has recommended testing for variations in the  CYP2C9  and  VKORC1  

genes in patients requiring warfarin therapy and the drug label has recently been 

altered to reflect this recommendation  (31)   . 
 When ADRs are not so common, or when a drug is rarely prescribed, sample 

sets restricted to a single phenotype elicited by a single drug may be very small. In 

this situation, detection of genetic associations relies on a strong genetic effect and 

a highly penetrant variant. Nevertheless, when these criteria apply there have been 

associations published (Table  7.2 ). Such small sample sets are, however,  particularly 

prone to both false positive and false negative associations. False positive associa-

tions would ideally be dealt with by testing for replication in a second independent 

cohort; however, obtaining a single sample set for analysis is extremely  challenging, 

making replication sample sets a very rare commodity in this field. False  negative 

results may be even more difficult to quantify, since it is often difficult to publish 

negative results. A possible example of this is the report by Aithal et al. of a lack 

of the expected association between 24 diclofenac-induced hepatotoxicity cases 

and the CYP2C9 genotype, the major metabolic route for diclofenac  (32) . In general, 

these small studies are best considered to provide hypotheses to be tested in the 

context of other efforts to establish collections (see sections 3.3.1 and 5).

 Table 7.2    Drug-specific ADRs 

 Selected examples where ADR cohorts related to use of specific drugs have been established and 

used to study genetic susceptibility  

 Drug (ref)  ADR (cohort size)  Associated Gene  P value 

 Perhexiline ( 66 )  Hepatotoxicity (4 cases, 70 controls)  CYP2D6  5 × 10 –3  

 Irinotecan ( 67 )  Diarrhoea (26 cases, 92 controls)  UGT1A1  1 × 10 –3  

 Abacavir ( 68 )  Hypersensitivity (14 cases, 167 controls)  HLA-B*57  1 × 10 –4  

 Carbamazepine ( 69 )  Hypersensitivity (23 cases, 63 controls)  TNF  1 × 10 –2  
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        3.1.2 ADR Phenotypes 

 The issue of restricted numbers available from studying a single drug can, in some 

cases, be circumvented by pursuing a specific phenotype elicited by a number of 

drugs. Whilst studying all samples as a single group will increase the availability 

and ease of case collection, this approach is based on the premise that any genetic 

factors driving the ADR are not drug–specific, and that there will be common 

underlying susceptibility factors detectable across all drug classes. 

 Such a hypothesis has driven genetic studies into the relatively rare phenomenon 

of acquired (drug-induced) QT prolongation (aLQT) that predisposes to the poten-

tially fatal ventricular arrhythmia TdP. Approximately 60% of families with the 

congenital form of long QT syndrome (cLQT) have mutations in 1 of 6 different 

genes coding for cardiac ion channels and the associated proteins required for their 

correct functioning: hERG and MiRP1 ( KCNH2  and  KCNE2 ), KvLQT1 and minK 

( KCNQ1  and  KCNE1 ), and SCN5a ( SCN5a ), as well as the membrane adaptor pro-

tein ankyrin-B ( ANKB )  (33 ,  34 ,  35) . Due to the low penetrance of the mutant alleles 

involved in cLQT it has been proposed that some individuals carry “forme fruste” 

(i.e., clinically inapparent) mutations within the cLQT genes  (36) . Under normal 

circumstances, these individuals are clinically asymptomatic with normal QT inter-

vals, but their cardiac ion channels may have altered pharmacology, making them 

more susceptible to block with certain drugs. In addition, it is known that hERG is 

a promiscuous channel, capable of being blocked by a large number of drugs from 

a range of classes. To date there are no examples of drugs that have caused TdP that 

do not block the hERG channel  (37 ,  38) . Hence genetic pre-disposition may also 

play a role in susceptibility to aLQT. Individual case reports have appeared sup-

porting the hypothesis that variation within the cLQT genes predisposes to aLQT 

 (20 ,  21) . 
 The role of common susceptibility factors across different drugs has been 

addressed more recently in larger aLQT cohorts derived from cases triggered by a 

variety of drugs. Paulussen et al. analysed the  KCNH1, KCNE2, KCNQ1, KCNE1 , 

and  SCN5a  genes in 32 aLQT cases triggered by 9 different drugs versus 32 normal 

healthy controls  (21) . Missense forme fruste mutations were identified uniquely in 

4 of the 32 cases (12%). Other groups have also used similar heterogenous sample 

sets to study aLQT, and the results are similar, indicating that 5–12% of aLQT cases 

carry mutations in one of their cLQT genes that may be identifiable via screening 

(Table  7.3   [39 ,  40 ,  41 ,  42] ).       
 As well as highlighting the utility of heterogeneous sample sets (from a causative 

drug perspective) in exploring certain ADRs with a common underlying mechanism, 

the data also suggest that there are other factors contributing to the determination of 

QT prolongation in the remaining cases. These factors are likely to be an interplay of 

both genetic factors (e.g., additional genes responsible for determining the cardiac 

action potential, and drug-specific genes determining individual drug disposition) and 

non-genetic factors (e.g., disease state/history, concurrent medication, gender, meta-

bolic state); and this highlights the need to integrate data from all possible sources in 

order to determine causation on an individual level.   
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   3.2 Analysis Strategies, and Sample Size  

 Whilst statistical considerations and discussions of the candidate gene (CGA) and 

whole genome analysis (WGA) approaches are covered elsewhere in this book, the 

choice of analysis strategy may have significant implications for collection strate-

gies and sample sizes. Until recently, most studies investigating the genetics of 

ADRs have utilised CGA; i.e., the selection of genes based on prior knowledge of 

factors such as mechanism of action, pathways, on/off target effects, drug disposi-

tion, etc. Whilst this has the advantage of generally having a greater statistical 

power for a smaller sample size, success relies upon the ability to select the appro-

priate genes based on present knowledge. Availability of HapMap data and recent 

technological advances now mean that whole genome analysis (WGA) is becoming 

a more feasible and cost effective option, with the advantage that it is not restricted 

to any prior hypotheses or to known genes. 

 Although the vast majority of published pharmacogenetic studies have used 

CGA, a small number of publications are now starting to compare this approach 

with WGA. An example of this is the association between  UGT1A1  and hyperbi-

lirubinaemia observed with the antirestenosis drug tranilast, which was originally 

identified by a CGA  (43) . This data was amenable to subsequent modelling analysis 

to estimate the number of cases and controls, and the SNP coverage across the 

genome that would have been required to detect the same association using a WGA. 

The authors estimated that a genome map of only 100,000 SNPs would have been 

required to detect the association with the extended LD block containing the 

 UGT1A1  gene and, with a control cohort of 1085, only 10 cases would have been 

needed to identify the association with  UGT1A1  at P < 0.05  (44) . Whilst these 

 Table 7.3    Number of aLQTS patients in whom a disease-associated mutation was detected by 

screening of cLQT genes  

Taken from Paulussen et al. ([ 29 ], reproduced with kind permission of Springer Science+Business 

Media, LLC)  

 Abbott 

et al. ( 37 ) 
 Sesti et al. ( 38 ) 
Yang et al. ( 39 ) 

 Chevalie et al. 
( 40 ) 

 Paulussen 

et al. ( 20 ) 

 Genes screened 

  ANKB  (Ankyrin-B)  ns  ns  ns  ns 

  KCNE1  (Mink)  ns  0  0  2 

  KCNE2  (MiRP1)  1  4  0  1 

  KCNH2  (HERG)  ns  1  1  1 

  KCNQ1  (KvLQT1)  ns  1  0  0 

  SCN5A  (SCN5A)  ns  3  ns  0 

 Number of aLQTS patients 

screened 

 20  92  16  32 

 Number of cases explained  1  9  1  4 

 Percentage of the investigated 

aLQTS patient population 

 5  9  6  12 

 ns = not studied 
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numbers do reflect the large genetic effect involved in determining hyperbilirubi-

naemia and the powerful effect of the  UGT1A1  genotype on the phenotype; they 

are somewhat surprising, given that the WGA studies published to date advocate 

the use of larger sample sizes, even to detect relative risks that are larger than that 

of the  UGT1A1  example above. As the authors pointed out, it is unlikely that any 

associations would be as readily identifiable where there are multiple genes 

involved (and interactions thereof) with lower penetrance involved in determining 

a phenotype, and it is likely that this represents a “best case” scenario  (26) . As the 

technologies for WGA become more refined and accessible, and experience is 

gained in generating and analysing the data, it will be interesting to follow progress 

in this area, although it is likely that a bipartite approach of CGA and WGA will 

prove most useful in the future.  

   3.3 Collection Strategies  

 The rare and unexpected nature of ADRs which occur spontaneously over the entire 

geographical region where a causative drug is marketed presents researchers with 

special issues in establishing cohorts for study, based on the (in)ability to identify and 

recruit cases and controls into any study. With the additional need for appropriate 

ethical committee approval from all regions where samples will be collected, and the 

variable pharmacovigilance reporting structures and regulatory requirements within 

each country, there are unique challenges involved in being able to recruit subjects to 

study the genetics of ADRs. There are various strategies available. 

  3.3.1 Use of Clinical Trial Material 

 If an ADR is detected during the clinical trial process, and DNA collection has been 

instigated as part of that clinical trial (which is now becoming more routine in many 

pharmaceutical companies), then the material and clinical data is available to study 

the genetics related to that ADR and that drug. With pre-specified inclusion and 

exclusion criteria for the study, such a sample set has the advantages of being 

homogenous and well controlled in terms of drugs, dosages, concurrent medication, 

indications, and other possible confounders, as well as having control samples 

available for study. 

 Depending on the timing of the research, the discovery of an association between 

a gene (or genes) and an ADR may not have any utility for the particular drug in 

question. For example, it may not be possible to develop and use as a predictive test 

a genetic association that is discovered late in development and which does not 

have a sufficiently strong predictive value to identify at-risk patients. Other consid-

erations must also be taken into account at this stage, such as the risk:benefit profile 

of the drug versus the ADR and thus the viability of a personalised medicine 

approach, the status of backup compounds under development within a company, 
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as well as portfolio considerations for the company. The utility of this approach 

may ultimately lie in increasing the understanding of mechanisms of specific ADRs, 

with the potential to impact on future drug development. Hence GlaxoSmithKline’s 

investment in the DNA collections that allowed exploration of the association 

between  UGT1A1  and tranilast, which could subsequently be applied to explain 

hyperbilirubinaemia observed in the development of other drugs. 

 Even if DNA collection was not included as an original component of the 

 clinical trial protocol, it is possible to retrospectively approach case and control 

subjects who participated in a clinical study where a safety signal was observed, 

and request a sample after the study has been completed. This approach has been 

used successfully by Sun et al., who returned to subjects enrolled in the DIAMOND 

studies in order to study TdP induced by dofetilide, a class III antiarrhythmic agent 

used for the conversion to and maintenance of normal sinus rhythm in patients 

with highly symptomatic atrial fibrillation/flutter  (45) . A  missense mutation in the 

hERG channel (R1047L) was detected in 2 out of 7 cases, versus 5 out of 98 con-

trols, and subsequent functional characterisation showed slower activation kinetics 

of the variant channel, potentially leading to a 15% prolongation of the action 

potential. 

 Even using this collection strategy, the authors noted that the numbers were limited 

because of difficulties in locating and obtaining consent from many patients. In addition, 

retrospective sample collection has the added expense required to  re-instate a clinical 

study, re-open study centres, perform ethical committee submissions, etc., thus making 

routine defensive banking of DNA samples during clinical studies a much more 

pragmatic solution.  

  3.3.2  Retrospective Collections Identified Through Pharmacovigilance 
Reporting Systems 

 For samples from ADR cases that were not collected during the clinical trial, or for 

those that occur when the drug has been marketed, retrospective identification and 

collection is the only strategy available. 

 All European countries have their own procedures for spontaneous ADR reporting 

and tracking which are augmented by reports from pharmaceutical companies. It is 

possible to perform a retrospective inspection of these pharmacovigilance databases 

to identify relevant ADR cases and to use this as a potential route to re-contact 

 individual subjects for a DNA sample. Although feasible, this approach has many 

challenges that need to be considered when assessing the utility of this strategy. 

 Normally, ADR reporting is voluntary and can often be regarded as a time-

 consuming burden by the reporting physician. In some countries, such as Sweden, 

it is not mandatory that the contact information for the reporting physician be pro-

vided. This results in an under reporting of ADRs and the loss of many potential 

cases to follow up. Where reporter information is available, follow up requires that 

physicians are still contactable and that they are willing to invest time and effort to 

re-trace specific cases. Even if physicians are contactable, and willing to participate, 
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many subjects may be lost to follow-up, or themselves unwilling to participate in 

such an initiative. 

 With possible attrition at so many points, it is clear that retrospective collection 

can be a time-consuming and relatively inefficient way to collect cases. Nevertheless, 

this approach has shown some limited success. Ford et al. used the yellow card 

reporting system to identify cases of terodiline-induced cardiotoxicity reported to 

the Medical Control Agency (MCA) in the UK  (46) . Twenty-eight cases were iden-

tified, of which 26 were followed up by the MCA by contact with general practi-

tioners, which took place 3–4 years after the initial case reports. From these 26 

cases only 6 samples were obtained. When looking at the causes of attrition, 2 

patients were reported to have died, 6 were lost to followup, and no reply was 

received from 12 GPs. No controls were collected and population study data was 

used instead. The results of the analysis showed that possession of a variant allele 

of the CYP2C19 phase I drug metabolising enzyme (the  CYP2C19 * 2  allele) 

appeared to contribute to adverse cardiac reactions to terodiline. Although the 

validity of these results may be questioned, since there is no evidence that either 

terodiline or its enantiomers undergo metabolism by CYP2C19, and may indeed be 

a false positive result given the small sample sets and unmatched controls, the study 

does highlight the feasibility of a spontaneous adverse drug reaction reporting 

 system to obtain blood samples from patients with relatively rare ADRs. 

 A more ambitious effort based on this strategy is presently underway in Europe. 

EUDRAGENE is a European collaboration, funded with support from the European 

Union, aimed at establishing an ADR case-control DNA collection using the exist-

ing spontaneous reporting systems available within participating countries  (47) . In 

a survey of European countries, it was found that no one individual country would 

generate a sufficient number of cases of any ADR within a reasonable time frame, 

thus necessitating this collaborative cross-community program. These efforts have 

been aided by the harmonisation of national pharmacovigilance reporting systems 

through the European Medicines Evaluation Agency, which is compiling a Europe-

wide database of ADR reports  (48) . The aim of this collaborative effort is to make 

the resulting collections available for use by both academic and industrial research-

ers, on the proviso that all resultant genotype data is submitted to the main database 

for use by subsequent researchers, hence providing a potentially powerful resource 

to expedite research in this field. 

 At present, there is no equivalent US-wide collection of ADR cases. This is 

partly because, in the US, there is no reporting structure equivalent to that available 

within Europe. This, along with the fact that there is no single ethics committee or 

institutional review board capable of giving approval for the whole region, means 

that pharmacovigiliance collections within the USA are more problematic. Whilst 

there are a number of US-based initiatives ongoing (see below), these are more 

often based on clinical registries rather than being US-wide collections. Alternative 

sources of ADR reports could be through US health care provider and insurance 

company databases; and given the size of the American market and the number of 

prescriptions written in the US, an appropriate collection strategy would have great 

utility in this field.  
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  3.3.3 Real-Time Collection of Post-Marketing Cases 

 The possibility of collecting post-marketing ADR cases in real time, i.e., as and 

when they are reported, takes the above strategy one step further. By reducing the 

time lag between case reporting and contact, it is hoped that there will be less attri-

tion due to reporting physicians and cases being lost to follow-up. To date, however, 

there are no successful examples of this approach. The main issue appears to be the 

time-consuming process of approaching each country individually to obtain ethical 

approval that will allow collection across the entire country, as well as the differing 

ADR reporting structures and local regulations that need to be considered for each 

country. In countries where there is a central ethical committee capable of provid-

ing consent for the entire country, such as the UK MREC, this is relatively simple. 

For other countries where there is no single EC/IRB that is capable of approval for 

a whole country, the challenges faced by either getting approval from each separate 

EC/IRB in advance or approaching the relevant body as and when a case arises has, 

so far, proven prohibitive. Furthermore, the ability to identify and confirm “pure” 

cases without confounders can be difficult, and actual numbers can also be very 

low. In summary, practical and logistical issues mean that returns are likely to be 

poor in respect to the effort required, and as such this route has not been a fruitful 

source of material for our company.  

  3.3.4 Registries Developed Through Dedicated Clinical Centres 

 Initiatives to recruit cases both retrospectively and in real time from dedicated clini-

cal centres are also underway. With experienced clinicians leading each centre, this 

approach has the advantage of ensuring an appropriate and accurate clinical review 

of each case, with the aim of minimising noise within the sample set by ensuring 

that subjects fall within clear criteria for a drug-induced ADR. Furthermore, 

because of the nature of these centres, they often have databases of patients 

 established over a period of time, from which relevant cases and controls can be 

identified retrospectively. The UK and US Drug-Induced Liver Injury Networks 

(DILIGEN and DILIN, respectively) are examples where this approach is currently 

being used. US DILIN aims to establish a registry of fully characterised patients 

who have experienced drug-induced liver injury (DILI), and to develop a  systematic 

classification system  (49) . The research will involve collection of epidemiological 

data, clinical data, and biological samples (blood, DNA, urine, and liver tissue) 

from affected patients and matched controls. The programme consists of a retro-

spective study aiming to recruit 50–100 samples (and matched controls) from DILI 

caused by each of four different drugs: isoniazid, phenytoin, clavulanic acid/amoxi-

cillin (augmentin), and valproic acid, as well as a prospective study following DILI 

cases presenting from any drug. This combination of patient material collection and 

the opportunity for multifactorial characterisation should provide a powerful tool 

with which to explore any genetic component involved in susceptibility to DILI as 

well as a resource for biomarker development.   
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   3.4 Control Cohorts  

 Strategies for the collection of appropriate controls are as important as the  collection 

of cases. Ideally, the control population should represent the “at-risk” population as 

closely as possible, whilst not presenting with the specific ADR of interest. 

Theoretically, the more representative the control population is of the affected 

 population, then the higher is the probability of detecting true associations, whilst 

reducing the number of cases required to detect the association. However, all of the 

issues associated with identifying and collecting postmarketing ADR cases also 

apply to identifying and recruiting controls, with the additional problems of appro-

priate matching for drug treatment, underlying disease, exposure, and concurrent 

medications in a post-marketing setting. 

 Whilst the use of similarly treated but unaffected controls remains the ideal, 

some researchers have recommended the use of population control samples. By 

using such a sufficiently large collection of a representative population, it is 

 possible to circumvent the need for a tightly matched control set. Although any at-

risk alleles will also be present in the population control group, if the control group 

is appropriately large and the risk allele(s) appropriately rare in the population 

(which is almost certainly the case for ADRs), then they will likely be represented 

at such a low frequency that statistical associations will still be identified, given the 

over-representation of the risk allele in the case group. Obviously, this lack of tight 

matching means that, while the power to detect genetic associations is not reduced, 

the potential for false positives is increased, as is the number of controls required. 

This should be taken into account in the research strategy. 

 The power to detect genetic associations can be increased by the use of up to 3–4 

controls per case. However, because confounding may occur, it is important that 

these controls should be collected using a sampling method that does not introduce 

a systematic bias in genotype frequencies. In particular, matching, as far as possi-

ble, should be performed for age, gender, residency, clinical history, self-reported 

race, and ethnicity (according to FDA guidelines). 

 Although establishment of such a control set is potentially resource intensive 

and expensive, it would have general benefits across the scientific community. This 

has been recognised by the Wellcome Trust, who have established a 3000-subject 

control set which is available for general use by researchers (given adherence 

to specific regulations)  (50) . As long as controls are selected based on the above 

criteria, then this could provide one solution to provision of controls for ADR 

case-control studies.  

   3.5 Uptake of Predictive Biomarkers: Use in the Clinic  

 It is now 50 years since Motulsky published his landmark paper on adverse 

drug reactions and genetics, and over subsequent decades several biomarkers 

have been discovered that now have established associations with ADRs 
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((51, 52); Table  7.4 ). Despite this long record of genetic association and potential 

predictive value, very few, if any, of these genetic tests are in routine use in clinical 

practice to guide therapy and predict patients at risk of ADRs. So what factors are 

preventing the uptake of these biomarkers to avoid ADRs in the clinic?       

  3.5.1 Scientific and Technical Issues 

 Lack of a clear correlation between ADRs and genetic variation is perceived as one 

of the major barriers to clinical uptake of PGx tests  (53) . Even one of the most well-

established genetic associations, that of thiopurine methyltransferase (TPMT) and the 

side effects of 6- mercaptopurine (6-MP) and azathiopurine (AZA) therapy, is now 

known to have a complex mechanism and is subject to conflicting data correlating 

genotype with phenotype that affects its interpretation and use in the clinic. 

 ADRs resulting from treatment with 6-MP or AZA affect 2–4% of individuals 

and manifest as bone marrow supression with leucopenia and neutropenia. 

Activation of 6-MP and AZA occurs through a multistep pathway to yield 6-

 thioguanine (6-TG) metabolites, which are responisible for the cytotoxic side 

effects of these drugs, and these pathways compete with the deactivation of the 

drugs via TPMT  (54 ,  55) . Hence, individuals with low TPMT levels are prone to 

the cytotoxic side effects of the drug because of accumulation of the 6-TG 

 metabolites; whereas those with high (normal) TPMT levels are relatively free from 

ADRs (but prone to nonresponse). 

 Table 7.4    Valid genetic/genomic biomarkers in the context of FDA-approved drug labels 

(Adapted from [ 50 ])  

 Biomarker  Use  Test  Prototypic Drug 

2.1 Genetic biomarkers; all contexts

 CYP2C19  Drug exposure  3  Voriconazole 

 CYP2C9  Drug exposure  3  Celecoxib, Warfarin 

 CYP2D6  Drug exposure  3  Atomoxetine 

 NAT variants  Drug exposure  3  Rifampin, isoniazid, pyrazinamide 

 TPMT variants  Myelotoxicity  2  Azathiopurine 

 UGT1A1 variants  Neutropenia  2  Irinotecan 

  2.2 Genomic biomarkers; safety contexts only  

 Dihydropyrimidine 

Dehydrogenase (DPD) 

deficiency 

 Stomatitis, diarrhea, 

neutropenia, 

neurotoxicity 

 3  Capecitabine 

 Glucose-phosphate 

Dehydrogenase 

(G6PD) deficiency 

 Hemolysis  3  Rasburicase 

 Protein C deficiencies  Tissue necrosis  2  Warfarin 

 Test:   1 = test required,   2 = test recommended,   3 = information only 
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 Approximately 90% of Caucasians are homozygous for the wild-type TPMT 

alleles, whilst 9–10% are heterozygous and 0.3% are homozygous for mutant 

 alleles. To date 21 variant TPMT alleles have been identified that are associated 

with decreased activity, compared with the  TPMT*1  wild-type allele; although it is 

reported that more than 95% of defective TPMT activity can be explained by the 

three most frequent mutant alleles,  TPMT * 2 , * 3A , and  *3C   (56) . Several studies 

have shown excellent concordance between TPMT status and ADR phenotype, 

with one study showing that all homozygous-deficient TPMT patients required 

reductions in their doses of 6-MP to eliminate toxicity and maintain efficacy, com-

pared to 35% of heterozygotes and only 7% of wild-type subjects  (57 ,  58 ,  59 ,  60) . 
Other studies have, however, not proven so convincing, suggesting that other 

 factors are also involved in determining adverse response  (61) , and that, in fact, 

only 30–50% of ADRs may be predicted by TPMT status  (62) . Furthermore, it has 

been estimated that the genetic tests currently available detect only approximately 

90% of nonfunctional alleles and would thus misclassify a proportion of TPMT 

poor metabolisers. 

 In summary, the example of TPMT as a biomarker to prevent ADRs is one of 

the simplest, best established, and most often referenced in safety  genetics. Clinical 

diagnostic genotyping is available for TPMT status, and the drug label has been 

revised to include information about the increased risk of ADRs in genetically 

determined TPMT poor metabolisers. Despite this, there is considerable complexity 

around the scientific basis and the interpretation of the test, and the conflicting data 

in this example is perceived as a barrier to the use of the genotype test in the clinic. 

Hence, uptake of the test is low, with no routine use in four EU countries surveyed, 

even when the test is available free of charge  (53) .  

  3.5.2 Cost 

 Many studies have now been performed on the cost-effectiveness of genetic biomarkers 

to predict patients at risk of ADRs, and both TPMT and HLA-B57 testing have been 

shown to be cost-effective tests for the prevention of ADRs in acute lymphoblastic 

leukemia (ALL) therapy and abacavir therapy, respectively  (63 ,  18) . Nevertheless, 

recent studies have shown that physicians’ perceptions are often that these tests are not 

cost– effective; and there is evidence that even when the tests are provided free of 

charge, uptake may still be low  (53) . The solution to this issue is likely to be increased 

education and training of the prescribing physicians, rather than decreased costs.  

  3.5.3 Knowledge 

 One of the major barriers to the uptake of current and future biomarkers to predict 

patients at risk of ADRs may be the perceived complexity of the test versus the 

knowledge base of the clinicians who decide whether to utilise it. An ideal biomar-

ker for patient selection would have a 100% PPV or NPV. In practice, PPV and 
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NPV for tests available for ADR prediction show a range of values, even for the 

same drug, and may also vary according to the population studied and tested, as 

highlighted previously with the HLA/abacavir data  (18) . 
 The data around associations between genotype and ADRs, and the absence 

of a single predictive genetic biomarker with a sufficiently high PPV and NPV, 

as  highlighted with the TPMT and HLA examples previously, are perhaps the 

main reasons behind the slow implementation and uptake of genetic safety 

biomarkers. For the majority of examples available to date, it seems that a 

 single genotype will not provide the required predictive power to be used in 

clinical decision making. The emerging data suggest that any genetic biomarker 

will probably require  integration of a number of genotypes, along with other 

additional clinical markers and susceptibility factors, in order to develop an 

algorithm sufficiently sensitive to be of value in the prediction of ADRs. For 

irinotecan there is exploratory data to support this, with polymorphisms in 

 UGT1A7 ,  UGT1A9 , and the drug transporter genes  ABCB1, ABCC2 , and 

 ABCG2  also appearing to influence exposure to the pharmacologically active 

metabolites  (64 ,  65) . 
 Clinicians will need to be educated that it is not reasonable to have expecta-

tions that any genetically-based predictive test will be 100% effective in predict-

ing ADRs  (55) ; indeed, certainty within all fields of clinical medicine is rare, and 

very few predictive tests are 100% sensitive in predicting ADRs. Furthermore, it 

is likely that there will be some education of primary care physicians needed in 

how to interpret and apply the results of these tests, as well as how to understand 

and interpret the pharmacogenetic information on the drug label. A survey carried 

out across four countries in the EU found that clinicians trained before the 1990s 

(who make up the majority of physicians practicing today) have little knowledge 

of genetics  (53) . As a consequence, primary care physicians may not carry out 

pre-treatment pharmacogenetic testing, even if it was made mandatory, because 

they are not aware of the benefits of such tests, and are unable to properly interpret 

the data. It is apparent that, as well as efforts in developing the science, there 

should also be equivalent efforts in educating those who will be in the front line 

of using the outcomes.    

  4 Conclusions: Delivering the Promises 

  There are major drivers to improve drug safety, and any advances that can be made 

in this area will be of major benefit to patients, health care providers, regulatory 

authorities, pharmaceutical companies, and their shareholders alike. In order to 

achieve this goal all possible areas are being explored, and there is increasing 

 evidence to indicate that susceptibility to ADRS is, to some extent, genetically 

driven. With the increasing public, regulatory and commercial pressure, and 

improvements in knowledge and technologies, the genetics of ADRs is gaining 
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increased attention. The previous chapter has highlighted some of the benefits to be 

gained from studying this area and has also indicated some of the specific  challenges 

that are faced. 

 Whilst previous work in this area has generally, by necessity, been restricted to 

candidate gene analysis performed on sub-optimal sample sets, there is a growing 

recognition that in order for genetics to be fully exploited, more robust study 

designs, including replication sets, are required to ensure that the results are more 

conclusive. With sample availability a major issue, larger collaborative efforts are 

likely to be more fruitful, and efforts such as EUDRAGENE, US DILIN, and UK 

DILIGEN seem to offer the best chance of generating more definitive results. 

Advances in technologies and analysis methods also mean that alternative 

approaches, such as whole genome analysis, are becoming increasingly feasible. As 

more experience is gained with handling and analysing data from these studies, and 

as they are applied to the emerging cohort collections, it is likely that there will be 

major advances in this field within the foreseeable future. 

 The ability to develop and market safer drugs is being increasingly recognised 

as a common unifying goal for a number of parties. In recognition of this, and the 

specific challenges involved in studying this area, there is a greater drive towards 

pre-competitive collaborative efforts in this area. Efforts such as the Serious 

Adverse Event Consortium (SAEC), a US FDA-instigated cross-pharmaceutical/

academic consortium with the aim of studying the genetics of ADRs, are also 

beginning to emerge. Whilst still in its formation stage, this consortium has 

already recognised the need for precompetitive international collaboration by 

attempting to facilitate integration of initiatives such as EUDRAGENE, US 

DILIN, and UK DILIN in order to advance this field. With such momentum 

behind these initiatives, the  challenges in this area will be addressed, and these 

collaborative efforts seem to offer the best chance of success. It will be interesting 

to monitor how such consortia can form and operate, what information is gener-

ated, and how it is utilised. 

 What is also increasingly apparent is that studying genetics in isolation will not, 

in the majority of cases, provide the clarity that is required to move this field 

 forward. Genetics is likely to be only one piece of the jigsaw that will need to be 

integrated with other data to generate the full picture of susceptibility to, and under-

standing the mechanisms of, drug safety. These data will include that generated 

experimentally, and will require integration with clinical, epidemiological, and 

demographic information in order to develop algorithms to predict ADRs. Efforts 

to increase the expectations and knowledge base of prescribing physicians are 

essential and will also aid progress in this area. 

 This is a fast developing area with high interest and high stakes, and it is likely 

that there will be substantial advances in the field over the coming years. It will be 

interesting to review this field again in five years to see what has become of the 

potential and drive that is present today.     
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        Chapter 8 
  Strategies and Resources for Marker Selection 
and Genotyping in Genetic Association Studies 

     Nicole   Soranzo ,      Dong-Jing   Fu,    and    Qingqin   S.   Li   

    Abstract    The release of millions of polymorphisms by recently completed, large-

scale sequencing and genotyping efforts has provided us with unprecedented 

resources for carrying out genetic association analyses of drug response and disease 

predisposition. This chapter provides a guide to some general principles and avail-

able resources for the analysis of human genetic variation in genetic association 

studies. We first describe some principles of association studies and discuss the 

utility of different experimental designs in clinical practice. We then describe cur-

rent repositories of human genetic variation and bioinformatics tools that have been 

developed for the efficient retrieval and evaluation of these genetic variants in the 

context of human genome annotation and disease. Finally, we survey pros and cons 

of current genotyping methodologies and available commercial products for genetic 

association studies.  
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association ,  common disease    
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   1 Introduction 

  Genetic association studies measure the correlation between variations in human 

genes (“genetic polymorphisms”) and phenotypes of interest. The sequencing of 

the human genome  (1 ,  2)  and the release of a comprehensive map of genetic variation 

for human populations (the HapMap  (3) ) have provided us with the tools to imple-

ment genetic association analyses of drug response and disease predisposition rou-

tinely. The aim of this chapter is to describe strategies and resources for identifying 

relevant genetic variations and for carrying out pharmacogenomics studies from a 

practical standpoint, while study design and analysis are discussed in detail in 

Chapter 9. In particular, we will describe: (i) general principles and resources for 

genetic association studies; (ii) bioinformatic tools for the retrieval of data on genes 

 Glossary 

   Allele.     Alternative forms of a DNA variant occupying a given locus (position) on a chromosome. 

DNA variants can entail a substitution of a nucleotide base with a different base (SNP), an inser-

tion or deletion of one or more nucleotides (indel polymorphism) or a variation in the number of 

repeat variants.    

   Functional SNP.     SNPs that have an a priori probability of affecting gene function through mRNA 

transcription, protein levels or structure, etc. SNPs are classified based on their localization in 

coding regions (synonymous and nonsynonymous), intron-exon boundaries, gene promoters, or 

regulators of transcription such as enhancer or silencer elements. For a more detailed description 

of effects, refer to Chapter 10.     

   Haplotype.     A unique combination of alleles at different loci on the same chromosome.     

   Linkage disequilibrium (LD).     The nonrandom association of alleles at two or more loci. 

Linkage disequilibrium describes a situation in which some combinations of alleles or genetic 

markers occur more or less frequently in a population than would be expected from a random 

formation of haplotypes from alleles based on their frequencies.     

   Minor allele frequency.     The ratio of chromosomes in the population carrying the less common 

variant at a given locus, to those with the more common variant. Usually one refers to SNPs 

with a minor allele frequency of > 5% as common SNPs, and to SNPs with a minor allele fre-

quency of £ 5% as rare SNPs; 1%, 2%, or 10% thresholds are also used. Note that a variant that 

may be common in a population, for instance in a European sample, may be rare in a different 

population, such as an Asian or an African American sample.     

    Single nucleotide polymorphism (SNP).    A DNA sequence variation occurring when a single 

nucleotide (A, T, C or G) at a genomic location differs between chromosomes in an individual 

or among individuals in a population. For example, two sequenced DNA fragments from dif-

ferent individuals, AAGCCTA to AAGCTTA, contain a difference in a single nucleotide. In 

this case we say that there are two alleles C and T. Almost all ommon SNPs have only two 

alleles.     

    Tag SNPs (tSNPs or tagging SNPs).    Representative SNPs in a region of the genome with high 

linkage disequilibrium. Tag SNPs define optimal SNP sets that allow identifying common genetic 

variations in a chromosomal region of interest without genotyping every SNP in the region.    
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and genetic variants; and (iii) genotyping methodologies and available commercial 

products for genetic association studies.  

  2  Strategies for Genetic Association Studies of Disease 
and Drug Response 

  The choice of study design, and hence genotyping strategy, depends on many 

factors. Some are practical, such as economical cost and DNA sample availabil-

ity. Others are related to the overall purpose of the study, for example whether the 

study is designed to test a specific hypothesis (e.g., a drug mechanism of action) 

or rather to generate a new hypothesis (e.g., to identify novel drug targets for a 

disease of interest). 

   2.1 Study Designs  

  Candidate polymorphism.  Candidate polymorphism studies entail genotyping 

one or few polymorphisms in a limited number of genes. This approach may apply 

in cases where there is a strong hypothesis for the role of the polymorphism in 

disease causation, or strong evidence for a functional genetic variant that is relevant 

to disease (the phenotype of interest). In these cases, we can test directly the 

hypothesis that such variant is causal (C, in Fig.  8.1 ) to the disease phenotype by 

comparing the frequency of the genetic variant in a group of patients and controls. 

Candidate polymorphism studies in pharmacogenomics have mostly been directed 

towards testing the effect of functional alleles in genes affecting the drug pharma-

cokinetics, in particular drug metabolizing enzymes and transporters (DMETs), but 

also in genes affecting drug pharmacodynamics (targets)  (4 ,  5)   .

Disease
phenotype

M C

  Fig. 8.1    Schematic representation of the principle of genetic association studies   The marker 

locus M is typed in a case-control study, and the association with the disease phenotype (DP) is 

assessed using statistical methods. The association between the variant that is causal to the disease 

phenotype (C) and the disease phenotype itself is not observed directly, but can be inferred indi-

rectly if the statistical association between M and C (r 2 ) is sufficiently high       
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  Candidate gene . A candidate gene study may involve studying one to thousands 

of genes in a single experiment, with a relatively small number of SNPs (5–50) 
genotyped within each gene. A gene is generally defined to include coding 

sequence, un-translated sequence and flanking regions, and possibly splice or 

known regulatory elements; and may be either a positional candidate that results 

from a prior linkage study or a functional candidate identified based on its known 

or presumed role in the phenotype of interest. When the causal variant to the phe-

notype is not known, we can seek to identify it indirectly by genotyping one or 

more marker variants (M) in a genomic region where we suspect C may be found. 

In this scenario, the effect of C can be detected if M and C have a sufficiently high 

statistical association to drive a significant association between M and the disease 

phenotype. Such indirect approaches exploit linkage disequilibrium (see later) for 

searching novel disease variants. 

 Candidate gene approaches represent the bulk of the genetic association studies 

published to date and have led to the identification of a number of clinically impor-

tant genetic variants. One clinically relevant example is the discovery of genetic 

variants in  VKORC1  and  GGCX  (together with the drug metabolism enzyme 

 CYP2C9)  explaining one third of the variance in the dosing of warfarin  (6 ,  7) . 
Warfarin is a widely used anticoagulant, where incorrect dosage carries a high risk 

of either severe bleeding or failure to prevent thromboembolism. 

  Genome-wide.  Genome-wide studies entail assessing genetic associations between 

a disease or drug response phenotype and genotypes at 100,000 to 1 M well-chosen 

polymorphisms in a single experiment. An advantage of genome-wide over candi-

date gene studies is that they do not rely on a priori  hypotheses  for the role of a 

specific gene or biological function. This raises the possibility of identifying novel 

disease genes, thus improving knowledge of the underlying causative mechanisms. 

At the time of writing a handful of genome-wide association studies have been 

published  (8 – 17) , with many large-scale collaborative efforts due to release genetic 

association data for major diseases in thousands of cases and controls within the 

next few months. To date, however, no genome-wide scan of drug response has 

been published. A possible reason for this lies in the relative difficulty of evaluating 

drug response retrospectively, which has delayed collecting sufficiently large 

patient populations with homogeneous drug response phenotypes. 

  Fine mapping.  A fine mapping study is carried out to obtain in-depth assessment 

of a region of interest, such as a region containing a signal of positive association 

with a disease trait or a genetic linkage peak. Fine mapping studies generally entail 

genotyping several hundred polymorphisms over large genomic regions (up to 10 

Mb in length) that may span several genes. Resequencing may be applied to obtain 

in-depth characterization of all genetic variants present in the region. 

  Resequencing . The ever-decreasing cost of DNA sequencing suggests that in the near 

future extensive resequencing of genomic regions, and ultimately of entire genomes, 

might become the strategy of choice for comparing patient groups. Deep resequencing 

of patient populations will allow a comprehensive evaluation of the contribution of 

both rare and common genetic variants. Current efforts are seeking to reduce the cost 

of sequencing an entire human genome to less than US$1000.  
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   2.2 The HapMap Project  

 The HapMap project represents a fundamental milestone for human genetic research 

 (3) , established in 2002 with the goal of generating the first map of linkage disequi-

librium for the human genome. Linkage disequilibrium, or LD, is a property of 

genomes whereby some combinations of alleles or genetic markers occur more or 

less frequently in a population than would be expected by chance. The main purpose 

of the HapMap project was to provide a tool for selecting and assessing genetic vari-

ants for association studies of common disease. The data generated however has also 

provided unprecedented insight into human genome structure and evolution  (3) . 
HapMap focuses on three reference human populations: 30 father-mother-child 

trios of northern European descent (CEPH from Utah, symbol CEU); 30 trios of 

African descent (Yoruba from Ibadan, Nigeria, YRI) and 90 unrelated individuals 

of Asian descent, including 44 unrelated individuals from Tokyo, Japan (JPT) and 

45 unrelated individuals of Han Chinese ancestry from Beijing, China (CHB). The 

first phase of the project was completed in October 2005, with ~1.1 Million SNPs 

genotyped in the 269 samples, corresponding to an average SNP density of 1 SNP 

genotyped for every 5 kb of human genome. Phase I also performed exhaustive 

SNP discovery in ten representative 500-kb regions (ENCODE) by resequencing 48 

unrelated DNA samples from a multiethnic panel (16 Yoruba, 8 Japanese, 8 Han 

Chinese and 16 CEPH); all the SNPs found within these regions, and known SNPs 

in dbSNP, were later genotyped in the same 269 HapMap individuals. This rese-

quencing/genotyping effort allowed a first assessment of how well the HapMap 

resource represents unknown variants in the human genome  (3) . Phase II was also 

completed in October 2005, with the release of an additional 3.9 Million SNPs in 

the same 269 individuals (average SNP spacing ~1 SNP/Kb). The current release 

of HapMap (#21a, January 2007, Table  8.1 ) contains data from HapMap phase 

I+II and major predefined SNP genotyping panels (Illumina Infinium 100k and 

300k, Affymetrix non-synonymous SNPs and high-resolution extended Major 

Histocompatibility Complex (MHC) locus SNPs  (18) . In addition, HapMap also 

contains data for two types of structural variants: i) segmental duplications from 

High-Depth Celera Reads  (19 – 21)  and ii) structural variation datasets including 

CNV regions determined in HapMap samples  (22) , CNV datasets  (23 – 26) , and 

deletions  (27 – 29) . A third unofficial effort phase currently ongoing will type the 

same SNPs in additional world-wide population samples.

 Table 8.1    Content of HapMap at time of writing (release #21a, January 2007) 

for the three HapMap reference populations: CEPHs of European origin (CEU), 

Beijing Chinese and Tokyo Japanese (CHB+JPT) and Yoruban African (YRI)  

    Populations  

  SNP type     CEU     CHB + JPT     YRI  

  Total Non-Redundant     3,904,218     3,936,482     3,846,092  

  Total QC+ SNPs     4,871,127     4,881,441     4,774,448

     Total Genotyped SNPs      6,838,923       6,799,238       6,798,546      
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   The data is fully accessible and downloadable from the HapMap genome 

browser (link in Table  8.3 ), which can be searched by gene, feature ID, or chromo-

somal region. The browser can be used for visualizing and downloading SNP fre-

quencies, linkage disequilibrium plots and phased haplotypes. The individual 

genotype data can be downloaded for import into several tag SNP design programs. 

The browser also implements a modified version of HaploView for easy retrieval of 

tag SNPs for regions of interest. Details of HapMap contents and usage are given 

in several excellent publications  (3 ,  30 ,  31)  and the project website, and will not be 

discussed further.  

   2.3  Tagging SNP Approaches and Software 
for Tag SNP Selection  

 Tagging SNP approaches take advantage of linkage disequilibrium to identify sets of 

SNPs (called “tagging SNPs” or “tag SNPs”) that exhaustively capture genetic 

 variation in a gene or genomic region of interest  (32) . The purpose is to improve 

 genotyping efficiency in association studies. Figure  8.2  depicts a hypothetical 

genomic region with nine segregating sites (SNPs). Although 29 possible combina-

tions of these nine sites (also called “haplotypes”) are in theory possible, only five are 

found in this given population sample, owing to linkage disequilibrium. In this sim-

plified example, the sites identified with the same font formatting are in high linkage 

disequilibrium. This implies that among the sites identified by the same formatting, 

the allele status of one site can be used to predict univocally the allele status at each 

of the other sites. In this simplified example, by genotyping well-chosen subsets of 

four SNPs, one can capture the five chromosomes as exhaustively as if the entire nine 

sites were genotyped.  

 A widely used measure of linkage disequilibrium that is relevant to genetic 

association studies is r 2 , a summary statistic that measures the statistical association 

between pairs of alleles. r 2  is sensitive to the population frequency differences 

among pairs of alleles  (33) ; it varies between 0 (no association between two alleles) 

and 1 (complete association). r 2  provides a summary statistic for how well genetic 

variation in a gene or region of interest is captured by a set of tagging SNPs. 

Generally, tag SNPs are selected to capture each common variant in the gene with 

a minimum r 2  of 0.85. This is assumed to represent a good trade-off between geno-

typing efficiency and statistical power. 

 Several statistical algorithms for SNP selection have been developed to deal with 

variation of linkage disequilibrium among different regions of the genome. We will 

here briefly outline some common tagging methods and programs (Table  8.2 ), 

while we direct the reader to several papers describing exhaustive evaluations of 

these methods and their relative merits  (34 – 37) . Briefly, available methods can be 

classified into two general categories:
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  •  Methods that rely on the determination of haplotypes prior for calculation of opti-

mal tag SNPs sets. These are often referred to as haplotype-block based, and are 

implemented by commonly used programs such as htSNP, Hapblock, tagSNPs and 

TagIt. A main initial limitation to these approaches has been the computational 

burden required for reconstructing haplotypes in the case of many SNPs, but these 

limitations have been eased with the implementation of more efficient Partition 

Ligation EM (PLEM) algorithms for haplotype reconstruction  (38) .  
 •  Haplotype-free methods rely on calculation of the pairwise statistic r 2 , a measure 

of linkage disequilibrium that measures the statistical association among alleles 

 (33) . Among the more widely used programs using pairwise r 2  are LDSelect  (39)  
and Tagger  (40) . In general, because they do not require haplotype inference, these 

methods can be more straightforward to use for nonexpert users.   

    Alternative methods for tag-SNP selection are based on clustering algorithms  (41)  
or multivariate linear regression  (42) ; others allow users to specify variable thresholds 

for markers based on their genomic regions or SNP information  (43) . This feature is 

useful when wishing to prioritize genomic regions that have a higher a priori proba-

bility of containing disease markers. Comparative  evaluations of  different tagging 

  Fig. 8.2    Schematic representation of tagging SNPs.    Alleles at nine segregating SNPs (SNP1-9) 

are arranged in five different haplotypes (chromosomes) in a population. SNPs with the same 

color are co-inherited in this population.    A reduced SNP set made of one SNP per each font type 

can be selected to fully represent the nine SNPs. In this simplified scenario, SNP3 has equivalent 

tagging properties to SNP1, SNP8 and SNP9; SNP7 does not have an equivalent tag SNP (i.e., it 

represents a “singleton” or “untaggable” SNP).       
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methods and their tagging space have shown that, in general,  haplotype-based meth-

ods are more efficient than pairwise methods when the  haplotype phase can be cor-

rectly inferred. Pairwise r 2  methods, on the contrary, are less  sensitive to genotyping 

errors and uncertainty in haplotype phase  (40 ,  44 ,  45) . 
 The use of the HapMap resource in clinical practice suffers from two main cave-

ats. The first is that HapMap was created to target common genetic variation. The 

term “common” is generally used for variants that are found at frequencies greater 

than 5% in a given population, although other thresholds (1% or 10%) are also 

used. On the contrary, rare variants are not exhaustively represented in HapMap nor 

captured by tagging methods. This makes sense in terms of the proposed use of 

HapMap, since current genetic association studies are underpowered in the case of 

rare variants with small effects  (3 ,  40 ,  45) . Efforts will need to be directed towards 

characterizing rare variants in patient populations, likely through resequencing. A 

second area of concern is whether the reference HapMap populations are good 

proxies for the populations investigated in clinical trials, as tagging properties of 

SNPs are sensitive to differences in the underlying linkage disequilibrium patterns 

among these two sets of populations. Several studies have addressed this issue, 

either comparing linkage disequilibrium patterns between HapMap and non-

HapMap populations  (46 – 48) , or by explicitly simulating the loss in power arising 

from applying tag SNPs selected in HapMap to a different population sample  (40 , 
 44 ,  45 ,  49) . Results so far have been encouraging confirming that the HapMap is a 

suitable resource for the evaluation of common variation in populations of similar 

ancestry. The same does not apply to rare variants, which will require evaluation in 

the populations under study.   

  3  Resources for Selecting Genes and Genetic Variants 
in Genetic Association Studies 

 For a researcher wishing to carry out a genetic association study using a candi-

date gene approach, the first task is to identify a list of genes that are relevant to 

the phenotype of interest, and secondly to select representative genetic variants 

within them. Candidate gene lists seek to capture current knowledge of the genet-

ics underlying the trait of interest. For instance, a candidate gene study of drug 

efficacy may include known drug targets, or genes involved in drug metabolism, 

absorption, or transport. A study of drug safety, where the drug has an adverse 

effect that affects thrombovascular events, might try to capture genes in the blood 

clotting pathways, platelet synthesis and degradation, and so on. In candidate 

gene studies, a rate-limiting step is the systematic evaluation of current medical 

and biological knowledge. Several centralized data repositories and shared bioin-

formatic tools are now available for the storage, annotation and retrieval of 

genetic and phenotypic data. Some of these tools will be presented in this section; 

more are listed in Table  8.3.      
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   3.1 Pathway Repositories  

 Pathway resources allow the visualization and retrieval of information on interac-

tions among genes, proteins and compounds  (50) . There are currently hundreds of 

different such repositories focusing on different aspects of organismal biology, so we 

will not attempt their description. A comprehensive, updated resource list is availa-

ble at Pathguide  (51) , where the repositories can be ranked by their popularity, in 

order to obtain an approximate indication of their usage. The main areas of focus are 

protein-protein interactions, signaling and metabolic pathways and transcription and 

gene regulatory networks. Protein-compound interactions may be useful resources 

for identifying genes relevant to drug response. Pathway diagrams are particularly 

useful for visualization of cellular processes and interactions among genes. Some 

resources allow direct download of gene lists (e.g., IPA, HPRD and STRING), a 

feature that is useful for compiling gene lists for large-scale association studies. 

Among these repositories, some are assembled through manual  curation of literature 

studies while others rely on bioinformatic annotation of genes. Because manually 

curated repositories describe interactions that are experimentally validated in pub-

lished studies, they have a higher a priori likelihood of describing real interactions. 

On the other hand, automatic annotation can result in false positives (i.e., not all 

predicted interactions will be true). The utility of such databases extends to the data 

analysis, where such databases are used for rapidly gaining insights into complex 

biological interactions underlying the observed genetic associations. 

 The Ingenuity Pathways Analysis (IPA), accessible only through commercial 

license, is currently the largest knowledge base of biological networks. It is based 

on Ingenuity Pathways Knowledge Base, a repository that houses millions of expert 

relationships between proteins, genes, complexes, cells, tissues, drugs and diseases 

manually curated from the scientific literature. It contains several categories of 

data, including information on protein, gene, protein complex, cell, cellular compo-

nent, tissue, organ, small molecule and disease relationships; chemical and drug 

information, including clinical candidates and FDA-approved drugs and pathway 

interactions extracted from the literature. The data is easily searched by gene, dis-

ease, function, or drug, thanks to cross referencing of entries through internal ontol-

ogy, synonym and homonym mapping, representation of biological context and 

systematic capture of canonical pathway relationships. 

 The Kyoto Encyclopedia of Genes and Genomes (KEGG) provides a compre-

hensive, open access resource to information on pathway maps for biological proc-

esses, functional hierarchies of biological systems, gene catalogs, and ortholog 

relations in complete genomes and chemical compounds, drugs, glycans, and reac-

tions, each of these categories accessible through separate search interfaces. In 

addition, it provides a tool for functional annotation of genes into pathways through 

comparison against the manually curated KEGG GENES database. The KEGG 

pathway resource contains 278 pathways classified into six main categories: metab-

olism (144 entries), genetic information processing (15 entries), environmental 

information processing (18 entries), cellular processes (33 entries), human diseases 

(23 entries) and drug development (45 entries). KEGG DRUG, a part of the KEGG 
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LIGAND database, contains chemical structures of all approved drugs in Japan and 

the U.S., together with additional information such as therapeutic categories and 

target molecules.  

   3.2 Databases of Human Diseases  

 Candidate gene lists typically seek to capture findings from existing genetic asso-

ciation studies. While the reference source for such information remains the pub-

lished literature, several curation efforts are seeking to organize the findings in 

specialized databases. Bearing in mind that any curation effort suffers the risk of 

falling behind the current literature records, these resources can be a useful starting 

point for gene list curation. 

 The Online Mendelian Inheritance in Man (OMIM) is a catalog of human genes 

and genetic disorders of the National Center for Biotechnology Information 

(NCBI). The database contains manually curated textual information and refer-

ences to published studies. It also contains links to MEDLINE and sequence 

records in the Entrez system and to additional related resources at NCBI and else-

where  (52) . OMIM gene records may contain a narrative section (allelic variants) 

summarizing important genetic variants within a gene, their putative functional 

consequence, or the relevant findings from genetic association studies. OMIM can 

be searched using different terms fields including MIM number, chromosome, 

allelic variant, references, clinical synopsis, gene map disorder and many others. 

The MIM records are prefixed with different symbols for different classes of 

records: the prefix * indicates a gene with known sequence; + indicates genes with 

known sequence and phenotype; # indicates phenotype description with known 

molecular basis; % indicates Mendelian phenotype or locus with unknown molecu-

lar basis; no symbol indicates any other category, mainly phenotypes with a sus-

pected Mendelian basis. 

 OMIM is a text-based database focusing mainly on Mendelian diseases (some 

information on common diseases is currently being incorporated). The Genetic 

Association Database (GAD)  (53)  was created to archive information on genetic 

association studies of complex diseases and disorders. In 2006 GAD increased its 

content from 8,000+ records to the current 28,338 records as a result of the integra-

tion of a major contribution of records of published genetic association studies 

compiled from PubMed by the National Office of Public Health Genomics 

(NOPHG) at the Centers for Disease Control and Prevention (CDC). The data is 

organized in a tabular format that facilitates searching the database. GAD records 

are manually curated from published studies and seek to capture information for 

several relevant searchable keys. These include gene identifiers, disease class, disease 

subphenotype and endophenotype, study information (e.g., sample size, study 

population), author-described alleles, rs IDs, p-value and significance of the association 

(YES/NO) and environmental factor/gene-gene interaction. The breakdown of 

information into data fields facilitates searching, although the completeness of such 
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information depends on the different database curators and varies widely among 

different records. 

 Many other specialized disease resources are available on the web (Table  8.3 ). 

Increasingly, computerized algorithms are being produced for the automatic anno-

tation of disease databases  (54 ,  55) .  

   3.3 Software for Literature Data Mining  

 Literature mining tools are bound to assume an increasingly important role in 

allowing sifting though a rapidly increasing body of scientific evidence. The most 

commonly used resources for literature mining include information retrieval tools 

such as PubMed, MedMiner, and many others (see Table  8.3  and note 56). Key 

components of most complex literature mining systems are entity recognition 

 methods for identifying the genes, proteins and other entities that are mentioned in 

the literature. More complex methods are being developed for extracting biomedi-

cal facts from sequence context text and will probably soon become mainstream 

tools for the annotation and analysis of large-scale experimental data sets. 

 Three distinct entities and their relationships are useful for text mining of dis-

ease association data, each with intrinsic advantages and limitations: gene/mRNA/

protein, disease and genetic variants.  Gene/mRNA/protein  molecular entities are 

captured by many biological databases and are relatively easy to search for, espe-

cially when synonyms are also captured in the database. One problem arises when 

different laboratories refer to the same molecule with different names. Text min-

ing’s ability to correctly recognize such entities as one is limited, unless the algo-

rithms are trained to take the context information into consideration. In the case of 

the  disease  entity, such complications should be reduced by current ontology efforts 

aimed at standardizing the disease classification (for instance, the Medline MeSH 

Heading classification). As with the molecular entity, the  genetic variants  entity 

suffers from similar ambiguities: while dbSNP RefSNP ID provides a centralized 

catalog for polymorphisms deposited into dbSNP, classification of variant identifi-

ers from published studies is lagging behind. Consistent efforts are needed to build 

a synonyms list for genetic variants, and to encourage the scientific community to 

adopt such standard nomenclature. For instance, the requirement of most journals 

that novel variants are assigned rs IDs prior to publications is a step in this 

direction. 

 With the three entities defined, the goal of the relationship inference is to infer 

gene-disease/phenotype, disease/phenotype-variants, and gene-variants relation-

ships. PubGene  (57)  has implemented exactly this type of text mining functionality 

to facilitate retrieving a list of variants starting from MeSH Heading terms or Gene 

Ontology terms and associating these variants with the gene entities. This is a good 

starting point, although one that still requires careful review of the outcomes. 

 A challenge for the future will be to use such resources for making discoveries 

through integrating relationships at multiple levels. By combining facts that have 
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been extracted from several papers, text mining methods can both discover global 

trends and generate new hypotheses that are based on the existing literature. An 

important application of this will be to use literature mining tools to prioritize can-

didate genes with potential roles in inherited diseases for further study. Some of 

these systems are already available. G2D  (58 ,  59)  combines the MeSH annotation 

in Medline with the Gene Ontology annotation of entries in the NCBIRefseq 

 database to infer logical chains of connections from disease names, through chemi-

cals and drugs, to molecular functions. Combined with functional annotations that 

are inferred from sequence similarity, this allows the genes within a mapped region 

to be ranked on the basis of a score that represents their likelihood of being associ-

ated with the disease in question. A second system, BITOLA, relies instead on pure 

text mining to find candidate genes that are indirectly connected to a given disease 

and subsequently filters these on the basis of chromosomal mapping data about the 

disease  (60) . 
 Several proof of principle studies suggest potential applications of data mining 

and integration software to generate new knowledge  (61) . Software for data mining 

has been used for different purposes: for integrating genetic linkage mapping data 

with data from the literature to suggest candidate genes for inherited diseases  (58) , 
 (59) ; for linking genotypes to phenotypes by comparing species profiles of genes 

and literature-derived keywords  (62) ; or for identifying novel candidate disease 

genes through linking literature-based molecular networks and genetic linkage 

mapping  (63)  or through combining tissue-expression data with disease-tissue rela-

tionships extracted from the literature  (64) . 
 To realize the full discovery potential of literature mining, integration with other 

data types will be fundamental. Protein networks are well suited for unifying large-

scale experimental data with knowledge that has been extracted from the biomedi-

cal literature.  

   3.4 Databases of Genetic Variants and Genome Browsers  

 SNPs and other types of genetic variations are stored in databases accessed through 

genome browsers. dbSNP and Ensembl are the main public repositories for the 

SNPs identified from public and private SNP discovery efforts  (65) . Within the 

entries, SNPs from the HapMap currently represent the bulk of validated SNPs with 

known allele frequency information and genotype data. In addition, both databases 

contain SNPs validated at differing levels of accuracy: 1) by frequency—the SNP 

has been genotyped in at least one study population and the frequency of the alleles 

is known; 2) by cluster—at least two laboratories have reported the SNP and at least 

one of the reports is via a noncomputational approach; or 3) double-hit—all alleles 

are observed in at least two chromosomes. SNPs inferred from computational anal-

ysis of sequence data, and with no experimental validation, are also included. This 

SNP category has the highest probability of containing SNPs that represent false 

predictions. 
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  dbSNP.  The Single Nucleotide Polymorphism database (dbSNP) is a public domain 

archive for a broad collection of genetic polymorphisms, including single-base 

nucleotide changes (SNPs), small-scale single-/multi-base insertions or  deletions 

(INDELs or DIPs) and retroposable element insertion and microsatellite repeat 

variations (also called short tandem repeats or STRs)  (66) . For our discussion here, 

the term “SNP” is generalized to include all different classes of genetic polymor-

phisms. As a result of the commitment from the International HapMap Project and 

growing interest from commercial entities and academic institutes, in the past 4+ 

years the SNP content of dbSNP has increased dramatically. When comparing the 

dbSNP build 106 (released in August 2002) with build 126 (May 2006), the number 

of submitted SNPs has increased 5.7 fold while the number of rsSNPs has increased 

4.2 fold and the rsSNP in genes has increased 3 fold. With the advancement of high 

throughput genotyping assays, the number of validated SNPs has increased by ~11 

fold (Fig.  8.3 ). 

 dbSNP records are of two different types  (67) . Submitted dbSNP entries are identi-

fied by unique ss IDs, and include flanking sequence context of the polymorphism, 

the assay leading to the observations of sequence variation and the allele frequency 

of the polymorphism (by population or individual if known). As a SNP can be defined 

on either strand of the DNA sequence, the strand for the first submitted SNP is 

defined arbitrarily as the forward strand. Computationally derived dbSNP entries 

include reference SNP clusters and other annotations. During the dbSNP build cycle, 

the flanking sequence of each newly submitted SNP is aligned to the genomic contig. 

The ss numbers mapped to the same position of the contig are defined as a “reference 

SNP cluster” and are provided with a unique RefSNP ID (rs#). By convention, the 
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cluster examplar is the member of a cluster with the longest flanking sequence and 

can be in either the forward or the reverse strand, while dbSNP preserves the orienta-

tion of the refSNP across the dbSNP build.  

 The content of dbSNP is annotated in reference to NCBI RefSeq sequence col-

lections, genome assembly (both the reference genome and the alternative Celera 

genome), Entrez Gene and other Entrez databases. The annotation of sequence 

 variants against gene features is helpful for selecting functional classes of SNPs. 

These include: 1) locus region—variants within 2 Kb 5’ (upstream) or 500 bp 3’ 

(downstream) of a gene; 2) coding-synonymous—the variant allele does not cause 

a change in the amino acid; 3) coding-nonsynonymous—the variant causes a 

change in the encoded amino acid; 4) mRNA-UTR—in the untranslated portion of 

the transcript; 5) intron; and 6) splice-site—in the first two or last two bases of the 

introns. 

  Ensembl.  Ensembl is a joint project between the EMBL-EBI and the Sanger Institute, 

aimed at developing an automatic annotation system for prokaryote and eukaryote 

genomes (33 genomes as of 2007)  (68) . Ensembl imports data from dbSNP; in addi-

tion, it computes SNPs from resequencing data using the ssahaSNP SNP calling 

algorithm, merging them with dbSNP content  (68) . While dbSNP references the 

manually curated RefSeq gene set, Ensembl references the gene set created via an 

automatic gene build pipeline. Because of these different annotation systems, 

Ensembl is more likely to capture novel transcripts that may not be curated by 

RefSeq. However, this comes at the cost of some erroneous prediction of exons/tran-

scripts. Because annotation of coding SNPs is transcript dependent, this may affect 

the accuracy of such SNP predictions. Another occasional problem in Ensembl is the 

assignment of transcripts to clusters of genes in nearby locations. 

 Ensembl annotates alleles to the (+)/(–) strand of the reference human genome, 

a more straightforward approach than the forward/reverse system used by dbSNP. 

Another advantage of Ensembl over dbSNP is that it makes its data and software 

sources publicly available. This allows custom data analysis via the Perl language 

application programming interfaces (APIs) available on the Ensembl interface 

together with extensive documentation and the remote databases hosted. This 

option is increasingly utilized as the database dumps become too large to 

download. 

 The most efficient way to visualize SNPs in the genome is via a genome 

browser: NCBI, Ensembl, and UCSC all have their own implementation of a 

genome browser, where SNPs are displayed side-by-side in tracks with other useful 

biological information such as transcript variants, protein domains, evolutionary 

sequence conservation and other features. SNP annotations are generally consistent 

between databases. Some problems, however, may arise for SNPs that are mapped 

to positions in the genome where the genome assembly has not been finalized, or 

for SNPs in regions where reference human genome maps differ. This has caused 

for instance a number of SNPs to be excluded from the latest HapMap release due 

to mapping inconsistencies in Build 35 relative to Build 36. Finally, annotation of 

splice site and regulatory elements is algorithm-dependent and may vary between 

databases, particularly as experimental validation of these variants is limited.  



8 Strategies and Resources for Marker Selection 169

   3.5 Tools for the Functional Annotation of Genetic Variants  

 Even though HapMap is an excellent resource for designing genetic association 

studies, it covers only approximately 40% of the reported genetic variation in the 

human genome. For this reason, in candidate gene studies one often seeks to 

 supplement tagging SNP approaches with additional “preferred” SNPs, in particu-

lar SNPs that have a high a priori probability of being functional. Such SNPs may 

be amino-acid altering SNPs or SNPs that are predicted to alter gene expression, 

alternative splicing, or protein folding or turnover (see Chapter 10 for an in-depth 

discussion of different types of variants). Such genetic polymorphisms can be iden-

tified with the aid of specialized bioinformatics resources  (69 – 75) . 
 A common goal of these resources are to improve the efficiency of public SNP 

database mining and polymorphism annotation by ensuring accurate annotations 

for genes and polymorphisms, eliminating inter- and intra-database redundancy, 

integrating data from multiple public sources with data generated locally and priori-

tizing the variants for further study. Available resources include platforms such as 

TAMAL  (71) , PupaSNP  (72) , PolyPhen  (73) , LS-SNP  (74) , SNPs3D  (75) , 
Esefinder  (76) , SNP@Domain  (77)  and PolyMAPr  (70)  (Table  8.3 ). These web 

resources are input with gene names, SNP identifiers, or nucleotide sequences. SNP 

identified through linking to public SNP databases (dbSNP, CGAP, JSNP, etc.) or 

local SNP discovery efforts are mapped to the annotated gene sequences and are 

compared against either local databases or specialized algorithms. The functional 

effects of nonsynonymous coding-region SNPs (cSNPs) and any variants that might 

alter exon splicing enhancer (ESE) sites, putative transcription factor binding sites, 

or intron-exon splice sites are then predicted. The output files are accessible though 

the relative browser interfaces. 

 The SNP Function Portal  (69)  is designed to be a clearing house for all public 

domain SNP functional annotation data as well as in-house functional annotations 

derived from different data sources. It contains SNP functional annotations in six 

major categories (genomic elements, transcription regulation, protein function, 

pathway, disease and population genetics). One interesting function is that it allows 

searching the HapMap Phase II data and known genes for genetically related SNPs 

to genetic markers of interest, a function that should greatly facilitate knowledge 

discovery in genome-wide SNP scanning experiments.  

   3.6 Repositories of Genotype and Phenotype Data  

 Genotype browsers allow access to genotype data for SNPs and other variants, as 

well as information on the linkage disequilibrium relationship between SNPs and 

the haplotype block structure in the region. The major repository of genotype data 

is the HapMap project, described before. The first comprehensive study of common 

genetic variation in human populations, however, was produced by a private 

 initiative. Perlegen Sciences genotyped over 1.5 million unique genetic variants in 
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71 individuals of European American, African American, or Han Chinese ancestry, 

with an average distance between adjacent SNPs of 1,871 base pairs. The results of 

this study are accessible through the Perlegen Sciences genotype browser 

(Table  8.3 ). Genotype data for non-HapMap and Perlegen populations are collected 

in dbSNP, which can be used for assessing allele frequency of variants not included 

in the HapMap and Perlegen efforts (in particular, rare variants). 

 The Whole Genome Association website at the National Center for Biotechnology 

Information (NCBI) represents the reference database for association studies. It was 

created to manage data submission, storage, and access to clinical phenotypes and 

whole-genome genotype data. The database will serve as the main repository for 

several ongoing programs, including the Genetic Association Information Network 

(GAIN), the Genes and Environment Initiative (GEI), the National Heart Lung and 

Blood Institute, and NINDS DNA and Cell Line Repository at Cornell. Studies 

within each program will be regulated through different funding mechanisms and 

access restrictions. NCBI and NIH are committed to make this data widely availa-

ble to the research community via the Database of Genotype and Phenotype 

(dbGaP), while protecting the privacy of the participants as defined by consent 

agreements for individual projects. 

 dbGaP will allow open access to studies, study documents, phenotypic variables 

and selected genotype-phenotype analyses. Access to deidentified phenotypes and 

genotypes for individual study subjects, pedigrees and other precomputed univari-

ate genotype-phenotype associations would need to be authorized by the Data 

Access Committee (DAC). 

 To date, there is no standard in data management for storage of the large volume 

of individual genotype or phenotype data and relevant study designs, unlike the 

MIAMI standard for gene expression studies. It is clear that the exponential release 

of genotype data by whole genome association studies and other high-throughput 

genotyping efforts represents a challenge in terms of data storage and sharing, par-

ticularly if one considers the need to store both genotype and phenotype data. 

Researchers have to manage and analyze datasets consisting of hundreds of mil-

lions or even a few billion SNP genotypes. Database scalability, therefore, is 

becoming a major issue. At the moment, several commercial entities are attempting 

to address data management and analytic capability issues through their software 

products (Biocomputing Platform’s BC|SNPmax, Decode Genetics, and Rosetta 

Biosoftware) or through custom-made LIMS systems. As for sequencing databases, 

it is likely that flat file format databases will replace relational databases for 

 genotype/phenotype data storage.  

   3.7  An Integrated Pharmacogenetics and Pharmacogenomics 
Knowledge Base (PharmGKB)  

 Ultimately, it will be desirable to create a single, publicly accessible integrated knowl-

edge base for pharmacogenomics. The Pharmacogenetics and   Pharmaco-genomics 
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Knowledge Base (PharmGKB)  (78 ,  79)  has been created by investigators of the 

NIH Pharmacogenetics Research Network (PGRN) with the goal of becoming the 

reference information source for the interaction of genetic variability and drug 

response. PharmGKB collects and organizes information on five levels: (1) pri-

mary genotyping data that are important for drugs’ PK or PD; (2) phenotype 

measures of drug response at the molecular, cellular, and organismal level and 

their correlations with genotypic data; (3) curation of major findings of the pub-

lished literature for gene-drug interactions; (4) information about drug response 

pathways (both PK and PD); and (5) additional curation of very important phar-

macogenes (VIP genes) that are critical for understanding pharmacogenomics, 

including information on variant genes, drugs, diseases and pathways and pheno-

types of drug response  (78 ,  79) . 
 Currently PharmGKB contains information about genetic variation in more than 

200 genes important for PK or PD and their variants, and includes information on 

more than 300 diseases and 400 drugs. It contains more than 1.2 million individual 

SNPs measured in at least 13,000 subjects, corresponding to multiple loci in the 

human genome. PharmGKB has established novel displays of drug response path-

ways, and specific pages summarizing data about VIP genes that may facilitate 

research design and data analysis. Finally, more than 1,500 articles in pharmaco-

genetics can be accessed through PharmGKB. PharmGKB has the potential to 

become a key resource for pharmacogenomics research, provided that it maintains 

its mandate of exhaustively integrating, aggregating and annotating important data 

sets for pharmacogenomics.   

  4 DNA Genotyping Resources  

   4.1 Genotyping Technologies and Applications  

 Genotyping technologies which enable large-scale genetic analysis even at the 

whole genome level have advanced significantly over the years  (80 – 102) . 
The principle of genotyping is to discriminate different alleles at a locus. The 

allelic discrimination is generally done by allele-specific hybridization, primer 

extension/minisequencing, allele-specific ligation, or allele-specific cleavage 

(Table  8.4 ). The readouts of these reactions are typically fluorescence, lumines-

cence, or mass spectrometry. The details of genotyping methodologies have been 

reviewed elsewhere,  (103 – 108)  and therefore will not be the focus here. This 

 section provides a summary of available genotyping technologies, and points to 

consider when choosing a method, a service provider, and off-the-shelf products. 

The choice of genotyping method depends on the scope of the study (candidate 

gene or whole genome association), whether an exploratory/hypothesis generation 

study or a study to support clinical trials, the number of samples and the number 

of markers. 
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Table 8.4 Summary of genotyping methodologies

Technology

Advantages, limitations and throughput 

sweet spot Commercial examples

TaqMan, real time 

PCR, molecular 

beacons

• Closed tube; probe amplification and 

detection in single step. Many 

off-the-shelf assays available

• Specificity may be limited by cross-

hybridization; limited multiplexing 

capability; requires PCR

• Genotype several to several hundred 

of SNPs on up to several hundred 

samples

ABI TaqMan assays

Invader assay • Closed tube; probe amplification and 

detection in single step; no PCR required, 

isothermal reaction

• Limited multiplexing capability; 

requires very pure probes to avoid 

false positive

• Genotype several to several hundred of 

SNPs on up to several hundred swamples

Third Wave

LDR and OLA • High degree of multiplexing; high 

level of specificity and sensitivity; 

capable of detecting small insertion 

and  deletion

• Require PCR prior to or after ligation

• Suitable to genotype up to several 

thousand SNPs on several thousand 

samples depending on the platform

• ABI SNPlex: a variation of 

OLA, 48-plex run on ABI 

sequencers)

• Illumina GoldenGate Assay: 

a variation of OLA, up to 

1,536-plex)

Primer extension, 

mini-

sequencing

• High level of sensitivity and specificity; 

high degree of multiplexing on some plat-

forms; capable of detecting small insertion 

and deletion; amendable for 

MALDI-TOF mass spectrometry  etection, 

thus does not require 

labeling

• Some platforms require PCR

• Suitable to genotype several SNP to 

genome-wide scan depending on the plat-

form

• Illumina Infinium Assay: a 

variation of primer  extension, 

custom array to whole 

genome product

• Luminex: xMap up to 100-

plex, also suitable for OLA

• Sequenom: MALDI-TOF 

readout, up to 36-plex

Padlock probes, 

 rolling circle 

amplification

• High level of sensitivity and specificity; 

high degree of multiplexing; does not 

require PCR prior to allele specific 

discrimination; capable of detecting 

small insertion and deletion

• Requires long oligonucleotide probes

• Suitable to genotype several thousand 

to tens of thousands SNP

• Affymetrix/ParAllele 

molecular inversion 

probes: a variation of the 

technology, up to 

25,000-plex

Hybridization 

microarray

• High degree of multiplexing

• Specificity may be limited by cross-

hybridization; requires PCR

• Suitable to genotype several thousands 

SNP to genome-wide scan

• Affymetrix: custom array to 

whole genome chip

• Perlegen: custom array to 

whole genome product

LDR: ligase detection reaction; OLA oligonucleotide ligation assay



8 Strategies and Resources for Marker Selection 173

    4.2 Candidate Gene or Candidate Region Genotyping  

 As mentioned earlier in this chapter, the candidate gene or candidate region 

approach allows scientists to analyze genes or regions of interest. The genes and 

regions are from biological understanding, prior linkage, or association studies. 

SNP markers (tagging SNPs) are selected to maximize the representation of SNPs 

or their potential functions. One may choose to analyze several candidate genes 

or several thousand genes, whereas the number of SNPs ranges from several doz-

ens to tens of thousands. Table  8.4  lists selected genotyping platforms, their 

advantages and limitations, throughput and commercial examples. The cost of 

genotyping has dropped considerably over the years, ranging from $2 per geno-

type for a “ small-scale study” (thousands of genotypes) to 1-2 cents per genotype 

for a “large-scale study” (hundreds of millions of genotypes). Assay conversion 

rate is typically 80–90% cross platforms. Quality control filters are usually 

applied to genotyping data prior to association analysis, such as call rate (at least 

over 80%, typically higher than 95%), Mendelian errors for trio samples (typi-

cally less than 1%), reproducibility for duplicated samples (usually at least 99%) 

and Hardy-Weinberg P-value (typically >0.001 for the control population)  (3) . 
Genotyping accuracy is usually 99% or higher for all genotyping methods. The 

highest quality genotyping is usually obtained from genomic DNA extracted 

from blood. The quantity of DNA needed per genotype is usually in low nano-

gram levels for the medium throughput technologies and much less for a whole 

genome scan. Many technologies can successfully genotype large number of 

SNPs on DNA isolated from formalin fixed and frozen tissue samples, FTA cards, 

buccal cells and-whole genome amplified DNA. Genotyping technologies evolve 

quickly, making it attractive resource-wise and cost-wise to contract out genotyp-

ing projects rather than bring a system in-house. There are many genotyping 

service providers available;  (109 – 124)  several of them are GLP (Good Laboratory 

Practices  [125] ) or ISO9000  (126) -certified laboratories;  (112 ,  115 – 117 ,  127)  
and a small number of the providers are CLIA (the Clinical Laboratory 

Improvement Amendments  [128] )-certified or capable of validating assays under 

CLIA-compliance  (112 ,  116 ,  129 – 131) . Some points to consider for choosing a 

genotyping vendor are the scope of the project, the number of samples and SNPs, 

the turn-around time and the cost.  

   4.3 Whole Genome Genotyping Arrays  

 To date, there are 11 million human SNPs identified and about half of them are 

validated in dbSNP  (132) . Although it is not yet technically possible to genotype 

all 11 million SNPs, it is feasible to perform a whole genome scan by genotyping 

100,000 to 500,000 SNPs per sample  (8 ,  15 ,  82 ,  89 ,  90 ,  93 ,  96 ,  101 ,  133 – 136) . The 

cost of an individual whole genome genotyping array has dropped to as low as $250 

per sample on reagent and chip cost for an Affymetrix 500K-panel. It is not 
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 practical to select different sets of SNPs for each study, thus commercial  products 

with a fixed panel of SNPs are widely adopted. Affymetrix 100K and 500K markers 

are selected primarily on technical quality and are quasi-randomly distributed 

across the genome  (96) . In contrast, SNPs in the 300K and higher Illumina panels 

were selected using tagging approaches by leveraging HapMap CEPH genotyping 

data; these SNP panels seek to capture the majority of  unmeasured common SNPs 

in the entire genome  (89 ,  90) . Although there are substantial differences in geno-

typing methodologies, marker selection strategies, and number of markers assayed, 

the above three whole-genome scan panels (Affymetrix 100K, 500K, and Illumina 

300K) offer similar  levels of genome coverage when evaluated against HapMap 

phase II data  (137) . SNPs are the most common genetic variants; however, during 

the last few years, structural variants such as copy number variants (CNVs) have 

attracted much attention. CNVs are defined as DNA segments that are 1 kb or larger 

in size, present at variable copy number in comparison with a reference genome 

 (22) . CNVs are quite common in the human genome and can have dramatic pheno-

typic consequences as a result of altering gene dosage, disrupting coding sequences, 

or perturbing long-range gene regulation  (138 ,  139) . Recently, Affymetrix has 

released the SNP Array 5.0, a single microarray featuring all SNPs from the origi-

nal two-chip 500K array and 420,000 additional nonpolymorphic probes for CNVs. 

Illumina has released a 550K panel that includes tagging SNPs on non-European 

populations; 4,300 SNPs in CNV regions of the genome; 7,800 nonsynonymous 

SNPs; 1,800 tag SNPs in MHC; 177 mitochondrial SNPs; and 11 Y-chromosome 

SNPs, in addition to the 300K panel. Both Affymetrix and Illumina have recently 

announced a plan to market a 1-million-SNP panel in the near future. Illumina’s 1M 

panel will include additional SNPs in coding regions of the genome, SNPs and 

probes in CNV regions, Caucasian and Asian tagging SNPs, African tagging SNPs, 

evenly spaced SNPs, and ADME/MHC SNPs on top of the 550K panel. Affymetrix 

has not disclosed publicly the content of its 1-million-SNP array.  

   4.4 Predefined SNP Panels  

 In addition to predefined whole-genome scan products, there are smaller sets of 

polymorphisms of particular interest made commercially available for genetic or 

pharmacogenetic applications. These include coding SNPs panels, ADME SNPs, 

MHC SNPs, disease-related SNPs, and admixture-mapping panels (Table  8.5 ). 

There are several specialty pharmacogenetic tests available; some of them are 

CLIA-certified tests that are marketed directly to the consumer, such as  CYP2C9  

and  VKORC1  genotyping for warfarin dosing  (112 ,  127 ,  129 – 131) ,  HLA-DQB1  

genotyping to predicate the probability of developing agranulocytosis in response 

to clozapine,  (112)  the FAMILION® test (analysis of  KCNQ1, KCNH2, SCN5A, 
KCNE1,  and  KCNE2  genes related to cardiac channelopathies, including Long QT 

Syndrome and Brugada Syndrome),  (112)  and drug metabolizing enzyme genotyp-

ing by several vendors  (111, 112 ,  115 ,  116 ,  127 ,  129 ,  131) .      
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   4.5 GLP and CLIA Assays  

 Large scale genomic and pharmacogenomic studies are generally carried out in 

“research” mode, without the documentation trail that is required in FDA 

 sub missions. When applying pharmacogenomics to drug development, it is impor-

tant to consider whether a study needs to be done in a GLP- or ISO 9000- or CLIA-

compliant environment. In practice, a pharmacogenomics study for hypothesis 

generation is typically performed under non-GLP or non-CLIA condition, although 

the sample collection in a clinical trial is routinely carried out following GLP- or 

Good Clinical Practice  (140) . (GCP)-regulation. It is beneficial to carry out explor-

atory genotyping for clinical studies in a GLP-compliant laboratory On the other 

hand, assay validation under GLP is time-consuming and labor intensive, so it is 

probably not necessary to validate each individual assay under GLP conditions. If 

a pharmacogenomics study will be validated and employed to support registration 

of a clinical endpoint, it warrants performing genotyping and validating individual 

assays under GLP-conditions. If a pharmacogenomics test is intended to guide 

patient treatment, such as selection of medications and dosing, the test needs to be 

FDA-approved (510K) or validated and performed under CLIA conditions for a 

homebrew test.  

 Table 8.5    Predefined polymorphism panels  

 Product  Description 

 Affymetrix 10K cSNP Kit  10,000 validated (double-hit) nonsynonymous  

public SNPs 

 Affymetrix 20K cSNP Kit  Additional 10K on top of the original 10K cSNP kit 

 Affymetrix Immune and Inflammation 

9K SNP Kit 

 Selected informative markers for 1,000 genes 

thought to be involved in the inflammation 

response and genetics of immunobiology 

 Affymetrix Human MALD 3K SNP Kit  Designed for admixture mapping 

 Affymetrix DMET panel  A set of 1228 polymorphisms on 169 ADME genes 

and drug transporters (47 phase I CYP enzyme 

genes, 79 phase II ADME genes, and 

49 transporter genes); is being validated in 

CLIA  certified lab 

 Roche AmpliChip CYP450 Test  FDA-approved in vitro diagnostic test (510K) on 

27 CYP2D6 alleles and 3 CYP2C19 alleles 

 Illumina Cancer SNP Panel  1421 SNP loci chosen from the NCI SNP500 Cancer 

Database 

 Illumina HumanNS-12  11,000 non-synonymous SNPs across the genome 

and tag SNP across the Major Histocompatibility 

Complex (MHC) region 

 Illumina MHC panel set  MHC Exon-Centric Panel: >1200 SNPs within 

10Kb of coding regions in the MHC 

 MHC Mapping Panel: >1250 SNPs with average 

spacing of 3.8Kb 
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   4.6  Needs for SNP/Mutation Discovery and Whole-Genome 
Resequencing  

 The HapMap project and available whole genome scan panels are designed on the 

hypothesis that common diseases are caused by common variants, with an aim to 

identify causal variants with tag SNPs. The recent publications on whole-genome 

associations may reveal the coverage of the whole-genome scan panels and their 

potential impact  (8 ,  11 ,  15 ,  134 – 136 ,  141) . Some of the significant findings 

reported are identified by only a single SNP,  (8 ,  15 ,  141)  suggesting that the current 

whole-genome scan marker sets provide incomplete genome coverage  (142 ,  143) . 
It is likely that in the future, whole-genome studies will employ even larger num-

bers of SNPs, including additional population-specific SNPs and low frequency 

SNPs. A recent analysis of the HapMap ENCODE data suggested that current 

whole-genome scan panels provide lower coverage of genic SNPs than nongenic 

SNPs, especially in Caucasians  (144) . The report suggested that gene-centric 

genome-wide association studies could be more efficient for detecting causal vari-

ants than existing whole genome panels. In addition, the report estimated that more 

than 50% of important nonsynonymous SNPs have yet to be discovered. Thus the 

identification of low allele frequency nonsynonymous SNPs is desired, since most 

of the common SNPs have already been discovered. A practical approach for causal 

variant discovery might be to combine whole-genome scans with SNP/mutation 

discovery through resequencing of candidate coding regions. There are existing and 

emerging technologies available to carry out high-throughput SNP/mutation dis-

covery, such as ParAllele’s mismatch repair detection  (145 – 147) , Sequenom’s 

MALDI-TOF mass spectrometry analysis  (148 ,  149) , Affymetrix’s re-sequencing 

by microarray hybridization, Transgenomic’s DHPLC denaturing high perform-

ance liquid chromatography mutation detection,  (150)  conventional sequencing, or 

whole-genome resequencing platforms by 454  (151 ,  152)  and Solexa  (153 ,  154) .     
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        Chapter 9 
  Study Design and Statistical Issues 
in Pharmacogenetics Research 

 From Candidate Genes to Genome-Wide Screens 

       Nicholas   J.   Schork ,      Nathalie   Malo ,   and   Eric   J.   Topol   

   Abstract    Pharmacogenetics research focuses on the identification of inherited DNA 

sequence variations that influence an individual’s response to therapeutic agents. 

Discovering such variations is nontrivial and may require enormous and potentially 

unrealistic sample sizes for appropriately therapeutic-response powered studies, unless 

one has sufficient a priori knowledge about genomic regions likely to harbor relevant 

variations. In addition, once relevant variations have been identified, it is important 

to evaluate their clinical utility, especially with respect to the appropriate therapeutic 

agents. In this very basic review we consider strategies for identifying genetic vari-

ations that influence response to therapeutic agents. We also consider strategies for 

evaluating the use of these genetic variations in the design and conduct of clinical trials 

assessing the utility of these variations in guiding therapeutic decisions.  

   Keywords    Genetic mapping ,  haplotype ,  clinical trial ,  Single Nucleotide Polymorphism    

   1 Introduction 

  The availability of very high throughput DNA analysis technologies and the development 

of databases harboring information about the genomic positions of DNA sequence 

variations have provided geneticists with efficient and powerful tools for identifying 
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inherited DNA sequence variations that contribute to phenotypic expression and 

variability. In fact, it is now possible to test literally hundreds of thousands, if not a 

million or so, polymorphic markers for association with a particular phenotype in 

a single study (see Tables  9.1 ,  9.2 , and  9.3 ). If an association between a particular 

genetic variation and a phenotype of interest (such as a  disease) is found among the 

subjects studied, then one could infer that either the variation in question causally 

influences the phenotype, or there are such causal variations in the vicinity of the 

variation-exhibiting association (i.e., the associated variation is simply acting as a 

“surrogate” marker for the presence of the causal variations). Studies of this kind can 

focus on particular sets of variations having some a priori biological appeal as varia-

tions that could influence a particular phenotype, or focus on as many variations as 

possible in the absence of such a priori knowledge in what has been termed a 

genome-wide association (GWA) study.                 

 Although there are many issues plaguing genetic association studies, they have 

been applied to virtually all diseases of contemporary public health importance 

(Tables  9.1 ,  9.2 , and  9.3 ). The results of these studies have been of great interest 

not only to biomedical researchers, but also to researchers seeking to devise effec-

tive treatments for these diseases, since knowledge of a gene or genes harboring 

variations that cause or contribute to a disease may lead to insights into appropriate 

therapeutic pathways and drug targets. In addition, clinical and therapeutic 

researchers have also adopted genetic association analysis strategies in the identifi-

cation of inherited DNA sequence variations that influence responses to particular 

treatments and therapies. If an association between a genetic variation and a 

response to a prevention strategy, treatment, or cure for a disease can be found, then 

clinicians can prescribe the prevention strategy, therapy, or intervention to those 

people most likely to respond due to their genetic makeup. This pharmacogenetic 

research paradigm has begun to generate a lot of interest and attention, but is also 

not without problems for various reasons. 

 In this short review, we consider contemporary genetic strategies that exploit 

the association study paradigm for identifying genes and genetic variations that 

influence the response to particular treatments or therapies. We start by offering 

a description of some important distinctions that will help put into perspective 

some of the material to be discussed in greater detail later in the chapter. We 

next describe basic genetic strategies for identifying inherited DNA sequence 

variations that influence particular phenotypes, and consider their shortcom-

ings, especially with respect to their applicability in pharmacogenetics research. 

We then consider the immediate clinical research utility of genetic variations 

identified as either likely to influence disease susceptibility or treatment 

response, by focusing on the design of more efficient and less expensive clini-

cal trials of appropriate prevention and  treatment strategies. We end with a 

basic discussion of the future of  pharmacogenetics research and some of the 

hurdles that need to be overcome if it is to have an impact in shaping what many 

consider to be the endgame of clinical research and practice: individualized or 

personalized medicine.  
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 Table 9.1    Recent genome-wide association (GWA) studies investigating the genetic determinants 

of disease  

 Ref  Disease  Population  # Markers  Cases  Controls 

 # Sig. 

Markers  Criteria 

  (49)   Alzheimer’s  NR  502,627  1086  1086  1  5 × 10 –34  

  (50)   Asthma  UK & German  317,000  994  1,243  34  5% FDR 

  (51)   Atrial Fibrillation  Icelandic  316,515  550  4,476  3  1.6 × 10 –7  

 (52)   Bipolar Disorder  European  500,568  2,000  3,000  1  5 × 10 –7  

  (53)   Breast Ca  European  528,173  1,145  1,142  6  1 × 10 –5  

  (54)   Breast Ca  UK  266,722  408  400  1,162  0.05 

  (55)   Celiac  UK  310,605  778  1,422  56  1 × 10 –4  

  (56)   CAD  German  272,602  870/772  1,644  NR  NR 

  (52)   CAD  European  500,568  2,000  3,000  1  5 × 10 –7  

  (57)   CHD  Canadian  100,000  322  312  2,586  0.025 

  (58)   Colorectal Ca  Canadian  99,632  1,257  1,336  1,143  NR 

  (59)   Colorectal Ca  UK  550,163  930  960  27,673  0.05 

  (52)   Crohn’s  European  500,568  2,000  3,000  9  5 × 10 –7  

  (60)   Crohn’s  American  317,503  988  1,007  27  1 × 10 –5  

  (61)   Crohn’s  Belgium & France  317,497  547  928  3  1 × 10 –6  

  (62)   Crohn’s  N. Germany  19,779  735  368  72  0.01 

  (63)   Crohn’s  German  NR  645/676  1,190  1  2 × 10 –7  

  (64)   Diabetic 

Nephropathy 

 Japanese  56,648  94  94  402  0.01 

  (65)   Esophageal Ca  Chinease  11,555  50  50  39  4.9 × 10 –6  

  (66)   Gallstone Disease  German  382,492  280  360  235  5 × 10 –4  

  (52)   Hypertension  European  500,568  2,000  3,000  0  5 × 10 –7  

  (67)   Inflammatory 

Bowel 

 European  308,332  567  571  3  5.1 × 10 –9  

  (68)   Macular 

Degeneration 

 White, not Hisp  116,204  96  50  2  4.8 × 10 –7  

  (69)   Myocardial 

Infarction 

 Icelandic  305,953  1,607  6,728  3  1 × 10 –6  

  (70)   Myocardial 

Infarction 

 Japanese  65,671  94  658  12–18  1 × 10 –4  

  (71)   Parkinson  US  408,000  267  270  26  4.9 × 10 –4  

  (72)   Parkinson  US  198,345  443  443  1,862  0.01 

  (73)   Prostate Ca  Icelandic  316,515  1,453  3,064  4  1 × 10 –11  

  (74)   Prostate Ca  European  550,000  1,172  1,157  5  1 × 10 –4  

  (75)   Restless Legs 

Syndrome 

 Augsburg  236,758  1,644  401  4  1 × 10 –6  

  (52)   Rheumatoid 

Arthritis 

 European  500,568  2,000  3,000  2  5 × 10 –7  

  (76)   Schizophrenia  NR  500,000  178  144  4,346  0.01 

  (77)   Systemic 

Sclerosis 

 Choctaw Indians  400*  20  76  17  0.05 

  (78)   T1D  European  534,071  563  1,146  392  8.6 × 10 –8  

  (52)   T1D  European  500,568  2,000  3,000  5  5 × 10 –7  

  (79)   T1D  Great Britain  6,500  2,029  1,755  10  3.2 × 10 –4  

  (52)   T2D  European  500,568  2,000  3,000  3  5 × 10 –7  

  (80)   T2D  UK  393,453  1,924  2,938  30  1 × 10 –5  

(continued)
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  2 Important Concepts and Distinctions  

   2.1 Genetics, Genomics, Discovery, and Function  

 There are at least two important distinctions to keep in mind when evaluating genetics 

studies. These distinctions are between genetics and genomics, and between gene 

discovery and gene effect characterization. Genetics research involves hereditary 

factors and builds off concepts such as Mendel’s laws, polymorphism, recombination, 

Hardy-Weinberg and linkage equilibrium, and related phenomena associated with the 

transmission of DNA from parents to offspring and from generation to generation. 

Genomics research involves the study of genomes and focuses on the content, organization, 

and role of genomes in mediating molecular physiologic phenomena. Although very 

interrelated, genetics and genomics are therefore not synonymous. Thus, pharmaco-

genetics research investigates inherited DNA sequence-based factors mediating 

response to drugs, whereas pharmacogenomics research considers how genomic 

phenomena such as the organization of genes, transcriptional machinery, and the 

structure of encoded proteins, etc., influence drug response.  

  Key : NR = not reported;    * note that microsatellite markers were used for this study (otherwise 

SNPs were used);    ** note that the phenotype was quantitative for this study (otherwise studies are 

case-control) ;   CAD = Coronary Artery Disease;   CHD = Coronary Heart Disease;   T1D = Type 1 

Diabetes; T2D = Type 2 Diabetes. 

 Ref  Disease  Population  # Markers  Cases  Controls 

 # Sig. 

Markers  Criteria 

  (81)   T2D  Finnish  317,503  1,161  1,174  41  1 × 10 –4  

  (82)   T2D  Icelandic  313,179  1,399  5,275  46  5 × 10 –5  

  (83)   T2D Mellitus  French  392,935  1,363  1,363  71  1 × 10 –4  

  (84)   T2D&

Trigliceride L. 

 Finland &

Sweden 

 500,568  1,022  1,075  3  1 × 10 –10  

 Table 9.1      (continued)

 Table 9.2    Recent family-based genome-wide association (GWA) studies investigating the 

genetic determinants of disease  

 Ref  Disease  Population  # Markers  Subjects  Criteria 

  (85)   Alcoholism/Schizophrenia  COGA data  15,878  1,614  0.01 

  (86)   Alcoholism&Smoking  COGA data  4,720  1,614  1 × 10 –5  

  (87)   Blood Serotonin  Hutterites (South 

Dakota) 

 658 *   1,623  0.01 

  (88)   Hypertension  All ethnicities  387 *   13,524  0.01 

  (89)   SL Countertransport  CEPH data  7746 *   62  1 × 10 –6  

  * microsatellites (otherwise markers are SNPs) 
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   2.2 Genetics vs. Genomics  

 The distinction between gene discovery and gene effect characterization, although 

a bit more obvious than the distinction between genetics and genomics, is equally 

important and enlightening. Gene discovery strategies seek to identify genes and 

genetic variants that influence a particular phenotype in the absence of a priori 

knowledge about such genes. Meiotic or linkage mapping and linkage disequilib-

rium or association mapping are two gene discovery strategies that exploit genetics 

principles  (1 – 3) . Gene expression analysis and homology/synteny mapping with 

model organisms are more genomics-oriented gene discovery strategies, as they go 

 Table 9.3    Recent DNA pooling-based genome-wide association (GWA) studies investigating the 

genetic determinants of disease  

 Ref  Disease  Population  # Markers  Cases  Controls 

 # Sig. 

Markers  Criteria 

  (90)   Addiction  Euro/Afro-

American 

 639,401  420  320  6,666  0.05 

  (91)   Alzheimer’s  UK & US  17,343  1,808  2,062  Meta-

Analysis 

  (92)   Bipolar Disorder  European  550,000  461  563  37  0.05 

  (93)   Diabetic 

Nephropathy 

 Irish  6000 *   200  200  2  3 × 10 –6  

  (94)   End-Stage Renal  NR  115,352  105  102  3  NR 

  (95)   Human 

Narcolepsy 

 Japanese  23,244 *   95  95  2,686  NR 

  (96)   Hypertension  Japanese  18,977 *   385  385  95  0.05 

  (97)   Knee 

Osteoarthristis 

 UK  25,494  335  335  11  0.0001 

  (98)   Lung Ca  Italian  100,000  50  50  38  0.05 

  (99)   MS  North 

Portugal 

 3,974 *   200  200  46  0.05 

  (100)   MS  Portuguese  4,661 *   188  188  78  0.01 

  (101)   MS  Polish  4,219 *   200  200  287  0.05 

  (102)   MS  Italian  4,192 *   224  231  142  0.01 

  (103)   MS  N. Irish  2,537 *   200  200  70  0.01 

  (104)   MS  Icelandic  4,804 *   200  200  169  0.05 

  (105)   MS  Hungarian  5,532 *   88  128  150  0.05 

  (106)   MS  Finnish  108  195  205  108  0.05 

  (107)   MS  Belgian  4,875 *   204  198  217  0.025 

  (108)   Nicotine 

Dependence 

 Raleigh-

Durham 

 520,000  134  320  88,937  0.005 

  (109)   Nicotine 

Dependence 

 US & 

Australian 

 2,427,354  482  466  35  0.0001 

  (110)   Rheumatoid 

Arthritis 

 Japanese  27,039 *   940  940  2847  0.05 

  Key : NR = not reported;    * note that microsatellite markers were used for this study (otherwise 

SNPs were used);   MS = multiple sclerosis. 
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beyond the mere use of the principles of heredity to discover genes and rather rely 

on the molecular, physiologic, and evolutionary phenomena shaping genomes to 

assist in gene discovery.  

   2.3 Gene Discovery vs. Gene Effect Characterization  

 Gene effect characterization strategies are those that consider what genes and 

genetic variations actually do in a molecular, physiologic, or general biological 

sense once they have been “discovered.” There are many ways to characterize the 

effect of a gene or genetic variation, however. One can characterize its physiologic 

significance by asking, e.g., what tissues the gene is expressed in and/or what 

biochemical pathway or genetic network the genetic variation may disrupt. One 

could also assess the significance of a gene or variation in the population at large 

by asking questions such as, “What fraction of a disease would be eliminated if 

deleterious variations were removed?” or, “Do variations in a gene, deleterious or 

not, differ in frequency across different populations?” Finally, one could consider 

the clinical significance of a gene by considering the utility of phenotype-altering 

variations in those genes as diagnostic or prognostic markers. This chapter focuses 

on discovering genetic variations that influence phenotypes, such as drug response, 

via genetics approaches, as well as the clinical “effect” or significance of genetic 

variations that might influence disease and treatment-related outcomes.   

  3 Genetic Strategies for Discovering Genes  

   3.1 Genetic Mapping  

 Genetic approaches to gene discovery involve identifying genomic loci that harbor 

DNA sequence variations that appear to cosegregate (i.e., are inherited together with) 

a particular phenotype, most often a disease. The offending variations do not neces-

sarily have to be causally associated with a disease, but rather simply reside on the 

same chromosome or chromosomal segment with variations that causally influence 

the phenotype. The reason that one can expect variations at noncausal loci to coseg-

regate with variations that are, in fact, causal has to do with the fact that genetic 

variations at adjacent genomic loci are not inherited independently; rather, individuals 

inherit chromosomal segments that harbor variations, and the size of those chromo-

somal segments is dictated by where recombination events (and other more rare 

phenomena such as mutations and gene conversion events) occur in relevant meioses 

leading up to the formation of the gametes (i.e., egg and sperm) which are combined 

during fertilization and the formation of zygotes. Thus, individuals inherit a “patch-

work” of chromosomal segments from maternal and paternal chromosomes. 
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 Note that due to meiotic/recombination events occurring over the course of 

many generations, the size of any one “ancestral” chromosomal segment harboring 

a variant that causes a phenotype (i.e., a segment of an individual’s chromosome 

harboring the first appearance of a mutation that causes a phenotype) will be 

reduced in size over those generations. Figure  9.1  depicts this phenomenon and 

provides the essential framework for genetic mapping. Essentially, the founder 

chromosome in Figure  9.1  harbored the variations 123-T-C-DEL-T-A-INS-132-

G-G at 10 adjacent loci, with the “A” allele or hypothetical variant at the 6 th  locus 

being a variant that is the first appearance of a phenotype-causing variant. As time 

passes and generations elapse, that part of the chromosome harboring the phenotype-

causing variant that contains variations flanking that phenotype-causing variant that 

were on the original chromosome harboring it is reduced in size due to recombination 

events. However, genetic descendents of the founder individual have some probability 

of being transmitted genetic material from this founder, and hence could have 

inherited the phenotype-causing variant and some of the chromosomal material 

harboring variations at loci flanking this phenotype-causing variant. Thus, in Figure 

 9.1 , the five descendents of the founder have all inherited the phenotype-causing 

variant as well as additional flanking variants, such that each has inherited the 

haplotype DEL-T-A-INS-132. In this manner, if individuals possessing the phenotype 

of interest were genotyped at any of these five loci, they would be observed to 

possess the same alleles or variants, suggesting that the phenotype-causing variant 

was observed to be either carried by them after genotyping a relevant locus (in the 

case of the “A” variant) or on the same chromosome with the phenotype-causing 

variant and hence near the locus that they were genotyped on (in the case of the 

“DEL,” “T,” “INS,” and/or “132” variants).   

   3.2 Linkage Disequilibrium  

 Variations at neighboring loci that appear to cosegregate together from generation 

to generation are said to be in “linkage disequilibrium” (LD) with each other (if the 

probability of observing one variant is independent of the probability of observing 

another, then the variations are in “linkage equilibrium”). There are many factors 

that influence LD strength, including the number of generations that have elapsed 

since the alleles or variants were introduced into the population (a surrogate for the 

number of meiotic or recombination events that have taken place since the introduction 

of the variation into the population), mutation rates (since any variation may mutate 

to another variation and hence disrupt the cosegregation of the original founder 

chromosome variations), recombination rates (which are known to differ throughout 

different chromosomes), and mating patterns in the population (e.g., individuals 

producing more offspring are more likely to have the variations they posses—in 

whatever combinations—appear more frequently in ensuing generations and hence 

the population at large). 
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 The exploitation of LD for genetic mapping is thus straightforward in theory, 

but complicated in practice. For example, one could, e.g., genotype individuals 

with and without a certain phenotype at loci dispersed throughout the genome 
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  Fig. 9.1    Diagrammatic representation of the transmission of chromosomal segments from 

generation to generation. Rectangular lists of letters/numbers represent individual chromosomes 

and each set of letters/numbers corresponding to alleles at adjacent loci whose positions relative 

to one another correspond to their row positions. Numbers represent repeat lengths at micros-

atellie loci, DEL/INS represents deletion or insertion variations, A, C, T, and G represent dif-

ferent nucleotides at single nucleotide polymorphic (SNP) loci. The individual chromosome on 

the upper left represents a chromosome from an original (“founder”) individual who carried the 

highlighted “A” allele at the 6 th  locus, which causes a disease. Descendents of this individual 

who are transmitted this allele, and hence are susceptible to disease, are also likely to carry 

neighboring alleles from the founder chromosome as well. Due to recombination events occur-

ring in relevant meiosis within the passing generations, individuals harboring the mutation may 

only share a small segment of the original ancestral chromosomal material from the founder, 

especially if the genealogical links separating these individuals from the founder and amongst 

themselves are complex (denoted by the shaded lines). However, some alleles at neighboring 

loci surrounding the position of the susceptibility allele may be preserved from the founder 

chromosome, as denoted by the box surrounding the hypothetical alleles possessed by five 

individuals carrying the susceptibility “A” allele in the latest generation. Individuals without the 

susceptibility will not show this same pattern (as denoted by the five individual chromosomes 

on the left). Thus, linkage disequilibrium between the “A” allele and the DEL, T, INS, and 132 

alleles at the loci surrounding its position would mark haplotypes defined by this pattern alleles 

as those also carrying the susceptibility allele       
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and see which variations individuals with the phenotype have in greater fre-

quency than those without the phenotype of interest. The loci that have alleles 

that are more frequent among individuals with the phenotype are the most 

likely phenotypically-relevant loci. However, in testing large numbers of loci 

for association one must account for multiple comparisons or multiple testing 

to avoid false positive associations. Although there has been a great deal of 

debate about the appropriate threshold for declaring significance, there is no 

real consensus (see, e.g.,  [4 ,  5] ). This is evidenced by the fact that researchers 

pursuing GWA studies have exploited different statistical criteria in studies to 

identify loci that are potentially associated with a phenotype or that will at least 

be further assessed (see Tables  9.1 – 9.4 ). In addition, the number of loci likely 

to be contributing to a particular phenotype might be quite large, such that the 

contribution of any one of these loci might be quite small, making it difficult to 

achieve the appropriate power to detect their effects without very large sample 

sizes ( [6 ,  7] ; Tables  9.1 – 9.3 ). Finally, if one wants to pursue a comprehensive 

GWA association study, one may have to genotype individuals on as many as 

500,000 to 1,000,000 loci (Tables  9.1 – 9.3 ). Efficient and cost-effective geno-

typing technologies are therefore required, as is an appropriate choice of loci to 

genotype, as there may be some 10,000,000 total polymorphic sites in the 

human genome. The recent results by the International HapMap Project consor-

tium provide insight into the appropriate loci to consider based on LD patterns 

in the genome  (8 ,  9) . 
 Since recombination is fundamental to genetic mapping strategies for gene 

discovery, researchers have considered different study designs for genetic mapping. 

Traditional linkage analysis approaches involve consideration and identification 

of the chromosomal segments that are shared among individuals with a phenotype 

among families of 2–4 generations  (1) . Since only 2–4 generations’ worth of 

recombination is not likely to reduce the size of original parental generation 

 Table 9.4    Recent (2006+) candidate gene association studies involving pharmacologically-

related outcomes  

 Gene  SNPs or RS#  Drug  Effect size  p-value  N  Reference 

 MMP1  rs5854,  Aseptic failure  3.27, 1.76  0.001  312   (111)  
 VDR  rs10735810  “  0.007 

 COMT  NR  Neuroleptic  NR  411   (112)  
 CDA  Ala70Thr  Gemcitabine  12–25%  <.0001  256   (113)  
 RRFC-1  His27Arg  Methotrexate  OR = 3.32  0.021  174   (114)  
 APOE  E2/3/4  Warfarin dose  11 mg  0.014  111   (115)  
 HTR2C  –759 C/T  Antipsychotics  >5%  0.03  84   (116)  
 NTRK2  RS10780691  Alcohol  NR  0.0059  516   (117)  
 LEPR  Q223R  Olanzapine rx  2.55 kg/m2  0.049  37   (118)  
 LEP  2548G/A  “  NR 

 SLCO1B1  T521C  Simvastatin  221%  <.001  32   (119)  
 CB2  Q63R  Alcohol  OR = 1.25  0.007  NR   (120)  

  Key:  NR = not reported, RA = rheumatoid arthritis, NRT = nicotine replacement therapy    
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chromosomes to a high degree, the segment sizes typically identified in linkage 

studies are quite large (e.g., 20–30 “megabases” or millions of base pairs), making 

it difficult to know the precise location of offending phenotypically-relevant variations 

 (1 ,  10) . Classical linkage disequilibrium studies usually consider the segments 

shared among individuals separated by many  (5 – 12)  generations  (10)  for which 

genealogical information might be known  (10 – 12) . The size of the shared segments 

among individuals with a particular phenotype might extend between 500 kilobases 

and 2 megabases). Modern genetic association analyses typically forego insight 

into the exact relationships between individuals and instead interrogate enough 

markers to identify shared segments of haplotype-induced associations that encompass 

only 1–100 kilobases making it easier but not necessarily trivial to identify offend-

ing phenotypically-relevant variations ( [6] ; Table  9.1 ). Some researchers have 

adopted hybrid approaches in which general associations are sought among 

individuals within and across different families (Table  9.2 ).  

   3.3 Admixture Mapping  

 There are a number of variations of the genetic mapping paradigm. Admixture 

mapping involves the study of individuals known to be descendents of (reasonably) 

close ancestors that emanate from two genetically distinct populations that differ in 

the frequency of a phenotype or disease. The intuition behind admixture mapping 

is similar in spirit to the intuition behind studies involving crosses between two 

inbred strains, in that the chromosomal segments that an admixed individual has 

will be easier to identify, as they will most likely be marked by their derivation from 

one of the two populations based on observed patterns of genetic variation in those 

populations  (13) . In this manner individuals that possess the phenotype known to 

be of greater frequency in one of the two parental populations will share chromo-

somal segments marked by variations that are also known to be of greater frequency 

in that parental population (see  (14)  for an example). 

 As a possible prelude to potential admixture mapping studies, many investigators 

have tested associations between broad (even self-reported) racial category, indi-

vidual ancestry, and degree of admixture and phenotypes of interest  (15 – 17) . If an 

association is found, then one can infer the existence of genetic variations with 

reasonable frequency within one of the ancestral populations or racial groups. 

Although of great interest, such studies have proven controversial with respect to 

drug response, as is evidenced by the case of the drug BiDil  (18 – 20) .  

   3.4 DNA Pooling  

 One very cost-effective way of pursuing association studies, whether genome-

wide or candidate gene-based, is to take advantage of DNA pooling. DNA pooling 
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involves literally taking the DNA (importantly, in equal aliquots) from each sub-

ject and combining it to form a “pool” of DNA. Allele frequencies at each locus 

are then estimated by assessing the amplification of each allele in the pool. By 

forming a case pool and a control pool, one can contrast allele frequencies to 

identify associations. Thus, one can do with two genotyping assays what would 

have normally been done with assays equal to the number of subjects in the study. 

There are many technical problems that plague DNA pooling-based association 

studies  (21) . Despite this, there have been a number of such studies, as evidenced 

by Table  9.3 .   

  4 Drug Response Phenotypes, Replication, and Functional 
Effect Characterization  

   4.1 Phenotypes and Study Design  

 Applications of genetic association mapping-based approaches to gene discovery 

have largely focused on disease phenotypes. For example, although there have been 

a number of candidate gene association studies investigating the relationship 

of particular genetic variations to a wide variety of drug response phenotypes (see, 

e.g., the references in  (22)  and  (23)  as well as Table  9.4  for more recent studies with 

very recent interest focusing on drugs used to treat neuropsychiatric conditions; 

 [24 ,  25] ), there have been no large-scale GWA studies of a drug response phenotype. 

There are many reasons for this, not the least of which is the availability of large 

enough samples, as well as the availability of replication samples. It is accepted that 

in order to make compelling claims about an association, not only is an appropriately 

powered initial study necessary, but so also are samples to replicate the findings  (26) . 
In fact, one very popular design that has been used with great success in genetic 

mapping studies, especially GWA studies, is a multistage design, whereby loci 

exhibiting associations with a phenotype at prespecified strengths in an initial 

analysis stage are tested in subsequent stages with different samples  (27) .       

   4.2 Functional Characterization  

 In the event that an association is found and is replicated, questions as to the 

biological significance of the association will inevitably arise. The functional con-

sequences of DNA sequence variations are not always obvious and may require a 

great deal of laboratory and model organism work to assess. In addition, what is of 

great interest in the context of recently published GWA studies investigating 

genetic determinants of disease phenotypes is that the variations that have emerged 

as strongly associated with many diseases have no obvious function and in many 

instances do not reside within or near known genes  (28) . The recently published 
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initial findings of the ENCODE project  (29) —a project whose goal is to identify 

and characterize the biologically active or functional components of the human 

genome—are consistent with this, in the sense that the ENCODE researchers found 

that many of the functional elements within the human genome could not have been 

anticipated with conventional assays or beliefs about what DNA sequence patterns 

(e.g., evolutionary conservation levels) were indicative of functionality. 

 Although assessing the biological function of particular genetic variations is 

essential for some research activities—such as designing appropriate therapeutics 

that would counteract the deleterious effects of that variation—such an assessment 

may not be necessary (at least not initially) in other contexts. For example, if a 

genetic variation of unknown function discriminates between responders and 

nonresponders to a particular compound, then one could use knowledge of that 

variation to simply decide on who should or should not get treated with that particular 

compound. Thus, the clinical diagnostic and/or pharmacogenetic utility of genetic 

associations have an immediacy that a clinical drug development utility may not.  

   4.3 Drug Target Polymorphism Screening  

 One important question in the study of genetic variations that influence individual 

responses to therapeutics is just when such a study should take place. Genetic associa-

tion studies are pursued when one is interested in a particular phenotype and has 

observed variation in that phenotype. In the context of therapeutics, one might 

observe that some individuals respond better or worse to a particular compound and 

hence might want to identify genetic variations that explain this phenomenon via 

association studies, as discussed. However, drug targets are often specific genes or 

proteins (e.g., receptors), such that knowledge of how much variation these genes and 

proteins exhibit in the population could be incorporated into the very early stages of 

the drug development cycle. Thus, before proceeding to large-scale clinical trials of 

a compound only to learn that it may be important to consider the role of genetic vari-

ations in the target in mediating the response to that compound, it may make sense to 

assess (at least) how polymorphic the target is and to assess the potential influence of 

identified variations on the compound’s activities. This concept is certainly true in the 

early stage analysis of the pharmacokinetic properties of a particular compound, as it 

is known that variations in relevant drug metabolizing enzymes could help guide dos-

ing studies. As a case in point, the target of the drug clopidogrel, which is the receptor 

gene P2Y12, was found to have naturally occurring variations within it that influence 

clopidogrel’s activity on the basis of association studies involving participants in a 

large clinical trial  (30) . However, when the P2Y12 receptor was chosen as a target, it 

may have made sense to assess evidence for sequence polymorphism within it that 

could influence the drug’s activity, so that researchers could either design the drug 

around those variations or anticipate limiting the drug’s testing (see Section  5  below) 

and general use to individuals with the appropriate genomic profile.   
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  5 Clinical Effect Characterization and Genotype-Informed 
Clinical Trials  

   5.1 Targeted Clinical Trials  

 It is now widely recognized that if compounds or therapeutics work on only a 

subset of all individuals, then clearly the identification of those individuals is 

important. However, equally important (if not more so) is proving that the com-

pound or therapeutic is clearly better for that subset of individuals than other 

compounds or therapeutics. Proving the efficacy of a compound involves 

designing and implementing appropriate clinical trials, and proving the efficacy 

of a compound for a subset of all possible individuals involves designing and 

implementing targeted or restricted clinical trials. Such trials are receiving a 

great deal of attention in the wake of the identification of targeted therapeutics 

for cancer, such as Herceptin  (31) , and can be conceived of in at least two dif-

ferent ways. 

 The first strategy or motivation for targeted clinical trials involves simply lim-

iting the conduct of the trial to individuals with a certain characteristic (e.g., 

individuals possessing a tumor with HER-2 positivity in order to receive 

Herceptin therapy). Individuals with this characteristic would be randomized to a 

control or test compound, and the efficacy of the compound evaluated. This strat-

egy could potentially enrich the sample used in the clinical trial for individuals 

likely to benefit from the drug, thereby increasing the power of the study, and 

lower the required sample size  (32 – 33) . The second strategy involves testing for 

pharmacogenetic effects associated with the compound by contrasting the utility 

of the compound among individuals with and without a given characteristic. 

Thus, for an example involving Herceptin, individuals with HER-2 positive 

tumors would be randomized to a control and Herceptin group, and a third group 

of individuals that do not have HER-2 positive tumors would be treated with 

Herceptin. In this way, one could not only assess the benefit of the treatment 

among individuals with HER-2 positive tumors, but also determine if Herceptin 

is more efficacious among individuals with HER-2 positive tumors than those 

without HER-2 positive tumors. 

 In the context of GWA and candidate gene association study results involving 

disease phenotypes, it might make sense to consider clinical trials that target individuals 

carrying variations associated with particular disease endpoints. If the associations 

suggest that individuals carrying certain variations are more susceptible to a particular 

disease or disease-related outcome, then restricting the trial to individuals possessing 

those variations would enrich the sample for individuals likely to benefit from a 

relevant preventive strategy or compound. Testing for the pharmacogenetic effect 

of the genetic variations is more complicated, since the design of a relevant trial 

would require individuals both with and without the genetic variations, but this has 

been discussed in the literature  (34 – 36) .  
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   5.2 A Hypothetical Example of a Genotype-Restricted 
or Targeted Clinical Trial  

 Lipitor is a lipid-lowering drug that is known to prevent heart attacks  (37 – 39) . 
It has been shown through extremely large clinical trials that individuals not taking 

Lipitor have heart attacks at a rate of 3%, whereas individuals taking Lipitor have 

heart attacks at a rate of 2% (see, e.g., [37–39]). To detect this (one-sided) difference in 

a clinical trial examining Lipitor efficacy with 80% power and a type I error rate of 

5% using a standard z-test to assess the difference between two independent rates or 

proportions measuring the heart attack rate over a defined period of time, one would 

need to randomize 3013 subjects to Lipitor and 3013 subjects to a placebo, for a total 

sample size of 6026 subjects. A two-sided test would require a total of 3826 individ-

uals taking and not taking Lipitor, for a total sample size of 7652 subjects. 

 In two recently published GWA studies, it was found that individuals carrying 

two copies of a particular variant or allele near the CDKN2A/B locus are expected 

to have 1.64 times the rate of heart attacks compared to noncarriers of this variant 

 (40 – 41) . This suggests that, in contrast to the general population not taking Lipitor, 

individuals with two copies of the CDKN2A/B variant will have a 0.03 × 1.64 = 

0.049 rate of heart attacks relative to noncarriers of this variant. If Lipitor actually 

reduces the rate of heart attack by 0.33 as suggested, then individuals on Lipitor 

who carry two copies of the CDKN2A/B susceptibility allele will have a rate of 

heart attacks of 0.66 × 0.049 = 0.033. In order to detect the difference between the 

heart attack rate of 0.049 among carriers of two copies of the CDKN2A/B alleles 

versus a 0.033 rate among noncarriers in a clinical trial examining Lipitor efficacy 

with 80% power and a type I error rate of 5%, one would need to randomize 1899 

subjects to Lipitor and 1899 subjects to placebo, for a total of 3798 subjects. 

A two-sided test would require 2410 × 2 = 4820 total subjects. Thus, one would 

require a trial with only 3798/6026 or nearly 40% of the total number of subjects 

needed for a nontargeted trial. The savings would be much greater if a trial assessing 

Lipitor efficacy on early onset heart attacks was restricted to individuals carrying 

two copies of the CDKN2A/B susceptibility allele, as it has been shown that such 

individuals have ∼2.02 times the rate of early-onset heart attacks as noncarriers 

( [40 – 41] ; only 1468 subjects assigned to Lipitor and 1468 subjects assigned to a 

placebo, for a total of 2936 subjects would be needed; a two-sided test would 

require 3726 total subjects). 

 Genotype-targeted clinical trials have the obvious need of identifying individuals 

possesing the relevant characteristics. Thus, in the context of the Lipitor example, 

there would arise the issue of the cost of screening and genotyping people in order 

to identify those individuals who carry two copies of the susceptibility allele. If the 

homozygous genotype for the CDK2NA/B susceptibility allele occurs in 0.21 

(21%) of the population at large as reported  (69)  , then one would have to sample 

and genotype, based on the negative binomial distribution, 7143 (+/–184) individuals, 

on average, in order to identify 1899 individuals who carry two copies of the 

susceptibility allele.  
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   5.3 The Sensitivity and Specificity of Genotype Screening Tests  

 The utility of genotype-based screening for the design of clinical trials depends on 

how much additional information (concerning, e.g., susceptibility to an outcome or 

response to a particular compound) can be obtained via the use of genotypic information 

over and above information gleaned from nongenetic risk factors and indicators, 

such as family history or blood-based tests. Thus, if the specificity and sensitivity 

of genotype-based diagnostics and screening tools is poor, their clinical utility is in 

doubt. However, it is quite likely that responses to particular compounds, as well as 

susceptibilities to the diseases and outcomes these compounds are meant to combat, 

are mediated by many genes  (42) . Thus, multilocus and/or multiparameter diagnostics 

and screening tools will likely be a reality in clinical settings and will have the 

ability to achieve the appropriate and necessary sensitivity and specificity  (43) .   

  6 Discussion 

  The human genome project and related DNA sequencing and genotyping initiatives 

have created an enormous set of expectations about what one can expect in the 

future. There is no doubt that first and foremost on the minds of the biomedical 

researchers is the potential that genetics and genomics research has to reshape the 

way in which clinical and public health practices are pursued  (44 – 46) . However, the 

enthusiasm over genetics and genomics research needs to be tempered by many 

technological, biological, and practical scientific realities. For example, although 

candidate gene and GWA association studies have indeed produced compelling 

insights into the genetic basis of many common chronic diseases, the clinical utility 

of these insights is in doubt, as the variations identified through these studies indi-

vidually explain only a small fraction of disease risk. In addition, the application of 

genetic association study strategies to pharmacogenetics settings is problematic, in 

that these strategies require appropriate replication and functional characterization 

standards in order to be accepted by the scientific community. Despite this, genetic 

association studies hold great promise for pharmacogenetics research, if for no other 

reason than the fact that DNA sequence variants associated with particular diseases 

can be used to screen and select subjects for pharmacogenetic clinical trials. 

 In this light, there are a number of very positive directions adopted by the 

pharmacogenetics research community and a few directions that could be empha-

sized more. For example the development of databases, such as the Pharmacogenetics 

Knowledge Base  (47) ; PharmGKB,   http://www.pharmgkb.org/)    , which contain 

information on genetic associations involving drug responses, and the establishment 

of consortia dealing with the identification of individuals exhibiting adverse 

responses to treatments  (48)  will clearly help congeal and spark further genetics 

research. However, more clinical researchers should consider the influence of 

individual ancestry and genetic background on treatment efficacy as a prelude to 

http://www.pharmgkb.org/
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the identification of specific DNA sequence variations that might influence treatment 

response. In addition, it would make sense for drug developers to assess and 

consider variations in specific drug targets at the time the drugs are being developed 

and not after the drug is released or tested in a large trial. 

 Probably one of the biggest factors, if not the biggest, that would help propel 

forward genetic studies involving responses to particular treatments would be the 

recognition by pharmaceutical companies that genetically-mediated responses to 

therapeutics of all sorts, as well as the scientific motivation for personalized 

medicine initiatives as a whole, truly represent ubiquitous, nonignorable biological 

realities, and not simply complementary approaches or potential alternatives to the traditional 

frameworks within which drugs and preventive strategies are developed.   
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        Chapter 10  
 Holy SNP, Batman! 

      Reyna   Favis     

  Abstract   The interaction between genetic variation and environment is widely 

acknowledged as the underlying explanation for differences in drug response 

among individuals, as well as the stratifying force behind disease phenotypes. 

When DNA variation is found to associate with a phenotype, the investigator’s 

first inclination is to try to explain the finding. The SNP(s) identified (or others 

in LD) are generally thought to cause either a change in amino acid sequence that 

alters protein structure/function or a change in gene product expression that is due 

to altered affinity between  cis - and  trans -acting factors in the promoter. There is 

currently an underappreciation for the multifarious interactions that exist between 

SNPs and the cellular machinery and how this may impact drug response and 

disease genetics. The purpose of this chapter is to dispel the common view that 

so-called functional SNPs will be recognizable either by their ability to alter the 

sequences of  cis -acting sites or by their ability to change the amino acid sequences 

of proteins. Other interactions of functional consequence will also be presented for 

consideration.  
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   1 Introduction 

  The current content of dbSNP, a database of human genetic variation maintained by 

NCBI, is over 9 million unique SNPs. A selection of these SNPs is used to populate 

genotyping platforms that are capable of looking for associations with phenotypes 

across the whole genome. The SNPs are chosen in an attempt to create a picket 

fence that is more or less evenly spaced and covers the entire genome. Candidate 

gene association studies that take advantage of tagging SNPs also tend to select 

variation with the objective of covering as much genic real estate as possible. 

Because of these designs for whole genome and candidate gene association studies, 

SNPs that are found to associate with a phenotype can be located in both coding 

and noncoding sequences. Similar to association studies, linkage studies can also 

identify SNPs in both coding and noncoding regions that appear to be inherited in 

conjunction with the trait of interest. 

 Interpreting the functional significance of associating SNPs is no easy task. 

While nonsense mutations and certain types of missense mutations are largely 

amenable to interpretation and can contribute to a cogent explanation for what may 

underlie a phenotype of interest, most types of variation are not so straightforward. 

As will be discussed below, many missense and almost all noncoding SNPs can be 

a challenge to functionally classify. Given the open design of whole genome and, 

to a lesser extent, candidate gene analyses, there is no guarantee that the SNP(s) 

emerging from a study as the likely suspect(s) will localize to a coding sequence 

and be a type of variation that is easy to interpret. 

 To increase the clinical utility of an association, it is imperative that the finding 

has explanatory power. Purely correlative biomarkers have limitations in that they 

do not necessarily facilitate a biological understanding of the phenotype. Stopping 

short of a more complete understanding of the correlation can prevent or delay 

development of needed drugs or diagnostics. In some cases, researchers will be lucky, 

and an unclassified variation found to associate with a phenotype will be obviously 

related to a functional effect. In other cases, an associating SNP will be in linkage 

disequilibrium with a SNP that can clearly account for an alteration in phenotype. 

However, these scenarios will not always be the case, and it is more likely that 

interpretation will be far more complex. 

 The purpose of this chapter is to help to integrate various fields in biology to 

facilitate a more system-wide view of the effect of genetic variation. In general, 

interpreting variation will come down to changes in state (i.e., altered function) 

and/or changes in level (i.e., altered expression). The information presented below 

highlights cellular and developmental processes and structural states, as well as 

insights from evolution, to help explain how genetic variation can affect changes in 

function and expression. The various sections below discuss nonsynonymous and 

synonymous variation in the coding region of genes, as well as the impact of 

 variation in noncoding regions that are both proximal to and quite distant from the 

genes influenced. For both coding and noncoding sequences, both  cis  (e.g., 

 promoters, enhancers, locus control regions) and  trans  (e.g., micro RNAs) effects 
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are considered. Also included are structural conformations of DNA and specific 

regulatory elements that have been associated with disease and that can be affected 

by variation. These structures will not be easy to recognize using conventional 

methods. Finally, maternal effect will be discussed to present an example of 

 variation that has unquestionable influence over phenotype, but is rarely  considered. 

If available, online resources are provided to facilitate SNP interpretation efforts for 

the specific scenarios described. Where possible, examples from published work 

are supplied to substantiate the biological reality of the scenario. Throughout, com-

pelling stories from the literature will be related to describe how investigators 

 triumphed despite the presence of elusive and obscure variation that resisted easy 

classification. The objective of this chapter is to encourage the reader to depart 

from the conventional and to consider more esoteric explanations for functional 

effect when similarly challenged.  

  2 Interpreting Variation in Coding Sequences 

    2.1 Missense Variation  

 The biological consequences of SNPs that create nonsense mutations or alter splice 

junctions are relatively easy to interpret. Obviously, these types of alterations are 

expected to radically change or impede protein function. Missense mutations, on 

the other hand, are frequently difficult to interpret. Although in vitro assays are 

available to facilitate interpretation in some cases, this is usually not the fastest or 

most economical route to understanding the likely consequences of variation. 

To obtain an overview of publicly available online tools to clarify the significance 

of SNPs, the reader should refer to Chapter 8, Strategies and resources for marker 

selection and genotyping in genetic association studies . While these online methods 

are convenient, it is difficult to assess the true success rate for these tools when cat-

egorizing SNPs as functional or neutral. The example of interpreting variation in 

 BRCA1  is described below, in order to provide a specific test case to assess the 

general basis for the methodology that is widely applied to assigning functional 

consequence to missense variation. 

  BRCA1  is among the most intensely studied genes in the human genome and 

over 12,000 entries for gene variants have been submitted to the Breast Cancer 

Information Core (BIC;   http://research.nhgri.nih.gov/projects/bic    ). In an effort to 

understand the significance of variation discovered for this gene, Abkevich et al. 

 (1)  combined the insight provided by comparing the chemical distances among 

amino acids and the 20/20 hindsight provided by evolutionary comparisons 

among gene sequences from distantly related organisms. The investigators first 

analyzed a  limited number of missense variants that were already classified in 

order to  understand the range of values expected using this system of analysis. 

Evidence for a functional effect for these  variants had been previously established 

http://research.nhgri.nih.gov/projects/bic
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through a combination of segregation  analysis, functional assay, and association 

study. Next, Abkevich et al. assessed unclassified variants in  BRCA1  that were 

probably either deleterious or were neutral or of little clinical significance. 

Overall, 314 distinct missense variants from full sequences belonging to 20,000 

individuals were assessed. 

 For both classified and unclassified  BRCA1  variants, one criterion of assessment 

was the degree of sequence conservation across multiple diverse organisms. 

Sequences were chosen from organisms where an equal number of sequences per 

clade were available and where all segments of the protein were equally  represented. 

Amino acid sequences from human, chimpanzee, mouse, dog, chicken, xenopus, 

and puffer fish were aligned using a parsimony-based method. The method was 

used to calculate the minimum number of missense substitutions required to create 

the observed alignment and took into account the underlying phylogenetic tree  (2) . 
It was found that the position of deleterious missense mutations was strongly biased 

towards coinciding with invariant amino acids in the multiple sequence alignment. 

Neutral missense variants, on the other hand, aligned with residues where multiple 

substitutions were tolerated during the evolution of  BRCA1 . 

 The second criterion for missense classification was the physicochemical 

 similarity between the variant amino acid and the residues found in the correspond-

ing position in the multiple sequence alignment. For this assessment, the Grantham 

chemical difference matrix  (3)  was used as the basis for comparisons. This  chemical 

difference matrix takes into account residue side chain composition, polarity and 

volume. Similar pairs of amino acids have scores between 5 and 60, while disparate 

pairs have scores of greater than 100. Using the data from the Human Genome 

Mutation Database (  http://www.hgmd.cf.ac.uk    ), it was found that amino acid 

 substitutions underlying disease phenotypes have an average chemical difference of 

93.4. For the 21 known deleterious  BRCA1  mutations, the average chemical differ-

ence score was 122.0, while the score was 64.8 for the missense variants that had 

been previously classified as neutral or of little clinical significance. 

 When analyzing the unclassified variants, the authors applied the following 

 criteria to identify potentially deleterious mutations: 1) the highest pairwise chemi-

cal difference score between the amino acid position from the aligned orthologous 

sequences corresponding to the human variant of interest is ≤ 61; and 2) the chemi-

cal difference score for the human variant of interest is ≥ 3x the highest pairwise 

chemical difference score in the alignment at that position. Similarly, variants that 

are likely to be neutral or of little clinical significance were identified using the fol-

lowing criteria: 1) the chemical difference score for the human missense variant is 

< 61; and 2) the chemical difference score for the human variant should be less than 

one third of the highest chemical difference score of an interspecific genetic varia-

tion at that position. 

 As an additional check for functional significance, the authors also queried their 

dataset for the presence of homozygotes and transheterozygotes for the alleles of 

interest. This test was based on the assumption that it would be extremely unlikely 

for the same individual to carry two deleterious mutations. For suspected  deleterious 

http://www.hgmd.cf.ac.uk
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alleles, neither class of genotype was evident in the data; in contrast, alleles 

 suspected to be either neutral or of little clinical significance could be found to  co-

occur with alleles that were deemed deleterious. 

 To summarize the results from Abkevich et al., of the 314 unique missense 

 variants identified, 106 could be classified as neutral or not likely of clinical signifi-

cance and 71 could be classified as deleterious, using both functional tests and a 

combination of physicochemical and evolutionary conservation analyses. The 

remaining 137 unclassified missense variants still lacked classification, indicating 

that additional insight into the stratification of variation is still required. 

 Recently, Chan et al.  (4)  compared computational algorithms designed to 

 characterize missense variants. Methods using evolutionary conservation alone, 

amino acid change alone, and a combination of conservation and amino acid 

change were used to assess the consequences of 254 missense variants in five genes 

( CDKN2A ,  MLH1 ,  MSH2 ,  MECP2 , and  TYR ). The classifications made by algo-

rithms based solely on evolutionary conservation (BLOSUM62 matrix score  5 ,  [6] ) 

or both phylogeny and structure (SIFT  (7)    http://blocks.fhcrc.org/sift/SIFT.html    ; 

PolyPhen  (8)    http://genetics.bwh.harvard.edu/pph    ; A-GVGD  (9 ,  10)    http://agvgd.

iarc.fr/agvgd_input.php    ) were compared to classifications made for the variants in 

curated locus-specific mutation databases and published functional data. The 

authors found that the methods using both phylogeny and structure to distinguish 

neutral from deleterious amino acid changes did not improve results significantly 

over using evolutionary conservation alone: the overall predictive value for all 

genes averaged 76.9% for the methods using both phylogeny and structure, versus 

78.0% for the method using evolutionary conservation. However, the positive 

 predictive value increased to almost 90% when the amino acid of interest did not 

vary in the multiple species sequence alignment, or when three or four methods 

agreed that the variant was deleterious. 

 In an effort to classify  BRCA1  missense variants using an integrative approach, 

Phelan et al.  (11)  used the methodology implemented by Abkevich et al. in combi-

nation with an in vitro transcriptional activation assay, a determination of co-

 occurrence with other deleterious mutations, a pedigree analysis, previously 

published results using an algorithm that predicts structure/function consequences 

for variation  (12) , and a protease-based assay  (13) . Of 17 missense variants 

 (11 ,  14) , eight variants were in full agreement across all approaches where data was 

available and could be classified with relative confidence. The remainder had either 

equivocal results in the in vitro transcriptional activation assay or had shown some 

degree of contradiction across the tests for which data could be compared. It was 

concluded that no single method could be used alone to reliably classify  BRCA1  

missense variants and that a combination of several efforts was necessary to better 

make this prediction. 

 In conclusion, the application of multiple in silico and in vivo tests is the best 

approach to reliably assign functional consequence to unclassified variants. When 

limited to computational methods, multiple in silico approaches should be used to 

look for consensus.  

http://blocks.fhcrc.org/sift/SIFT.html
http://genetics.bwh.harvard.edu/pph
http://agvgd.iarc.fr/agvgd_input.php
http://agvgd.iarc.fr/agvgd_input.php
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   2.2 Synonymous Variation  

 Synonymous SNPs do not change the amino acid in the affected codon, and hence 

are not generally considered of clinical significance. The exception to this 

 assessment is if the base change is thought to impact exon/intron splicing. An 

 interesting finding for  MDR 1 has cast into doubt the view that synonymous SNPs 

are of little functional importance. As described below, a functional consequence 

that has nothing to do with splicing has now been ascribed to this type of 

polymorphism. 

 A synonymous SNP in exon 26 (C3435T) of  MDR 1 has been associated with 

both altered and reduced P-glycoprotein activity  (15 – 19) . Kimchi-Sarfaty et al.  (20)  
considered three possible scenarios to explain this effect: 1) C3435T is in linkage 

disequilibrium with the causative SNP(s) for the phenotype; 2) the change in 

sequence causes mRNA secondary structure differences for the two alleles and 

influences splicing, processing, or translational control and regulation; and 3) the 

change in sequence influences protein activity or function. 

 To determine which of the hypotheses explained the phenotypic effects of the 

C3435T variant, Kimchi-Sarfaty et al.  (20)  transfected several different cell lines 

with constructs bearing one of the following: wild-type  MDR 1, each individual 

 MDR 1 polymorphism (C1236T, G2377T and C3435T), combinations of pairs of 

polymorphisms, or all three variants. To test the drug transport function of each of 

the cell lines, fluorescent-activated cell sorting was used to assess the intracellular 

accumulation or efflux of various fluorescently labeled compounds. Through these 

experiments, the presence of the C3435T polymorphism in the context of double or 

triple haplotypes was linked to differences in the effectiveness of P-glycoprotein 

inhibitors. This finding eliminated the possibility that the true causative SNP was 

in linkage disequilibrium with C3435T. Comparisons of mRNA and protein levels 

between wild-type cells and the cells bearing the 3-variant haplotype showed 

 comparable levels of both types of gene products. This result eliminated the 

 possibility that mRNA secondary structure was influencing the amount of  MDR 1 

gene product. To test the final hypothesis that C3435T was affecting protein activity 

or function, Kimchi-Sarfaty et al. assessed whether a conformational difference 

between the wild-type and the 3-variant haplotype could be detected. Using both a 

conformation-sensitive monoclonal antibody and digestion with trypsin, it was 

shown that a difference in tertiary structure existed between these two forms of 

 MDR 1. The investigators deduced that the use of certain codons, where the abun-

dance of the cognate tRNA may be low, might influence the translation rate and 

thus affect the folding of the protein. This supposition was shown to have merit 

when a 3-variant haplotype that replaced C3435T with C3435A was tested for drug 

transport function. Similarly to C3435T, C3435A also creates an unpreferred codon 

for isoleucine in the sequence, but the A allele codon is used even less frequently 

in human sequences. In line with the relative synonymous codon usage for these 

two alleles, it was found that C3435A showed even larger decreases in inhibitor 

effects than the T allele. 
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 Based on the above findings, nonsynonymous SNPs should not be immediately 

dismissed as only indirect evidence for the presence of a causative SNP. Clearly, 

nonsynonymous SNPs may be affecting protein structure, and this should be 

 considered when interpreting association data. A convenient source for the 

 frequency of use for various codons in humans can be found in Kliman et al.  (21) . 
In addition, this report also provides information on the correlations of codon 

frequencies (within amino acid) with gene expression in 12 human tissues. While 

the authors make the point that local base compositional bias is the primary influ-

ence on codon usage in mammals, the aim of their investigation was to explore 

the more subtle influences of natural selection on human codon usage by focusing 

on usage in human-infecting viruses. One specific finding of this study was that the 

arginine codon AGG and the leucine codon TTG were selectively disfavored in 

both humans and human-infecting viruses. The usage of these codons could not 

be explained by local base composition; and in humans, AGG and TTG rose in fre-

quency as all other C- and G-ending codons decreased in frequency. These two 

codons were the only C- or G-ending codons with usages that negatively correlated 

with gene expression in humans. SNPs creating these intriguing codons, as well as 

 infrequently used codons, are obvious candidates for inducing functional effects in 

the  corresponding protein.   

  3 Interpreting Variation in Noncoding Sequences  

   3.1 Variation in cis-Acting Sequences  

 In 2003, the National Human Genome Research Institute (NHGRI) launched a 

public research consortium named ENCODE, the Encyclopedia of DNA Elements 

(  http://www.genome.gov/10005107    ). The purpose of this consortium is to identify 

all functional elements in the human genome sequence. The data from this effort 

that are linked to the genomic sequence can be accessed on the University of 

California, Santa Cruz browser (  http://genome.ucsc.edu/ENCODE/    ). The current 

aims of the consortium are to compare existing analysis methods to determine 

where the gaps exist in capabilities and then to determine which approaches should 

be scaled up to manage the high throughput identification of all functional elements 

in the human genome. The data produced by this effort will be an invaluable source 

for interpreting the consequences of variation found in regulatory sequences. Until 

the full data from this consortium are available, it will be necessary to rely upon 

existing information and algorithms. A number of online tools can be found on 

  http://www3.oup.co.uk/nar/database/subcat/1/4    , a site maintained by the journal 

 Nucleic Acids Research  to provide access to the databases described in the first 

issue published by this journal every year. While specific tools are mentioned 

below, the reader is encouraged to explore other available online resources. 

Additional information on specific uses for online tools to interpret regulatory 

http://www.genome.gov/10005107
http://www3.oup.co.uk/nar/database/subcat/1/4
http://genome.ucsc.edu/ENCODE/
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SNPs can be found in Chapter 5, The HAP MAP, SNP Selection and Genotyping 

Methods . The information below provides insight into the functional consequences 

of variation in both proximal and distal regulatory sites. 

  3.1.1 Local Control 

  3.1.1.1 Promoter Elements 

 The most obvious type of variation in the promoter that has a functional conse-

quence is a sequence change in an identified  cis -acting element that causes either 

an increase or decrease in the binding affinity of  trans -acting factors. Changing the 

residence time of bound proteins on the promoter alters the rate of transcription. 

A less obvious consequence of variation in the promoter region is the creation of a 

new promoter element. One such gain-of-function regulatory SNP was described 

by De Gobbi et al.  (22)  during an investigation aimed at identifying the genetic 

lesion underlying a particularly severe form of α thalassemia, called HbH disease. 

The authors first eliminated alternate explanations for reduced α-globin expression, 

which is diagnostic of this disorder. Analyses confirmed that no deletions, chromo-

somal rearrangements, DNA methylation, or unclassified sequence variants in the 

regulatory elements of the major and minor α-like genes were detected. De Gobbi 

et al. next narrowed down the region of interest through linkage and association 

studies, and then cloned the implicated ~213 kb region into a BAC construct. Deep 

sequencing revealed an unwieldy 283 SNPs and/or sequence differences in the 

clone. To try to resolve which SNP(s) were involved in α-globin down-regulation, 

the authors constructed a tiled array representing all regions of nonrepetitive DNA 

in the locus and compared expression in normal and HbH individuals. Analysis 

revealed a major new peak of RNA transcription localizing to the α-globin region. 

Quantitative RT-PCR showed that expression from this region was in excess of 

1000-fold higher in HbH RNA than in wild-type; and the expression of the α D  gene, 

directly downstream of this region, was decreased approximately 80-fold in HbH 

RNA compared to wild-type. The region associated with the high expression peak 

in the array contained 17 SNPs, and 10 of these could be eliminated from consider-

ation because they had been previously observed in nonthalassemic  individuals. Of 

the remaining 7 SNPs, only one SNP was found to segregate with thalassemia in 

affected families, showed complete association with HbH, and could not be found 

in nonthalassemic individuals. The sequence created by the presence of the C allele 

of this SNP resembled the binding site for the GATA-1 transcription factor. 

De Gobbi et al. confirmed binding by GATA-1 through chromatin immunoprecipi-

tation and electromobility gel super shift using an antibody directed against GATA-

1. It was found that the new binding site created by the C allele nucleated the 

assembly of a pentameric erythroid complex. It was theorized that the erythroid 

transcription complex preferentially interacted with this new site, outcompeting the 

endogenous α-globin promoters and leading to down- regulation of α-globin genes. 

Interestingly, the authors pointed out that conventional wisdom dictated that regions 
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containing putative  cis -acting elements should be the focus of investigations aimed at 

explaining down-regulation of gene expression. Because promoter deletion analysis 

had previously demonstrated that the identified region of interest could be eliminated 

with no effect on α-globin expression (and hence was not likely to contain a  cis -acting 

element), the region containing this gain-of-function regulatory SNP would likely 

have been  eliminated from consideration under normal circumstances.  

  3.1.1.2 Methylation 

 There are two classes of mammalian promoters: TATA box-enriched promoters and 

CpG-rich promoters. The TATA box promoters are associated with  tissue-specific 

expression; CpG-rich promoters, on the other hand, account for all housekeeping 

and widely expressed genes, as well as 40% of genes with a tissue-specific or lim-

ited expression  (23) . In the mammalian genome, the CpG-rich promoters are the 

predominant type of promoter  (24) . Methylation of promoter CpG islands plays an 

important role in regulating gene expression. These sites recruit protein complexes 

that include histone deacetylases, which covalently modify histones to create a 

more closed chromatin conformation and thereby contribute to down-regulation of 

transcription  (25) . Aberrant methylation patterns are well documented in cancer 

 (26) , and it has been suggested that methylation profiles would serve as useful 

markers for early detection of this disease  (27) . Methylation has also been impli-

cated in the etiology of the autoimmune diseases scleroderma  (28)  and lupus eryth-

rematosis  (29) , in atherosclerosis  (30) , and in mixed genetic/epigenetic models of 

autism  (31) , bipolar disorder, and schizophrenia  (32 ,  33) . Given that these sequences 

play such a dominant role in regulating gene expression and have been implicated 

in human disease, it is noteworthy that a recent study has identified close to 35,000 

putative CpG islands in the human genome and over 133,000 SNPs that map to 

these sequences  (34) . Clearly, gene regulation by methylation will be influenced by 

any changes in the CpG sequence, and variation in these motifs is a ripe area for 

investigation.  

  3.1.1.3 Untranslated Regions 

 Untranslated regions in 5’ and 3’ ends of mRNAs (5’ and 3’ UTRs) are involved 

in many posttranscriptional events that control mRNA localization,  stability, and 

translational efficiency (see  (35)  for a review). The biological activity of control 

elements in these untranslated regions relies both on the primary sequence, as 

well as on secondary structure produced by folding these control elements in 

the RNA. 

 Iron metabolism is an instructive example of regulation using UTRs (reviewed 

in  [36] ). Under conditions of low iron abundance,  trans -acting iron regulatory 

 proteins are induced to bind iron response elements in the 5’ UTRs of several genes 

involved in the metabolism of iron. Binding to the 5’ UTRs of these genes 
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 suppresses translation initiation. Meanwhile, these same proteins bind to the 3’ 

UTRs of transferrin receptor mRNAs to bring about selective stabilization of these 

messages. Under conditions of iron overload, the binding affinity of the  trans -

 acting iron regulatory proteins is reduced, allowing translation of iron metabolizing 

genes and degradation of transferrin receptor mRNA. Variation in the iron response 

elements has been linked to at least one hereditary disorder, called hereditary 

hyperferritinemia-cataract syndrome. Variation in other 3’ UTRs has been associ-

ated with complex disease; cancers, psychiatric, neurological, cardiovascular, and 

metabolic diseases have all been implicated (for review see  [37] ). 
 To facilitate the analysis of untranslated sequences uncovered during association 

studies, one online resource is UTResource (  http://bighost.area.ba.cnr.it/BIG/

UTRHome/    )  (38) . This site contains curated, nonredundant sequences of 5’ and 3’ 

UTRs from eukaryotic mRNAs.   

  3.1.2 Action at a Distance 

  3.1.2.1 Enhancers and Silencers 

 Elements acting in  cis  that function in a proximal fashion tend to control expression 

of a single gene with a transcription start point located within 1 kb of the  control 

element. In some cases,  cis -acting elements can exert long-range control over a 

much larger chromosomal region, and there is increasing evidence for  coordinate 

regulation of gene clusters. Enhancers and silencers tend to operate at a distance to 

increase or decrease (respectively) the rate of transcription. These  elements may 

operate at a distance of 50 kb or more, either upstream or downstream of the pro-

moter they control. Genes located in the vicinity may compete for the action of 

these distal elements through various assemblies of  trans -acting  factors and con-

trolled looping actions that bring into proximity these distal  elements with proximal 

promoter elements. 

 Variation in enhancers has been investigated and associated with diseases in humans. 

For example, in chronic obstructive pulmonary disease (COPD), a SNP in a predicted 

enhancer region of the  CCL 1 gene was significantly associated with acute exacerbations 

in COPD  (39) . In diabetes, a SNP in the beta-cell specific enhancer in the  IPF 1 gene 

was found to increase susceptibility to type 2 diabetes among African American indi-

viduals, but not in Caucasians  (40) . An enhancer SNP at the  GLUT 1 locus was found 

to be associated with susceptibility to diabetic nephropathy in type 1 diabetes  (41) . 
Cancer also has its examples. Thymidylate synthase ( TS ) intra-tumoural expression is 

thought to be a prognostic marker, predicting the outcome of 5-fluorouracil 

(5-FU)-based chemotherapy in colorectal cancer patients. An upstream enhancer affect-

ing the  TS  gene contains a tandem repeat that can be present in two or three copies, as 

well as a SNP site. Individuals who were homozygous for three tandem repeats and 

who possessed the G allele of the SNP demonstrated increased levels of  TS  gene 

expression compared to other genotypes for this locus  (42) . 
 An excellent resource for experimentally validated human noncoding fragments 

with gene enhancer activity is the VISTA Enhancer Browser (  http://enhancer.lbl.gov/    ) 

http://bighost.area.ba.cnr.it/BIG/UTRHome/
http://bighost.area.ba.cnr.it/BIG/UTRHome/
http://enhancer.lbl.gov/
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 (43) . Enhancer activity is assessed in transgenic mice, and sequence selection for 

testing is based on conservation across other vertebrate species. Using this tool, it 

is possible to retrieve elements near single genes of interest, search for enhancers 

that target reporter gene expression to a particular tissue, or download entire 

 collections of enhancers with a defined tissue specificity or conservation depth.  

  3.1.2.2 Nuclear Matrix Dynamics and Locus Control Regions 

 The nucleus is generally only thought of as an organelle whose sole function is to 

house DNA. Far from being only a protective environment to shield DNA from 

nucleases, the nucleus also provides structural support for the numerous processes 

conducted in this dynamic environment, including transcription, DNA replication, 

repair, and mRNA processing and transport. Supporting these processes requires 

controlled interactions between protein components of the nuclear matrix (recently 

reviewed in  [44 ,  45] ) and DNA sequences. 

 In cells of higher eukaryotes, the DNA is arranged in loops of 50–100 kb in 

length that are held in this conformation through AT-rich DNA segments referred 

to as matrix attached regions (MARs). While heterochromatin is highly condensed 

and usually found in the peripheral area of the nucleus, the loops of euchromatic 

DNA are more central and dispersed. 

 Locus control regions (LCRs) are genetic regulatory elements that confer tissue-

specific and physiological levels of expression on the genes to which they are 

linked. LCRs are responsible for establishing and maintaining an open functional 

domain in the chromatin and tend to be situated at a distance from the genes they 

influence. In contrast to LCRs, other types of regulatory elements that can also act 

at a distance (e.g., enhancers and silencers) or act in a proximal fashion (e.g., pro-

moter elements) are strongly influenced by the chromatin environment in which 

they are situated. This is known as position effect. When an LCR is integrated into 

a genome in the context of a transgene, the linked gene is able to express at  wild-

type levels independent of the position of integration  (46) . One of the most intensely 

studied LCRs is associated with β-globin expression. 

 The β-globin LCR is located about 15 kb upstream of the first of five develop-

mentally regulated globin genes contained in the locus and consists of four DNase 

I hypersensitive sites. These sites are rendered hypersensitive to enzymatic 

 digestion when nuclear matrix proteins bind these elements  (47 ,  48)  during 

 transcription and create an open chromatin conformation. Variation in one of the 

hypersensitive sites mapping to the β-globin LCR has been shown to associate with 

β-thalassemia in individuals lacking coding sequence mutations in both Indian  (49)  
and Thai  (50)  populations. 

 From this example, it is clear that variation in regions quite distant from coding 

sequences can still affect linked genes. Because there is still quite a bit of contro-

versy over the exact composition and organization of the nuclear matrix, it is 

unclear to what extent variation associated with sequences that contact the nuclear 

matrix contribute to phenotype. However, when confronted with an associating 

SNP that is seemingly in the middle of nowhere with respect to mapped genes, one 
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might consider the possibility that the region may be involved with long-range 

interactions characteristic of LCRs and MARs. A convenient repository of 

sequences associated with MARs can be found at   http://smartdb.bioinf.med.

uni-goettingen.de/      (51)  and should serve as a useful comparison for context 

sequence surrounding SNPs of interest.    

   3.2 Variation Affecting Structure  

 In contrast to the regulatory elements described above, functional elements creating 

a distinct secondary structure that contribute to gene regulation will not necessarily 

have defined canonical or consensus sequences. The important product from these 

sequences is solely the structure fashioned from folding the primary sequence, and 

structure can frequently be achieved using divergent primary sequences. In these 

cases, conservation across species may not be a useful indicator of functional 

 significance and may even be misleading. While there is less available in the litera-

ture to point to the connection between variation in the sites that create these 

 structures and phenotypic consequences, connections to disease and/or responses to 

drugs will be mentioned below, where possible. An online resource to support 

DNA structure identification is   http://ndbserver.rutgers.edu/    , a repository of three-

 dimensional structural information about nucleic acids  (52) . 

  3.2.1 Z-DNA 

 DNA is usually depicted as a right-handed helix with 10.2 bases per helical turn and 

a helix diameter of 23.7 Å. This structure is known as B-DNA. Alternate forms of 

DNA exist and have been documented in vivo. One such unusual structure is 

Z-DNA  (53 ,  54) , which is a left-handed helix comprised of alternating purine-

pyrimidine sequences that is much narrower than B-DNA (only 18.4 Å) and has a 

much flatter major groove compared to the B form. Evidence for the existence of 

Z-DNA in vivo came when it was recognized that patients suffering from systemic 

lupus erythrematosis produced antibodies that bound preferentially to Z-DNA com-

pared to B-DNA  (55 – 59) . Another piece of evidence indicating an in vivo role 

for Z-DNA is that the RNA editing enzyme, ADAR1, bound to Z-DNA in a highly 

specific manner, withstanding challenge from a 10,000-fold excess B-DNA 

competitor  (60 – 62) . More recently, reports of Z-DNA responsive promoters have 

indicated a role in regulating transcription  (63 – 66) . The hypothesis of how the 

presence of Z-DNA promoted transcription hinges on the observation that Z-DNA 

cannot be incorporated into nucleosomes  (67)  and thus leaves an open chromatin 

conformation that is inviting to certain transcription factors. It is thought that during 

transcriptional activation, the mammalian SWI/SNF complex remodels the chroma-

tin by destabilizing the histone-DNA interactions and in so doing, releases negative 

superhelicity, which in turn provides the energy for Z-DNA formation  (63) . 

http://smartdb.bioinf.med
http://ndbserver.rutgers.edu/
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The formation of Z-DNA maintains an open chromatin conformation at the affected 

promoter and facilitates assembly of the transcriptional machinery. 

 It has recently been demonstrated that E3L, a poxvirus virulence factor, binds 

Z-DNA  (68) . In the absence of the Z-DNA binding region on the protein, mice 

infected with a normally lethal dose of poxvirus survived. It was determined that 

E3L promotes virus reproduction by facilitating transcription of antiapoptotic 

genes, thus preventing apoptosis of infected host cells and providing a safe haven 

for virus replication. 

 In order to identify potential Z-DNA sites in the genome, sequence files up to 

1 MB can be submitted to the online tool ZHUNT (  http://gac-web.cgrb.oregonstate.

edu/zDNA/    )  (69 ,  70) . The search algorithm for this program has been optimized to 

search large sequences for the potential occurrence of Z-DNA, taking into account 

sequence type, length, and cooperativity for a given stretch of potential Z-DNA-

forming nucleotides.  

  3.2.2 Quadruplex 

 Quadruplex conformation is an alternative DNA structure that can occur when 

repetitive bases align the two strands of DNA in a structure resembling a chair. 

Hurley and colleagues have identified a G-quadruplex structure in the promoter of 

the oncogene  cMYC   (71 ,  72) . When this quadruplex is stabilized by the binding of 

specific cellular proteins, transcription of  cMYC  is inhibited  (73) . If the sequence 

of the regulatory region is altered by mutating a single G to an A, the quadruplex 

is destabilized and a tremendous increase in  cMYC  expression ensues, resulting in 

uncontrolled cell proliferation  (71) . Hurley et al. hypothesized that stabilization of 

the G-quadruplex would stem the tide of  cMYC  overexpression and stop the 

 uncontrolled cell proliferation. Towards that end, a small molecule was used to 

 stabilize this promoter structure and, without  cMYC ’s constant push towards 

 proliferation, the cancer cells underwent apoptosis  (74) .  

  3.2.3 Triple Helix 

 Triple helices, also known as H-DNA, form at DNA regions containing mirror 

repeat symmetry. One half of the repeat can dissociate into a single strand (using 

the energy provided by supercoiling DNA when RNA polymerase processes 

through a template during transcription) and swivel its backbone parallel to the 

purine-rich strand still in duplex to create a three-stranded helix  (75 ,  76) . The 

unpaired complementary strand formerly associated with the migrating strand 

remains single-stranded. 

 Triple helix formations have been found to be a source of genetic instability, 

inducing double-stranded breaks near H-DNA loci. In particular, the  cMYC  

 promoter contains an endogenous triple helix forming sequence and it is thought 

that this region may be a contributing factor to  cMYC  translocations in diseases 

such as Burkitt’s lymphoma  (77) .  

http://gac-web.cgrb.oregonstate.edu/zDNA/
http://gac-web.cgrb.oregonstate.edu/zDNA/
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  3.2.4 Cruciform 

 Another DNA structure that induces genetic instability and chromosomal breaks is 

called cruciform. The cruciform conformation requires a palindromic double-

stranded sequence that separates and then base pairs in an intrastrand fashion to 

form a four-way junction consisting of two long duplex DNA arms and two 

 comparatively short hairpin arms. Similar to H-DNA, this structure is also  stabilized 

through negative supercoiling. Similar to Z-DNA, cruciform structures also prevent 

nucleosome formation and maintain an open chromatin conformation. 

 Tyrosine hydroxylase (TH) is the first and rate-limiting enzyme involved in the 

synthesis of catecholamines. Mutations in the  TH  gene have been associated with 

disorders involving involuntary jerky movements, Segawa syndrome, and extrapy-

ramidal movement disorder. The  TH  promoter contains a palindromic sequence 

referred to as the dyad symmetry element (DSE1). Kim et al.  (78)  found that the 

presence of palindromic sequence in the  TH  promoter is conserved in the human, 

rat, and bovine gene and that DSE1 assumes an imperfect cruciform conformation 

in supercoiled DNA. Footprint experiments showed that nuclear factors bound to 

this formation with a significantly higher affinity than to the same sequence in 

 linear duplex conformation. Deletion of either arm of the palindrome prevented the 

formation of a cruciform structure and markedly reduced the expression of a 

reporter gene. Together, these results suggest that the cruciform element is likely a 

target for  trans -acting factors that influence the expression level of the  TH  gene.    

  4 MicroRNAs 

  MicroRNAs (miRNAs)  (79 ,  80)  are small noncoding RNAs that regulate gene 

expression by binding to imperfect complementary sequences in the 3’ untranslated 

regions of messenger RNAs (mRNAs) queued for translation  (81) . The end result 

is a reduction in the stability and/or translation of the targeted mRNAs. miRNAs 

are single-stranded RNAs that are 20 to 24 nucleotides in length and are derived 

from larger endogenous transcripts from which ~80 nucleotides can be processed 

to form hairpin structures. These RNA hairpins are processed by RNase III-type 

enzymes and rendered single-stranded by a helicase. The resulting short, single-

stranded RNA product is eventually incorporated into a ribonucleoprotein complex 

known as miRISC (miRNA-containing RNA-induced silencing complex). 

 The genomic locations of miRNAs have been extensively explored  (79 ,  80 ,
 82 – 87) . miRNAs can be found either scattered throughout the genome as isolated 

 entities or grouped in clusters. When clustered, they are arranged and expressed in 

a manner that suggests that the miRNAs are treated as a multi-cistronic primary 

transcript in the cell. The majority of miRNAs are found in defined transcription 

units. When located in the introns of pre-mRNAs, their orientation is aligned with 

the direction of transcription of the host gene, and thus they appear to rely on their 

host gene for expression. miRNAs can also be found in non-protein-coding RNAs 

in either exons or introns. 
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 It is estimated that miRNAs regulate at least 20–30% of all genes  (81 ,  88 – 90) . 
A registry of miRNAs curated from the literature has been established by the 

Sanger Institute (  http://microrna.sanger.ac.uk/    )  (91 ,  92) , and there are currently 

close to 500 entries for human sequences. Since miRNAs have been implicated 

in such crucial biological processes as differentiation, apoptosis, and proliferation 

 (79) , it is no surprise that alterations in miRNAs have been implicated in human 

disease. 

 The main mechanism underlying the contribution of miRNAs to human cancer 

development and progression appears to be aberrant gene expression, resulting 

from genomic amplifications and deletions that change the copy number of regions 

containing miRNAs  (93) . However, there is also evidence of germline and somatic 

mutations in both miRNA genes and in the targeted regions of mRNAs that may 

have functional significance in human cancers. In chronic lymphocytic leukemia 

(CLL), Calin and colleagues identified a germline mutation in the miR-16–1-miR-

15a primary precursor that diminished microRNA expression both in vitro and in 

vivo and was associated with deletion of the normal allele  (94) . Overall, this study 

found germline or somatic mutations in 5 of 42 sequenced microRNAs in 11 of 75 

patients with CLL, with no evidence of these mutations in 160 subjects without 

cancer. In a study involving papillary thyroid carcinoma (PTC), He and collabora-

tors found a dramatic loss of  cKIT  transcript and Kit protein, which associated in 

5 of 10 cases with a germline single-nucleotide change in the two recognition 

sequences in  cKIT  for miR-221, -222, and -146  (95) . 
 miRNAs have also been shown to affect processes in the central nervous system 

(CNS). Using a custom microarray, Krichevsky and colleagues demonstrated that 

miRNAs are extensively regulated during brain development  (96) . A direct link to 

human CNS disease can be found in Tourette’s syndrome, a genetically influenced 

developmental neuropsychiatric disorder characterized by chronic vocal and motor 

tics. Abelson et al. identified a sequence variant in the binding site for hsa-miR-189 

in the gene Slit and Trk-like 1 ( SLITRK1 )  (97) . Interestingly, both miRNA and gene 

showed an overlapping expression pattern in a region of the brain previously 

 implicated in Tourette’s syndrome; additionally, only the wild-type  SLITRK1 , but 

not the mutant, enhanced dendritic growth in primary neuronal cultures  (97) . While 

this example concerns a frameshift mutation and not a true SNP, it is not unreason-

able to predict that variation of the single nucleotide variety may also be described 

in the near future for this and other CNS-related disorders. 

 Although suggestive, the examples above are unlikely to be followed up by 

many reports of common variants in miRNAs and their binding sites that impact 

gene expression. In general, genetic polymorphisms in miRNAs and their target 

genes are under strong negative selection  (98)  and are likely to be present as low 

frequency variants in human populations. However, when variations are present in 

these sequences, it is likely that they are deleterious, and these variants should be 

seriously considered as candidate polymorphisms that contribute to human disease 

 (98) . Since variation in miRNA processing enzymes has been observed (e.g., 

human homologs of both  Dicer  and  Drosha  contain several nonsynonymous 

SNPs), such enzymes may also be of interest as additional targets for disease 

association.  

http://microrna.sanger.ac.uk/
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  5 Maternal Effect 

  In developmental biology, maternal effect is a well-known contributor to pheno-

type. In the classical context, it is thought of as the cytoplasmic determinant in eggs 

(produced by the mother, and therefore governed by the mother’s genotype) that 

specify the body pattern of the developing embryo. In a more general sense, 

 maternal effects are phenotypic effects that parents have on phenotypes of their 

offspring that are unrelated to the offspring’s own genotype. 

 The impact of maternal genotype is well illustrated in a recent study involving 

CNS development in the mouse. Serotonin is commonly thought of as a  neuromodulator/

neurotransmitter; however, a role for mammalian brain development and maturation 

is also being ascribed to this substance. Because serotonin biosynthesis has thus far 

not been detected in mouse embryos or extra-embryonic structures, Côté et al.  (99)  
investigated the role of maternal serotonin in CNS  morphogenesis in the embryo.  

A mouse line deficient in peripheral serotonin  biosynthesis was generated by targeted 

disruption of the tryptophan hydroxylase 1 ( tph1 ) gene, which is responsible for the 

synthesis of peripheral serotonin. Null mutants produce levels of circulating serotonin 

that are 3–15% of their wild-type counterparts. Wild-type female mice or females that 

were homozygous or heterozygous for the  tph1  knockout were mated with  tph1   wild-

type, heterozygous, or null males in all combinations. 80–90% of pups born to  tph1 -

null mothers showed abnormalities in the development of the brain (e.g., the head 

takes on a flattened morphology and there is reduced mitosis in the structure that 

develops into the  cerebral cortex) and other tissues, irrespective of whether the 

embryos’ genotypes were  tph1  +/– or –/–. Thus, the phenotype of the embryos 

depends on the genotype of the mothers and not on that of the embryo. 

 In humans, diabetes is one example of a disease with genetic determinants that 

has been shown to produce measurable phenotypes in offspring due to the maternal 

effect. Recently, a whole-genome association study has uncovered several risk loci 

for type 2 diabetes  (100)  that explain a substantial portion of disease risk, thus 

emphasizing the genetic component of this disease. It has been known for some 

time that postnatal neurobehavioral abnormalities can be observed in the offspring 

of diabetic mothers  (101 – 103) . For example, although the IQ scores of children 

born to well-controlled diabetic mothers are generally similar to those of control 

children, these children perform less well than controls in fine and gross motor 

functions. They also seem to have a higher rate of inattention and/or hyperactivity 

compared to controls  (101 ,  103)  and a deficit in explicit memory performance, as 

assessed by their ability to recall multistep event sequences after a delay is imposed 

 (102) . It is thought that neurological developmental abnormalities are the result of 

exposure to multiple risk factors in the prenatal environment, including chronic 

hypoxia, hyperglycemia/reactive hypoglycemia, and iron deficiency. 

 While maternal effect is rarely considered and can be difficult to pursue in 

 disease genetics studies, it is obvious that there is an effect. This area should 

 perhaps be contemplated as a future research direction, in order to improve our 

understanding of certain diseases.  
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  6 Concluding Remarks 

  It is clear that numerous cellular processes shaped by evolution  (104)  both affect and 

are affected by genetic variation. It is hoped that the information presented in this 

chapter will help to spur integrative thinking about the interactions between cellular, 

developmental, structural, and evolutionary mechanisms and genetic variation.     
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        Chapter 11   
 Predictive Biomarker Classifiers in the Design 
of Pivotal Clinical Trials 

    Richard   Simon     

  Abstract   In this chapter we distinguish the use of predictive biomarkers from 

 surrogate endpoint biomarkers. We also distinguish the use of predictive biomarkers 

for selecting patients for pivotal clinical trials of a new drug from the use of predic-

tive biomarkers for optimizing the utilization of an existing drug. We summarize the 

key steps in the development of predictive biomarker classifiers for use in new drug 

development. We discuss the design of targeted clinical trials in which a predictive 

biomarker classifier is used to restrict entry, and present results comparing the effi-

ciency of targeted trials relative to standard randomized pivotal trials. We also discuss 

alternative designs in which the predictive biomarker classifier is not used to restrict 

entry of patients but is used to prospectively define an analysis plan for evaluating the 

new drug in classifier negative and positive patients. The development of predictive 

biomarker classifiers can be subjective, but pivotal trials should test hypotheses about 

the effectiveness of a new drug in subsets defined in a completely prespecified manner 

by a predictive classifier, and should not contain any subjective components. The data 

used to develop the predictive classifier should be distinct from the data used to evalu-

ate a new drug in subsets determined by the classifier. The purpose of the pivotal trial 

is to evaluate the new drug in patient groups defined prospectively by the predictive 

classifier, not to refine or reevaluate the classifier or its components. New drug devel-

opment should move from a correlative science mode to a predictive medicine mode.  
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   1 What is a Predictive Biomarker? 

  A “biomarker” is any measurement made on a biological system. Biomarkers are used 

for very different purposes, and this often leads to confusion in discussions of biomarker 

development, use, and validation. In its most common usage, a  biomarker is a measure-

ment that tracks disease pace: increasing as disease progresses, holding constant as a 

disease stabilizes, and decreasing as disease regresses. There are many uses for such 

endpoint biomarkers in developmental studies for establishing proof of concept, dose 

selection, and identification of patients most suitable for inclusion in pivotal trials. In 

some cases there is also interest in using an endpoint biomarker in pivotal trials as a 

surrogate for clinical outcome. The standards for validation of a surrogate endpoint are 

stringent, however. It is not sufficient to demonstrate that the biomarker value is corre-

lated with clinical outcome. It is necessary to show that treatment that impacts the 

biomarker value, also impacts clinical outcome. This requires analysis of a series of 

randomized clinical trials, showing that the differences in biomarker change between 

the randomized treatment groups are concordant with the differences in clinical 

outcome  (1 – 3) . These standards are stringent because of the key role of the pivotal trial 

endpoint in claims. There are well known examples where biomarkers of disease pace 

were not valid surrogate endpoints of  clinical outcome. Because of the stringency of the 

requirements for establishing a biomarker as a valid surrogate endpoint, it is often best 

to perform pivotal totals using standard measures of clinical outcomes as endpoints. 

  Biomarkers can be pretreatment measurements used to characterize the patient’s 

disease in order to determine whether the patient is a good candidate for a  treatment. 

These are called  predictive biomarkers . The term  predictive  denotes predicting the 

outcome to a specific treatment. This is in contrast to  prognostic  biomarkers, which 

are correlated with the outcome of untreated patients or with the survival of  heterogeneously 

treated patients. Most prognostic factor studies are based on  convenience samples of 

patients for whom tissue is available. The studies are often not focused on a particular 

medical decision facing physicians, and hence the resulting prognostic factors 

identified have no therapeutic relevance and are not widely used. The greatest 

advantage of using tissue specimens derived from patients in a clinical trial is that it 

tends to restrict the study  to a medical context from which therapeutically relevant 

biomarkers can be developed. The fact that patients in clinical trials are uniformly 

staged and adequately followed is an  important bonus.  

  2 Development of Predictive Biomarker Classifiers 

  In this chapter we will focus on the use of predictive biomarker classifiers in the 

design of pivotal clinical trials. The term  classifier  indicates that the biomarker can 

be used to classify patients. We will generally be interested in classifying patients 
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as either good candidates for the new drug or not good candidates, i.e., binary 

 classifiers. If we were advising patients about their likelihood of benefit from a 

treatment, and probability of benefit or an index might be more informative than a 

binary classifier.  The development of such a predictor would, however, require 

much more extensive data than generally available prior to performing the pivotal 

trial(s). We shall restrict ourselves here to binary classifiers that can be used to 

select patients for inclusion or exclusion from the pivotal trials. 

 Predictive binary classifiers can be of many types. The simplest might reflect, 

for example, the presence or absence of a point mutation in the EGFR gene, or 

amplification of the HER2 gene. At the other extreme, the binary classifier may be 

based on the expression levels of a large number of genes. In such cases, the com-

ponent genes are generally selected for their correlation with response or patient 

outcome. The component genes do not themselves constitute the classifier. The 

individual gene expression levels must be combined in some mathematically deter-

mined manner. 

 There are two kinds of gene expression-based classifiers that are frequently 

used. The first is based on a weighted average of expression of the selected 

genes. A training set of data is used consisting of pretreatment  expression levels 

for patients treated with the drug. The signature genes that are differentially 

expressed between the responders and nonresponders are identified. A weighted 

average of the expression levels for the signature genes is adopted as a predictive 

index. Many of the commonly used classifier types are based on such weighted 

averages. These include Golub’s weighted voting classifier  (4) , the  compound 

covariate predictor  (5) , Fisher’s linear discriminant and diagonal linear 

 discri minant analysis  (6) , support vector machine with inner product kernel  (7) , 
naive Bayes classifier  (8) , and perceptrons  (9) . The methods differ in how they 

define the weights. Using the training data to define the weights and threshold 

results in a completely specified binary classifier. The predictive accuracy of the 

binary classifier must be evaluated on a separate set of data. Using the same

 data to develop a classifier and evaluate its accuracy results in very misleading 

results unless special methods of complete cross-validation methods are used 

 (10) . Unfortunately, cross-validation methods are used improperly in many 

cases  (11) . 
 The second kind of binary classifier widely used for gene expression data is a 

nonparametric distance-based method, such as nearest neighbor, k-nearest neigh-

bor, nearest centroid, and shrunken centroid classifiers  (6 ,  12) . These methods also 

use signature genes selected on the basis of the correlation of their expression levels 

with response or outcome. A distance metric is adopted for measuring the similarity 

or dissimilarity between expression profiles with regard to the signature genes. 

Usually Euclidean distance or correlation distance is used. If a new patient is to be 

classified, one finds the training sample to which the new patient profile is most 

similar (smallest distance). That training sample is called the “nearest neighbor” of 

the profile of the new patient. If that nearest neighbor was a responder, then the new 

patient is predicted to be a responder; if the nearest neighbor was a nonresponder, 

then the new patient is predicted to be a nonresponder. The k-nearest neighbor 

algorithm is similar, except a majority vote of the classes of the k closest profiles 
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to that of a new patient is used for prediction. Nearest centroid and shrunken 

 centroid methods are similar. The comments made in the previous paragraph about 

the use of independent data to evaluate prediction accuracy apply equally to these 

nonparametric distance-based classifiers. 

 Although many other types of binary classifiers have been developed, and strong 

claims for them are often made by their developers, independent evaluations have 

generally concluded that other more complex methods rarely outperform weighted 

average-based methods or nonparametric distance-based methods. For any training 

set of data it is recommended here to develop weighted average-based or nonpara-

metric distance based classifiers and use either complete cross-validation or a sepa-

rate test set of data to evaluate the prediction accuracy of these methods. The 

BRB-Array Tools Software  (13)  provides a convenient integrated environment for 

identifying signature genes, developing weighted average- and nonparametric dis-

tance-based classifiers, and validly evaluating prediction accuracy. The software is 

available at   http://linus.nci.nih./gov/brb    . Additional details about the development 

of predictive biomarker classifiers based on gene expression data are available  

(14 – 16) .  

  3 Use of Predictive Biomarkers in the Design of Pivotal Trials 

  The objective of a pivotal clinical trial is to evaluate whether a new drug, given in 

a defined manner, has a medical utility in specified patient population groups . The 

role of a predictive biomarker classifier is to specify a population of patients. The 

process of biomarker classifier development may be exploratory and subjective, but 

the use of the classifier in the pivotal trial must not be. If the data from a pivotal 

trial is to be used to develop or refine a biomarker classifier, then treatment hypoth-

eses involving that classifier should be tested in a separate pivotal trial. One excep-

tion is the adaptive trial of Friedlin and Simon  (17) , where some data from a pivotal 

trial is used to develop a classifier, and that data is excluded from the data for that 

same pivotal trial that is used to test a treatment hypothesis in the subset of patients 

defined as positive by that classifier.   

 Figure  11.1  depicts the process of developing a predictive biomarker classi-

fier and using it to restrict eligibility to a pivotal trial. The purpose of the study 

is to evaluate the new treatment regimen in classifier positive patients, not to 

validate the predictiveness of the classifier.  If the treatment is shown to be 

effective and there is a reproducible assay for classifier positivity, then there is 

a medical usefulness in the treatment in classifier positive patients, even if the 

treatment hasn’t been tested in classifier negative patients. In cases where the 

classifier is biologically based on the target of the drug, it may not be ethically 

appropriate to treat classifier negative patients. Whether the trial design shown 

in Figure  11.1  is sufficient for licensing the classifier itself is somewhat more 

complex and depends on the regulatory agency, specific regulatory language, 

and agency interpretations.   

http://linus.nci.nih./gov/brb
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  4 Efficiency of Targeted Designs 

  Simon and Maitournam  (18 – 20)  evaluated the efficiency of the targeted design 

shown in Figure  11.1  relative to the conventional broad randomization design, in 

which the classifier is not used to restrict entry. One measure of relative efficiency 

is the number of randomized patients required for the targeted design relative to the 

conventional design. A second measure of efficiency is the number of patients 

required for screening in the targeted design relative to the number required to ran-

domize for the standard design. If   n
T
   randomized patients are required for the tar-

geted design, and   g
+
   is the fraction of patients who are classifier positive, then 

approximately    n
T
/g

+
   patients are required to be screened for the targeted design. For 

example, suppose half as many patients are required for randomization with the 

targeted design as compared to the standard design, but only 25% of the patients 

are classifier positive. Then twice as many patients will be required for screening 

for the targeted design as for randomization with the standard design. 

 Relative efficiency of the targeted and standard designs depends on the spe-

cificity of benefit of the new treatment for classifier positive patients and the 

prevalence of the classifier positivity. The specificity of the treatment benefit 

can itself be broken down into the specificity of the treatment benefit for the 

biological state measured by the assay, and the measurement accuracy of the 

assay. For example, the biological state may be an amplification of a gene, and 

it is possible that the treatment benefit for a classifier negative patient results 

both from some treatment benefit in patients without the amplification and from 

the false negative assays for gene amplification. Usually there will not be sepa-

rate estimates for these components of treatment specificity, and hence no real 

  Fig. 11.1    Enrichment design       
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value in considering them separately in planning a pivotal trial. Here we will 

use the composite effect. 

 Simon and Maitournam (18 ,  21)  showed that for binary endpoint trials, the ratio 

of the number of patients required for randomization in the standard trial compared 

to that in the targeted trial is approximately: 

 

n n fs T/
/

,≈
+ −( )

⎛

⎝⎜
⎞

⎠⎟
1

1

2

g g d d-+ + +      

(1)

  

where   g
+
   denotes the proportion classifier positive, and   d-/d+   is the ratio of the 

 treatment effect for classifier negative patients to the treatment effect for clas-

sifier positive patients. The parameter  f  is generally close to 1 unless the con-

trol response ratio is very low. In cases where the benefit of the new treatment 

is limited to  classifier positive patients,   d- = 0    and the formula simplifies to 

  f  / g  2+  . If the treatment is half as effective in classifier negative patients as 

classifier positive patients, then the formula simplifies to     4f/(g++1)2. Table 

 11.1  shows the ratio of the number of randomized patients using the formula 

with  f  = 1.     

 Since the number of patients required to screen for the targeted trial is   n
T  
/ g

+
  , the 

screened ratio of efficiency is: 
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 If   d_ = 0  , this equals   f /g
+
  . If the treatment is half as effective for classifier negative 

patients as for classifier positive patients, then  (2)  equals   4g
+
 f  /(g

+
+ 1)2  . The 

screened ratio approximate efficiency for these two cases is also illustrated in 

Table  11.1 . 

 When the proportion of classifier positive patients is less than one-half, the 

number of patients required for randomization in the targeted design is much 

 Proportion 

classifier 

positive   

   d-/ d+= 0      d-/d+= .5   

 Randomized for 

standard design / 

Randomized for 

targeted design 

 Randomized for 

standard design / 

screened for 

targeted design 

 Randomized for 

standard design / 

Randomized for tar-

geted design 

 Randomized for 

standard design / 

screened for 

targeted design 

 .5    4   2  1.8  0.89 

 .4    6.25   2.5  2.0  0.82 

 .3   11.1   3  2.4  0.71 

 .2   25   5  2.8  0.56 

 .1  100  10  3.3  0.33 

 Table 11.1       Efficiency of targeted design
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smaller than for the standard design, at least by a factor of two, regardless of 

whether the treatment effect is completely specific for classifier positive patients 

or whether the classification negative patients benefit half as much as the positive 

patients. In the former case, however, the targeted design also requires many fewer 

patients to screen than are required for randomization with the standard design. If, 

however, the treatment effect for classifier negative patients is half that for the 

classifier positive patients, then the targeted design may require more patients to 

screen than are required for randomization with the standard design. Hence, this 

targeted design is most appropriate when the treatment benefit is expected to be 

quite specific for classifier positive patients. When the proportion of patients who 

are classifier positive exceeds 50%, the efficiency advantages of the targeted 

trial are reduced. 

 A web-based interactive program for planning targeted clinical trials is available 

at   http://linus.nci.nih.gov/brb    . It provides a comparison of the targeted design to the 

standard design with regard to the number of randomized and screened patients. It 

uses more accurate formulas than the approximations utilized above, and also pro-

vides a comparison for studies in which there is a time-to-event endpoint, such as 

survival or progression-free survival. Figure  11.2  shows a screen shot of the web 

page of input dialog for the time-to-event calculation. For the example shown, the 

median survival for the control group is 1 year, and 25% of the patients are classi-

fier positive. For power calculations it is postulated that the new treatment reduces 

the hazard of death by 50% for the classifier positive patients and is ineffective for 

the classifier negative patients. A screen shot of the output of the program is shown 

in Figure  11.3 . With an accrual of 100 patients per year and a follow-up period of 

two years after the end of accrual, a targeted trial of 4.27 years would randomize 

107 target positive patients and achieve a power of 0.90. In contrast, an untargeted 

trial of 4.27 years of accrual would randomize 427 patients but have a statistical 

power of only 0.45, because the overall treatment effect is so diluted by the lack of 

treatment effect in the 75% of patients who are classifier negative. In this setting 

the targeted trial is very advantageous. If however, the treatment reduced the hazard 

of death by 20% for classifier negative patients, then the statistical power of the 

untargeted design after 4.27 years of accrual is 0.925, very similar to that of the 

targeted design (results not shown). In that circumstance, the targeted design is not 

advantageous. The targeted design is most valuable when the treatment benefit is 

limited to target positive patients and the assay for measuring the classifier is quite 

accurate.    

  5 Stratified Designs 

  Simon and Wang  (22)  have described clinical trial designs in which both classifier 

negative and classifier positive patients are randomized and the classifier is meas-

ured. In this case, it is important to have a predefined analysis plan for using the 

classifier information. It is not sufficient to merely “stratify” the randomization 

http://linus.nci.nih.gov/brb
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  Fig. 11.3           Output of web-based program for planning targeted design

  Fig. 11.2           Input screen for planning targeted design
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process by the classifier. Simon and Wang propose dividing the usual 5% type I 

error into a portion   a
overall

   for comparing the treatment groups overall for all rand-

omized patients, and a portion   .05 − a
overall

   for comparing the treatment groups in the 

predefined subset of patients who are classifier positive. The subset test would only 

be performed if the overall test is not significant at the reduced threshold   a
overall

  . 

A web-based interactive program for planning stratified clinical trials of this type 

is also available at   http://linus.nci.nih.gov/brb    .   
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        Chapter 12    
 Translation of Biomarkers into Clinical Utility 

     William   L.   Trepicchio    and    George   Mulligan    

  Abstract   Biomarkers are an integral part of a successful clinical drug development 

strategy and the associated commercialization of drug development programs. 

Biomarkers are used as necessary and as they are available to optimize drug 

development in early and late stage clinical trials. Achieving the full value of 

biomarkers hinges on the ability to successfully translate them for clinical use. 

Translation involves validation of the biomarker assay, as well as qualification of 

the biomarker with its intended clinical endpoint. Biomarkers must be planned and 

developed in a timely fashion, in order to meet the needs of clinical drug 

development and product approval as appropriate. Biomarkers come in many 

flavors, based on their intended use during early or late stage clinical development. 

Pharmacodynamic biomarkers and disease-related biomarkers may be used in early 

clinical development to optimize go/no-go decisions and to aid in appropriate dose 

and/or schedule selection. Disease-related biomarkers and pharmacogenomic 

biomarkers may be used to optimize later clinical development by facilitating the 

recognition of more homogeneous patient populations. Furthermore, biomarker 

research may be performed during clinical trials to optimize the development of 

future products or to identify markers that can enhance the commercial value of 

current products post-launch. The implementation of biomarkers into clinical 

development strategies should lead to more efficient drug development and 

improve the benefit-to-risk ratio for patients.  

N. Cohen (ed.) Pharmacogenomics and Personalized Medicine, 239

© Humana Press 2008

William L. Trepicchio

Millennium Pharmacenticals, Cambride, MA

william.Trepicchio@mpi.com

Contents

1 Introduction ......................................................................................................................... 240

2 Biomarker Use during Clinical Drug Development ........................................................... 241

3 Biomarker Translation ........................................................................................................ 243

4 Conclusions ......................................................................................................................... 250

References ................................................................................................................................. 250

william.Trepicchio@mpi.com


240 W.L. Trepicchio, G. Mulligan
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   1 Introduction 

    1.1 Biomarker Classification  

 A biomarker associated with clinical development is a quantitative measurement 

including, but not limited to, an image, a protein, a nucleic acid sequence, a small 

molecule, or a physiologic or pathologic assay  (1) . The measurement of a biomarker 

in clinical trials can employ any relevant technology. Rapid development of 

genomic technologies has advanced the concept of multimarker analysis, which in 

theory can increase the power and accuracy of biomarkers. 

 There are many types of biomarkers and they have been classified in different 

ways based on their clinical utility. A helpful classification is found in Table  12.1 . 

This is not a complete list. Furthermore, absolute divisions between biomarkers 

cannot always be drawn. For example, pharmacodynamic (PD) biomarkers and 

disease biomarkers (DB) can also be pharmacogenomic (PGx) biomarkers, depend-

ing on their intended use.     

 For clinical and regulatory decision making purposes during drug development, 

it is essential to establish biomarkers that are precise, accurate, specific, and sensi-

tive enough for their intended purpose. This “fit-for-purpose” approach involves 

validation of the biomarker assay as well as linkage of the biomarker to relevant 

biological and clinical endpoints. Linkage involves a graded evidentiary process, 

termed qualification  (2 ,  3) . The degree of evidence required for qualification is 

based on the intended use of the biomarker. For example, biomarkers used for 

internal decision making purposes require less evidence of linkage than biomarkers 

used as surrogate clinical endpoints. During early development, the biomarkers 

must be rigorous enough for use, in order for them to stop a program. During later 

 Table 12.1    Biomarker classification  

  Biomarkers Related to Drug Action and Metabolism  

 • Pharmacodynamic biomarkers (PD) 

 • Pharmacogenomic biomarkers (PGx) 

 °  Biomarkers that measure genomic variations in a target or target related pathway 

in normal or disease tissue, thus allowing one to monitor or predict drug response 

 ° Biomarkers that measure genomic variation associated with toxicity 

 ° Biomarkers monitoring or predicting variation in drug metabolism 

  Biomarkers Related to Disease (Disease-related Biomarker—DB)  

• Correlative to clinical endpoints 

 • Monitor or predict disease progression, improvement, severity, or complications 

 • Predict disease susceptibility 
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development, biomarkers, particularly ones that may lead to a diagnostic test, must 

be sufficiently qualified to pass regulatory evaluation. Surrogate endpoints are a 

subtype of DB that are the most rigorous disease-related biomarkers because they 

may substitute for clinical endpoints. However, surrogate endpoints are only occa-

sionally available and have long development timelines.   

  2 Biomarker Use during Clinical Drug Development 

  Biomarkers may be employed in all stages of clinical drug development  (3 ,  4) . 
Table  12.2  gives an over view of the use. This is discussed in detail below.     

   2.1 Pharmacodynamic Biomarkers (PD)  

 The biomarker for drug activity, or a pharmacodynamic marker, may be a clinical 

measurement which is evident from the mechanism of action of the drug  (5) . This 

biomarker should be an in vivo measure of target function. The term “proof of 

mechanism” is used by some to describe this observation of target function. PD 

markers indicate which doses of drug and associated plasma levels are biologically 

active in vivo. These PD markers guide the search for which doses of drug are 

associated with therapeutic activity and improvement of disease-related endpoints. 

A reproducible, quantitative, and stable measure is characteristic of a PD which 

will provide the foundation for dose finding in patients. 

 The development of a pharmacodynamic biomarker should be highly feasible, 

based upon knowledge of the pathway in which the target resides. A literature 

review may reveal the existence of assays that might be useful as markers (e.g., 

phosphoERK inhibition as a indication of receptor tyrosine kinase blockade)  (6) . 
If none is clearly available, then development of such a marker should be given a 

high priority 1 to 2 years before starting human studies.  

 Table 12.2    Use of biomarkers to optimize 

clinical drug development  

 Phase  Type of Marker 

 1  PD, (DB), PGx 

 2 

 A  PD, DB, PGx 

 B  DB, PGx 

 3  DB, PGx 

 4  DB, PGx 
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   2.2 Disease-related Biomarkers (DB)  

 DB refers to a broad range of markers of human disease. Therefore, in Table  12.1  

the disease-related biomarker category may include genomic as well as many other 

different types of biomarkers, as described above. In early clinical development, 

biomarkers related to disease endpoints are necessary if early go/no-go decisions 

are to be made by the end of phase 2A. 

 The development of a DB may or may not be feasible, depending on the disease 

being studied. Therefore, established biomarkers for disease processes will be sim-

pler to use, since they are more likely to have been previously evaluated and 

validated. PSA for prostate cancer is an example of a preexisting marker. In other 

instances, the PD marker may serve also as a DB marker. Occasionally, knowing 

how the drug is likely to modify the disease process will allow creative approaches 

for measurement. For example, a drug causes increased thermogenesis and is being 

tested as an antiobesity therapy  (7) . A PD marker is a measurement of thermogene-

sis by indirect calorimetry in patients. However, increased thermogenesis causes 

weight loss by increasing calorie output. Increased calorie output is directly related 

to weight loss and is a DB biomarker. 

 Alternatively, it is possible that novel targets will require the establishment of 

new disease biomarkers. Such disease-related biomarkers may also be useful in 

later clinical development including late phase 2 and beyond (Table  12.1 ).  

   2.3 Pharmacogenomic Biomarkers (PGx)  

 Pharmacogenomics is a branch of science that attempts to explain variability of drug 

response and to search for the genetic basis of such variation at the individual and popula-

tion levels  (8) . It encompasses a range of biomarkers focused on drug targets and path-

ways and/or drug metabolism. Two seminal developments have highlighted the extensive 

genetic variation between individuals and within specific disease types. The first devel-

opment was the sequencing of the human genome, and the second is the widespread use 

of DNA microarrays to quantify both gene expression and DNA variants across the 

genome. Some of this variation, in concert with environmental influences, can alter dis-

ease processes as well as give rise to differences in response to drugs. There may be 

genetic variation related to a disease or drug therapy that makes an individual more or 

less responsive to drug therapy. Pharmacogenomic readouts about specific effects of a 

disease or drug therapy include DNA genotyping, transcriptional profiling, and pro-

teomic analysis  (9 – 11) . Recent examples include her2/neu protein overexpression in 

breast cancer, response to trastuzumab (Herceptin) and EGFR mutations in non-small 

cell lung cancer, and response to EGFR antagonists such as gefitinib (Iressa)  (12 – 13) . 
 Pharmacogenomics has been preceded by pharmacogenetics. Pharmacogenetics 

is defined as the study of inherited variations in drug effects  (14) . The term phar-

macogenomics reflects the evolution of pharmacogenetics into the study of the 

entire spectrum of genes (at the DNA, RNA, and protein level) that determine drug 

response, including the assessment of diversity of the human genome sequence and 
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its clinical consequences. Pharmacogenetics can impact clinical development in a 

variety of ways to: 

    1.    provide explanatory information on PK outliers that can lead to a “more informa-

tive drug label;”   

  2.    provide correlative data to ADR’s for more informed go/no-go decision 

making;   

  3.    modify clinical trial design to:

  •  address the problem of over- or under-representation of poor or ultra-rapid 

metabolizers in Phase I studies;  

 •  increase statistical power of early clinical trials that aim to compare PK data 

for poor and ultra-rapid metabolizers;  

 •  allow differential dosing for poor and ultra-rapid metabolizers.        

 An example of a pharmacogenetic biomarker is a genetic variant in the drug 

metabolizing enzyme, cytochrome p450 2D6 gene (CYP2D6). This variant causes 

inactivation of the CYP2D6 gene, leading to a poor metabolizer phenotype. Individuals 

who are homozygous for this variant and receive drugs predominantly metabolized by 

CYP2D6 have higher drug concentrations, which may lead to toxic side effects  (15) . 
 It is noteworthy that up to 50% of variability in drug activity may relate to alterations 

in drug metabolism. Biomarkers relating to common variants of drug metabolizing 

enzymes may be used to delineate different patient populations during clinical drug 

development  (16) .   

  3 Biomarker Translation 

  The translation of biomarkers for use in clinical drug development requires a 

strategic assessment of the biomarker need, if any, for each phase of development, 

and the appropriate selection, validation, and qualification of the type of biomarker 

that will achieve the objective  (17) . Strategic planning for biomarkers assesses 

whether a clinical measurement is sufficient, whether an existing biomarker can do 

the job, or whether a biomarker must be discovered and a method for its measurement 

developed, validated, and qualified. For biomarker use in Ph1 and Ph2A, biomarkers 

must be discovered, validated, and qualified preclinically. The specific steps for this 

biomarker translation for an oncology drug candidate are outlined below using a 

hypothetical case study. 

   3.1 Strategic Assessment of Biomarker Needs  

 The biomarker needs for the development of a novel compound should be assessed 

early in the development life cycle, in many instances prior to lead selection. As part 

of the strategic biomarker assessment, a number of questions should be asked: 
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    1.    What are the current and future clinical development needs and limitations to 

effectively move a compound into the clinic and towards registration?   

  2.    Are there any currently existing biomarkers that would facilitate these needs? If 

not, can biomarkers be discovered and validated in time to meet the clinical 

timelines?   

  3.    What technologies (i.e., transcriptional profiling, whole genome SNP screening, 

proteomics, imaging) would be used to facilitate the discovery and use of 

biomarkers?   

  4.    Are the right personnel and technologies available to perform these tasks?     

 Based on the answers to these questions, a research plan incorporating assay 

development, validation, and qualification for the biomarkers for all phases of 

development is established. This plan must be consistent with the needs and time-

lines of the clinical development plan.  

   3.2 Preclinical Development (Prior to First-in-Man Studies)  

  3.2.1 Mechanisms of Action and Pathophysiology Studies for Indication 
Selection 

 A challenge for the efficient development of a targeted oncology drug is the appro-

priate cancer indication selection. To facilitate indication selection, knowledge of the 

drug target and disease pathway in the context of target inhibition is essential. 

Preclinically, it is important to develop a thorough understanding of the mechanism 

of action (MOA) of the compound on the target and the target pathway, as well as 

an understanding of the pathophysiology of the target and pathway in relationship to 

the disease indication. A series of in vitro cell culture experiments and in vivo animal 

studies are initiated to carefully evaluate the mechanism of action of the compound 

and the linkage of the target and pathway to disease pathophysiology. This information 

is important for several reasons. First, it is critical for the development of PD, efficacy, 

and disease biomarkers. Second, in conjunction with future clinical outcome data, it 

can assist in second generation compound development and in issues management. 

Finally, it will be an essential component of regulatory filings. 

 As part of the identification and validation of the target and linkage of the target 

to disease pathophysiology, evaluation of human cell lines and primary tumor tissue 

determines that a somatic mutation in the drug target results in constitutive activa-

tion of the target through autophosphorylation. Further preclinical studies with 

mutated constructs confirm that this constitutive activation can lead to cellular trans-

formation. Such findings in the BCR/Abl translocation in human chronic myelogenous 

leukemia (CML) facilitated the development of imatinib (Gleevec)  (18) . In our 

hypothetical scenario, no data in the literature has previously described this 

mutation and its relationship to disease, therefore, an epidemiological study is 

devised to assess the frequency and distribution of this mutation in a broader cancer 

patient population and to determine if this mutation is a prognostic marker of disease. 
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 Tumor material and patient outcome data is obtained from a variety of tumor 

types. These studies indicate that 40% of colorectal cancers exhibit this mutation. 

These data also suggest that patients with this mutation have inferior outcomes 

when compared to patients without the mutation. Mutations are also detected at 

lower frequency in other cancers. This information can guide the selection of color-

ectal cancer patients as a population to study early in the development of the com-

pound. The high frequency of the mutation in this population would allow for 

relatively fast screening and entry of patients into randomized clinical trials. This 

strategy would allow for the most efficient development of the compound. 

Alternative tumor types harboring the mutation could be subsequently studied once 

proof of concept was established in colorectal cancer patients. 

 Given the prevalence of the mutation, it is decided that the compound will first be 

developed in the general colorectal cancer patient population and the mutation will be 

retrospectively correlated in Ph1/2 studies with response rates. This will allow risk/

benefit to be assessed in the wild-type population. Based on the outcome of early effi-

cacy studies, a decision can be made whether to test the drug in Ph3 in the general 

colorectal cancer population or only in the 40% of patients harboring the mutation. In 

the latter scenario, the presence of the mutation would serve as an entry requirement.  

  3.2.2 Pharmacodynamic Marker Development 

 For early clinical development, it is determined that a PD marker will be required 

to assess the optimal dose and schedule selection for this compound. In addition, 

since this is an unprecedented target, it is important to determine mechanistically 

that the compound is binding and inhibiting the target, as would be anticipated from 

in vitro and in vivo preclinical studies. As part of preclinical MOA studies, the 

autophosphorylation site on the target is proposed as a suitable PD marker. The 

compound should block this autophosphorylation, resulting in the inactivation of 

the target and reduction of the transformed phenotype. However, measuring changes 

in the phosphorylation state of this receptor has never been examined in humans. 

Issues such as intra- and inter-patient variability must be assessed. Therefore, studies 

are conducted to assess the clinical feasibility of this type of PD marker. Using in 

vitro cell culture assays as well as mouse xenograft studies, the appropriate reagents, 

controls, and conditions for assessing phosphorylation changes in this target in 

humans are developed. In addition, the target phosphorylation sites are assayed in 

cancer biopsies, including samples of colorectal cancer metasteses to the liver. 

Results from these studies are used internally to validate the assay and for future Ph1 

protocol development.  

  3.2.3 Pharmacogenetic Biomarker 

 In vitro and in vivo studies to identify the mechanism of absorption, distribution, 

metabolism, and excretion (ADME) of the compound are conducted. The ADME 
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studies have determined that the compound is partially metabolized by 

CYP2D6. This information is used to develop plans for assaying CYP2D6 poly-

morphisms in the Ph1/2 programs. Information obtained from Ph1/2 studies 

will be used to help explain PK variability if it is observed. It may also be used 

to insure that at least some patients containing slow or fast metabolizing phenotypes 

are enrolled in the Ph1 studies. If PK variability is extensive and correlates to 

slow or fast genotypes, future trials could be planned whereby such patients are 

excluded or stratified in the analysis.  

  3.2.4 Drug Sensitivity Markers 

 Clinical response rates in colorectal cancer are traditionally low. Observing statisti-

cally significant differences between treatment groups in small studies is diffi-

cult. Even when drugs are developed to specific molecular subpopulations, 

response rates never approach 100%  (19) . Therefore, it would be desirable to 

have markers of efficacy that could be used to stratify patients during later clini-

cal trials and increase the power of the studies. This would allow smaller clinical 

studies to be performed. However, identification of biomarkers that predict 

response to therapy prior to first-in-man clinical trials is challenging because 

response or nonresponse is an outcome that can be assessed only  after  treatment 

of patients with the drug. 

 A recent approach to the identification of genomic markers predictive of tumor 

sensitivity to drug treatment prior to first-in-man studies has been proposed  (20) . 
In this approach, cell lines sensitive and resistant to the novel compound are 

identified and a series of global expression profiling studies are conducted to 

characterize the mechanistic reasons for response. An mRNA signature is identified 

that defines drug sensitivity in vitro. This signature is further validated in vivo 

using mouse xenografts. The signature is also assessed in primary human colorectal 

tumor tissue by expression profiling to assess the prevalence of the signature in 

the colorectal cancer population. Following these experiments, the measurement 

of this signature is incorporated into planned Ph2 studies to qualify the signature 

with patient outcome data. If successful, the signature can be used in planned 

Ph3 studies. 

 In addition to the identification of sensitive tumor signatures, molecular profiling 

studies can also serve to identify tumors that are potentially resistant to treatment. 

Such tumors may respond to other drugs or drug combinations. Recently, an approach 

was described to utilize large scale genomic datasets generated from cell lines treated 

with various common drugs, to identify drug or drug combinations that can reverse a 

resistant tumor genotype  (21) . Such approaches can serve during drug development 

to identify potentially novel drug combinations that will provide the greatest 

treatment benefit. 

 An alternative or complementary approach is to evaluate the target under 

development for somatic mutations resulting in variability of response to treatment. 

Such mutations have been identified in the EGFR receptor and mediate the 
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response to EGFR antagonists  (1) . To understand if the novel target has drug 

sensitive mutations besides the activating mutations that lead to constitutive 

activation (as done in the earlier epidemiology study), the target sequence is 

evaluated in publicly available sequence databases. Only a few rare polymorphisms 

are identified with no functional consequence. However, sequencing of colorectal 

tumor material identifies two classes of somatic mutations clustering in two loop 

domains of the receptor within the compound binding site. To further evaluate 

the importance of these mutations, constructs containing the gene with various 

mutations introduced are prepared and transfected into cells to look at dose 

response relationships of the compound on the transfected constructs. It is deter-

mined that these somatic mutations have functional consequences in vitro. Class 

1 is characterized by a decrease in the concentration of compound required to 

inhibit cellular growth by 50% (IC50), while class 2 is characterized by an 

increase. Further analysis of these classes indicates that a conformational change 

in the receptor results in a higher (class 1) or lower (class 2) binding potential 

for the compound. 

 The frequency of the mutations in the desired clinical indication are now required 

to be assessed in a larger patient population to determine if this will be a rare or frequent 

clinical observation. If class 1 is a relatively rare mutation, it can be managed during 

clinical development through patient selection or stratification, using the mutation as 

an efficacy biomarker. The patient’s tumor material can be sequenced or genotyped 

for the mutation. If class 2 is a frequent mutation, selection of a backup compound 

with more desirable binding characteristics relative to the somatic mutations may be 

necessary. The mutation frequencies are further assessed statistically in a larger color-

ectal cancer patient population to further validate the biomarker. The mutation rate for 

class 1 is determined to be 15% of the intended treatment population. Class 2 muta-

tions are found to be <5% of the population, deemed to be insignificant for drug 

development purposes, and are not pursued further at this point. This finding needs to 

be prospectively validated with clinical outcome data in a treated patient population 

in order for this information to be used to power the Ph 2/3 clinical studies. In addi-

tion, enrolled patients could be genotyped for the mutations and stratified according to 

the mutations as an efficacy endpoint. Examination of the mutation frequency in other 

cancer indications is also now warranted and will be pursued prior to starting clinical 

trials in those populations.   

   3.3 Early Clinical Development  

  3.3.1 Disease Biomarker Assay Development 

 A clinically feasible assay to identify the 40% of colorectal cancer patients carrying 

the mutated constitutively activated receptor is identified. It is determined that con-

stitutive activation of the receptor correlates with protein overexpression as meas-

ured by the immunohistochemistry (IHC) of the tumor tissue. A reliable IHC test 
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is developed and transferred to hospital labs to be used for enrollment of patients 

into the Ph1/2 trials. Primary tumor material will also be obtained for sequencing 

to confirm IHC studies.  

  3.3.2 Pharmacodynamic Studies in Ph1/2 

 The PD assay described above is incorporated into early Ph1/2 studies in colorectal 

cancer patients to assist in dose and schedule selection and validate the mechanism 

of action. The PD assay is configured as a Western blot. Prior to Ph1, the assay 

performance criteria are established and an appropriate lab to conduct the clinical 

assays is identified. The quantitative PD data obtained is evaluated for performance 

and accuracy and associated with the pharmacokinetic (PK) data to model future 

dose and schedule selection.  

  3.3.3 Pharmacogenetics 

 One role of pharmacogenetic profiling in early clinical trials is to ensure a repre-

sentative population by inclusion of poor and ultrarapid metabolizers, who may be 

underrepresented or overrepresented in a randomly selected patient population. To 

achieve this, patients would have to be genotyped prior to enrollment in the study 

and then invited into the study in proportions equal to their population representa-

tion. Alternatively, it may be useful to  oversample  certain groups of metabolizers, 

so that sufficient statistical power is available to detect differences between groups. 

For example, if one phenotype is present at a low frequency, e.g., in 2 to 5% of the 

population, a company could screen the subjects to readjust the balance between 

the phenotype (e.g., include 20 poor metabolizers and 20 extreme metabolizers). In 

an alternative approach, the company could conduct two separate studies, essen-

tially studying extensive metabolizers in a first trial at one dose, and then studying 

poor metabolizers in a second trial at a different dose.  

  3.3.4 Drug Sensitivity Biomarker Assessment 

 Phase 1 studies define a tolerable dose with PD activity. Based upon the epidemio-

logical and preclinical data, colorectal cancer was the first cancer further evaluated 

in Ph1/2. Primary tumor tissue is collected from patients enrolled in the Ph1/2 stud-

ies and genotyped to clinically validate the class 1 efficacy mutations. Mutation 

status is correlated with clinical outcome data in the 100 patient Ph2 study. 10% of 

patients enrolled in the trial harbor the class 1 mutations, and the majority were 

either complete or partial responders to the compound. Tumor tissue from nonre-

sponders did not harbor the class 1 mutations. 10% of patients without the muta-

tions also responded to treatment. This information validates the preclinical 

findings and will be used to stratify patients in a pivotal Ph3 study. 
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 Validation of the gene efficacy signature is also built into the Ph2 studies. 

Primary colorectal tumor tissue is obtained and sufficient RNA of suitable quality 

extracted. Results are correlated with patient response, time to progression, and 

survival. The preclinical studies estimated a test accuracy of 80%, but Ph2 data 

indicates only 60% accuracy in correlation to various treatment endpoints. This test 

will not be used for Ph3 studies.   

   3.4 Late Clinical Development  

  3.4.1 Efficacy Biomarker for Enrollment Criteria 

 Primary tumor tissue is assayed by IHC for overexpression of the drug target. This 

biomarker is used to enroll stage III/IV colorectal cancer patients who have failed 

two or more lines of previous therapy. This IHC test will be required to be codeveloped 

along with the drug. 

 Primary tumor tissue is obtained and assayed for the presence of class 1 mutations 

in the TK receptor. A clinically feasible assay is then established that can be 

conducted by an outside contract lab under GLP conditions. Incorporation of this 

patient selection biomarker into the trial design results in an increase in the power 

of the study without increasing the trial size. 

 The compound is originally developed in colorectal cancer patients who have failed 

previous therapies. However, the sensitivity and specificity of the patient selection 

biomarker is significant enough, and the clinical benefit of the drug in the selected 

population medically meaningful enough, to move this compound into frontline treat-

ment of patients carrying the mutations. Regulatory authorities agree to allow the label 

of the drug to include frontline treatment in mutation positive patients as well as in all 

2 nd  or 3 rd  line refractory patients, regardless of their mutation status.  

  3.4.2 Toxicity Markers 

 The drug is administered as an IV infusion, and during early Ph1/2 development a 

small subset of patients is observed to develop an idiosyncratic hypersensitivity reac-

tion following reinfusion of the compound. It is hypothesized that this could be 

related to genetic variation in HLA genes similar to hypersensitivity reactions 

observed with the anti-HIV nucleoside reverse transcriptase inhibitor, abacavir 

(Ziagen)  (22) . To further investigate the hypersensitivity reaction, DNA is collected 

from all patients to genotype for germline MHC class I polymorphisms. These studies 

from Ph3 and postmarketing studies show that haplotype mapping confirms a strong 

genetic association between the 57.1 ancestral haplotype and definite hypersensitivity 

to the compound, and help explain the observed adverse drug reaction. Further 

in vitro research indicates that the compound or its metabolites haptenates endo-

genous peptides presenting “altered self” in the context of the rare MHC haplotype. 
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This information can be used in regulatory updates, in 2 nd -generation compound 

development, and to provide a plausible mechanistic explanation for this ADR.    

  4 Conclusions 

  Biomarkers are becoming an increasingly valuable tool for the efficient development 

of novel drug compounds. They have multiple uses during the drug development 

life cycle, but to be effectively utilized they must be sufficiently validated and qualified. 

One role of translational medicine is to insure that biomarkers are adequately 

identified early enough in the development process to have utility, and that they are 

“fit-for-purpose.” Bringing together multiple stakeholders in the drug discovery 

process from discovery scientists, to assay development specialists, to clinical 

physician-scientists, will insure the appropriate translation from bench to bedside. 

This should lead to more efficient drug development, with the benefit of reduced 

drug costs as well as optimization of the benefit/risk ratio for patients most in need 

of these novel therapies.   
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  Abstract   With the relatively short history of pharmacogenomics being applied 

in the context of the pharmaceutical industry, many questions and concerns (some 

legitimate, some not so legitimate) arise regarding the appropriate implementation 

of this technology to deliver the greatest value. Questions on how to make a deci-

sion about whether to embark on a given pharmacogenomic study, concerns around 

generating potentially uninterpretable results in a regulated environment, and 

uncertainty regarding the true business value and implications of this research are 

not uncommon. This chapter offers recommendations for a systematic approach to 

assessing the feasibility and the added value of pharmacogenomic studies in clini-

cal trials. Specifically, the Multi-Attribute Decision Analysis (MADA) approach 

is described and tailored to the application of pharmacogenomics in industry. 

Particular attention is given to one attribute of the MADA, namely Commercial 
Value and Risk. A sensitivity analysis for assessing this attribute is presented by 

highlighting the potential impact of pharmacogenomic biomarkers on basic fore-

cast factors. Since feasibility assessments must be tailored on a case by case basis, 

it is not realistic to offer a specific set of instructions that will apply to every pos-

sible situation. A number of examples are used to draw attention to some of the key 

points to consider. The overall intent is to help improve the probability of success 

of pharmacogenomics in the industry and to highlight the importance of education 

and cooperation among experts from a range of divergent functional areas.  

mfranc@prdus.jnj.com
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   1 Introduction  

 Many concerns have been raised as reasons not to pursue pharmacogenomic research 

in pharmaceutical development. Most notable is the apprehension that drugs would 

be “niched” to only a subset of the originally intended patient population and that 

this reduction in market share would lead to lost product sales. The loss of the block-

buster at the hands of pharmacogenomics is a key fear expressed by some marketers. 

Another concern is that pharmacogenomics would introduce  regulatory risk to drug 

development programs owing to the potential uncertainty associated with the inter-

pretability of the data. In addition, there continues to be skepticism about whether 

pharmacogenomics will ever result in tangible improvements to the drug development 

process and to the delivery of new products and patient care. 

 In an article by Stan Bernard, MD, MBA, entitled The Five Myths of Pharma-
cogenomics  (1) , the author notes that although there are commercial risks associated 

with the implementation of some pharmacogenomic strategies (like the loss of patients 

who are at risk for adverse events, and the loss of low/non-responders), there are also 

tremendous benefits, including earlier market introductions with faster approvals, recruit-

ment of patients from less effective drugs, increased use in diagnosed but untreated 

patients, expansion of treatment to new subgroup/diseases, earlier/preventative use, 

enhanced patient compliance, and potential for higher pricing and reimbursement for 

best-in-class drugs. Whether the market share gains will outweigh the market share 

losses remains to be seen. Decisions about which pharmacogenomic studies to undertake 

in the context of the pharmaceutical industry are complex. Since the industry operates in 

a strictly regulated environment—i.e., regulated by health authorities such as the U.S. 

Food and Drug Administration (FDA), the European Medicines Agency (EMEA), and 

the Japan Ministry of Health, Labor and Welfare (MHLW), among others—and has 

obligations to stakeholders including patients, physicians, and stockholders, the benefits 

and risks of pharmacogenomic studies must be thoughtfully weighed, particularly if this 

research is being conducted within the context of an active drug development program. 

The pharmaceutical industry has relatively limited experience with this rapidly evolving 

science and the risks associated with undertaking this research are (or are perceived to 

be) higher than in the more familiar realm of conventional drug development.  

  2 Multi-Attribute Decision Analysis (MADA)  

 There are many factors that are important to ensuring that research studies having 

high benefit/risk ratios and high probability of success will be prioritized over 

others. These factors, some of which are interrelated, can be integrated into one 
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overarching feasibility assessment that takes into account both scientific and 

 business interests. One such assessment is the Multi-Attribute Decision Analysis 

(MADA)  (2 ,  3)  which captures and integrates, in a formal manner, the decision-

 making process of experts associated with a given field of interest. The MADA 

has been utilized in different ways for applications ranging from battlefield air 

interdiction to ecosystem management  (4 ,  5) . As it applies to pharmacogenomics 

in pharmaceutical development, the MADA captures the decision-making process 

of experts in the areas of genetics, clinical pharmacology, statistics, commercial/

marketing, legal, and regulatory affairs. The MADA is a decision-making method 

that identifies and integrates objective information (e.g., data, calculated forecasts) 

and subjective information (e.g., judgments, predictions, estimations, opinions) 

for a set of  predefined attributes. It incorporates both qualitative and quantitative 

elements and works to clearly represent and to formally and systematically assess 

the important aspects of a decision-making situation. In general, it is ill-advised to 

make unstructured and informal assumptions about the feasibility of potential 

pharmacogenomic studies, but rather to count on the MADA to “do the work” by 

structuring the communication and integrating all relevant information such that a 

reasoned and information-driven decision can be reached. The intent of the MADA 

is to guide a decision in the presence of uncertainty. 

 In developing a MADA analysis for assessing the feasibility of pharmacogenomic 

opportunities, pharmaceutical organizations may consider proceeding with the following 

steps 1) identifying the potential opportunities, 2) selecting key attributes (factors for 

comparing among opportunities) and assigning weights to the importance of those 

attributes (relative to the others), 3) qualitatively evaluating the opportunities for each 

attribute using relevant criteria for evaluation, and 4) assigning quantitative scores to 

each evaluation. The details of this  procedure are elaborated below, although it is 

recognized that there may be a number of variations to the MADA concept. 

  Step 1.  Identifying Potential Opportunities. The first step in the MADA analysis 

involves the high-level identification of potential research opportunities. For pharma-

cogenomics, these opportunities generally will fall under four broad categories of 

relevance i) efficacy ii) safety iii) pharmacokinetics, and iv) mechanistic/disease. The 

specific opportunities (i.e., studies or projects) are primarily driven by the existing or 

anticipated clinical issues associated with a drug (or drug class) and/or by the near- 

and long-term therapeutic focus of a pharmaceutical organization. Table  13.1  shows 

some generic examples of potential opportunities for a hypothetical drug. It is recom-

mended that the decision-making body remain as liberal as possible in Step 1 of the 

MADA analysis. It has been the experience of the authors that potential opportunities 

that appear improbable at first intuition can often migrate to the top of the priority list 

after undergoing a formal MADA analysis. An open mind is important at all stages 

of the MADA, but this is particularly true in the earliest stages.  

  Step 2. Defining the Multiple Attributes and Criteria for Evaluation.  The next 

step in the MADA involves the defining of the  M ultiple  A ttributes. The attributes 

are the key factors to consider in deciding which opportunities (identified in Step 1) 

have the most promise and are worth undertaking. The primary attributes that are 

relevant to pharmacogenomic studies conducted in industry include i) scientific 
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and technical feasibility, ii) cost and resources, iii) timelines, iv) deliverables 

added value, and v) commercial and regulatory impact (see Table  13.2   ). These 

attributes encompass both scientific and business interests. A weight which 

reflects the importance of these attributes (relative to the others) can also be 

applied (see Step 4). For example, if cost/budget is a limitation that cannot be overcome, 

this attribute would factor heavily into the final decision. However, if cost is no 

object, but regulatory risks are high (e.g., the drug is nearing registration), then the 

regulatory risk attribute would be weighted more heavily. The total relative weights 

for the attributes add up to 100. These weights are predefined, fixed values that are 

applied equally to all projects undergoing the MADA analysis.   

  Step 3.  Qualitative MADA Evaluation. The next step in the MADA involves a 

detailed qualitative evaluation of each attribute for each potential opportunity, 

which is accomplished by entering objective and subjective information for each 

attribute (Table 13.3). These analyses obviously will vary depending on specific 

study objectives, but can be guided by the criteria for evaluation presented in Table 

 13.2 . With attributes defined by these criteria, a MADA can  provide a thorough 

qualitative assessment for most pharmacogenomic opportunities. 

 “Hard numbers” can be applied to some criteria, while informed judgment is 

necessary for others. Hard numbers could include outputs from i) sophisticated 

forecasting models to explore “what if” scenarios and the expected impact on existing 

product forecasts, ii) statistical power calculations for various pharmacogenomic 

study designs, iii) available funding, and iv) technology options and their associated 

costs, among others. The subjective input could come from i) a broad review of the 

landscape, which can heavily influence the understanding of what is feasible, as 

well as the goals of competitors in a targeted therapeutic area; ii) reviews of the 

existing peer-reviewed scientific literature; and iii) identification of active or emerging 

Table 13.1 Examples of potential pharmacogenomic research opportunities for a hypothetical 

drug (MADA Step 1)

Category Pharmacogenomic Opportunity

Efficacy Identification of responders (defined by primary or secondary efficacy 

  endpoints)

 Identification of extreme (robust) responders

 Identification of refractory patients (extreme non-responders) 

  (non-robust responders)

 Rescue of secondary indication for which there was insufficient efficacy

Safety Identification of markers for QT prolongation/shortening

 Identification for markers for alanine aminotransferase (ALT) elevations

 Identification of markers for class-effect adverse events (e.g., tardive 

  dyskinesia for antipsychotics)

Pharmacokinetics Identification of genetic factors that contribute to variability 

  in pharmacokinetics

Mechanistic/Disease Evidence to support or identify the mode of action

 Evidence to support or identify the isozymes involved in the 

  metabolism of a drug in humans

 Identification of novel drug targets

 Identification of disease sub-types
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consortia, competitors’ pharmacogenomic activities, academic/hospital center interests, 

and available technologies that can prompt an organization to think “offensively” 

or “defensively” as it considers project selection. A sample output of a qualitative 

MADA analysis for a hypothetical drug is presented in Table  13.3 . 

  Step 4.  Quantitative MADA Evaluation. The final step of the MADA involves 

assigning a quantitative score to each attribute. By assessing the opportunities on their 

commercial, technical, scientific, and regulatory attributes, a numerical value or 

“score” that is a composite of risk and benefit can be assigned to each outcome. 

Table  13.4  shows a representative output of the quantitative component of a MADA, 

showing the attributes, the weight assigned to each attribute, and the attribute scores for 

five hypothetical pharmacogenomic studies in a drug development program. The project 

scores for each attribute are multiplied by the weighting factor and added together to 

generate a total weighted average score. For example, the weighted total score of 380 for 

the drug response study in this example was obtained through the following calculation: 

[(4 × 40) + (10 × 3) + (10 × 3) + (40 × 4)]. In this example, the disease genetics project 

 quantitatively emerges as the best project to pursue. It should be recognized that it may 

Table 13.2 Attributes and corresponding criteria for evaluation for a MADA analysis of 

 pharmacogenomic studies (MADA Step 2)

Attribute Criteria for Evaluation

Scientific/Technical  How many samples are available or could become available?

 Feasibility Are there sufficient samples for a validation study?

 What is the power to detect an association (statistical feasibility)?

 What is the level of scientific understanding of the phenotype 

   (phenotype definition and heterogeneity, multigenic phenotype, 

pre-existing knowledge of pathway, mechanism, etiology)?

 What are the confounding factors (co-medication, history, ethnicity, etc.)?

 What are the available technologies and what are their limitations?

 What are the alternative approaches that might better address the issue?

Cost and Resources What will be cost of acquiring and analyzing samples?

 What are the required human resources (FTEs)?

 Whare are the potential opportunities for collaboration?

Timelines At what stage is the product in its lifecycle and is there sufficient time to 

   deliver validated results?

 What is the potential impact on launch date?

Deliverables and  Clinical: Optimization of trial design, rescue of compound/indication, etc.

 Added Value  Drug Discovery: Identification of novel pathways/compounds

 (short and  Commercial: Diagnostic, pricing, differentiation from competitors 

 long-term)   identification of mode of action, information for the label (informative 

or prescriptive)

 Regulatory: Respond to regulatory questions or concerns, etc.

 Other: Company image, ethical obligations, corporate values, publication, etc.

Commercial and  Is the compound in early or late development or is it a marketed

 Regulatory   compound?

 Impact Are the samples anonymized?

 Is the endpoint safety or efficacy related?

 Will other pre-market, marketed, or follow-up compounds be impacted 

   by any findings?
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Table 13.3 Sample output of the qualitative MADA evaluation (MADA Step 3)

Attribute Project: Efficacy - Identification of Responders

Scientific/Technical  Sample size n = 950 (current). Additional samples n = 560

Feasibility   (within 12 months).

 Statistical power 85% for biomaker discovery phase.

 Multiple targets/pathways likely, each contributing to the overall effect. 

  More challenging to dissect genetically.

 Confounding factors affecting efficacy: i) previous and concomitant 

  medications, ii) ethnicity.

 No strong hypotheses for candidate genes. Some weak candidates 

  available from pre-clinical.

 Discrete phenotypic endpoint: easy to measure.

Cost and Resources Funding: $1MM.

 Genome-wide DNA Chip technology (several platforms available). 

   In-house platform also available, although less coverage. Possibility 

of additional funding.

 Human resources: laboratory, data analysis, and project managment 

  available (5 FTEs/year).

 NME-specific project therefore collaborators/consortia not applicable.

Timelines Drug is in Late Development: < 3 years to registration.

 Sufficient time for exploratory and validation studies prior to 

  registration if initiated soon.

Deliverables and  Clinical: Stratification of future trials. Potential rescue strategy

 Added Value   if overall efficacy is insufficient.

 (short and  Drug Discovery: By-product of study may be the identification

 long-term)  of novel pathways.

 Commercial: Differentiation from branded and generic competitors. 

  Possible vehicle for additional exclusivity.

 Regulatory: Demonstrate commitment to novel research.

 Other: Alignment with company commitment to deliver effective 

  therapies. Ethical obligations.

Commercial and  Data not anonymized.

 Regulatory Impact Likelihood of results resulting in prescriptive labeling is very low.

 Late development (i.e., < 3 years to registration) greater potential risk

   to compound.

Table 13.4 Sample output of a quantitative MADA evaluation (MADA Step 4)

 Score for Each Potential Study

 Weight of  Drug Adverse Adverse Mode of Disease

Attribute Attribute (%) Response Event A Event B Action Genetics

Scientific/Technical 40 4 4 4 3 4

Feasibility

Cost and Resources 10 3 4 4 3 4

Timelines 10 3 4 4 2 5

Commercial and 40 4 2 1 3 4

Regulatory Impact

Weighted average score 100 380 320 280 290 410

Example scores for:

  •  Scientific feasibility: 5 = highly feasible, 0 = not feasible  

 •  Cost and resources: 5 = inconsequential, 0 = prohibitive  

 •  Timelines: 5 = timed to complete much in advance of requirement for commercialization of 

product, 0 = cannot be completed in needed timeframe  

 •  Commercial and regulatory impact 5 = highly attractive, 0 = highly unattractive       
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not always be necessary to select one study to the exclusion of others. There may be 

significant overlap among studies in terms of the genes and samples to be analyzed, and 

it is often possible (and advisable) to “piggy-back” studies where possible.    

  3  Sensitivity Analysis for the Commercial Attribute 
of the MADA  

 Of the MADA attributes presented above, further explanations are provided for 

the Commercial Impact attribute to serve as an example. The score for the 

Commercial Impact attribute in the MADA can be driven by a classical sensitivity 

analysis. The purpose of this analysis is to assess the impact of pharmacogenomic 

findings on sales forecasts for a drug under investigation. It is an intricate process 

that involves building scenarios, assigning probabilities to those scenarios, and 

estimating their impact on sales forecast factors and requires the skills of a 

Commercial expert. In addition to the drug under investigation, sensitivity analy-

ses should also be conducted on any marketed compounds and/or followup com-

pounds in the pipeline that potentially could be affected by these pharmacogenomic 

findings. For example, it is conceivable that the identification of an efficacy 

biomarker for Drug X in  development could affect sales (either in the positive or 

negative direction) of the company’s already- marketed compound, Drug Y, in the 

same therapeutic area. 

  3.1 Forecast Factors 

 There are several basic sales forecast factors that can be influenced by pharmacog-

enomic findings:

   •   Diagnosis rate  represents the proportion of patients correctly diagnosed with a 

given disease or disorder. Diagnosis rates vary from disorder to disorder. 

Disorders such as diabetes or bipolar disorder have historically gone under- or 

mis-diagnosed. An increase in diagnosis rates can have a significant impact on 

sales forecasts for both disease diagnostics and for drugs used to treat these 

 diseases (or disease subtypes).  

  •   Treatment rate  represents the proportion of patients treated with a particular 

drug for a given indication. Treatment rate can be significantly influenced by 

available therapies. Generally, more serious disorders (e.g., cancer) will have 

higher treatment rates, presumably since patients cannot go without therapy 

(assuming therapy has sufficient benefit to warrant the risks associated with 

treatment). For less serious conditions (e.g., acid reflux), treatment rates may be 

lower since the drive to initiate treatment is less strong. A biomarker that could 

identify subjects who are most likely to benefit from a treatment could potentially 

increase the proportion of subjects that will be treated, since the drug therapy 

will be working in these individuals.  
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  •   Market share  is a product’s share of the sales of all products with which it 

competes in a given therapeutic area. Market share can have a very significant 

impact on sales forecasts. For example, the gain of 1 share point in a $15B mar-

ket can equal $150M. Any marker that can increase market share even by a small 

amount would significantly increase sales; the reverse is also true.  

  •   Compliance  represents the number of days a patient remains on therapy. 

Compliance is largely dictated by how well a drug works, its side effects, and the 

recognition of the seriousness of the disorder. For example, drugs for congestive 

heart failure are taken more days of the year than those to treat mild depression, 

since, in the former instance, not remaining on the drug could have grave and 

immediate consequences; whereas in the latter case, not maintaining regular therapy 

may have more modest and gradual consequences. If a predictive diagnostic can 

identify patients who are likely to respond, it is likely that patients who respond 

well will remain on therapy longer. This could potentially increase the average 

days of therapy for a key product and is particularly relevant for chronic conditions 

where compliance is often an issue.  

  •   Dosing assumptions  are the assumptions made about the dose or dose range 

that is expected to be therapeutically effective in the average intended popula-

tion. However, the average dose may not always work for every patient. 

Biomarkers used for dosing can influence sales forecasts, since higher doses can 

be more expensive (for the patient or payer). For this reason, it is very important 

to payers that the most appropriate dose be determined prior to product launch. 

Assuming linear pricing (e.g., 1mg = 1$, 2mg = 2$, 3mg =3$), if patients are 

receiving higher doses as a result of a pharmacogenomic biomarker, sales will 

increase, and vice versa. Furthermore, by ensuring appropriate dosing, treatment 

would be expected to be more efficacious, with potentially fewer side effects, 

thus improving compliance and consequently sales forecasts.  

  •   Pricing  is the action of assigning a price that is indicative of the perceived value 

of the product. Since pricing decisions are made at the time of launch, the best 

time to define the intended patient population, and price a drug accordingly, is 

well in advance of the launch. A pharmacogenomic biomarker that helps to 

define the specific patient population (e.g., patients with overexpression of HER2 

necessary for Herceptin® therapy) or that is used to characterize the novelty of 

the mode of action of a drug could have an influence on pricing and therefore 

sales forecasts.  

  •  The  assumed launch date  is the anticipated date of launch of the product in the 

market following registration. To the extent to which regulatory approvals may 

be fast-tracked with an expedited approval, an organization could potentially 

gain access to sales six months to a year earlier, leading to further benefits of 

building on a higher base of sales over the life of the product.    

 In conducting a sensitivity analysis, the above points should be  considered under 

a variety of relevant scenarios. Examples of such scenarios could be i) labeling requir-

ing the use of a diagnostic test prior to treatment (prescriptive  labeling) versus 

informative labeling, or ii) a label warning versus precautionary  information in the 

label for a known drug side effect. Market share and compliance are key variables that 
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might change under these scenarios. The likelihood of gaining or losing share should 

be examined thoroughly. Additionally, diagnosis and treatment rate fluctuations can 

be associated with changes to current treatment paradigms. Further, price and time to 

launch are relevant for products that have not yet launched (highlighting the benefit 

of long-range planning). Each project undergoing the  commercial feasibility assess-

ment can be evaluated in all of these dimensions. The information that is fed into the 

sensitivity analysis can be captured in a series of tables containing estimates for vari-

ous scenarios. Table  13.5  is an example of one such table that contains estimated val-

ues for the impact of a biomarker on  market share—in this case, as a result of changes 

in market perception brought about by the biomarker (described below).   

  3.2 Impact of a Biomarker on Market Share (An Example) 

 “Market perception” refers to how health care providers perceive the efficacy and 

safety of a drug (whether new or existing). This perception can be  influenced by the 

existence of a biomarker. The adjustment of pre-existing perceptions to the actual 

reality that the biomarker affords can result in share increases or decreases. Table 

 13.5  highlights the variables affecting share calls for two  different  scenarios. In this 

analysis of the impact of a propensity to side effect A, two potential regulatory out-

comes have been envisioned and outlined in the first  column. Here, it is assumed 

that there is a 96% probability that any  additional labeling will be informative and 

a 4% probability that labeling  information will result in a restriction to prescribing 

Table 13.5 Estimated values for the impact of a biomarker on market share as a result of changes 

in market perception brought about by a biomarker (example for validated biomarker for hypo-

thetical adverse event A). Base case = 18.0% of market share

Share calls Impact of Biomarker on Market Perception

Scenarios
Biomarker Positive/

Negative

Biomarker Worsens 

Market Perception

Biomarker Does 

not Change Market 

Perception

Biomarker Improves 

Market Perception

Min/Most Likely/Max Min/Most Likely/Max Min/Most Likely/Max

Scenario 1: 

Prescriptive 

Labeling 

(total estimated 

probability 4%)

Probability of 

Scenario 1
1% 1% 2%

Biomarker Positive 2.7 / 6.7 / 8.0 4.0 / 8.0 / 10.7 6.7 / 10.7 / 14.6

Biomarker Negative 12.0 / 14.6 / 16.6 12.6 / 15.3 / 17.3 13.3 / 16.0 / 18.4

Scenario 2: 

Informative 

Labeling 

(total estimated 

probability 96%)

Probability of 

Scenario 2
32% 31% 33%

Biomarker Positive 11.1 / 12.4 / 15.0 13.7 / 17.7 / 17.8 18.0 / 18.4 / 18.6

Biomarker Positive 16.4 / 17.7 / 18.0 18.2 / 18.4 / 18.6 18.4 / 18.6 / 18.9
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practices (i.e., prescriptive labeling). Three possible outcomes on market percep-

tion have been defined: the biomarker will identify patients with a side effect A that 

is either i) aligned with market perception for the brand (i.e., does not change a 

health care provider’s opinion of the drug), ii) better than those expectations (e.g., 

allows a health care provider to recognize that the adverse event occurs less fre-

quently than he/she originally perceived), or iii) worse than those perceptions (e.g., 

emphasizes that the  frequency of the adverse event is actually higher than he/she 

had originally  perceived). Probabilities for these potential outcomes on market per-

ception are assigned to each scenario. In this example, it is estimated that there is a 

2%  probability that a biomarker for side effect A will result in prescriptive labeling 

that will also improve market perception and thus market share (Table  13.5 ), and a 

33% probability that the biomarker will also result in informative labeling that will 

improve market perception. The impact of the biomarker on market share (i.e., 

share calls) was estimated according to three categories: lowest  possible share call/

most likely share call/highest possible share call (i.e., Min/Most Likely/Max—in 

the table), and further segregated into shares of  responders who tested positive for 

the biomarker versus those who tested  negative. These numerical values are esti-

mates generated from informed knowledge. The use of marketing research to 

inform thinking around potential changes to market share assumptions is recom-

mended, when possible. The share calls are estimated relative to an existing fore-

cast (i.e., base case) which is 18.0% in this example, which does not discern 

between responders and nonresponders, since a biomarker does not exist for the 

base case. If a biomarker was  available to predict patients at risk for side effect A 

(i.e., biomarker-positive patients), for the scenario of prescriptive labeling and 

worsened market perception, the market share for the biomarker-positive subjects 

was estimated to range from 2.7% (in the worst case) to 6.7% (in the most likely 

case) to 8.0% (in the best case). The market share for the population that was 

biomarker-negative would remain higher, estimated in this instance to range from 

12.0% (in the worst case) to 14.6% (in the most likely case) to 16.6% (in the best 

case). This example focuses on market share; however, the same concept can be 

applied to other forecast parameters (e.g., compliance rates).  

  3.3  Commercial Risk of Not Undertaking 
a Pharmacogenomic Study 

 It is important to estimate changes to forecast assumptions fairly and without bias. 

Therefore, an organization should also consider the commercial risk of  not  embarking 

on  certain pharmacogenomic studies, in the context of key advances being made by 

competitors in this area. In other words, if a competitor markets a diagnostic to pre-

dict responders, or to identify individuals who are predisposed to a  certain side effect, 

what will the availability of a drug-linked diagnostic do to the market share of other 

agents in that class? The development and communication of a corporate vision for 

the future of pharmacogenomics and clarity regarding  competitor interests, can be 
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important drivers in helping an organization to understand what is at stake by  not  

moving forward with key pharmacogenomic opportunities.   

  4 Output of a Sensitivity Analysis  

 Once scenarios are outlined, probabilities are assigned, and changes to forecast assump-

tions (such as market share and compliance) are estimated for each  proposed pharma-

cogenomic study, a simulation approach such as the Monte Carlo simulation can 

generate the probabilities of reaching or exceeding the  current forecast for a product. 

The output of this analysis is a comprehensive listing of all potential  outcomes (e.g., 

share increasing / decreasing) arising from various scenarios entered into the sensitivity 

analysis. Table  13.6  and  Figure 13.1  serve to illustrate some ultimate outcomes of a 

sensitivity analysis for two different drugs. In Table  13.6 , three opportunities were eval-

uated for their ability to at least achieve the base case forecast (last column), with the 

reality that some scenarios would potentially result in not achieving the existing fore-

cast. The table shows the forecast of peak year revenues for the product with and with-

out a pharmacogenomic component. The base case (no pharmacogenomic component) 

forecast is $1,006,000,000. For Study 1, the mean forecast with a pharmacogenomic 

component resulting from all scenario combinations is $1,153,000,000. The bottom 

10% of these scenarios resulted in a forecast of $1,007,000,000 (essentially equal to the 

base case), whereas the top 10% of scenarios resulted in a forecast of $1, 404,000,000. 

In other words, for Study 1, every scenario results in the capacity to equal or exceed the 

forecast. 

In Figure  13.1 , a visual depiction of the output of another sensitivity analysis 

highlights the fact that many (but not all) scenarios (occurring at greater than 

$1,186,205,000) result in revenues significantly greater than the base case forecast 

have a high probability of occurrence. These outputs can be used to assign a score 

to the Commercial Impact (Risk/Benefit) attribute of the MADA.   

 There are certainly a number of different methods to assess the commercial fea-

sibility of pharmacogenomic studies conducted in the pharmaceutical industry. The 

methods described above can be useful in charting a course of proposed pharma-

cogenomic work. Perhaps less risky opportunities make sense as organizations gain 

Table 13.6 Example of an output from a sensitivity analysis: summary of impact on sales for 

drug X for three potential pharmacogenomic opportunities. Base case compared to mean, bottom 

10%, and top 10% of scenarios and probabilities of not achieving the base case

Peak Year Revenue ($000,000s)

PGx 

Opportunities

Base Case 

(no PGx)

With PGx 

(Mean)

With PGx 

(Bottom 10%)

With PGx 

(Top 10%)

Probability of not 

Achieving Base Case

Study 1  1,153  1,007 1,404  0%

Study 2 1,006  949  590 1,251  36%

Study 3  967  891 1,023  67%



264 M. Franc, T. Frangiosa

experience in pharmacogenomic work. On the other hand, the fact that biomarker 

work must be duplicated (i.e., validated) to be considered legitimate allows for 

some exploration before any impact to a forecast would be realized. Nevertheless, 

commercial organizations must be comfortable with the impact on their business of 

the development of drug-linked diagnostics. Because pharmacogenomic work can 

have a business impact, starting as early as possible in the compound development 

can allow an organization to strategically drive its business.  

  5 Conclusion  

 The fear of the loss of blockbusters, concerns around potential regulatory risks to drug 

development programs, and skepticism about the true value that pharmacogenomics 

will bring to the pharmaceutical industry are likely to linger as organizations continue 

to gain experience with this field and as the regulatory framework for this research 

continues to grow. In the industry context, the responsibility for pharmacogenomic 

strategy development cannot lie solely with the pharmacogenomic scientist. It is 

essential that input come from a range of areas of expertise, including clinical phar-

macology, statistics, commercial/marketing, legal, and regulatory affairs, among others. 

Unfounded, unstructured, and informal assumptions about the feasibility or value of 

pharmacogenomic studies are reckless and should be avoided. Applying a systematic 

and integrated approach to assessing feasibility and added value will help to improve 

the likelihood of success and ultimately contribute to the establishment of pharma-

cogenomics as a core component of pharmaceutical drug development.   

Numerical Distribution of Sales Potential
(year 2009)

0%  $421,830 

10%  $695,833 

20%  $789,522 

30%  $870,921 

40%  $1,198,372 

50%  $1,211,531 

60%  $1,238,491 

70%  $1,286,014 

80%  $1,336,710 

90%  $1,472,813 

100%  $1,889,972

outcomes with
revenue

greater than
base case

Percentile Forecast values (000s)
Graphical Depiction 

Base Case 2009 Sales: $1,186,205,000 

2009 Sales Forecast

outcomes with

base case

revenue
less than

  Fig. 13.1    Example of an output from a sensitivity analysis: summary of forecasted impact on 

sales for a hypothetical pharmacogenomic study       
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        Chapter 14   
 Co-Development of Drugs 
and Pharmacogenomics-Based Diagnostics 
in Oncology 

          Jeffrey   S.   Ross     

  Abstract   The molecular diagnostic industry continues to grow at a double-digit pace to 

meet increasing demand for the integration of diagnostic procedures with the selection 

of therapy, and the development of personalized drugs whose  administration is guided 

by test results. Newly developed anticancer drugs are  targeted to  tumor-specific gene 

and protein signatures that may ultimately require co-approval of diagnostic and thera-

peutic products by the regulatory agencies. At the same time, an increasingly educated 

public using the Internet and other resources are  demanding more and more information 

about their specific forms of cancer and how they might be arrested or cured with new 

therapies custom-designed for their  individual  clinical status. To respond to this demand, 

major pharmaceutical companies will either  partner with diagnostics companies or 

develop their own in-house  capabilities  allowing them to efficiently produce more 

effective and less toxic integrated  personalized medicine  “drug and test”  products. For 

diagnostic laboratories,  surgical pathologists, functional imagers, and oncologists, this 

integration of  diagnostics and therapeutics represents a major new opportunity to further 

advance cancer care as a paradigm of the new medicine based on the use of test results 

for drug selection, dosage, route of administration, and multidrug combinations.  
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   1 Introduction  

 The regulatory approvals in the United States and Europe of trastuzumab (Herceptin ® ) 

for the treatment of HER2 overexpressing metastatic breast cancer ( Figure    14.1  ) and 

imatinib mesylate (Gleevec ® ) for the treatment of patients with bcr/abl translocation 

positive chronic myelogenous leukemia and gastrointestinal stromal tumors featuring 

an activating c- kit  tyrosine kinase growth factor receptor mutation created a new 

 awareness for anticancer targeted therapy in both the scientific and public  communities 

 (1 ,  2).  Major news articles, the world-wide web and public media have highlighted 

these anticancer drugs that exploit disease-specific genetic defects as the target of 

their mechanism of action ( 3 ,  4).  It is anticipated that the integration of molecular 

oncology and molecular diagnostics will further revolutionize oncology drug discov-

ery and development; customize the selection, dosing, and route of administration of 

both previously approved traditional agents and new therapeutics in clinical trials; and 

individualize medical care for the cancer patient  (5 – 8).                  

  2 Targeted Therapies for Cancer  

 From the regulatory perspective, targeted therapy has been defined as a drug in 

whose approval label there is a specific reference to a simultaneously or  previously 

approved diagnostic test that must be performed before the patient can be  considered 

eligible to receive that specific drug. The co-approvals of the anti–breast  cancer 

antibody trastuzumab (Herceptin ® ) and the required tissue-based tests for patient 

eligibility (Herceptest  ®  , Pathway  ®  , and Pathvysion  ®  ) are examples of this strict 

definition of targeted therapy. However, for many scientists and oncologists, 

 anticancer drugs are considered to be “targeted” when they feature a focused mech-

anism that specifically acts on a well-defined target or biologic  pathway that, when 

inactivated, causes regression or destruction of the malignant  process. Examples of 

this less rigorous definition of targeted therapy include  hormonal-based therapies 

for breast cancer, small-molecule inhibitors of the  epidermal growth factor receptor 

(EGFR), blockers of invasion and metastasis enabling proteins and enzymes, antian-

giogenesis agents, proapoptotic drugs, and proteasome inhibitors. Finally, another 

definition of targeted therapy involves  anticancer antibody therapeutics that seek out 

and kill malignant cells bearing the target antigen.  

  3 The Ideal Target   

 The ideal cancer target ( Table    14.1  ) can be defined as a macromolecule that is cru-

cial to the malignant phenotype and is not significantly expressed in vital organs 

and tissues; that has biologic relevance that can be reproducibly measured in readily 

obtained clinical samples; that is definably correlated with clinical outcome; and 
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 Fig. 14.1      HER-2/neu protein expression in infiltrating ductal breast cancer measured by 

immunohistochemistry using the Herceptest TM  Slide Scoring System.  Upper Left:  0+ (negative) 

staining for HER-2/neu protein. This level of staining is typically associated with 15,000–25,000 

surface receptor molecules per cell and HER-2/ neu  gene copy to chromosome 17 copy ratios 

measured by FISH of 1.0 to 1.2.  Upper Right:  1+ staining associated with 80,000–110,000 

receptors and gene ratio of 1.2 to 1.4.  Lower Left:  2+ staining with membranous distribution, but 

no total cell encirclement associated with 370,000–630,000 receptors and gene ratio of 1.4 to 2.4. 

 Lower Right:  3+ staining with diffuse positive membranous distribution, total cell encirclement 

and “chicken wire” appearance associated with 2,000,000–10,000,000 receptors and gene ratio of 

3.4 to 5.6. (peroxidase/antiperoxidase with Herceptest TM  antibody X 200). [Receptor count 

and FISH gene ratio data provided by Dr. Kenneth Bloom, USLabs, Inc., Irvine, CA.]

(continued)
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the interruption, interference, or inhibition of which yields a clinical response in a 

significant proportion of patients whose tumors express the target, with minimal to 

absent responses in patients whose tumors do not express the target. For antibody 

therapeutics, additional important criteria include the use of cell surface targets 

 Fig.   14.1 (continued) B . HER-2/ neu  gene amplification in infiltrating ductal breast cancer 

detected by fluorescence in situ hybridization (FISH).  Left:  HER-2/ neu  gene amplification 

demonstrated by the Abbott-Vysis Pathvysion TM  method showing significant increase in HER-

2/ neu  gene signals (red) compared to chromosome 17 signals (green) with a HER-2/ neu  gene 

ratio of 3.9.  Right:  HER-2/ neu  gene amplification using the Ventana Inform TM  method showing 

another breast cancer specimen with an absolute (raw) HER-2/ neu  gene copy number of 24.    C.  
HER-2/ neu  gene amplification in infiltrating breast cancer detected by chromogenic in situ 

hybridization (CISH) using anti-HER-2/ neu  probe and IHC with diaminobenzidine chromagen 

(SpotLight TM  HER-2/ neu  probe, Zymed Corp., South San Francisco, CA).  [Reprinted from Ross 
JS, Hortobagyi GH, eds., The molecular oncology of breast cancer. Sudbury, MA: Jones and 
Bartlett, Inc., with permission by the publisher]   

 Table 14.1    Features of the ideal anti-cancer target  

 □ Crucial to the malignant phenotype 

 □ Not significantly expressed in vital organs and tissues 

 □ A biologically-relevant molecular feature 

 □ Reproducibly measurable in readily obtained clinical samples 

 □ Correlated with clinical outcome 

 □  When interrupted, interfered with, or inhibited, the result is a clinical response in a signifi-

cant proportion of patients whose tumors express the target 

 □ Responses in patients whose tumors do not express the target are minimal 

  [Reprinted from Ross JS, Hortobagyi GH, eds., The molecular oncology of breast cancer. Sudbury, 
MA: Jones and Bartlett, Inc., with permission by the publisher.]  

c
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that, when complexed with the therapeutic naked or conjugated antibody, internal-

ize the antigen–antibody complex by reverse pinocytosis, thus facilitating tumor 

cell killing.       

  4  The First Diagnostic-Therapeutic Combination in Cancer 
Therapy: Hormonal Therapy for Breast Cancer  

 Targeted therapy for cancer began in the early 1970s with the introduction of 

the estrogen receptor (ER) biochemical assay to select patients with painful 

metastatic breast cancer for surgical ablation of estrogen-producing organs 

(ovaries, adrenals) ( Figure 14. 2) ( 9).  The ER assay was followed by a similar 

dextran-coated charcoal biochemical assay for the progesterone receptor (PR) 

and subsequently converted to an immunohistochemistry (IHC) platform, 

when the decreased size of primary tumors associated with self-examination 

and mammography-based screening programs prevented the use of the bio-

chemical test  (10).  The drug tamoxifen (Nolvadex  ®  ), which has both hormonal 

and nonhormonal mechanisms of action, has been the most widely prescribed 

antiestrogen for the treatment of metastatic breast cancer and chemoprevention 

of the disease in high risk women  (11 ,  12).  Although ER and progesterone 

receptor testing is the front line for predicting tamoxifen response, additional 

biomarkers, including HER-2/neu (HER-2) and cathepsin D testing, have been 

used to further refine therapy selection  (13).  The introductions of specific 

estrogen response modulators and aromatase inhibitors such as anastro-

zole (Arimidex  ®  ), letrozole (Femara  ®  ), and the combination chemotherapeu-

tic,  estramustine (Emcyt  ®  ) (14 – 18)  have added new strategies for evaluating 

tumors for hormonal therapy. 

 Most recently, the Oncotype Dx  ®   (Genomic Health, Redwood City, CA) multi-

gene RT-PCR multiplex assay, using a 21-gene probe set and mRNA extracted from 

paraffin blocks of stored breast cancer tissues, was introduced as a new guide to the 

use of tamoxifen in ER positive node negative breast cancer patients  (19).  The 

assay features 16 cancer-related genes and 5 reference genes that were selected 

based on a series of transcriptional profiling experiments. The cancer-related genes 

include markers of proliferation such as Ki-67; markers of apoptosis such as sur-

vivin;  invasion associated protease genes such as MMP11 and cathepsin L2, ER, 

and HER2/ neu  gene family members; the glutathione S transferase genotype M1; 

CD68, a lysosomal monocyte/macrophage marker; and BAG1, a co-chaperone glu-

cocorticoid receptor associated with bcl-2 and apoptosis. Using a cohort of 688 

lymph node negative, ER+ tumors obtained from patients enrolled in the NSABP 

B-14 clinical trial treated with tamoxifen alone, the 21-gene assay produced three 

prognosis scores of low, intermediate, and high risk. The recurrence rates for these 

patients at ten years follow-up was 7% for the low risk, 14% for the intermediate 

risk, and 31% for the high risk groups. The difference in relapse rates between the 
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 Fig. 14.2     ER status determination.  (A)  Comparison of ER messenger RNA expression detected 

by microarray profiling and corresponding ER protein expression measured by IHC. The concord-

ance between ER levels determined by IHC and ER levels determined by gene expression profil-

ing was about 95%.  (B)  Genes expressed in ER-positive cases.  (C)  Genes expressed in 

ER-negative cases.  [Reprinted from Ross JS, Hortobagyi GH, eds., The molecular oncology of 
breast cancer. 2004. Sudbury, MA: Jones and Bartlett, Inc., with permission by the publisher]   

low risk and high risk patients was highly significant (p < 0.001). On multivariate 

analysis this assay predicted adverse outcome independent of tumor size and also 

predicted overall survival  (19).  Although not currently approved by the FDA, the 
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interest in this new assay has been intense and it has become commercially availa-

ble in a centralized format for new patients. Recent data presented at the 2005 

ASCO Meeting showed that the Oncotype Dx  ®   is also capable of performing as a 

stand-alone prognostic test based on the test results in an untreated patient popula-

tion  (20).  Detailed evaluation of the gene set in the Oncotype Dx  ®   assay indicates 

that the mRNA levels of ER appear to be the most significant predictors in the 

node-negative ER- (IHC)  positive population. Further studies are needed to validate 

the assay and learn its best uses and limitations, given the evolving approach to 

hormonal therapy with  non-tamoxifen drugs, the wide use of cytotoxic agents in the 

adjuvant setting for  node-negative patients, and the availability of both RT-PCR 

based and non-RT-PCR approaches to predicting breast cancer response to anti-

estrogen and other anti- neo-plastic agents used for treatment of the disease   (21).  In 

current practice, unlike breast cancer, the routine testing of tumor samples for 

androgen receptor status has not been incorporated into the selection of hormonal 

therapy for the disease.  

  5  Diagnostic-Therapeutic Combinations for Leukemia 
and Lymphoma  

 The introduction of immunophenotyping for leukemia and lymphoma was  followed 

by the first applications of DNA-based assays, the polymerase chain reaction, and 

RNA-based molecular technologies in these diseases that complemented continu-

ing advances in tumor cytogenetics ( 22 ,  23).  In addition to the imatinib (Gleevec  ®  ) 

targeted therapy for chronic myelogenous leukemia, other molecular targeted 

 therapy in hematologic malignancies includes the use of all- trans -retinoic acid 

(ATRA) for the treatment of acute promyelocytic leukemia  (24);  anti-CD20 anti-

body therapeutics targeting non-Hodgkin lymphomas, including rituximab 

(Rituxan  ®  )  (25) ; and the emerging Flt-3 target for a subset of acute myelogenous 

leukemia patients (see below)  (26).   

  6  HER-2 Positive Breast Cancer and Trastuzumab 
(Herceptin  ®  )  

 After the introduction of hormone receptor testing, some 30 years then elapsed 

before the next major targeted cancer chemotherapy program for a solid tumor was 

developed. In the mid 1980s, the discovery of the  HER-2  (c- erb B2) gene and pro-

tein and subsequent association with an adverse outcome in breast cancer provided 

clinicians with a new biomarker that could be used to guide adjuvant chemotherapy 

 (27).  The development of trastuzumab (Herceptin  ®  ), a humanized monoclonal 

 antibody designed to treat advanced metastatic breast cancer that had failed first- 

and second-line chemotherapy, caused a rapid wide adoption of HER-2 testing of 



274 J.S. Ross

the patients’ primary tumors  (28);  However, soon after its approval, widespread 

confusion concerning the most appropriate diagnostic test to determine HER-2 sta-

tus in formalin-fixed paraffin-embedded breast cancer tissues substantially impacted 

trastuzumab use  (29 – 36).  Since its launch in 1998, trastuzumab has become an 

important therapeutic option for patients with HER-2–positive breast cancer 

 (37 – 40).  
 In general, when specimens have been carefully fixed, processed, and embedded, 

there has been excellent correlation between  HER-2  gene copy status determined by 

FISH and HER-2 protein expression levels determined by IHC  (27).  The main use 

of either method in current clinical practice is focused on the negative prediction of 

response to trastuzumab. Currently, both the American Society of Clinical Oncology 

and the College of American Pathologists consider HER-2 testing to be part of the 

standard workup and management of breast cancer  (41 ,  42).  Recently, the chromogenic 

(nonfluorescent) in situ hybridization technique has been used to determine the 

 HER-2  gene amplification status with promising results ( Figure    14.1  )  (35 ,  36).  
Nonmorphologic approaches for determining HER-2 status have also been devel-

oped. The RT-PCR technique, which has been predominantly used to detect HER-2 

mRNA in peripheral blood and bone marrow samples, has correlated more with gene 

amplification status than IHC levels of primary tumors, but has been less successful 

as a predictor of survival  (43 ,  44 ,  45).  With the advent of laser capture microscopy 

and the acceptance of RT-PCR as a routine and reproducible laboratory technique, 

the use of RT-PCR for the determination of HER-2 status may increase in the future. 

The cDNA microarray-based method of detecting HER-2 mRNA expression levels 

has recently received interest as an alternative method for measuring HER-2/neu 

status in breast cancer  (46 ,  47).  Finally, the serum HER-2/ELISA test measuring cir-

culating HER-2 (p185neu) protein is an FDA-approved test that has seen increased 

clinical use as a method for monitoring the response to trastuzumab  (48).  A sum-

mary of HER-2 testing methods in breast cancer is shown in  Table    14.2  .       

  7 Other Targeted Anticancer Therapies Using Antibodies  

 An unprecedented number and variety of targeted small molecule and antibody-based 

therapeutics are currently in early development and clinical trials for the treatment of 

cancer. Therapeutic antibodies have become a major strategy in  clinical oncology, 

because of their ability to specifically bind to primary and metastatic cancer cells with 

high affinity, and to create antitumor effects by complement-mediated cytolysis and 

antibody-dependent cell-mediated cytotoxicity (naked antibodies), or by the focused 

delivery of radiation or cellular toxins (conjugated antibodies)  (48 – 53).  Currently, 

there are eight anticancer therapeutic antibodies approved by the U.S. Food and Drug 

Administration (FDA) for sale in the United States ( Table    14.3  ). Therapeutic mono-

clonal antibodies are typically of the IgG class, containing two heavy and two light 

chains. The heavy chains form a fused “Y” structure, with two light chains running 

in parallel to the open portion of the heavy chain. The tips of the heavy–light chain 
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pairs form the antigen binding sites, with the primary antigen recognition regions 

known as the complementarity determining regions.      

 The early promise of mouse monoclonal antibodies for the treatment of human 

cancers was not realized because (1) unfocused target selection led to the  identification 

of target antigens that were not critical for cancer cell survival and progression; (2) 

there was a low overall potency of naked mouse antibodies as anticancer drugs; (3) 

antibodies penetrated tumor cells poorly; (4) there was limited success in  producing 

radioisotope and toxin conjugates; and (5) the development of human antimouse 

antibodies (HAMA) prevented the use of multiple dosing schedules  (54).  
 The next advance in antibody therapeutics began in the early 1980s when recom-

binant DNA technology was applied to antibody design to reduce the antigenicity of 

murine and other rodent-derived monoclonal antibodies. Chimeric antibodies were 

developed in which the constant domains of the human IgG molecule were combined 

with the murine variable regions by transgenic fusion of the immunoglobulin genes; 

the chimeric monoclonal antibodies were produced from engineered hybridomas and 

CHO cells  (55 ,  56).  The use of chimeric antibodies significantly reduced the HAMA 

responses but did not completely eliminate them  (56 ,  57).  Although several chimeric 

antibodies achieved regulatory approval, certain targets required humanized anti-

bodies to achieve appropriate dosing. Partially humanized antibodies were then 

developed in which the six complementarity determining regions of the heavy and 

light chains and a limited number of structural amino acids of the murine mono-

clonal antibody were grafted by recombinant technology to the complementarity 

determining region depleted human IgG scaffold  (53).  Although this process fur-

ther reduced or eliminated the HAMA responses, in many cases significant further 

antibody design procedures were needed to reestablish the required specificity and 

affinity of the original murine antibody  (60 ,  61).  

 Table 14.2    Methods of detection of HER-2/neu status in breast cancer  

 Method  Target  FDA-Approved  Slide-Based 

 IHC  Protein  Yes*  Yes 

 FISH  Gene  Yes*  Yes 

 CISH  Gene  No  Yes 

 Southern Blot  Gene  No  No 

 RT-PCR  mRNA  No  No 

 Microarray TP  mRNA  No  No 

 Tumor ELISA  Protein  No  No 

 Serum ELISA  Protein  Yes #   No 

 * For prognosis and prediction of response and eligibility to receive trastuzumab therapy

  # For monitoring response of breast cancer to treatment

  IHC = immunohistochemistry

  FISH = fluorescence in situ hybridization

  CISH = chromogenic in situ hybridization

  RT-PCR = reverse transcriptase polymerase chain reaction

  TP = transcriptional profiling

  ELISA = enzyme-linked immunosorbent assay

   [Table reprinted from Ross JS, Hortobagyi GH, eds., The molecular oncology of breast 
cancer. Sudbury, MA: Jones and Bartlett, Inc., with permission by the publisher.]  
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 A second approach to reducing the immunogenicity of monoclonal antibodies 

has been to replace immunogenic epitopes in the murine variable domains with benign 

amino acid sequences, resulting in a deimmunized variable domain. The deimmunized 

variable domains are genetically linked to human IgG constant domains to yield a 

deimmunized antibody (Biovation, Aberdeen, Scotland). Additionally, primatized 

antibodies were subsequently developed that featured a chimeric antibody structure 

of human and monkey that, as a near exact copy of a human antibody, further 

reduced immunogenicity and enabled the capability for continuous repeat dosing 

and chronic therapy  (62).  Finally, fully human antibodies have now been developed 

using murine sources and transgenic techniques  (62).  
 Using modern antibody design and deimmunization technologies, scientists and 

clinicians have attempted to improve the efficacy and reduce the toxicity of antican-

cer antibody therapeutics  (48 ,  54 ,  63 – 65).  The bacteriophage antibody design sys-

tem has facilitated the development of high affinity antibodies by increasing antigen 

binding rates and reducing corresponding detachment rates  (65).  Increased antigen 

binding is also achieved in bivalent antibodies with multiple attachment sites, a fea-

ture known as avidity. Modern antibody design has endeavored to create small anti-

bodies that can penetrate to cancerous sites but maintain their affinity and avidity. 

A variety of approaches has been used to increase antibody efficacy  (48).  Clinical 

trials have recently combined anticancer antibodies with conventional cytotoxic 

drugs, yielding promising results  (48 – 53).  The applications of radioisotope, small 

molecule cytotoxic drug, and protein toxin conjugation have resulted in promising 

results in clinical trials and achieved regulatory approval for several drugs now on 

the market (see below). Antibodies have also been designed to increase their 

enhancement of effector functions of antibody-dependent cellular cytotoxicity. 

Another cause of toxicity of conjugated antibodies has been the limitations of the 

conjugation technology, which can restrict the ratio of the number of toxin molecules 

per antibody molecule  (48 ,  49 ,  61).  Methods designed to overcome the toxicity of 

conjugated antibodies include the use of antibody targeted liposomal small molecule 

drug conjugates and the use of antibody conjugates with drugs in nanoparticle for-

mats to enhance bonding strength that enable controlled release of the cytotoxic 

agent. Another technique that uses site selective prodrug activation to reduce 

bystander tissue toxicity is the antibody directed enzyme prodrug therapy. An anti-

body bound enzyme is targeted to tumor cells. This allows for selective activation of 

a nontoxic prodrug to a cytotoxic agent at the tumor site for cancer therapy. 

 A variety of factors can reduce antibody efficacy  (54) : (1) limited penetration of the 

antibody into a large solid tumor or into vital regions such as the brain; (2) reduced 

extravasations of antibodies into target sites due to decreased vascular permeabil-

ity; (3) cross-reactivity and nonspecific binding of antibody to normal tissues, 

reducing the targeting effect; (4) heterogeneous tumor uptake, resulting in untreated 

zones; (5) increased metabolism of injected antibodies, reducing the therapeutic 

effects; and (6) HAMA and human antihuman antibodies forming rapidly and 

 inactivating the therapeutic antibody. 

 Toxicity has been a major obstacle in the development of therapeutic antibodies 

for cancer. (48 – 51)  Cross-reactivity with normal tissues can cause significant 
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side effects for unconjugated (naked) antibodies, which can be enhanced when 

the antibodies are conjugated with toxins or radioisotopes. Immune mediated 

complications can include dyspnea from pulmonary toxicity, occasional central 

and peripheral nervous system complications, and decreased liver and renal 

function. On occasion, unexpected toxic complications can be seen, such as the 

cardiotoxicity associated with the HER-2 targeting antibody trastuzumab. 

Radioimmunotherapy with isotopic-conjugated antibodies can also cause bone 

marrow suppression (see below). 

 Unconjugated or naked antibodies include a variety of targeting molecules both 

on the market and in early and late clinical development. A variety of mechanisms 

has been cited to explain the therapeutic benefit of these drugs, including enhanced 

immune effector functions and direct inactivation of the targeted pathways as 

seen in the antibodies directed at surface receptors such as HER-1 (EGFR) and HER-2 

 (2 – 5).  Surface receptor targeting can reduce intracellular signaling, resulting in 

decreased cell growth and increased apoptosis  (62).  
 As seen in  Table    14.3  , of the ten anticancer antibodies on the market in the US, 

two are conjugated with a radioisotope Y (90) -ibritumomab tiuxetan (Zevalin ® ) and 

I (131)  –tositomumab (Bexxar ® ), and one is conjugated with a complex natural product 

toxin gemtuzumab ozogamicin (Mylotarg ® ). Conjugation procedures have been 

designed to improve antibody therapy efficacy and have used a variety of methods 

to complex the isotope, toxin, or cytotoxic agent to the antibody  (48 ,  49).  Cytotoxic 

small molecule drug conjugates have been widely tested, but enthusiasm for this 

approach has been limited by the relatively low potency of these compounds  (48).  
Fungal derived potent toxins have yielded greater success with the calicheamicin 

conjugated  anti-CD33 antibody gemtuzumab ozogamicin, approved for the treat-

ment of acute  myelogenous leukemia, and a variety of antibodies conjugated with 

the fungal toxin maytansanoid (DM-1) in preclinical development and early clinical 

trials. The interest in radioimmunotherapy increased significantly in 2001 with the 

FDA approvals of the  (90) Y-conjugated anti-CD20 antibody Y (90) -ibritumomab 

tiuxetan and the  (131) I-conjugated anti-CD20 antibody I (131) -tositumomab. A vari-

ety of isotopes is under investigation in addition to  (90) Y as potential conjugates for 

anticancer antibodies  (49).  Radioimmunotherapy features the phenomenon of the 

bystander effect, in which if antigen expression is heterogeneous, extensive tumor 

cell killing can still take place, even on nonexpressing cells, but can also lead to sig-

nificant toxicity when the neighboring cells are vital non-neoplastic tissues such as 

the bone marrow and liver. 

  7.1 Antibody Therapeutics for Hematologic Malignancies 

 The earliest and most successful clinical use of antibodies in oncology has been for the 

treatment of hematologic malignancies  (48 – 51 ,  62 ,  66 – 69).  By taking advantage of 

improved recombinant technologies generating more specific and higher affinity mono-

clonal antibodies with reduced immunogenicity after humanization or  deimmunization, 
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and the emerging conjugation capabilities, antibody therapeutics have become a major 

weapon in the treatment of leukemias and lymphomas  (66 – 69).  

  7.1.1 Rituximab (Rituxan ® ) 

 Approved in 1997, rituximab (Rituxan ® ) is arguably the most commercially successful 

anticancer drug of any type since the introduction of taxanes. Rituximab sales exceeded 

$700 million in the United States in 2001  (50).  Targeting the CD20 surface receptor com-

mon to many B cell non-Hodgkin lymphoma subtypes, rituximab is a chimeric mono-

clonal IgG 
1
  antibody that induces apoptosis, antibody-dependent cell cytotoxicity, and 

complement-mediated cytotoxicity  (62 ) and has achieved significantly improved disease-

free survival rates compared with patients receiving cytotoxic agents alone ( 70 – 73).   

  7.1.2 Y (90) -ibritumomab tiuxetan (Zevalin ® ) 

 Y (90) -ibritumomab tiuxetan (Zevalin ® ) consists of the murine version of the anti-CD20 

chimeric monoclonal antibody, rituximab, which has been covalently linked to the metal 

chelator, MD-DTPA, permitting stable binding of  (111)  In when used for radionu-

cleotide tumor imaging and  (90) Y when used to produce enhanced targeted cytotox-

icity ( 74 – 77).   In early 2002, Y (90) -ibritumomab tiuxetan became the first radioconjugated 

antibody therapeutic for cancer approved by the FDA. Since its FDA approval, numer-

ous patients who have received Y (90) -ibritumomab tiuxetan after becoming refractory to 

a rituximab-based regimen have achieved significant responses  (75 ,  77).   

  7.1.3 Gemtuzumab ozogamicin (Mylotarg ® ) 

 The approval of gemtuzumab ozogamicin (Mylotarg ® ) by the FDA in 2000 

marked the first introduction of a plant toxin conjugated antibody  therapeutic 

 (78 – 82).  Gemtuzumab ozogamicin is targeted against CD33, a surface marker 

expressed by 90% of myeloid leukemic blasts but absent from stem cells, armed 

with  calicheamicin, a potent cytotoxic antibiotic that inhibits DNA synthesis and 

induces apoptosis  (78).  The current indication for use of gemtuzumab 

 ozogamicin is in acute myelogenous leukemia patients older than 60 years with the 

 recommendation that before the initiation of therapy, the leukemic blast count 

be below 30,000/mL  (79 – 81).   

  7.1.4 Alemtuzumab (Campath ® ) 

 Alemtuzumab (Campath ® ), a humanized monoclonal antibody, was approved in mid-

2001 for the treatment of B-cell chronic lymphocytic leukemia in patients who have 

been treated with alkylating agents and who have failed fludarabine therapy  (83 ,  84).   
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  7.1.5 Daclizumab (Zenapax ® ) 

 Daclizumab (Zenapax ® ) is a chimeric monoclonal antibody that targets the inter-

leukin-2 receptor. This antibody is primarily used to prevent and treat patients with 

organ transplant rejection, but has also been used in a wide variety of chronic inflam-

matory conditions, including psoriasis, multiple sclerosis, ulcerative colitis, asthma, 

type I diabetes mellitus, uveitis, and also in a variety of leukemias  (85 ,  86).   

  7.1.6 I (131) -tositumomab (Bexxar ® ) 

 I (131) -tositumomab (Bexxar ® ) is a radiolabeled anti-CD20 murine monoclonal 

antibody approved in 2003 for the treatment of relapsed and refractory follicular/

low grade and transformed non-Hodgkin lymphoma  (87 ,  88).    

  7.2 Antibody Therapeutics for Solid Tumors 

 Interest in the development of antibody therapeutics for solid tumors among many 

commercial organizations and universities has been significantly impacted by the 

technologic advances in antibody engineering and the approval and recent clinical 

and commercial success of trastuzumab, the only therapeutic antibody approved by 

the FDA for the treatment of solid tumors (edrecolomab is approved in Germany, 

but not in the United States). 

  7.2.1 Trastuzumab (Herceptin ® ) 

 Trastuzumab (Herceptin ® ) has been described above. During the six years since the 

FDA approval of trastuzumab, two additional antibodies have been approved for the 

treatment of solid tumors (cetuximab and bevacizumab). In addition, continuing 

progress has been made in this field, and there are a number of both late stage and 

early stage products in development which show substantial promise.  

  7.2.2 Cetuximab (Erbitux ® ) and Panitumumab (Vectibix ® ) 

 The epidermal growth factor receptor (EGFR), also known as HER-1, is the target 

of two FDA-approved small molecule drugs (see below) and one FDA-approved 

antibody.  89  Cetuximab (Erbitux ® ) is a chimeric monoclonal antibody that binds to 

the EGFR with high affinity, blocking growth factor binding, receptor activation, 

and subsequent signal transduction events, and leading to cell proliferation  (90).  
Cetuximab enhanced the antitumor effects of chemotherapy and radiotherapy in 

preclinical models by inhibiting cell proliferation, angiogenesis, and metastasis, and 
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by promoting apoptosis ( 90).  Cetuximab has been evaluated both alone and in com-

bination with radiotherapy and various cytotoxic chemotherapeutic agents in a series 

of phase II/III studies that primarily treated patients with either head and neck or 

colorectal cancer  (90 ,  91).  Breast cancer trials are also underway  (92).  Although the 

FDA approval process for cetuximab was initially slowed because of concerns over 

clinical trial design and outcome data management,  (93)  the antibody was approved 

for use in the treatment of advanced metastatic colorectal cancer in February 2004. 

Similar to trastuzumab, the development of cetuximab also included an immunohis-

tochemical test for determining EGFR overexpression to define patient eligibility to 

receive the antibody  (94).  Thus, cetuximab has joined trastuzumab as an FDA-

approved targeted therapy featuring an unconjugated antibody. However, there have 

been conflicting reports suggesting that the use of a pharmacodiagnostic test (EGFR 

immunostaining) is unnecessary for the selection of cetuximab in colorectal cancer 

therapy  (95).  Recent clinical trials have found significant efficacy for cetuximab in 

the treatment of head and neck squamous cell cancers, often in combination with 

radiation treatment ( 96).  Joining cetuximab, and approved by the FDA in September 

2006, panitumumab (Vectibix™) is also indicated for the treatment of patients with 

EGFR-expressing metastatic colorectal cancer who have disease progression, on or 

following fluoropyrimidine-, oxaliplatin-, and irinotecan-containing regimens  (97).  
Also, as with cetuximab, in order for patients to be eligible to receive panitumumab, 

their tumors must immunostain positively with the previously approved anti-EGFR 

IHC kit (PharmDx TM , Dako Corp, Glosstrup, Denmark).  

  7.2.3 Bevacizumab (Avastin ® ) 

 Bevacizumab (rhuMAb-VEGF) is a humanized murine monoclonal antibody target-

ing the vascular endothelial growth factor ligand (VEGF) approved by the FDA in 

2004 for the front line or first line treatment, in combination with chemotherapy, of 

metatstatic colorectal cancer. VEGF regulates both vascular proliferation and 

 permeability and functions as an antiapoptotic factor for newly formed blood 

vessels  (98 – 100).  In addition to its approved indication in colorectal cancer, beva-

cizumab has shown promising efficacy in combination with cytotoxic drugs for the 

treatment of non-small cell lung cancer  (101),  renal cell carcinoma  (102),  pancreatic 

cancer  (103),  breast cancer  (104),  and prostate cancer  (105).  Unlike cetuximab, the 

development of bevacizumab has not included a diagnostic eligibility test. Neither 

direct measurement of VEGF expression in tumor, circulating VEGF levels in 

serum or urine, or assessment of tumor microvessel density have been incorporated 

into the clinical trials or linked to the response rates to the antibody. To date a 

number of theories have been proposed as to the actual mechanism of action of 

bevacizumab and the relative contributions of direct antiangiogenesis and other 

tumor vasculature stabilization and cytotoxic chemotherapy potentiation effects of 

the antibody  (107 ,  107).  In summary, currently used without an integrated diagnos-

tic eligibility test, bevacizumab cannot be considered a true targeted therapy, and 

further development of this agent for use in prostatic, breast, lung, renal, and other 
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 cancers may well be  inhibited by the inability to individually select patients who 

will be more likely to benefit from its use, either alone or in combination with other 

traditional cytotoxic drugs, antibodies, and novel drugs.  

  7.2.4 Edrecolomab (Panorex ® ) 

 Edrecolomab is a murine IgG 
2A

  monoclonal antibody that targets the human tumor-

associated antigen Ep-CAM (17–1A). Edrecolomab has been approved in Europe 

(Germany) since 1995, but to date has not been approved by the FDA. In a study 

of 189 patients with resected stage III colorectal cancer, treatment with edrecolo-

mab resulted in a 32% increase in overall survival compared with no treatment 

( P  < 0.01)  (108).  Edrecolomab’s antitumor effects are mediated through antibody-

dependent cellular cytotoxicity, complement-mediated cytolysis, and the induction 

of an antiidiotypic network  (109).  Edrecolomab is also currently being tested in 

large multicenter adjuvant phase III studies in stage II/III rectal cancer and stage II 

colon cancer. Edrecolomab was well tolerated when used as monotherapy, and 

added little to chemotherapy-related side effects when used in combination. 

Sequential treatment of patients with metastatic breast cancer with edrecolomab 

after adjuvant chemotherapy reduced levels of disseminated tumor cells in the bone 

marrow and eliminated Ep-CAM–positive micrometastases  (110).   

  7.2.5 huJ-591 (Anti-PSMA EXT ) 

 Prostate-specific membrane antigen (PSMA) is a membrane-bound glycoprotein 

restricted to normal prostatic epithelial cells, prostate cancer, and the endothelium of the 

neovasculature of a wide variety of nonprostatic carcinomas and other solid tumors 

( Fig.    14.4  )  (111 – 113).  PSMA expression per cell progressively increases in primary 

prostate cancer, metastatic hormone sensitive prostate cancer, and hormone refractory 

metastatic disease. PSMA expression is increased further in association with clinically 

advanced prostatic cancer, particularly in hormone refractory disease, and appears to be 

an ideal molecule for use in targeting prostatic cancer cells. Increasing expression levels 

of PSMA in resected primary prostate cancer is associated with increased rates of sub-

sequent disease recurrence  (114).  Humanized and fully human antibodies specific for 

the extracellular domain of PSMA have been developed. A phase I clinical trial of one 

these antibodies, huJ591 conjugated with  (90) Y, has yielded promising results  (115).  
Programs using toxin conjugates with anti-PSMA antibodies have completed preclini-

cal development  (116  and are being developed in early stage clinical trials for hormone-

refractory advanced metastatic prostate cancer  (117).  Finally, antibodies to PSMA 

have been used as diagnostic imaging agents ( Fig.    14.3  ), including the commercially 

available Prostascint  ®    (118).  PSMA is also expressed in the neovasculature of many 

nonprostate cancers  (119).  In a recent study, near perfect correlation was seen between 

endothelial cell expression of PSMA in nonprostate cancers and the ability to visualize 

them in vivo with radioconjugates of the huJ591 antibody  (119).       



   Fig. 14.4     Src kinase overexpression in breast cancer. The overexpression of Src kinase in a subset of 

breast cancer patients with an adverse prognosis associated with the “triple” (ER/PR/HER2) negative 

phenotype has led to the development of dasatinib as a potential antitumor agent for this disease       

  Fig. 14.3    PSMA expression in nonprostate cancer.  (Top)  Traditional bone scan demonstrating 

bilateral activity in the femur indirectly indicating the presence of metastatic renal cell carcinoma. 

 (Bottom)   (111) I-huJ591 
EXT

  diagnostic immunoscintiscan of the same patient showing direct 

localization of the anti-PSMA antibody conjugate to the sites of metastatic renal cell carcinoma 

that feature PSMA expression in the tumor neovasculature.  [Reprinted from Ross JS, Foster CS, 
eds., The molecular oncology of prostate cancer. 2006. Sudbury, MA: Jones and Bartlett, Inc., with 
permission by the publisher]        
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  8  Selected Targeted Anticancer Therapies 
Using Small Molecules  

  Table    14.4   lists selected small molecule drugs designed to target specific genetic 

events and biologic pathways critical to cancer growth, invasion, and metastasis .      

  8.1  Targeted Small Molecule Drugs for Hematologic 
Malignancies 

  8.1.1 ATRA 

 Arguably the first truly targeted therapy after the development of hormonal therapy 

for breast cancer was the development of ATRA for the treatment of acute promye-

locytic leukemia, a subset of acute nonlymphocytic leukemia featuring a disease-

defining retinoic acid receptor activating t(15:17) reciprocal translocation  (120 ,  

121).  For these selected patients, direct targeting of the retinoic acid receptor with 

ATRA has resulted in very high response rates, delay in disease progression, and 

long-term cures for these patients  (118 ,  119).   

  8.1.2 Imatinib (Gleevec ® ) 

 The development of imatinib in 2001 for patients with chronic myelogenous 

leukemia ushered in a new excitement in both the scientific and the public 

communities for targeted anticancer therapy. Imatinib received fast-track 

approval by the FDA as an ATP-competitive selective inhibitor of  bcr-abl  and has 

unprecedented efficacy for the treatment of early stage chronic myelogenous 

leukemia, typically achieving durable complete hematologic and complete 

cytogenetic remissions, with minimal toxicity  (122 – 124).  Imatinib is a true targeted 

therapy for leukemia, in that a test for the bcr/abl translocation must be performed 

before a patient will be considered as eligible to receive the drug. The prediction of 

resistance to imatinib in early phase CML has been the subject of numerous 

studies  (125 ,  126) . It is the current goal to predict resistance emergence with 

gene mutation testing and employ novel tyrosine kinase inhibitors to attempt to 

overcome blast cells that have lost the ability to bind imatinib to the ATP bind-

ing pocket of the fusion gene  (125 ,  126).  
 Imatinib has also achieved regulatory approval for the treatment of relapsed and 

metastatic gastrointestinal stromal tumors (GISTs), which characteristically feature 

an activating point mutation in the c -kit  receptor tyrosine kinase gene  (127).  
For GISTs, the response to imatinib treatment appears to be predictable based on 

the location of the c -kit  mutation  (128).  The use of imatinib in GIST is also an 

example of targeted therapy, as a measurement of c- kit  expression usually per-

formed by IHC is required to confirm the diagnosis and render the patient eligible 
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for treatment. Interestingly, most commercially available antibodies for c- kit  recog-

nize the total c- kit  and do not distinguish the activated or phosphorylated version, 

which is the actual target of imatinib. Currently, the high treatment failure rate is 

directly linked to the test used to characterize the patients. It is anticipated that 

either the use of specific antibodies designed to identify the activated c- kit  gene or 

directed sequencing of the c- kit  gene may be required before imatinib is prescribed 

for patients with recurrent or metastatic GIST. An alternative to c-kit mutation test-

ing for the prediction of resistance to imatininb, functional imaging after initial 

dosing of the drugs, has been employed for patients with metastatic GIST  (129).   

  8.1.3 Dasatinib (Sprycel ®  ) 

 This tyrosine kinase inhibitor targets the bcr/abl translocation and was approved in 

2006 by the FDA for the treatment of imatinib-resistant chronic myelogenous 

leukemia  (130).  Dasatinib is capable of blocking the tyrosine kinase signaling in 

patients who have developed mutations in the bcr/abl gene that have caused imat-

inib resistance  (130).  Dasatinib is also an inhibitor of the Src kinase ( Fig.    14.4  ) 

which has led to an interest in developing this agent for solid tumors such as the Src 

overexpressing subset of breast cancers featuring the “triple negative” (ER/PR/

HER2 negative) phenotype  (131).   

  8.1.4 Flt-3 Targeted Therapy 

 In approximately 30% of cases of acute myelogenous leukemia and less frequently 

in other forms of leukemia, a  flt-3  gene mutation creates an internal tandem duplica-

tion that creates an abnormal FLT3 receptor that promotes the growth and survival 

of the leukemic cells  (132 – 134).  Three small molecule compounds are in clinical 

trials for the treatment of acute myelogenous leukemia by targeting the flt-3 internal 

tandem duplication. These drugs are also examples of potential true targeted thera-

pies, in that a test for detecting an internal tandem duplication that causes the  flt-3  

gene activation will likely be required and incorporated into the FDA drug approval 

label, should these agents be successful in future clinical trials.   

  8.2 Targeted Small Molecule Drugs for Solid Tumors 

  8.2.1 Gefitinib (Iressa ® ) 

 Gefitinib was originally approved by the FDA in 2003 as a monotherapy for the treat-

ment of patients with locally advanced or metastatic non–small cell lung cancer after 

failure of both platinum-based and docetaxel chemotherapies  (135 ,  136).  Gefitinib 

is a small molecule drug that targets the EGFR. In contrast with the approval of 
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 Table 14.4    Selected small molecule drugs designed to target specific genetic events and biologic 

pathways critical to cancer growth and progression  

 Target  Drug  Source 

 Clinical 

Development 

Status  Comment 

  PML-RAR -

αin PML 

 ATRA  Promega  Approved  First true targeted therapy 

since the introduction of 

ER testing and hormonal 

therapy for breast cancer 

  Bcr/abl  
in CML 

 Imatinib  Novartis  Approved  Has emerged as standard of 

care for early stage CML 

  c-Kit  in GIST  Imatinib  Novartis  Approved  Responses in relapsed/

metastatic GIST can be 

predicted by the location 

of the activating c-kit 

mutation 

 PDGF-α  Sunitumib  Pfizer  Approved 

  Flt-3  in AML  SU5416  Pfizer  Early Stage 

Clinical 

Trials 

 Small molecule drugs that 

target the flt-3 internal 

tandem duplication seen 

in 30% of AML 

 PKC412  Novartis 

 MLN-518  Millennium 

 EGFR in 

NSCLC 

 Gefitinib  Astra Zeneca  Approved/

withdrawn 

 No survival benefit. Returned 

to clinical trials. 

 EGFR in 

NSCLC 

and Pancreatic 

Cancer 

 Erlotinib  Genentech/

OSI 

 Approved  Survival benefit 

demonstrated. No 

diagnostic test currently 

used to select patients. 

 Anti-angiogenesis 

in Renal Cell 

Carcinoma 

 Sorafenib  Bayer  Approved  Raf kinase inhibitor also 

targets PDGFR and 

VEGFR. 

 Anti-angiogenesis 

in Myelodys-

plastic 

Syndrome 

 Lenolidamide  Celgene  Approved  Also in clinical trials 

for the treatment of 

multiple myeloma. 

 Other Anti-

angiogenesis 

 Thalidomide  Celgene  Approved  Thalidomide is approved for 

treatment of leprosy and 

widely used to treat 

multiple myeloma. Other 

agents are in early and 

mid-stage clinical trials 

 SU 5416  Pfizer/Sugen 

 ZD6474  Astra Zeneca 

 Endostatin  Entremed 

 Marimastat  British Biotech 

 Others  Others 

 Bcl-2  G3135  Genta  Failed 

Approval 

 Anti-sense oligonucleotide 

targets the anti-apoptotic 

gene,  bcl-2  

 Proteasome 

in Multiple 

Myeloma 

 Bortezomib  Millennium  Approved  Proteasome inhibition 

effective in hematologic 

malignancies, but of 

uncertain potential for the 

treatment of solid tumors 

  [Adapted from Ross JS, Hortobagyi GH, eds., The molecular oncology of breast cancer. Sudbury, 
MA: Jones and Bartlett, Inc., with permission by the publisher.]  
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 trastuzumab, this approval of gefitinib did not include an eligibility requirement 

 reference to a specific tumor diagnostic test designed to select patients that were more 

likely to respond to the drug. Overexpression of EGFR typically identified by IHC is 

extremely common in both lung and breast cancers  (135 – 137),  but in contrast with 

HER-2 overexpression, which is virtually limited to cases with gene amplification, 

multiple mechanisms of dysregulation of EGFR and associated activation of signaling 

pathways have been described for both of these tumors  (135 – 137).  Thus, it has been 

difficult to develop this drug for expanded indications or combination therapies in the 

absence of a well-defined efficacy test. However, more recently, two independent 

groups reported their similar discovery of a specific activating mutation in the tyrosine 

kinase domain of the EGFR receptor that was associated with a high response to gefit-

inib in patients with non-small cell lung cancer  (138 – 139).  Of interest have been the 

consistent observations that both a bronchioloalveolar histology and a persistent skin 

rash have been the best clinical signals of gefitinib response in lung cancer. 140  In addi-

tion, although specific activating mutations in the EGFR gene have been reproduced 

in a number of studies  (141),  some studies have failed to demonstrate this association, 

and other biomarkers including EGFR gene amplification have also been found to be 

predictive of tumor response  (142 – 143).  Most recently, follow-on studies of gefitinib 

in lung cancer revealed that the increased response rates that led to the approval of the 

drug were not accompanied by a clinical survival advantage  (144).  This has led to the 

current withdrawal of the drug while further research and clinical trials are performed. 

It is possible that gefitinib will reappear on the market for the treatment of lung cancer 

with an integrated diagnostic test designed to boost the response rates by limiting the 

treatment to tumors with specific histologic and molecular features.  

  8.2.2 Erlotinib (Tarceva ® ) 

 Erlotinib is another targeted small molecule inhibitor of EGFR that was approved 

by the FDA in 2005 for the treatment of non–small cell lung cancer and pancreatic 

cancer  (145 , 146).  To date, as with gefitinib, the clinical trials and FDA approval for 

erlotinib have not included an assessment of the EGFR status or other diagnostic 

test for eligibility to receive the drug. In lung cancer the predictors of tumor 

response, including skin rash and brochioloalveolar histology, have also applied to 

erlotinib, as have the somewhat conflicting associations of both activating EGFR 

mutations and EGFR gene amplification as predictors of drug response  (141 ,  147).  
Clinical trials have demonstrated that erlotinib does add a survival benefit to the 

treatment of both lung and pancreatic cancers, and the drug remains on the market 

currently without an integrated diagnostic eligibility test.  

  8.2.3 BAY 43–9006 (Sorafenib ® ) 

 BAY 43–9006 is a RAF kinase inhibitor that also inhibits the VEGFR and PDGFR 

growth factor receptors. It is thus considered to be an antiangiogenesis drug. This 

oral agent was approved in late 2005 by the FDA for the treatment of metastatic 
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renal cell carcinoma  (148).  Currently, there are no diagnostic tests associated with 

the selection of this agent, and clinical trials for other types of cancer are ongoing.  

  8.2.4 Sunitinib (Sutent  ® ) 

 Sunitinib is a small molecule receptor tyrosine kinase inhibitor approved by the FDA 

in 2006 for the treatment of gastrointestinal stromal tumor (GIST) and renal cell carci-

noma (RCC). Sunitinib inhibits signaling through multiple receptor tyrosine kinases, 

including platelet-derived growth factor receptor, vascular endothelial growth factor 

receptor, and kit kinase   (149).  Sunitinib is currently indicated for patients with GIST 

who have disease progression during prior treatment with imatinib or who did not toler-

ate imatinib. No diagnostic test is currently used to select patients for sunitinib therapy.  

  8.2.5  Other Small Molecule Antiangiogenesis Agents (SU5416, 
Thalidomide (Thalomid ® ), Lenalidamide (Revlimid ® ), 
Endostatin/Angiostatin, and Marimastat) 

 A variety of small molecule drugs are currently in clinical trials for the treatment of 

solid tumors that target the establishment and growth of tumor blood vessels  (150 – 153).  
Additional compounds that target matrix metalloproteases, such as the drug marimastat, 

are also considered to be angiogenesis inhibitors  (154 – 156).  The antiangiogenesis 

drug lenalidomide (Revlimid ® ) was approved by the FDA in late 2005 for the treatment 

of myelodysplastic syndrome  (157).  To date, none of these compounds has linked a 

diagnostic test such as tumor microvessel density or the expression of an angiogenesis 

promoting gene or protein in their clinical development plans.  

  8.2.6 G3139 (Genasense ® ) 

 Another strategy in anticancer therapy is the targeting of chemotherapy resistance 

by overcoming the antiapoptosis mechanisms of cancer cells. An example of this 

approach is the novel antisense oligonucleotide G3139, which targets the antiapop-

totic gene  bcl-2   (158 ,  159).  This agent has been the most widely tested antisense 

 therapy and has been mostly focused on hematologic malignancies  (160).   

  8.2.7 Bortezomib (Velcade ® ) 

 Recently, drugs targeting the proteasome have been developed that are designed 

to impact downstream pathways regulating angiogenesis, tumor growth, adhesion, 

and resistance to apoptosis  (161 ,  162).  One of these agents, bortezomib (PS-341), 

has recently been approved for the treatment of advanced refractory multiple 

myeloma  (163).  Bortezomib has shown both preclinical activity in animal studies 

and biologic activity in early clinical trials involving patients with a variety of 
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solid tumors, but to date, no trials using this agent alone or in combination with 

other drugs has progressed to Phase III. Although pharmacogenomic studies of 

bortezomib use in multiple myeloma have recently been published, to date no 

specific pattern of gene expression or other specific test has emerged that could 

be a guide to the selection of patients for treatment  (164).     

  9 Pharmacogenomics  

 Targeted therapy in oncology has been a major stimulus for the evolving field of phar-

macogenomics. In its broadest definition, pharmacogenomics can encompass both 

germline and somatic (disease) gene and protein measurements used to predict the like-

lihood that a patient will respond to a specific single or multiagent chemotherapy regi-

men, and to predict the risk of toxic side effects  (165 , 166).  In breast cancer, whole 

genome transcriptional profiling has been used as a technique for classification and 

prognosis  (167 – 170).  Gene expression profiles can define cellular functions,  biochemical 

pathways, cell proliferation activity, and regulatory mechanisms. The hierarchical 

clustering technique of data analysis from transcriptional profiling of clinical samples 

known to have responded or been resistant to a single agent or combination of antican-

cer drugs has recently been employed as a guide to anticancer drug therapy in cancers 

of the breast and other organs  (171).  Using transcriptional profiling, the microarray 

technique has been able to generate 81% accuracy for predicting the presence or 

absence of pathologic complete response after preoperative chemotherapy with sequen-

tial weekly paclitaxel and 5-FU, doxorubicin, and cyclophosphamide (FAC) in breast 

cancer  (172).  Interestingly, the highest rated single gene predictor in this study has also 

predicted paclitaxel response in an on-slide immunohistochemistry format  (173).  These 

microarray-based gene expression profiling studies have been significantly limited by a 

number of factors, including 1) the difficulty in standardizing the specimen collection 

and storage procedures; 2) the differing microarray profiling technologies available 

commercially or in an investigator-managed laboratory; 3) the relatively small numbers 

of patients available for profiling compared with the thousands of genes under study, 

leading to a high false discovery rate; and 4) the wide variety of mathematic models, 

interpretive tools, and software used to evaluate the profiling results. Nonetheless, there 

remains great interest in both the scientific and the commercial communities in learning 

whether the high density genomic microarrays will ultimately be used as diagnostic 

assays themselves, or yield to more familiar technologies testing small subsets of the 

discovered markers on platforms already entrenched in the clinical laboratory  (174).    
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        Chapter 15   
 Pharmacogenomics Applications in Epilepsy 

          Chantal   Depondt     

  Abstract   Epilepsy is one of the commonest neurological disorders. Although 

multiple antiepileptic drugs (AEDs) are available, treatment in individual patients 

is often problematic due to the unpredictability of efficacy, adverse drug reactions, 

and optimal dosage. Moreover, up to one third of patients develop drug refractory 

epilepsy despite optimal treatment. 

 Insights into the pathogenesis of epilepsy and the mechanism of action of AEDs 

have improved our understanding of the genetic determinants of AED response. 

Although there are numerous good candidate genes for epilepsy pharmacogenetics, 

only a limited number of genetic association studies have been published to date, 

and none have resulted in clinical applications so far. 

 Thanks to recent advances in genetics and decreasing genotyping costs, 

large-scale pharmacogenetic studies are now possible. Although clinical appli-

cation of research findings is likely to take time, it is hoped that ultimately, 

epilepsy pharmacogenetics will lead to a more efficacious and less harmful 

treatment for patients with epilepsy, and to the development of new and more 

effective AEDs.  
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   1 Introduction  

 Epilepsy is a chronic disorder, characterized by recurrent, unprovoked epileptic 

seizures. It is the commonest chronic neurological disorder after headache, with a 

prevalence of 5–10 per 1000 persons and an incidence of 50–120 per 100.000 per 

year  (1).  An estimated 50 million people are affected worldwide. 

 Epilepsy and epileptic seizures are symptoms of abnormal brain function. They 

can be caused by a very wide range of different aetiologies, ranging from purely 

genetic factors (the so-called idiopathic epilepsies) to identifiable brain disorders 

such as structural brain abnormalities (e.g., stroke, posttraumatic changes, etc.) or 

metabolic disorders (the so-called symptomatic epilepsies). In many cases how-

ever, no cause can be identified (the so-called cryptogenic epilepsies). Overall, the 

different epileptic syndromes are caused by differing degrees of interaction 

between genetic and environmental factors. This is partially reflected in the 

International League Against Epilepsy (ILAE) classifications of epileptic seizures, 

epilepsies, and epileptic syndromes  (2 ,  3).  

 Glossary 

  Aplastic anaemia:    a form of anaemia caused by suppression of blood cell production in the 

bone marrow.   

  Epilepsy:    a neurological condition characterized by recurrent, unprovoked (i.e., without an 

obvious, immediate preceding cause such as a metabolic insult, an acute stroke, or trauma, etc.) 

epileptic seizures.   

  Epileptic seizure:    the manifestation of an abnormal and excessive synchronized discharge 

of a set of cerebral neurons.   

  Epilepsy syndrome:    an epileptic disorder characterized by a cluster of signs and symptoms 

 customarily occurring together.   

  Epoxide:    a cyclic ether with only three ring atoms.   

  (Haplotype) tagging SNP:    a SNP that represents other common variants in the same 

genetic region because of linkage disequilibrium, and distinguishes haplotypes from 

one another.   

  Idiosyncratic drug reaction:    a rare type of adverse drug reaction that is unpredictable 

based on the known pharmacological properties of the drug, and shows no simple 

dose-response relationship.   

  Linkage disequilibrium (LD):    the co-occurrence of alleles on the same haplotype more 

often than expected by chance.   

  Stevens-Johnson syndrome:    a severe type of allergic rash that is often drug-induced.   
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 The exact pathophysiology of epilepsy remains unknown, but hyperexcitability 

and altered synaptic transmission of brain neurons are known to be cardinal fea-

tures in epileptogenesis. In recent years, mutations have been identified in a number 

of genes encoding voltage-gated and ligand-gated neuronal ion channels in some 

rare forms of human monogenic epilepsy  (4 ,  5).  These findings have contributed to 

a greater understanding of epileptogenesis, at least in some types of epilepsy. The 

genetic factors contributing to common, sporadic forms of epilepsy remain largely 

unknown so far. Epilepsy susceptibility candidate genes are numerous, and include 

mainly genes encoding brain-expressed ion channels and neurotransmitter recep-

tors (see Table  15.1 ).     

 Antiepileptic drugs (AEDs) form the mainstay of the treatment of epilepsy. 

Although for many years only a handful of AEDs were available, a large number 

of new AEDs have been developed over the last 15–20 years, such that there are 

currently over 15 different AEDs available (see Table  15.2 ), with more in the 

pipeline. Most available AEDs have been discovered by chance or through 

screening in animal models of epilepsy, rather than being designed based on spe-

cific mechanisms of action.      

 Although a substantial proportion of patients can be rendered seizure free with 

the available AEDs, a number of important problems are inherent to current AED 

treatment. The optimal AED and its efficacy in terms of seizure response and 

adverse drug reactions (ADR) are generally unpredictable in an individual patient. 

Nowadays, clinicians wanting to start a patient on AED treatment take into account 

factors such as epilepsy type, concomitant disease, and comedication when choos-

ing between available AEDs. Other factors influencing their choice are restrictions 

by local regulatory instances, such as reimbursement of newer AEDs. Guided by 

these variables, they will choose the AED which they think is most suited for the 

patient, i.e., the AED with the highest chance of rendering the patient seizure free 

while causing the least possible ADRs. ADRs are common with AED treatment, and 

may be classified as dose-related, idiosyncratic, long-term, or teratogenic. 

Moreover, it is currently impossible to predict the optimum dose of an AED for 

individual patients that best balances seizure control against ADRs. The optimal 

dose is determined in the same empirical way, judging by seizure frequency and 

the occurrence of ADRs. In about 50% of patients treated this way, the first AED 

will be effective  (6).  In the remaining cases, the clinician will either replace the 

AED or add a second AED, of which the choice will be determined along the same 

lines, until a drug or combination of drugs is found on which the patient has maxi-

mal seizure control with minimal ADRs. However, only a small proportion of 

patients will be rendered seizure free on subsequent AED trials and up to one third 

of all patients with epilepsy are drug-refractory despite optimal AED treatment  (7).  
A  variety of definitions have been used for refractory epilepsy. Broadly speaking, 

refractory epilepsy can be defined as the continued occurrence of seizures despite 

the use of several AEDs, even as polytherapy at maximal tolerated doses. In practical 

terms, epilepsy is usually called refractory if seizures do not respond to at least three 

different AEDs that are appropriate for the specific type of epilepsy at the maximum 

tolerated doses  (8).  Although a number of clinical variables may predict to some 
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 Table 15.1    Major epilepsy candidate genes  

 Gene category  Major subtypes  Main genes and gene families 

  Ion channel and neurotransmitter-related genes  

 1. Sodium channel genes  Voltage-gated  SCNA, SCNB 

 Non voltage-gated  ACCN 

 2.  Potassium channel 

genes 

 Voltage-gated  KCNA,KCNAB, KCNB, KCNC, 

KCND, KCNG, KCNS 

 Voltage-gated, KQT-like 

subfamily 

 KCNE, KCNQ 

 Eag-like family  KCNH 

 Hyperpolarization-activated 

cyclic nucleotide-gated 

 HCN 

 Calcium-activated  KCNM, KCNN 

 Inwardly rectifying  KCNJ 

 Weakly inwardly rectifying  KCNK 

 3. Calcium channels  Voltage-gated  CACNL1A, CACNA2D, 

CACNLB, CACNLG 

 Ligand-gated  RYR, ITPR 

 4. Chloride channels  Voltage-gated  CLCN 

 5. GABA-related genes  GABA 
A
  receptors  GABRA, GABRB, GABRD, 

GABRE, GABRG, GABRQ 

 GABA 
B
  receptors  GABBR 

 GABA transporters  SLC6A 

 GABA anabolism  GAD, ALPL 

 GABA catabolism  ABAT, ALDH5A1 

 6. Glycine-receptor genes  GLRA, GLRB 

 7. Glutamate-related genes  Ionotropic glutamate 

receptors 

 GRIN, GRIA, GRIK 

 Metabotropic glutamate 

receptors 

 GRM 

 Glutamate transporters  SLC1 

 Glutamate anabolism  GLS 

 Glutamate catabolism  GLUD, GLUL, GSS, PYCS 

 8.  Acetylcholine-related 

genes 

 Nicotinic acetylcholine 

receptors 

 CHRNA, CHRNB 

 Muscarinic acetylcholine 

receptors 

 CHRM 

 Acetylcholine transporters  SLC18A3 

 Acetylcholine anabolism  CHAT 

 Acetylcholine catabolism  ACHE 

  Epilepsy-associated repeat (EAR)-containing genes   LGI, VLGR1/MASS1 

  Ion pumps and transporters   ATP1, SLC 

  Ion-channel regulators and associated proteins   BDNF, genes encoding 

phosphatases / kinases… 

  Other neurotransmitter-related genes   Adenosine, serotonine, dopamine, 

opioid, NPY receptor genes 

  Genes encoding synaptic proteins   SYN, SNAP, SNARE, VAMP, 

STX, SV2, SYT 

  Genes involved in apoptosis   CASP, AKT, BCL, TSC 

  Genes encoding gap-junction proteins   GJA, GJB 

  Genes involved in brain development   OTX, EMX, PAX, ARX, SOX 

  Immune system genes   IL, IL receptor genes, HLA 

  Homologues of mouse epilepsy genes, (e.g. Jh8, Pcmt1, Pmp22…)  
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AED Transporter Metabolism Main target

 Carbamazepine  PGP ?, MRP2 ?  Epoxidation (CYP3A4 > CYP1A2, 

CYP2C8), hydrolysis (mEH); 

glucuronidation 

 VG Na +  channels 

 Clobazam  ?  Oxidation (CYP3A4); conjugation  GABA 
A
  α-subunit 

 Clonazepam  ?  Acetylation; reduction and nitration  GABA 
A
  α-subunit 

 Ethosuximide  ?  Oxidation (CYP3A4 > CYP2B, 

CYP2C9, CYP2E1); conjugation 

 T-type Ca 2+  

channel 

 Felbamate  PGP  –60% hydroxylation (CYP3A4, 

CYP2E1 > CYP2C19); 

conjugation –40% unchanged 

renal excretion 

 NMDA receptors 

 Gabapentin  PGP, LNAA  >95% unchanged renal excretion  GABA synthesis 

and metabo-

lism ? 

 Lamotrigine  PGP  Glucuronidation (UGT1A4)  VG Na +  channels 

 Levetiracetam  ?  Hydrolysis in blood and other tissues 

+ unchanged renal excretion 

 SV2A 

 Oxcarbazepine  PGP, MRP  Hydroxylation (limited); 

glucuronidation 

 VG Na +  channels 

 Pregabalin  ?  98% unchanged renal excretion  VG Ca 2+  channel 

α2δ-subunit 

 Phenobarbitone  PGP  –8-34% hydroxylation (CYP2C9, 

CYP2C19 > CYP2E1); glucuroni-

dation -N-glucosidation-

epoxidation, hydrolysis (mEH) 

 GABA 
A
  receptor 

 Phenytoin  PGP ?, MRP2 ?, 

RLIP76 ? 

 Hydroxylation (∼90% CYP2C9, ∼10% 

CYP2C19), hydrolyse (mEH), or 

GSH and GST; glucuronidation 

 VG Na +  channels 

 Tiagabine  ?  Oxidation (>90% CYP3A4); 

glucuronidation 

 GAT-1 

 Topiramate  PGP  –80% unchanged renal excretion 

–20% hydroxylation (CYP2C19) 

and glucuronidation 

 VG Na +  channels 

 Valproic acid  MRP ?  -β-oxidation; glucuronidation -

CYP2A6, CYP2C9, CYP2C19 

 GABA synthesis 

and metabo-

lism ? 

 Vigabatrin  SLC36A1  >95% unchanged renal excretion  GABAT 

 Zonisamide  ?  Acetylation (CYP3A4), isoxazole 

ring cleavage; glucuronidation 

 VG Na+ channels 

 Table 15.2    Major AEDs and their presumed transporter proteins, metabolizing enzymes and 

main targets  

 Adapted from  (18) ,  (63 – 73)  

 For DMEs, specific (iso)enzymes are mentioned if known. 

 LNAA = large neutral amino acid transporter; GSH = glutathion; GST = glutathione S-transferase; 

VG = voltage gated; SV2A = synaptic vesicle protein 2A; GAT-1 = GABA transporter 1; 

GABAT = GABA transaminase. 
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degree which patients are likely to become refractory, it remains currently impos-

sible to predict treatment resistance at an early stage in many of these patients. 

Although selected subgroups of these refractory patients may become  seizure free 

with surgery or other specialized treatments, many of them will have ongoing 

 seizures. It is obvious that this treatment strategy of trial and error is entailing a 

significant cost, in terms of the actual cost related to multiple AED trials and the 

medical costs related to ongoing seizures and ADRs, as well as in terms of  precious 

time lost in titrating one AED after the other and awaiting its effect, and the human 

cost related to patient morbidity and mortality. Identifying the factors that contrib-

ute to drug response and resistance is therefore a major challenge, with a potentially 

very significant impact on clinical practice. 

 How can pharmacogenetics improve AED therapy? AED efficacy, toxicity, and 

resistance are all multifactorially determined, i.e., influenced by interactions of 

multiple genetic, environmental, disease-related, and drug-related factors. If it were 

possible to identify factors that predict AED response in terms of efficacy and/or 

ADRs, then the current practice of trial and error in the treatment of epilepsy could 

evolve towards a more targeted, more efficacious, and less harmful treatment; and 

patients likely to be refractory could be referred for surgery earlier on during the 

course of their disease. Moreover, identification of genetic factors that predict AED 

responses could lead to the development of new, more efficacious AEDs, and could 

have important implications for the conduct of new AED trials.  

  2 Candidate Genes in Epilepsy Pharmacogenetics  

 Although whole genome screening is becoming increasingly feasible, until now the 

usual strategy to identify possible genetic determinants of AED response has been 

to start from biology, and to draw up a focused list of genes with the potential to 

influence drug response, based on this knowledge. The major classes of candidate 

genes for epilepsy pharmacogenetics are those affecting pharmacokinetics and 

those affecting pharmacodynamics. 

 Pharmacokinetics consists of drug absorption, distribution, and elimination. AED 

absorption is dependent both on the properties of the drug (e.g., formulation, lipid 

solubility) and on the biological properties of the person, which are both exogenic 

(e.g., intake of food or concurrent medication) and endogenic. AEDs are distributed 

throughout the body partly by passive, concentration-driven transfer and partly 

through active transport mechanisms. Again, this process is influenced by   drug-

dependent (e.g., lipid solubility) and patient-dependent (e.g., altered protein  binding) 

factors. AED elimination from the body is usually through metabolism or biotrans-

formation in the liver, followed by excretion in the kidney. Many of the newer AEDs 

are eliminated through the kidneys without liver biotransformation. Most biotrans-

formation happens by hepatocyte microsomal enzymes in two phases. Phase I is 

usually a process of oxidation, reduction, or hydroxylation, mostly carried out by 

enzymes of the CYP450 family. In phase II, the resulting metabolite is conjugated, 

usually by glucuronidation. The resulting conjugate is then excreted. 
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 Pharmacodynamics is the interaction of a drug with its target(s) at the cellular 

level, e.g., binding to a receptor or inhibition of an enzyme. Except for levetira-

cetam, which acts on synaptic vesicle protein SV2A  (9),  all currently licensed 

AEDs of which the mechanism of action is known act through one or several of the 

following three mechanisms: modulation of voltage-dependent ion channels 

(Na + , Ca 2+ , K + ), enhancement of GABA-mediated inhibitory neurotransmission, 

and attenuation of excitatory (particularly glutamate-mediated) transmission  (10).  
The mechanism of action of some AEDs is not fully understood. 

 Based on what is currently known about the disposition and mechanism of 

action of AEDs, it emerges that there are three main gene categories of interest: 1) 

genes encoding drug transporters of which AEDs are known substrates; 2) genes 

encoding drug metabolizing enzymes (DMEs) involved in the breakdown of AEDs; 

and 3) genes encoding AED targets. 

    1)     Genes Encoding Drug Transporters: 

 Functional polymorphisms in genes encoding drug transporters of which AEDs 

are known substrates can be expected to alter AED uptake, distribution, or efflux, 

and thus result in interindividual differences in AED concentration, effectiveness, 

and/or occurrence of ADRs. Most drug transporters show a broad substrate  specifity, 

and several AEDs are thought to be transported by more than one  transporter protein. 

Thus, one may expect that a functional polymorphism in one of the encoding genes 

would affect the kinetics of several AEDs, which is in  agreement with the clinical 

observation that patients with refractory epilepsy are usually resistant to a broad 

range of AEDs with different mechanisms of action  (8).  The substrate specificity of 

drug transporters with regards to AEDs is a matter of debate. Table  15.2  summarizes 

the currently available data. 

 The most studied drug transporters with regards to AED transport are those 

belonging to the superfamily of ATP-binding cassette (ABC) proteins. The two 

principal families within the ABC superfamily are the multidrug-resistance pro-

teins (MDR or ABCB) and the multidrug-resistance associated proteins (MRP or 

ABCC). They act as active efflux pumps, transferring substances from the inside of 

cells to the outside  (11 ,  12).  They may pump AEDs back from the brain into blood, 

and  perhaps from blood into the gut, thus lowering the concentration of AEDs and 

 contributing to AED resistance. Several studies have demonstrated overexpression 

of multidrug transporter proteins in the brain tissue of patients with drug resistant 

epilepsy of different origins  (13) – (16).  However, a definite proof of a causal rela-

tionship between this overexpression and resistance to AEDs in humans is currently 

lacking.  

   2)     Genes Encoding Drug Metabolizing Enzymes: 

 The metabolic pathways and specific metabolizing enzymes for most AEDs are 

known, and functional variants in the encoding genes are again expected to result 

in interindividual differences in concentration, effectiveness, and/or occurrence of 

ADRs. It is unlikely that these functional variants would also contribute signifi-

cantly to true drug resistance, as their effects are expected to be reflected in drug 

plasma levels, which can be readily monitored for most AEDs. 
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 The main candidate genes in this category are those encoding the different 

enzymes of the cytochrome P450 (CYP450) superfamily. Each individual enzyme 

may have several different substrates and can effect several types of biotransfor-

mation, and each biotransformation can be catalyzed by more than one enzyme. 

There are four main enzyme families (CYP1–4), encoded by at least 25 different 

genes  (17 ,  18).  involved in the metabolism of drugs. At least eight isoenzymes are 

known to be involved in the metabolism of AEDs (see Table  15.2 ). The functional 

polymorphisms underlying alleles with variable metabolization rates are known 

for several of these genes  (19).  
 Much less is known about the phase II enzymes, which are responsible for con-

jugation and detoxication of reactive metabolites, in relation to AEDs. The most 

important enzyme family in this category is that of the UGTs (UDP-glucuronosyl-

transferases), which conjugate their substrates through the addition of a glycosyl 

group or glucuronidation. The UGT family comprises two major subfamilies, 

UGT1 and UGT2  (20 ,  21).  The UGT isoenzymes have few specific substrates and 

show wide degrees of overlapping substrate specificity. Other phase II enzymes 

with a role in AED metabolism include the N-acetyltransferases (NAT1 and NAT2) 

and glutathione S-transferase (GST).  

   3)     Genes Encoding AED Targets: 

 The genetic determinants of pharmacodynamics have only recently become the 

focus of attention. Altered pharmacosensitivity of drug targets due to polymor-

phisms in the encoding genes may explain some of the interindividual variation in 

AED response. In contrast to polymorphisms affecting genes encoding drug metab-

olizing enzymes, genetic variation in target encoding genes will not be reflected by 

differences in AED levels or dose requirements. 

 As most AEDs are known to act through binding to brain ion channels and neuro-

transmitter receptors, the most obvious candidates in this category are genes encoding 

sodium channels, potassium channels, calcium channels, GABA and glutamate 

receptors. Other AED targets include GABA transporters (tiagabine) and GABA 

transaminase (vigabatrin). Levetiracetam was recently shown to act through binding 

to synaptic vesicle protein 2A (SV2A), suggesting a novel mechanism of action for 

AEDs  (9).  Besides the genes encoding the actual AED target, this category also 

includes effector genes downstream in the pathway of AED action and target.  

   4)     Others: 

 A number of other potentially interesting gene categories exist besides these three 

major classes of candidate genes. One includes genes relating specifically to idiosyn-

cratic drug reactions. Idiosyncratic drug reactions are relatively rare with AED treat-

ment, but they are important because they pose a potentially life- threatening risk for the 

patient. The best known examples are the hypersensitivity syndrome induced by aro-

matic AEDs (phenytoin, phenobarbital, carbamazepine) and lamotrigine  (22),  and 

 felbamate-induced aplastic anaemia  (23).  Although the physiological basis of idiosyn-

cratic drug reactions is not entirely elucidated yet, it is thought that they are immune-

mediated, probably involving the formation of  reactive metabolites  (24).  It is likely that 

genetic factors play a role in an individual’s  predisposition to develop an idiosyncratic 
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drug reaction. Candidate genes are those encoding the enzymes involved in the genera-

tion of toxic metabolites (mainly CYP450  isoenzymes), genes encoding enzymes 

involved in the detoxification of  reactive metabolites (for instance, microsomal epoxide 

hydrolase or mEH), and genes encoding components of the immune system. 

 Another interesting but so far less explored group of candidate genes consists 

of genetic factors relating to the molecular pathology of epilepsy itself. It is well 

known that patients’ responses to drug treatment may differ according to the 

underlying molecular disease pathogenesis. In epilepsy, the type and aetiology of 

the epilepsy are important determinants in response to treatment, with idiopathic 

(i.e., genetically determined) epilepsies showing a higher response rate than 

symptomatic and cryptogenic epilepsies (i.e., those with a defined or presumed 

underlying cerebral abnormality)  (6).  Therefore, it would not be surprising if 

genes harbouring mutations causing epilepsy, susceptibility genes for common 

epilepsies, or genes affecting the inherent severity of the disease would also influ-

ence responses to AEDs. As AEDs act on those mechanisms thought to be 

involved in the generation of seizures/epilepsy, this class of candidate genes will 

obviously overlap with those genes encoding drug targets. 

 Finally, it is worth mentioning that besides genetic polymorphisms resulting in a 

direct alteration of the encoded protein, genetic variants may also exert their func-

tional effects indirectly, such as through transcriptional effects, differential splicing, 

or posttranslational influences. Therefore, candidate genes also include genes 

encoding for instance transcription factors, regulators, kinases, phosphatases, etc. 

 Table  15.3  gives a schematic overview of potential candidate genes in epilepsy 

pharmacogenetics.          

  3 Reported Pharmacogenetic Associations in Epilepsy  

 This section reviews current knowledge in epilepsy pharmacogenetics for each of 

the above classes of candidate genes. Although other approaches such as mRNA 

expression profiling and proteomics are likely to contribute in the future, most cur-

rently available data come from genetic association studies. Table  15.4  summarizes 

the pharmacogenetic associations reported to date.      

 Table 15.3    Epilepsy pharmacogenetics candidate genes  

 Gene category  Major gene families 

 AED transporter genes  MDR, MRP 

 Drug metabolizing enzyme genes  CYP450, UGT, NAT, GST 

 AED target genes  Sodium, potassium, calcium channels; GABA 

& glutamate receptors; GABA transporters; GABA 

transaminase; SV2A 

 Immune response genes  CYP450, mEH, HLA, TNF 

 Epilepsy genes  Ion channels, neurotransmitter receptors 

 Genes with indirect influence  Transcription factors, regulators, kinases, phosphatases… 
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    1)     Genes Encoding Drug Transporters: 

 The single nucleotide polymorphism (SNP) C3435T in exon 26 of the MDR1 

(also called P-glycoprotein [PGP] or ABCB1) gene is significantly correlated with 

expression levels and function of MDR1 in Caucasians  (25).  This SNP has been the 

subject of several genetic association studies in patients with refractory epilepsy. 

One group initially reported an association of the C3435T polymorphism with 

multidrug resistance in patients with different types of epilepsy  (26).  This is the 

only genetic polymorphism that has been associated with multidrug resistance in 

epilepsy to date. Several groups have attempted to confirm this association since 

 (27 – 34).  Although three were reported as positive, none of them could exactly rep-

licate the initial association. The contradictory results can probably be explained in 

part by methodological problems, such as small sample sizes and the use of differ-

ent populations and phenotype definitions between studies. Another study failed to 

find any significant correlation between the MDR1 C3435T polymorphism and 

dosage of the AEDs phenytoin or carbamazepine  (35).  In conclusion, the role of 

genetic variation in MDR1 in epilepsy remains uncertain at present.  

   2)     Genes Encoding Drug Metabolizing Enzymes: 

 Several studies have addressed the relation of genetic variants in genes 

encoding drug metabolizing enzymes to AED response, mostly with regards to 

drug toxicity. 

 The most studied in this category is CYP2C9, which accounts for up to 90% of the 

metabolism of phenytoin  (36).  The encoding gene has at least 12 different alleles 

(CYP2C9*1–CYP2C9*12)  (101).  Low activity alleles are associated with decreased 

phenytoin clearance and thus higher plasma levels and increased toxicity  (37) ,  (38).  
A small study identified an association between the low activity alleles CYP2C9*2 

and CYP2C9*3 and a lower dose requirement of phenytoin  (39).  A larger study iden-

tified a significant correlation between the CYP2C9*3 but not the CYP2C9*2 allele 

and the maximum dose of phenytoin that patients took, with patients carrying the 

*3 allele taking lower doses  (35).  There were no significant associations between 

*2 or *3 alleles and the presence of phenytoin ADRs in this study. 

 Table 15.4    Reported pharmacogenetic associations in epilepsy  

 Gene category  Gene  Phenotype  Main references 

 Transporter  MDR1  Drug refractory epilepsy   (26 – 34 ) a  
 Drug metabolizing 

enzyme 

 CYP2C9  Phenytoin toxicity   (35 ,  37 ,  38)  

 Phenytoin dose   (35 ,  37 – 39)  
 AED target  SCN1A  Phenytoin and carbamazepine dose   (35)  

 Phenytoin levels   (47)  
 Immune response  TNFα  carbamazepine hypersensitivity   (48)  

 HLA-B (*1502 

allele) 

 Stevens-Johnson syndrome on 

carbamazepine 

  (49 ,  50)  

  a not exact replications 
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 The genes encoding the different CYP3A isoforms are clustered on chromo-

some 7q, with CYP3A4 being the most important isoform with respect to AED 

 metabolism (see Table  15.2 ). Although several polymorphisms in CYP3A4 are 

known, current evidence suggests that genetic variation in CYP3A4 is not a major 

factor in interindividual variability in drug clearance  (40).  
 The gene encoding mEH, which is responsible for detoxification of epoxide 

intermediates, is a candidate for variation in response to carbamazepine, phenobar-

bitone, and phenytoin. An early study proposed a correlation between a genetic 

defect in arene oxide detoxification and major birth defects induced by phenytoin 

 (41).  However, two small studies found no correlation between mutations in the 

mEH encoding gene and AED toxicity ( 42 ,  43).  
 No genetic association studies of genes encoding phase II metabolism enzymes 

have been reported in epilepsy so far.  

   3)     Genes Encoding AED Targets: 

 One study compared sensitivity to the AEDs valproate and carbamazepine of 

wild-type nicotinic acetylcholine receptors (nAchR) versus those with mutations in 

the CHRNA4 gene causing the monogenic epilepsy syndrome autosomal dominant 

nocturnal frontal lobe epilepsy (ADNFLE) in Xenopus oocytes  (44).  The results 

showed that carbamazepine acts as a noncompetitive inhibitor of acetylcholine cur-

rents, and that this effect was greater in mutant α4β2 nAchR compared to wild-type 

receptors. A similar study demonstrated that neuronal sodium channels expressing 

a mutant auxiliary β1-subunit, encoded by the SCN1B gene and responsible for the 

monogenic epilepsy syndrome GEFS+ (generalized epilepsy with febrile seizures 

plus), display a reduced sensitivity to phenytoin  (45).  These results suggest that 

mutations in genes encoding AED targets can affect drug response. As a conse-

quence, common polymorphisms in these genes may also contribute to individual 

variations in AED response. 

 A study assessing the correlation of four tagging SNPs in the SCN1A gene, 

encoding the α-subunit of the neuronal voltage-gated sodium channel, with AED 

response did not show any statistically significant associations  (46).  In a different 

study, the same variants were related to clinical dosing of phenytoin and car-

bamazepine  (35).  One SNP (rs3812718) was found to be highly associated with the 

maximum dose of both AEDs (p = 0.0014 and p = 0.0045, respectively). This 

 polymorphism is predicted to disrupt the consensus sequence of the 5’ splice donor 

site of a highly conserved alternative exon (“exon 5N”), and significantly affects the 

proportions of the alternative transcripts in brains of individuals with a history of 

refractory epilepsy. A followup study assessed the correlation of this SCN1A 

 variant with serum levels of phenytoin in a different patient cohort, and showed that 

the polymorphism was also significantly associated with phenytoin serum levels at 

a maintenance dose (p = 0.03)  (47).  These results provide the first evidence of a 

drug target polymorphism associated with the clinical use of AEDs. 

 The role of common genetic variation in five other sodium channel genes 

(SCN2A, SCN3A, SCN8A, SCN1B, and SCN2B) in AED response was also exam-

ined using a haplotype tagging approach  (46).  None of the results reached statistical 
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significance after correction for multiple testing. Therefore, it seems unlikely that 

common variation in these genes plays a significant role in AED response.  

   4)     Others: 

 Two associations of immune response gene variants with severe ADRs in patients 

on AEDs have been reported. The first is an association between the TNF2 allele of 

the tumour necrosis factor α (TNFα) gene, resulting in elevated expression of TNFα, 

and carbamazepine hypersensitivity  (48).  The TNFα gene is in linkage disequilibrium 

(LD) with the HLA-DR3 and α-DQ2 genes, and the TNF-DR3-DQ2 haplotype was 

also shown to be associated with severe drug toxicity. The second is an exceptionally 

strong association of the HLA-B*1502 allele in Chinese patients who developed 

Stevens-Johnson syndrome on carbamazepine therapy, with 100% of the patients 

carrying the allele, versus 3% of those on carbamazepine without Stevens-Johnson 

syndrome, and 8.6% of controls  (49 ). The strength of the association in this popula-

tion is such that it might lead to development of a predictive test. A small study in 

Caucasian patients with Stevens-Johnson syndrome on  carbamazepine found that 

only 33% of the patients carried the HLA-B*1502 allele  (50).  However, all patients 

carrying the allele appeared to have Asian ancestry, suggesting that the HLA-B*1502 

allele is a population-specific marker for Stevens-Johnson syndrome.      

  4 Potential Implications  

 The main implications of epilepsy pharmacogenetics are twofold: improvement of 

clinical treatment of epilepsy, and development of new AEDs. 

    1)     Improving Clinical Treatment of Epilepsy: 

 The ultimate goal of pharmacogenetics is to replace the current treatment 

 practice of trial and error with a more rationalized and perhaps even personalized 

treatment. The idea of such treatment is to tailor drug therapy to an individual 

patient’s genetic constitution. For instance, clinicians could avail themselves of a set 

of genotyping tests—including a few polymorphisms each in one or more genes 

encoding drug transporters, drug metabolizing enzymes, AED targets, and immune-

related factors—to assist their choice of AED. The outcome of these tests could then 

be converted into an individualized ranking order of AEDs. Additionally, the results 

could help predict which dose should be aimed to control seizures without causing 

ADRs, and perhaps how quickly the dose can be increased. Moreover, if genetic 

testing could help predict which patients are more likely to be AED refractory, the 

delay prior to surgical or other second-line treatment could be shortened. In the end, 

all these factors should significantly improve the quality of life for epilepsy patients. 

However, it must be noted that experience from pharmacogenetics in other disease 

domains has demonstrated that translating laboratory findings to clinical practice is 

often a long and slow process. Therefore, it is likely that it will take several years 

at least before personalized treatment in epilepsy becomes a reality.  
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   2)     AED Development: 

 Pharmacogenetics may contribute to AED development in two ways: through 

identification of new drug targets, and as a tool during clinical trials of new AEDs. 

 Despite the advent of around 10 new AEDs in recent years, up to one third of 

patients with epilepsy remain drug-refractory  (7).  This illustrates the need for novel 

AEDs with mechanisms of action that are different from those of the currently 

available AEDs, i.e., modulation of ion channels, or central nervous system neuro-

transmission. It is hoped that pharmacogenetics will contribute to a better under-

standing of the molecular mechanisms underlying AED action and drug resistance, 

which may lead to the development of new, more efficient drugs. For example, 

elucidation of the role of multidrug-resistance proteins in cancer has led to clinical 

trials with MDR inhibitors  (51) . Similarly, co-administration of MDR inhibitors 

with AEDs could be a novel therapeutic approach in epilepsy  (52 ,  53).  Identification 

of drug-target polymorphisms associated with AED response could guide drug 

designers to develop AEDs that are more efficacious and/or produce fewer ADRs. 

For example, some drug designers are trying to create compounds that will bind to 

a target regardless of mutations. 

 More recently, pharmacogenetics is also becoming a tool during trials of new 

drugs  (54 – 56).  Several of the larger pharmaceutical companies are now systemati-

cally collecting DNA from patients participating in phase II clinical trials. The pur-

pose is to identify a) genetic variants that predict response to the drug (“efficacy 

pharmacogenetics”) and b) genetic variants associated with toxicity (“safety phar-

macogenetics”). Those variants are then typed prospectively both during later-stage 

trials and as a part of postmarketing surveillance. Drug trials may thus become faster 

and more targeted, and clinical drug use more efficient and safer. Moreover, drugs 

that are efficacious but cause severe toxicity in a relatively small subset of people, 

and thus would not normally obtain approval, could be rescued. An example in the 

field of epilepsy is felbamate, an efficacious drug that had to be withdrawn because 

of rare occurrences of potentially fatal aplastic anaemia and hepatic failure. If a (set 

of) genetic polymorphism(s) could be identified that would reliably predict the risk 

for these serious ADRs, then such drugs could be used safely in selected patients.  

      5 Conclusion and Future Directions  

 The pharmacogenetics of epilepsy is a promising but relatively unexplored field. 

There is ample evidence that response to AEDs is influenced by genetic factors, but 

only a handful of the numerous candidate genes for epilepsy pharmacogenetics have 

been studied to date. The most intensively studied gene is MDR1, but the results of 

association studies in refractory epilepsy are contradictory. The association between 

CYP2C9 polymorphisms and dosing requirements for phenytoin has been confirmed 

by several groups. However, the clinical usefulness of a CYP2C9 genotyping test 

seems limited, because the allele is only one of multiple factors influencing phenytoin 

dosage, and because serum phenytoin levels can be routinely measured, although 
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genotyping offers the advantage of prospective application. The association of SCN1A 

with the dosages of phenytoin and carbamazepine, and the associations of TNFα and 

HLA-B with idiosyncratic ADRs on carbamazepine, are awaiting replication in inde-

pendent cohorts. Numerous other good candidate genes remain to be studied. 

 With improved insights in the pathogenesis of epilepsy and the mechanism of 

action of AEDs on the one hand, and major advances in the field of genetics on the 

other hand, the scope of pharmacogenetic studies in epilepsy is changing rapidly. 

Thanks to major international efforts such as the Human Genome Project  (55 ,  102)  
and the HapMap project  (58 ,  103),  the availability of large numbers of SNP markers, 

the ever decreasing costs of high-throughput genotyping, and improved statistical 

tools, it has now become possible to study all common variation in an entire pathway, 

or even in the entire genome  (59).  Such large-scale projects will also allow research-

ers to look at interactions between different variants in the same gene or variants in 

different genes  (60).  Because drug response is a complex trait, influenced by multiple 

genetic and environmental factors, the effect size of any single genetic variant is likely 

to be small. Therefore, looking at interactions between multiple variants—and possi-

bly exogenic factors—is likely to be more fruitful than looking at single variants. 

 Moreover, it is likely that other strategies besides association studies will soon 

contribute to the field of epilepsy pharmacogenetics. For example, microarrays 

can be used to compare mRNA expression profiles between drug-responsive and 

drug-refractory patients, or between patients with and without ADRs. Aberrantly 

expressed genes could provide insight into the pathophysiology of drug resistance 

or the development of ADRs, and the encoded proteins are plausible targets for 

new drugs. A small number of studies in human tissue have already hinted at 

some interesting gene categories, involved in apoptosis  (61),  gene transcription 

control, and calcium homeostasis  (62).  Proteomics, although currently unexplored 

in drug response in epilepsy, could lead to the identification of particular protein 

profiles, which might be useful for predicting drug response or ADRs. A potential 

obstacle to both mRNA expression studies and proteomics is the availability of 

human brain tissue, particularly from patients with drug-sensitive epilepsy. Brain 

specimens from drug refractory patients can be obtained relatively easily from 

surgical  resections that are performed to treat some refractory epilepsies. Other 

potential problems are the interpretation of the large amount of data and the con-

firmation of functional relevance. Whatever strategy is applied, future studies 

should ideally be conducted in large sample sizes of rigorously phenotyped 

patients. Results should be corrected for multiple testing, and independent repli-

cation should always be aimed for. Also, although retrospective studies are valua-

ble, prospective studies are superior in assessing potential clinical relevance; i.e., 

ideally, patients should be characterized on the basis of their DNA-, RNA-, or 

protein signatures before or at the time they start a specific drug, and then have 

their response studied over time and correlated to those signatures. It is clear that 

such large-scale projects will require collaboration between multiple centres, as 

well as between clinicians and geneticists. The next step will then be to translate 

relevant research findings into useful clinical applications. The ultimate goal of 

epilepsy pharmacogenetics is to pave the way for an improved, more efficacious 
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and less harmful therapy for patients, and to lead to the development of novel 

AEDs, targetting particularly the ∼33% of the epileptic population with drug-

refractory epilepsy.   
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    Abstract   Structural genomics studies demonstrate that more than 200 genes 

might be involved in Alzheimer’s disease (AD), regulating dysfunctional genetic 

networks that lead to premature neuronal death. Functional genomics studies in AD 

reveal that age of onset, brain atrophy, cerebrovascular hemodynamics, brain bio-

electrical activity, cognitive decline, apoptosis, immune function, lipid metabolism 

dyshomeostasis, and amyloid deposition are associated with AD-related genes. 

Pharmacological treatment in AD accounts for 10–20% of direct costs, and less 

than 20% of AD patients are moderate responders to conventional drugs (donepe-

zil, rivastigmine, galantamine, memantine) with doubtful cost-effectiveness. Both 

AD pathogenesis and drug metabolism are genetically regulated complex traits in 

which hundreds of genes cooperatively participate. Pioneering pharmacogenom-

ics studies demonstrate that the therapeutic response in AD is genotype-specific, 

with APOE-4/4 carriers as the worst responders to conventional treatments. About 

10–20% of Caucasians are carriers of defective CYP2D6 polymorphic variants that 

alter the metabolism and effects of AD drugs, as well as many psychotropic agents 

currently administered to patients with dementia. There is a moderate accumulation 
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of AD-related genetic variants of risk in CYP2D6 poor metabolizers and ultrarapid 

metabolizers, who are the worst responders to conventional drugs. The association 

of the APOE-4 allele with specific genetic variants of other genes (e.g., CYP2D6, 

ACE) negatively modulate the therapeutic response to multifactorial treatments 

affecting cognition, mood, and behaviour. Pharmacogenetic factors may account 

for 60–90% of drug variability in drug disposition and pharmacodynamics. The 

incorporation of pharmacogenetic protocols to AD research and clinical practice 

can foster therapeutics optimization by helping to develop cost-effective pharma-

ceuticals and improving drug efficacy and safety.  

  Keywords   Alzheimer’s disease ,  genetics ,  genomics ,  APOE ,  ACE ,  CYP2D6 , 

 cholinesterase inhibitors ,  combination therapy ,  pharmacogenetics ,  pharmaco-

genomics ,  cognition ,  anxiety  

Glossary 

 ACE:    Angiotensin I-converting enzyme. Polymorphic variants of the ACE gene 

(17q23)(insertion/deletion variants in intron 16, ACE-I/D) are associated with risk for 

Alzheimer’s disease, vascular dementia, hypertension, atherosclerosis, stroke, and cardiovas-

cular disorders.   

  Alzheimer’s Disease:    Major form of dementia characterized by memory disorders, aphasia, 

apraxia, agnosia, behavioral disturbances, and progressive functional decline.   

  Aβ (ABP):    Amyloid beta protein. Pathogenic fragment of APP which accumulates in senile 

plaques.   

  ADRs:    Adverse drug reactions.   

  Animon Complex®:    Nutraceutical compound with quenopodium quinoa, iron, folic acid, and 

vitamin B12.   

  APOE:    Apolipoprotein E. The APOE gene (19q13.2) exhibits 3 major alleles (ε2, ε3, ε4) and 

6 genotypes (APOE-2/2, <1%; APOE-3/3, 1–3%; APOE-2/2, <1%; APOE-3/3, 40–60%; 

APOE-3/4, 20–30%; APOE-4/4, 1–10%) in the population. The inheritance of the APOE-4 

allele is a major risk factor for Alzheimer’s disease. The APOE-2 allele may be protective.   

  APP:    Amyloid Precursor Protein (21q21). Mutations in this gene are causative of Alzheimer’s 

disease. Alterations in APP posttranslational processing are responsible for conformational 

changes leading to amyloid deposition in brain tissue (senile plaques) and vessels (amyloid 

angiopathy).   

  CDP-Choline:    Citidine diphosphocholine. An endogenous nucleotide and choline donor cur-

rently used as a cognition enhancer and neuroprotectant.   

  Cholinesterase Inhibitors:    Drugs currently given to patients with Alzheimer’s disease, char-

acterized by their capacity to enhance cholinergic neurotransmission. Main cholinesterase 

inhibitors in the international market (1991–2007) include the following: tacrine, donepezil, 

rivastigmine, galantamine.   

  CNS:    Central Nervous System.   

  CYPs:    Enzymes of the cytochrome P450 family associated with phase-I drug metabolism, 

 integrated by more than 200 members.   

(continued)
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Glossary (continued)

  CYP2D6:    Cytochrome P450, family 2, subfamily D, polypeptide 6. Microsomal monooxy-

genase associated with debrisoquin and spartein metabolism. Products of the CYP2D6 

gene (22q13.1) are associated with the metabolism of multiple types of drugs, including 

cholinesterase inhibitors (tacrine, donepezil, galantamine), antidepressants, neuroleptics, 

opioids, some β-blockers, class I antiarrhythmics, analgesics, and many other drug catego-

ries, acting as substrates, inhibitors, or inducers with which cholinesterase inhibitors may 

potentially interact, leading to ADRs. Approximately 30–40% of CNS drugs are processed 

via CYP2D6 enzymes.   

  Donepezil:    Cholinesterase inhibitor currently used in Alzheimer’s disease.   

  EMs:    Extensive metabolizers. Subjects with a normal CYP-related metabolism of drugs.   

  E-SAR-94010:    Marine lipoprotein with antiatherosclerotic and lipid-lowering activities.   

  Genetic Variation:    Differences in the genetic profile between two or more populations. The 

spectrum of variation can be represented by allelic differences and/or genomic changes 

including SNPs, binary insertion/deletion events of short sequences, short tandem repeats, 

deletions, dulications, inversions, retroelements insertions, large tandem repeats, and chro-

mosomal variation.   

  Genotype-Phenotype Correlations:    Assigment of defined phenotypic features to a specific 

genotype (either monogenic or polygenic profiles).   

  HRS-A:    Hamilton Rating Scale for Anxiety.   

  Liver Transaminases:    GOT: glutamic-oxalacetic transaminase; GGT: Gamma-glutamyl 

transpeptidase; GPT: Glutamic-piruvic transaminase.   

  MAPT:    Microtubule associated protein tau. Mutations in the MAPT gene (17q21.1) cause 

tauopathies with accumulation of intracellular neurofibrillary tangles in neurons. Examples 

of tauopathies include Alzheimer disease, corticobasal degeneration, dementia pugilistica, 

dementia with tangles only, dementia with tangles and calcification, Down syndrome, fron-

totemporal dementias, and Parkinsonism linked to chromosome 17 mutations, myotonic 

dystrophy, Niemann-Pick disease type C, Parkinsonism-dementia complex of Guam, Pick’s 

disease, postencephalitic Parkinsonism, prion diseases with tangles, progressive supranuclear 

palsy, and subacute sclerosing panencephalitis.   

  MMSE:    Mini-Mental State Examination. Psychometric scale for cognition assessment in 

Alzheimer’s disease and other dementias.   

  NFT:    Neurofibrillary tangles. Intracellular aggregates of paired helical filaments formed by 

hyperphosphorylation of the tau protein present in Alzheimer’s disease neurons.   

  Nicergoline:    A vasoactive substance currently used in cerebrovascular disorders.   

  NMDA Antagonists:    Drugs with action on glutamatergic NMDA receptors (e.g., Memantine, 

for the treatment fo Alzheimer’s disease).   

  Piracetam:    A nootropic substance with neuroprotective activity.   

  PMs:    Poor metabolizers. Patients with deficient CYP enzymes (cytochrome P450).   

  Presenilins (PSs):    Proteins which are altered in Alzheimer’s disease. Mutations in the PS1 

(14q24.3) and PS2 (1q31-q42) genes are potentially causative of Alzheimer’s disease.   

  Secretase Inhibitors:    Drugs under development for the treatment of Alzheimer’s disease, char-

acterized by their potential capacity to inhibit β- and γ-secretases precluding amyloid forma-

tion and deposition.   

  UMs:    Ultrarapid metabolizers. Subjects with a CYP gene duplication (or multiplication) and 

consequent ultrarapid clearance of drugs.   
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     1 Introduction  

 Senile dementia is becoming a major health problem in developed countries, and 

the primary cause of disability in the elderly. Alzheimer’s disease (AD) is the most 

frequent form of dementia (50–70%), followed by vascular dementia (30–40%), 

and mixed dementia (15–20%). These prevalent forms of age-related neurodegen-

eration affect more than 25 million people at present, and probably more than 75 

million people will be at risk in the next 20–25 years worldwide. The prevalence of 

dementia increases exponentially from approximately 1% at 60–65 years of age to 

more than 30–35% in people older than 80 years. It is very likely that in those 

patients older than 75–80 most cases of dementia are mixed in nature (degenerative 

+ vascular), whereas pure AD cases are very rare after 80 years of age. The average 

annual cost per person with dementia ranges from US$15,000 to US$50,000, 

depending upon disease stage and country, with a lifetime cost per patient of more 

than US$175,000. In some countries, approximately 80% of the global costs of 

dementia (direct + indirect costs) are assumed by the patients and/or their families. 

About 10–20% of the costs in dementia are attributed to pharmacological treat-

ment, including antidementia drugs, psychotropics, and other drugs currently pre-

scribed for the elderly. In addition, during the past 20 years more than 300 drugs 

have been partially or totally developed for AD, with subsequent costs for the phar-

maceutical industry, and only five drugs with moderate-to-poor efficacy and ques-

tionable cost-effectiveness have been approved in developed countries ( 1 – 3 ). 
 With the advent of recent knowledge on the human genome and the identifica-

tion and characterization of Alzheimer’s disease (AD)-related genes ( 4 ), as well as 

novel data regarding CYP family genes and other genes whose enzymatic products 

are responsible for drug metabolism in the liver (e.g., NATs, ABCBs/MDRs, 

TPMT), it has been convincingly postulated that the incorporation of pharmacoge-

netic and pharmacogenomic procedures (Fig.  16.1 ) in drug development might 

bring about substantial benefits in terms of therapeutics optimization in dementia, 

assuming that genetic factors are determinant for both premature neuronal death in 

AD and drug metabolism ( 4 – 14 ).  
 The natural course of technical events to achieve efficient goals in pharmacogenetics 

and pharmacogenomics include the following steps: (a) genetic testing of mutant genes 

and/or polymorphic variants of risk; (b) genomic screening, and understanding of 

transcriptomic, proteomic, and metabolomic networks; (c) functional genomics studies 

and genotype-phenotype correlation analysis; and (d) pharmacogenetics and pharma-

cogenomics developments, addressing drug safety and efficacy, respectively ( 5 – 12 ). 
 The application of these procedures to dementia is a very difficult task, since 

dementia is a complex disorder in which more than 200 genes might be involved 

( 4 ,  15 ) (Table  16.1 ). In addition, it is very unlikely that a single drug would be able 

to reverse the multifactorial mechanisms associated with premature neuronal death in 

most dementing processes with a complex phenotype represented by memory decline, 

behavioural changes, and progressive functional deterioration. This clinical picture 

usually requires the utilization of different drugs administered simultaneously, 

 including memory enhancers such as the conventional antidementia drugs (tacrine, 
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donepezil, rivastigmine, galantamine, memantine) approved by the FDA; psychotrop-

ics (antidepressants, neuroleptics, anxiolytics); anticonvulsants; antiparkinsonians; 

and also other types of drugs of current use in the elderly due to the presence of con-

comitant ailments (i.e., hypertension, cardiovascular disorders, diabetes, hypercholes-

terolemia, etc). In fact, the average number of drugs taken by patients with dementia 

ranges from 6 to more than 10 per day depending upon their physical and mental 

conditions. Nursing home residents receive, on average, 7–8 medications each month, 

and more than 30% of residents have monthly drug regimes of 9 or more medications, 

including (in descending order) analgesics, antipyretics, gastrointestinal agents, elec-

trolytic and caloric preparations, central nervous system (CNS) agents, antiinfective 

agents, and cardiovascular agents ( 16 ). Polypharmacy, drug-drug interactions, 

adverse reactions, and noncompliance are substantial therapeutic problems in the 

pharmacological management of elderly patients ( 17 ), adding further complications 

and costs to the patients and their caregivers. In 2000–2001, 23.0–36.5% of elderly 

individuals received at least one of 33 potentially inappropriate medications in 10 

health maintenance organizations (HMOs) of the USA (N = 157,517) ( 18 ). Although 

drug effect is a complex phenotype that depends on many factors, it is estimated that 

genetics accounts for 20–95% of variability in drug disposition and pharmacodynam-

ics ( 19 ). Under these circumstances, therapeutics optimization is a major goal in the 

elderly population, and novel pharmacogenetic and pharmacogenomic procedures 

may help in this endeavour ( 10 – 12 ).       

  Fig. 16.1    Efficacy and safety issues associated with pharmacogenetics and pharmacogenomics  

 (Adapted from [ 12 ])       
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 Locus  Symbol  Title/Gene  MIM 

 1p21.3-p13.1  SORT1  Sortilin  602458 

 1p31  BBP  Beta-amyloid binding protein precursor 

 1p32  ZFYVE9  Zinc finger, FYVE domain containing 9 

 SARA  SMAD anchor for receptor activation 

 MADHIP  MADH-interacting protein 

 1p34  LRP8  Low-density lipoprotein receptor-related protein 8  602600 

 APOER2 

 1p36  AD7CNTP  Alzheimer disease neuronal thread protein 

(ADNTP) 

 607413 

 1p36.3  MTHFR  Methylenetetrahydrofolate reductase  236253 

 104300 

 1q21  S100A  S100 Calcium-binding protein A1  176940 

 1q21-q23  APCS  Serum amyloid P component  104770 

 1q23  NCSTN  Nicastrin  605254 

 APH2 

 1q25  SOAT1  Acyl-CoA:Cholesterol acyltransferase  102642 

 STAT  Sterol O-acyltransferase 1 

 ACAT 

 1q31-q42  AD4  Presenilin-2  600759 

 PSEN2  104300 

 STM2 

 Chr. 1  APH1A  C. elegans anterior pharynx defective homolog  607629 

 2p14-p13  RTN4 

NOGO 

 Neurite outgrowth inhibitor (reticulon 4)  604475 

 2p25  ADAM17 

 TACE 

 A desintegrin and metalloproteinase domain 17  603639 

 Tumor necrosis factor-alpha converting enzyme 

 2q14  IL1A  Interleukin-1-Alpha  147760 

 2q21.1  CSEN 

 DREAM 

 KCNIP3 

 Calsenilin  604662 

 2q21.2  LRP1B  Low density lipoprotein receptor-related 

protein 1B 

 608766 

 3q26.1-q26.2  BCHE  Butyrylcholinesterase  177400 

 3q32.3-q34  CREB1  cAMP response element-binding protein  123810 

 Chr. 4  APBB2 

 FE65L1 

 Amyloid beta-A4 precursor protein-binding, 

family B, member 2 

 602710 

 5q15-q21  CAST  Calpastatin  114090 

 5q31  APBB3 

 FE65L2 

 Amyloid beta A4 precursor protein-binding, 

family B, member 3 

 602711 

 5q35.3  DBN1  Drebrin E  12660 

 6p21.3  AGER  Advance glycosylation end product-specific 

receptor 

 600214 

 RAGE 

 6p21.3  TNFA  Tumor necrosis factor-α  191160 

 Cachectin 

 7p21  IL-6  Interleukin-6  147620 

 IFNB2  Beta-2 interferon 

 7q36  NOS3  Nitric Oxide Synthase-3  163729 

 8p22  CTSB  Cathepsin B  116810 

 CPSB  Amyloid precursor protein secretase 

(continued)

 Table 16.1    Selected human genes investigated as potential candidate genes associated with 

dementia and age-related neurodegenerative disorders  
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(continued)

 Locus  Symbol  Title/Gene  MIM 

 9q13  APBA1 

 X11 

 MINT1 

 LIN10 

 Amyloid beta-A4 precursor protein-binding, 

family A, member 1 

 602414 

 10p13  AD7  Alzheimer disease-7  606187 

 10q23-q25  IDE  Insulin-degrading enzyme  146680 

 10q24  AD6  Alzheimer disease-6  605526 

 104300 

 10q24  PLAU 

 URK 

 Plasminogen activator, urokinase  191840 

 11p15  APBB1 

 F65 

 Amyloid beta-A4 precursor protein-binding, 

family B, member 1 

 602709 

 11p15.1  SAA1  Serum amyloid A1  104750 

11q23.2-q24.2 SORL1 Sortilin-related receptor 1 602005 

 11q23.3  BACE1  Beta-site amyloid beta A4 precursor protein-

cleaving enzyme 

 604252 

 BACE  Beta-secretase 

 Memapsin-2 

 11q24  APLP2  Amyloid beta-A4 precursor-like protein 2  104776 

 12p11.23-q13.12  AD5  Familial AD-5  602096 

 12p12.3-p12.1  IAPP  Islet amyloid polypeptide  147940 

 IAP  Amylin 

 DAP  Diabetes-associated peptide 

 12p13.3-p12.3  A2M  Alpha-2-Macroglobulin  103950 

 12q13.1-q13.3  LRP1  Low density lipoprotein-related protein-1  107770 

 A2MR  Alpha-2-macroglobulin receptor 

 14q24.3  FOS  FBJ murine osteosarcoma viral (v-fos) oncogene 

homolog 

 164810 

 Oncogene Fos 

 14q24.3  AD3  Presenilin-1  104311 

 PSEN1 

 14q32.1  SERPINA3  Alpha-1-antichymotrypsin  107280 

 AACT 

 ACT 

 14q32.1  CYP46  Cytochrome P450  604087 

 CYP46A1  Family 46, Subfamily A 

 Polypeptide 1 

 Cholesterol 24-hydrolase 

 Chr. 15  APH1B  Homolog of C. elegans anterior pharynx 

defective 1B 

 607630 

 15q11-q12  APBA2  Amyloid beta-A4 precursor protein-binding, family 

A, member 2 

 602712 

 X11L 

 16q22  APPBP1  Amyloid beta precursor protein-binding protein 1  603385 

 17q11.2  BLMH  Bleomycin hydrolase  602403 

 BMH 

 17q21  STH  Saitohin  607067 

 17q21.1  MAPT  Macrotubule-associated protein tau  157140 

 MTBT1  600274 

Table 16.1 (continued)
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 Adapted from ( 4, 12 ) 

 Locus  Symbol  Title/Gene  MIM 

 DDPAC  168610 

 MST  172700 

 17q21-q22  GPSC  Familial progressive subcortical gliosis  221820 

 17q22-q23  APPBP2  Amyloid beta precursor protein-binding protein 2  605324 

 PAT1 

 17q23  ACE  Angiotensin I converting enzyme  106180 

 ACE1  Dipeptidyl carboxipeptidase-1  104300 

 DCP1 

 17q23.1  MPO  Myeloperoxidase  254600 

 17q24  FALZ  Fetal Alzheimer antigen  601819 

 FAC1 

 18q11.2-q12.2  TTR  Transthyretin  176300 

 PALB  Prealbumin 

 19p13.2  NOTCH3  Drosophila Notch 3 homolog  600276 

 CADASIL 

 CASIL 

 19p13.2  AD8  Alzheimer disease 9  608907 

 19p13.3-p13.2  ICAM  Intercellular adhesion molecule 1  147840 

 CD54 

 BB2 

 19p13.3  APBA3  Amyloid beta-A4 precursor protein binding, family 

A, member 3 

 604262 

 X11L2 

 19q13.12  PEN2  Presenilin enhancer 2  607632 

 19q13.2  APOE  Apolipoprotein E  107741 

 19q13.2  APOC1  Apolipoprotein C-I  107710 

 19cen-q13.2  AD2  Alzheimer disease-2  104310 

 19cen-q13.2  APLP1  Amyloid beta-A4 precursor-like protein 1  104775 

 19q31-qter  APPL1  Amyloid beta-A4 precursor protein-like 1  104740 

 20p  AD8  Alzheimer disease-8  607116 

 104300 

 20p11.2  CST3  Cystatin 3  604312 

 20p11.2  CST3  Cystatin C  604312 

 21q21  AD1  Amyloid beta (A4) precursor protein  104760 

 APP  Amyloid of aging and Alzheimer disease 

 AAA  Cerebrovascular amyloid peptide 

 CVAP  Protease nexin II 

 21q22.3  BACE2  Beta-site amyloid beta A4 precursor protein-

cleaving enzyme 2 

 605668 

 ALP56  Down syndrome-region aspartic protease 

 DRAP 

 22q11  RTN4R, 

NOGOR 

 NOGO receptor (reticulon 4 receptor)  605566 

 HN  Humanin  606120 

Table 16.1 (continued)



16 Pharmacogenomics in Alzheimer’s Disease 325

  2 Pathogenetics of Alzheimer’s disease  

 A few years after the pioneering studies of Alois Alzheimer (1864–1915) with 

August D, Johann F, and other patients, reported between 1907 and 1911, it soon 

became clear that AD was a clinical entity that accumulated in some families, sug-

gesting that an important genetic component might be influencing the pathogenesis 

of this neurodegenerative disorder. Familial predisposition to dementia has been 

documented in the second patient of Alzheimer’s, who died in October 1910 at age 

57 years, representing the index case of a family with a clear predisposition to 

presenile dementia. Our present knowledge of AD genetics derives from population 

studies, family studies, twin studies, adoption studies, and molecular biology stud-

ies carried out during the past 50 years ( 4 ). After the pioneering work of Schotky, 

Lowenberg, Waggoner, and MacManemey in the 1930s, Sjögren in the 1950s, and 

Heston and associates in the 1960s and 1970s, complex segregation analysis in the 

early 1990s led to the conclusion that AD is determined, in part, by a major auto-

somal dominant allele with an additional multifactorial component. Autosomal 

recessive forms of AD cannot be ruled out in specific populations. Epidemiological 

studies also suggested that most cases of AD (>80%) are familial. Advances in 

molecular genetics during the past two decades allowed the identification of several 

genetic loci associated with AD (Table  16.1 ) and the genetic classification of AD 

(AD1 to ADn) as depicted in the OMIM database ( 4 ,  20 ). 
 The genetic defects identified in AD during the past 25 years can be classified 

into three main categories: (a) Mendelian or mutational defects in genes are directly 

linked to AD, including (i) 32 mutations in the amyloid beta (Aβ)(ABP) precursor 

protein (APP) gene (21q21), (ii) 165 mutations in the presenilin 1 (PS1) gene 

(14q24.3), and (iii) 12 mutations in the presenilin 2 (PS2) gene (1q31-q42) ( 4 ,  20 ,  
21 ) (Table  16.1 ). (b) Multiple polymorphic variants of risk characterized in more 

than 200 different genes distributed across the human genome can increase neuro-

nal vulnerability to premature death ( 4 ) (Table  16.1 ). Among these genes of suscep-

tibility, the apolipoprotein E (APOE) gene (19q13.2) is the most prevalent as a risk 

factor for AD, especially in those subjects harbouring the APOE-4 allele; whereas 

carriers of the APOE-2 allele might be protective against dementia ( 4 ,  12 ). APOE-

related pathogenic mechanisms are also associated with brain aging and with the 

neuropathological hallmarks of AD ( 4 – 12 ,  22 ,  23 ). (c) Diverse mutations located in 

mitochondrial DNA (mtDNA) through heteroplasmic transmission can influence 

aging and oxidative stress conditions, conferring phenotypic heterogeneity ( 4 ,  24 ). 
It is also likely that defective functions of genes associated with longevity may 

influence premature neuronal survival, since neurons are potential pacemakers, 

defining life span in mammals ( 4 ). All these genetic factors may interact in still 

unknown genetic networks leading to a cascade of pathogenic events characterized 

by abnormal protein processing and misfolding, with subsequent accumulation of 

abnormal proteins (conformational changes), ubiquitin-proteasome system dys-

function, excitotoxic reactions, oxidative and nitrosative stress, mitochondrial 

injury, synaptic failure, altered metal homeostasis, dysfunction of axonal and den-

dritic transport, and chaperone misoperation ( 4 ,  12 ) (Fig.  16.2 ). These pathogenic 
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events may exert an additive effect, converging in final pathways leading to prema-

ture neuronal death. Some of these mechanisms are common to several neurode-

generative disorders which differ depending upon the gene(s) affected and the 

involvement of specific genetic networks, together with cerebrovascular factors, 

epigenetic factors (DNA methylation), and environmental conditions (nutrition, 

toxicity, social factors, etc.) ( 4 ,  11 ,  12 ,  25 – 27 ). The higher the number of genes 

involved in AD pathogenesis, the earlier the onset of the disease, the faster its clini-

cal course, and the poorer its therapeutic outcome ( 5 – 8 ,  10 – 12 ).  
 Association studies of diverse genes in different populations show contradictory 

results of difficult validation. Although the amyloid hypothesis is recognized as the 

 primum movens  of AD pathogenesis ( 15 ,  28 ), mutational genetics associated with 

APP and PSs genes alone (<10% of AD cases) does not explain in full the neu-

ropathological findings present in AD, represented by amyloid deposition in senile 

plaques and vessels (amyloid angiopathy), neurofibrillary tangle (NFT) formation 

due to hyperphosphorylation of tau protein, synaptic and dendritic desarborization, 

and neuronal loss, accompanied by neuroinflammatory reactions, oxidative stress and 

free radical formation probably associated with mitochondrial dysfunction, excito-

toxic reactions, alterations in cholesterol metabolism and lipid rafts, deficiencies in 

neurotransmitter and neurotrophic factor function, defective activity of the ubiquitin-

proteasome and chaperone systems, and cerebrovascular dysregulation ( 4 ). All these 

neurochemical events are potential targets for treatment ( 10 – 12 ) (Fig.  16.2 ). 

  2.1 Genetic Variation 

 Approximately 5% of the human genome is structurally variant in the normal popu-

lation, involving more than 800 genes ( 29 ). The spectrum of variation in the human 

genome includes: (a) single changes (single nucleotide polymorphisms (SNPs), 

point mutations)(1 bp), (b) small insertions/deletions (binary insertion/deletion 

events of short sequences)(1–50 bp), (c) short tandem repeats (microsatel-

lites)(1–500 bp), (d) fine-scale structural variation (deletions, duplications, tandem 

repeats, inversions)(50 bp–5 kb), (e) retroelements insertions (SINEs, LINEs, 

LTRs, ERVs)(300 bp–10 kb), (f) intermediate-scale structural variations (deletions, 

duplications, tandem repeats, inversions)(5 kb–50 kb), (g) large-scale structural 

variation (deletions, duplications, large tandem repeats)(50 kb–5 Mb), and (h) chro-

mosomal variations (euchromatic variations, cytogenetic deletions, duplications, 

translocations, inversions, and aneuplidy)(>5 Mb) ( 29 ). Segmental duplications of 

low copy repeats are blocks of DNA ranging from 1–400 kb in length that occur at 

multiple sites within the genome and typically share a high level (>95%) of 

sequence identity. Segmental duplications frequently mediate polymorphic rear-

rangements of intervening sequences via nonallelic homologous recombination 

(NAHR) with major implications for human disease. SNPs and insertion (I)/dele-

tion (D) events are the most frequent types of structural variation. I/D  polymorphisms 

of several genes with functions in enzymatic pathways or in drug metabolizing 
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enzymes (e.g., CYP2D6) may drastically influence a variety of  common pheno-

types with pathogenic and/or pharmacogenetic relevance. The differential expression 

of common variants is a major source of genetic variation with important repercus-

sions in human diversity and disease heterogeneity. Prior to the completion of the 

Human Genome Project and the emergence of dense genetic maps, scientists used 

linkage studies and positional cloning to identify DNA mutations in rare diseases, 

but in the past two decades association study designs became more powerful com-

pared with linkage study designs in identifying susceptibility loci and SNP varia-

tion. Currently, more than 10 million DNA sequence variations have been uncovered 

in the human genome ( 30 ). 
 It has been observed that the genetic variation rate (GVR) is higher in AD patients 

than in the general population ( 4 ,  5 ,  12 ,  31 ). The variability of bigenic, trigenic, tetra-

genic, and polygenic genotypes of AD-related genes is currently higher in AD than 

in controls, with an absolute genetic variation (AGV) of 40–60% and a relative 

genetic variation (RGV) of 0.85–1.89%, depending on the number of genes included 

in the haplotype-like cluster. Approximately, 40% of AD cases exhibit a GVR higher 

than 1%, as compared to controls, when a trigenic cluster integrated by combinations 

of APOE+PS1+PS2 polymorphic variants is examined. Increased GVR in AD might 

indicate that the over-representation of a series of genes involved in brain maturation 

and in the maintenance of higher activities of the CNS has surpassed a natural selec-

tion threshold (excessive genome complexity, genomic overdiversification), constitut-

ing a Darwinian disadvantage that shortens life span in humans ( 4 ,  31 ). 
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 AD is a perfect paradigm to potentially explain how the stochastic process of 

aging interacts with genetic factors leading to reduce neuronal survival and conse-

quently human longevity, since neurons are major sensors of longevity, and longevity 

depends on genome stability, metabolic factors, and environmental factors. In this 

regard, increased genetic variation in AD might represent an evolutionary disad-

vantage capable of reducing human longevity due to the induction of premature neu-

ronal death ( 4 ,  12 ,  31 ). At the base of this deleterious mechanism, epigenetic 

factors and chaperone dysfunction-related protein misfolding might be present. The 

accumulation of misfolded proteins, with loss-of-function and/or toxic gain-of-

function, can have cellular consequences such as stress response, proteasome inhi-

bition, chaperone sequestration, transcription/cell cycle factor sequestration, fibril 

pore formation, calcium overload, oxidative stress, glutamate overload, mitochon-

drial dysfunction, and cell death ( 32 ), all present in AD brains ( 4 ).  

  2.2 Genotype-Phenotype Correlations 

 Functional genomics studies have demonstrated the influence of many genes on AD 

pathogenesis and phenotype expression (Table  16.1 ). Mutations in the APP, PS1, 

PS2, and MAPT genes give rise to well-characterized differential neuropathological 

and clinical phenotypes of dementia ( 4 ). The analysis of genotype-phenotype correla-

tions has also revealed that the presence of the APOE-4 allele in AD, in conjunction 

with other genes, influences disease onset, brain atrophy, cerebrovascular perfusion, 

blood pressure, β-amyloid deposition, ApoE secretion, lipid metabolism, brain bio-

electrical activity, cognition, apoptosis, and treatment outcome ( 4 – 8 ,  10 – 12 ,  22 ,  23 ,  
33 ,  34 ). The characterization of phenotypic profiles according to age, cognitive per-

formance (MMSE and ADAS-Cog score), serum ApoE levels, serum lipid levels 

including cholesterol (CHO), HDL-CHO, LDL-CHO, VLDL-CHO, and triglyceride 

(TG) levels, as well as serum nitric oxide (NO), β-amyloid, and histamine levels ( 12 ,  
35 ,  36 ), reveals sex-related differences in 25% of the biological parameters, and 

almost no differences (0.24%) when patients are classified as APOE-4(–) and APOE-

4(+) carriers, probably indicating that gender-related factors may influence these par-

ametric variables more powerfully than the presence or absence of the APOE-4 allele; 

in contrast, when patients are classified according to their APOE genotype, dramatic 

differences emerge among them (>45%), with a clear biological disadvantage in 

APOE-4/4 carriers who exhibit (i) earlier age of onset, (ii) low ApoE levels, (iii) high 

CHO and LDL-CHO levels, and (iv) low NO, β-amyloid, and histamine levels in 

blood ( 4 ,  5 ,  11 ,  12 ,  34 – 36 ). These phenotypic differences are less pronounced when 

AD patients are classified according to their PS1 (15.6%) or ACE genotypes 

(23.52%), reflecting a weak impact of PS1- and ACE-related genotypes on the phe-

notypic expression of biological markers in AD. PS1-related genotypes appear to 

influence age of onset, blood histamine levels, and cerebrovascular hemodynamics, 

as reflected by significant changes in systolic (Sv), diastolic (Dv), and mean veloci-

ties (Mv) in the left middle cerebral arteries (MCA) ( 12 ). ACE-related phenotypes 
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seem to be more influential than PS1 genotypes in defining biological phenotypes, 

such as age of onset, cognitive performance, HDL-CHO levels, serum Ace and NO 

levels, and brain blood flow Mv in MCA. However, when APOE and PS1 genotypes 

are integrated in bigenic clusters and the resulting bigenic genotypes are differenti-

ated according to their corresponding phenotypes, an almost logarithmic increased 

expression of differential phenotypes is observed (61.46% variation), indicating the 

existence of a synergistic effect of the bigenic (APOE+PS1) cluster on the expression 

of biological markers, apparently unrelated to APP/PS1 mutations ( 12 ,  35 ,  36 ). These 

examples illustrate the potential additive effects of AD-related genes on the pheno-

typic expression of biological markers. Furthermore, the analysis of genotype-pheno-

type correlations with a monogenic or bigenic approach documents a modest 

genotype-related variation in serum amyloid-β (ABP) levels, suggesting that periph-

eral levels of ABP are of relative value as predictors of disease stage or as markers of 

disease progression and/or treatment-related disease-modifying effects ( 12 ,  35 ,  36 ). 
The peripheral levels of ABP in serum exhibit an APOE-dependent pattern according 

to which both APOE-4(+) and APOE-2(+) carriers tend to show higher ABP levels 

than APOE-4(–) or APOE-3 carriers ( 12 ,  22 ,  35 ,  36 ). This trend is even clearer when 

APOE, PS1, and PS2 genotypes are integrated in bigenic or trigenic clusters, where 

the 3322, 3212, and 4412 genotypes show the highest ABP levels as compared with 

other genotypes ( 12 ,  22 ,  35 ,  36 ). The incorporation of genotype assessment to bio-

chemical studies (e.g., phenotype expression profile) in AD would avoid inconsisten-

cies and unnecessary controversies such as those reflected in recent papers concerning 

variability in ABP levels in AD ( 37 ). Likewise, in drug clinical trials with β-breakers 

or amyloid scavengers, as well as in cases of vaccination against ABP deposits or 

treatment with β-secretase inhibitors, at least APOE genotyping should be included 

to discriminate specific genotype-related responses. 

 In contrast to the inconsistent variability in ABP levels, genotype-related serum 

histamine changes exhibit an outstanding variation that can be modified by 

therapeutic intervention ( 38 ,  39 ). APOE-related serum histamine levels exhibit an 

opposite pattern to that observed in ABP levels. The lowest concentration of serum 

histamine is systematically present in APOE-2(+) and APOE-4(+) carriers, and the 

highest levels of histamine are seen in APOE-3(+) carriers. Central and peripheral 

histaminergic mechanisms may regulate cerebrovascular function in AD, which is 

significantly altered in APOE-4/4 carriers ( 4 ,  12 ,  38 ,  39 ). These observations can 

lead to the conclusion that the simple quantification of biochemical markers in flu-

ids or tissues of AD patients with the aim of identifying pathogenic mechanisms 

and/or monitoring therapeutic effects, when they are not accompanied by differen-

tial genotyping for sample homogenization, are of very poor value. 

 It has been demonstrated that brain activity slowing correlates with progressive 

GDS staging in dementia ( 4 ,  11 ,  12 ). In the general population subjects harbouring 

the APOE-4/4 genotype exhibit a premature slowing in brain mapping activity rep-

resented by increased slow delta and theta activities as compared with other APOE 

genotypes ( 4 ,  11 ,  12 ). In patients with AD, slow activity predominates in APOE-4 

carriers with similar GDS stage ( 4 ,  5 ,  11 ,  12 ). Similarly, when brain metabolism 

and neuronal oxygen consumption (oxy-, deoxy-, and total hemoglobin variation) 
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are assessed by optical topography, again an APOE-dependent topographic pattern 

is observed (Fig.  16.3 ). With this new technology it is possible to quantify online 

brain activation and cortical hemoglobin (Hb) variation after somatosensory stimu-

lation (visual, auditory, mental tasks) in freely moving patients. Under this experi-

mental paradigm, APOE-4/4 carriers are the worst responders to different sensory 

stimuli (Fig.  16.3 ).  

 All these examples of genotype-phenotype correlations, as a gross approach to 

functional genomics, illustrate the importance of genotype-related differences in AD 

and their impact on phenotype expression ( 4 ,  5 ,  11 ,  12 ,  35 ,  36 ). Most biological 

parameters, potentially modifiable by monogenic genotypes and/or polygenic cluster 

profiles, can be used in clinical trials for monitoring efficacy outcomes. These para-

metric variables also show a genotype-dependent profile in different types of demen-

tia. For instance, striking differences have been found between AD and vascular 

dementia in structural and functional genomics studies ( 4 ,  5 ,  11 ,  12 ,  22 ,  35 ,  36 ).   

  3 Alzheimer’s Disease Therapeutics  

 Drugs approved by the FDA and other regulatory authorities in Europe and Japan 

include the cholinesterase inhibitors (ChEIs) tacrine, donepezil, rivastigmine, and 

galantamine, and the NMDA receptor partial antagonist memantine ( 11 ,  12 ). Some 

studies assessing the cost-effectiveness of ChEIs suggest that ChEI therapy  provides 

  Fig. 16.3    APOE-related variation in the concentration of deoxy (DHb)-, total (THb)-, and oxy-

hemoglobin (OHb) in the occipital cortex of patients with dementia in basal conditions and after 

visual stimulation as assessed by brain optical topography   (Source: R. Cacabelos and I. Tellado, 

EuroEspes Biomedical Research Center, Optical Topography System, Hitachi Medical 

Corporation)       
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benefit at every stage of disease, with better outcomes resulting from persistent, 

uninterrupted treatment; whereas other studies indicate that ChEIs are not cost-

effective, with benefits below minimally relevant thresholds or cost-neutral ( 3 ). 
Methological limitations in some studies reduce the confidence of independent 

evaluators in the validity of the conclusions drawn in published reports ( 40 ). 
Although the therapeutic value and cost-effectiveness of current antidementia treat-

ment is very questionable ( 3 ), these drugs are of common use in AD ( 10 – 12 ) and 

still require further evaluation from a pharmacogenetic/pharmacogenomic perspective 

in order to avoid side effects and unnecessary costs ( 12 ). 

  3.1 Potential Therapeutic Strategies 

 Modern therapeutic strategies in AD are addressed to interfere with the main patho-

genic mechanisms potentially involved in AD. Major pathogenic events (drug tar-

gets) and their respective therapeutic alternatives (Figs.  16.2  &  16.4 ) include the 

following: (a) genetic defects: gene therapy and RNAi; (b) β-amyloid deposition: 

β-secretase inhibitors, γ-secretase inhibitors, α-secretase activators, Aβ-fibrillation 

  Fig. 16.4    Pathogenic factors acting on neuronal targets in Alzheimer’s disease and potential 

pharmacological strategies   (Adapted from [68])       
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and aggregation inhibitors, amyloid immunotherapy (active and passive vaccina-

tion), copper chelating agents, solubilizers of Aβ aggregates, APP production 

inhibitors, and Aβ selective regulators (reticulons, chaperones); (c) tau-related 

pathology: phosphatase activators, GSK-3 inhibitors, Cdk5 inhibitors, p38  inhibitors, 

JNK inhibitors; (d) apoptosis: caspase inhibitors; (e) neurotransmitter deficits: ace-

tylcholine enhancers (acetylcholine-release stimulants, acetylcholine reuptake 

inhibitors, cholinesterase inhibitors, choline-acetyl-transferase stimulants, mus-

carinic antagonists, nicotinic agonists), GABA modulators (inverse GABA-recep-

tor agonists), glutamate modulators (NMDA antagonists, ampakines), dopamine 

reuptake inhibitors, adrenoreceptor modulators, histamine H3 antagonists, and 

serotonin modulators (5HT3 and 5HT1A receptor agonists, 5HT6 receptor antago-

nists, serotonin stimulants); (f) neurotrophic deficits: neurotrophic factors, growth 

factors, synthetic neuropeptides, and natural compounds with neurotrophic activity; 

(g) neuronal loss: neuronal stem cells, growth factors, neurite outgrowth activators, 

NOGO inhibitors, MOP inhibitors, GSK3 inhibitors, JNK inhibitors, and p38 

inhibitors; (h) neuroinflammation: COX1 and COX2 inhibitors, complement 

 activation inhibitors, p38 inhibitors, eNOS inhibitors, PPARα agonists, PPARγ 

agonists, novel NSAIDs, and cytokine inhibitors; (i) oxidative stress: antioxidants, 

caspase inhibitors, and antioxidating enzyme enhancers; (j) calcium dysmetabo-

lism: calcium channel blockers; (k) neuronal hypometabolism: PPARγ agonists, 

and GSK3 inhibitors; (l) lipid metabolism dysfunction: HMG-CoA reductase 

inhibitors, PPARγ agonists, and novel biomarine lipoproteins; (m) cerebrovascular 

dysfunction: vasoactive substances, NO inhibitors, HIF inhibitors, dandrolene-

related agents, novel lipoproteins with antiatherosclerotic activity, and liver X 

receptor agonists; (n) neuronal dysfunction associated with nutritional deficits: 

brain metabolism enhancers, nutrigenomic agents, and nutraceuticals; and (o) a 

miscellany of pathogenic mechanisms potentially manageable with diverse classes 

of chemicals or biopharmaceuticals ( 1 ,  2 ,  10 – 12 ).    

  4 Pharmacogenetic Strategies in Alzheimer’s Disease  

  4.1 General Concepts 

 Pharmacogenetics/pharmacogenomics is a novel science that refers to the genomic 

conditions by which different genes determine the behavior and sensitivity of drugs 

on a specific organism or genotype. Pharmacogenomics relates to the application 

of genomic technologies, such as genotyping, gene sequencing, gene expression, 

genetic epidemiology, transcriptomics, proteomics, metabolomics, and bioinfor-

matics, to drugs in clinical development and on the market, applying the large-scale 

systematic approaches of genomics to speed the discovery of drug response markers, 

whether they act at the level of drug target, drug metabolism, or disease pathways 

( 12 – 14 ,  19 ,  41 ,  42 ). The potential implications of pharmacogenomics in clinical trials 
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and molecular therapeutics is that a particular disease could be treated according to 

genomic and biological markers, selecting medications and diseases that are opti-

mized for individual patients or clusters of patients with a similar genomic profile 

( 19 ,  41 ). For many medications, interindividual differences are mainly due to SNPs 

in genes encoding drug metabolizing enzymes, drug transporters, and/or drug 

targets (e.g., genome-related defective enzymes, receptors, and proteins that alter 

metabolic pathways leading to disease phenotype expression) ( 19 ). 
 The therapeutic lessons obtained from pharmacogenetics in the past, as pointed 

out by Meyer ( 43 ), can be the following: (i) all drug effects vary from person to 

person and all drug effects are influenced by genes; (ii) most drug responses are 

multifactorial; (iii) genetic polymorphisms of single genes, including mutations in 

coding sequences, gene duplications, gene deletions, and regulatory mutations 

affect numerous drug-metabolizing enzymes, including several cytochrome-P450 

enzymes (CYP-related genes), N-acetyltransferases (NAT genes), thiopurine-meth-

yltransferase (TPMT), and UDP-glucuronosyltransferases (UDP-GT); (iii) individ-

uals that possess these polymorphisms are at risk of experiencing documented 

adverse reactions or inefficacy of drugs at usual doses; (iv) genetic polymorphisms 

of drug targets and drug transporters are increasingly recognized (receptors, ion 

channels, growth factors) as causing variation in drug responses; (v) several targets 

respond to treatment only in subgroups of patients who carry sensitizing mutations 

of these targets; (vi) the frequency of variation of drug effects, whether multifactorial 

or genetic, varies considerably in ethnically defined populations; and (vii) applica-

tion of response-predictive genetic profiles on clinical outcomes has so far been 

done mostly in academic centers and has not yet reached clinical practice ( 43 ). 
 The heterogeneity of AD, and how apparently identical phenotypes assessed 

with international clinical criteria (NINCDS-ADRDA, DSM-IV, ICD-10) do not 

always respond to the same drugs, have been very well known for many years 

( 10 – 12 ). This may be due to different factors, including pharmacokinetic and phar-

macodynamic properties of drugs, nutrition, liver function, concomitant medications, 

and individual genetic factors. In fact, the therapeutic response of AD patients to 

conventional cholinesterase inhibitors is partially effective in only 10–20% of the 

cases, with side effects, intolerance, and noncompliance in more than 60% of the 

patients due to different reasons (e.g., efficacy, safety) ( 1 – 3 ). Therefore, the indi-

vidualization of therapy or pharmacological tailorization in AD and other CNS dis-

orders is just another step forward towards the longstanding goal of molecular 

pharmacology ( 19 ,  44 – 46 ), taking advantage of the information and procedures 

provided by the sequencing of the entire human genome ( 47 ).  

  4.2 Pharmacogenetics of Drug Metabolism 

 Although drug effect is a complex phenotype that depends on many factors, it is 

estimated that genetics accounts for 20–95% of variability in drug disposition and 

pharmacodynamics ( 19 ). Cholinesterase inhibitors in current use with AD, such as 



334 R. Cacabelos

donepezil and galantamine (and tacrine, as well), are metabolized via CYP-related 

enzymes. These drugs can interact with many other drugs which are substrates, 

inhibitors, or inducers of the cytochrome P-450 system; this interaction eliciting 

liver toxicity and other adverse drug reactions (ADRs) ( 10 – 12 ). 
 AD patients are currently treated with cholinesterase inhibitors, neuroprotective 

drugs, antidepressants, anxyolitics, antiparkinsonian drugs, anticonvulsants, and neu-

roleptics at a given time of the clinical disease course to palliate memory dysfunction, 

behavioral changes, sleep disorders, agitation, depression, parkinsonism, myoclonus, 

and seizures or psychotic symptoms ( 1 ,  12 ,  48 ). Many of these substances are metab-

olized by enzymes known to be genetically variable, including: (a) esterases: butyryl-

cholinesterase, paraoxonase/arylesterase; (b) transferases: N-acetyltransferase, 

sulfotransferase, thiol methyltransferase, thiopurine methyltransferase, catechol-O-

methyltransferase, glutathione-S-transferases, UDP-glucuronosyltransferases, 

 glucosyltransferase, histamine methyltransferase; (c) Reductases: NADPH:quinine 

oxidoreductase, glucose-6-phosphate dehydrogenase; (d) oxidases: alcohol dehydro-

genase, aldehydehydrogenase, monoamine oxidase B, catalase, superoxide  dismutase, 

trimethylamine N-oxidase, dihydropyrimidine dehydrogenase; and (e) cytochrome 

P450 enzymes, such as CYP1A1, CYP2A6, CYP2C8, CYP2C9, CYP2C19, 

CYP2D6, CYP2E1, CYP3A5 (Table  16.2 ) and many others ( 12 ). Polymorphic vari-

ants in these genes can induce alterations in drug metabolism modifying the efficacy 

and safety of the prescribed drugs.        

 Drug metabolism includes phase I reactions (i.e., oxidation, reduction, hydroly-

sis) and phase II conjugation reactions (i.e., acetylation, glucuronidation, sulfation, 

methylation) ( 45 ). The principal enzymes with polymorphic variants involved in 

phase I reactions are the following: CYP3A4/5/7, CYP2E1, CYP2D6, CYP2C19, 

CYP2C9, CYP2C8, CYP2B6, CYP2A6, CYP1B1, CYP1A1/2, epoxide hydrolase, 

esterases, NQO1 (NADPH-quinone oxidoreductase), DPD (dihydropyrimidine 

dehydrogenase), ADH (alcohol dehydrogenase), and ALDH (aldehyde dehydroge-

nase). Major enzymes involved in phase II reactions include the following: UGTs 

(uridine 5¢-triphosphate glucuronosyl transferases), TPMT (thiopurine methyltrans-

ferase), COMT (catechol-O-methyltransferase), HMT (histamine methyl-transferase), 

STs (sulfotransferases), GST-A (glutathion S-transferase A), GST-P, GST-T, GST-M, 

NAT2 (N-acetyl transferase), NAT1, and others ( 49 ).  

  4.3 The CYP Gene Family 

 The typical paradigm for the pharmacogenetics of phase I drug metabolism is rep-

resented by the cytochrome P450 enzymes, a superfamily of microsomal drug-

metabolizing enzymes. P450 enzymes comprise a superfamily of heme-thiolate 

proteins widely distributed in bacteria, fungi, plants, and animals. The P450 

enzymes are encoded in genes of the CYP superfamily (Table  16.2 ) and act as 

terminal oxidases in multicomponent electron transfer chains, which are called 

P450-containing monooxygenase systems. Some of the enzymatic products of the 
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CYP gene superfamily can share substrates, inhibitors, and inducers, whereas others 

are quite specific for their substrates and interacting drugs ( 5 ,  11 ,  12 ,  43 ). There are 

more than 200 P450 genes identified in different species, with more than 1,000 

variants among CYP450 genes ( 50 ). These species-specific differences are important 

when performing comparative pharmacogenetic studies and/or pharmacological 

experiments in animal models ( 51 ). 
 The microsomal, membrane-associated P450 isoforms CYP3A4, CYP2D6, 

CYP2C9, CYP2C19, CYP2E1, and CYP1A2 are responsible for the oxidative 

metabolism of more than 90% of marketed drugs; and CYP3A4 metabolizes more 

drug molecules than all other isoforms together. Most of these polymorphisms 

exhibit geographic and ethnic differences ( 52 – 57 ). These differences influence 

drug metabolism in ethnic groups in which drug dosage should be adjusted accord-

ing to their enzymatic capacity, differentiating normal or extensive metabolizers 

(EMs), poor metabolizers (PMs), and ultrarapid metabolizers (UMs). Most drugs 

act as substrates, inhibitors, or inducers of CYP enzymes. Enzyme induction ena-

bles some xenobiotics to accelerate their own biotransformation (auto-induction) or 

the biotransformation and elimination of other drugs ( 11 ,  12 ). A number of P450 

enzymes in human liver are inducible. Induction of the majority of P450 enzymes 

occurs by increase in the rate of gene transcription and involves ligand-activated 

transcription factors, aryl hydrocarbon receptor, constitutive androstane receptor 

(CAR), and pregnane X receptor (PXR) ( 56 ,  58 ). In general, binding of the appro-

priate ligand to the receptor initiates the induction process that cascades through a 

dimerization of the receptors, their translocation to the nucleus and binding to specific 

regions in the promoters of CYPs ( 58 – 60 ). CYPs are also expressed in the CNS, 

and a complete characterization of constitutive and induced CYPs in brain is essential 

for understanding the role of these enzymes in neurobiological functions and in 

age-related and xenobiotic-induced neurotoxicity ( 61 ). 
 The most important enzymes of the P450 cytochrome family in drug metabolism 

in decreasing order are CYP3A4, CYP2D6, CYP2C9, CYP2C19, and CYP2A6 ( 12 ,  
49 ,  50 ,  57 ,  62 ,  63 ). The predominant allelic variants in the CYP2A6 gene are 

CYP2A6*2 (Leu160His) and CYP2A6del. The CYP2A6*2 mutation inactivates the 

enzyme and is present in 1–3% of Caucasians. The CYP2A6del mutation results in 

no enzyme activity and is present in 1% of Caucasians and 15% of Asians ( 11 ,  12 ,  
49 ). The most frequent mutations in the CYP2C9 gene are CYP2C9*2 (Arg144Cys), 

with reduced affinity for P450 in 8–13% of Caucasians, and CYP2C9*3 (Ile359Leu), 

with alterations in the specificity for the substrate in 6–9% of Caucasians and 2–3% 

of Asians ( 11 ,  12 ,  49 ). The most prevalent polymorphic variants in the CYP2C19 

gene are CYP2C19*2, with an aberrant splicing site resulting in enzyme inactivation 

in 13% of Caucasians, 23–32% of Asians, 13% of Africans, and 14–15% of 

Ethiopians and Saudi Arabians, and CYP2C19*3, a premature stop codon resulting 

in an inactive enzyme present in 6–10% of Asians, and almost absent in Caucasians 

( 11 ,  12 ,  49 ). The most important mutations in the CYP2D6 gene are the following: 

CYP2D6*2xN, CYP2D6*4, CYP2D6*5, CYP2D6*10, and CYP2D6*17 ( 10 – 12 ,  57 ,  
64 ). The CYP2D6*2xN mutation gives rise to a gene duplication or multiplication 

resulting in increased enzyme activity which appears in 1–5% of the Caucasian popu-

lation, 0–2% of Asians, 2% of Africans, and 10–16% of Ethiopians. The defective 
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splicing caused by the CYP2D6*4 mutation inactivates the enzyme and is present in 

12–21% of Caucasians. The deletion in CYP2D6*5 abolishes enzyme activity and 

shows a frequency of 2–7% in Caucasians, 1% in Asians, 2% in Africans, and 1–3% 

in Ethiopians. The polymorphism CYP2D6*10 causes Pro34Ser and Ser486Thr 

mutations with unstable enzyme activity in 1–2% of Caucasians, 6% of Asians, 4% 

of Africans, and 1–3% of Ethiopians. The CYP2D6*17 variant causes Thr107Ile and 

Arg296Cys substitutions which produce a reduced affinity for substrates in 51% of 

Asians, 6% of Africans, and 3–9% of Ehtiopians, and is practically absent in 

Caucasians ( 10 – 12 ,  49 ,  57 ,  64 ). 

  4.3.1 CYP2D6 Genotypes in Alzheimer’s Disease 

 The CYP2D6 enzyme, encoded by a gene that maps on 22q13.1–13.2, catalyses the 

oxidative metabolism of more than 100 clinically important and commonly pre-

scribed drugs such as cholinesterase inhibitors (tacrine, donepezil, galantamine), 

antidepressants, neuroleptics, opioids, some β-blockers, class I antiarrhythmics, 

analgesics, and many other drug categories, acting as substrates, inhibitors, or 

inducers with which cholinesterase inhibitors may potentially interact, this leading 

to the outcome of ADRs ( 10 – 12 ,  65 ). The CYP2D6 locus is highly polymorphic, 

with more than 100 different CYP2D6 alleles identified in the general population, 

showing deficient (poor metabolizers, PM), normal (extensive metabolizers, EM) 

or increased enzymatic activity (ultrarapid metabolizers, UM) ( 63 ). Most individu-

als (>80%) are EMs; however, remarkable interethnic differences exist in the fre-

quency of the PM and UM phenotypes among different societies all over the world 

( 5 ,  10 – 12 ,  53 ,  55 – 57 ,  64 ). On the average, approximately 6.28% of the world pop-

ulation belongs to the PM category. Europeans (7.86%), Polynesians (7.27%), and 

Africans (6.73%) exhibit the highest rate of PMs, whereas Orientals (0.94%) show 

the lowest rate. The frequency of PMs among Middle Eastern populations, Asians, 

and Americans is in the range of 2–3% ( 10 – 12 ,  57 ). CYP2D6 gene duplications are 

relatively infrequent among Northern Europeans, but in East Africa the frequency 

of alleles with duplication of CYP2D6 is as high as 29% ( 19 ). 
 The most frequent CYP2D6 alleles in the European population are the follow-

ing: CYP2D6*1 (wild-type)(normal), CYP2D6*2 (2850C>T)(normal), CYP2D6 

*3 (2549A>del)(inactive), CYP2D6*4 (1846G>A)(inactive), CYP2D6*5 (gene 

deletion)(inactive), CYP2D6*6 (1707T>del)(inactive), CYP2D6*7 (2935A>C) 

(inactive), CYP2D6*8 (1758G>T)(inactive), CYP2D6*9 (2613–2615 delAGA) 

(partially active), CYP2D6*10 (100C>T)(partially active), CYP2D6* 11 

(883G>C)(inactive), CYP2D6*12 (124G>A)(inactive), CYP2D6*17 (1023C>T) 

(partially active), and CYP2D6 gene duplications (with increased or decreased 

enzymatic activity depending upon the alleles involved) ( 10 – 12 ,  66 – 68 ). 
 In the Spanish population, where the mixture of ancestral cultures has occurred 

for centuries, the distribution of the CYP2D6 genotypes differentiates four major 

categories of CYP2D6-related metabolyzer types: (i) extensive metabolizers 

(EM)(*1/*1, *1/*10); (ii) intermediate metabolizers (IM)(*1/*3, *1/*4, *1/*5, 

*1/*6, *1/*7, *10/*10, *4/*10, *6/*10, *7/*10); (iii) poor metabolizers (PM)(*4/*4, 
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*5/*5); and (iv) ultrarapid metabolizers (UM)(*1xN/*1, *1xN/*4, Dupl). In this 

sample we have found 51.61% EMs, 32.26% IMs, 9.03% PMs, and 7.10% UMs 

( 68 ) (Fig.  16.5 ). The distribution of all major genotypes is the following: *1/*1, 

47.10%; *1/*10, 4.52%; *1/*3, 1.95%; *1/*4, 17.42%; *1/*5, 3.87%; *1/*6, 

2.58%; *1/*7, 0.65%; *10/*10, 1.30%; *4/*10, 3.23%; *6/*10, 0.65%; *7/*10, 

0.65%; *4/*4, 8.37%; *5/*5, 0.65%; *1xN/*1, 4.52%; *1xN/*4, 1.95%; and Dupl, 

0.65% ( 68 ) (Fig.  16.5 ). These results are similar to others in the Caucasian popula-

tion previously reported by Sachse et al. ( 64 ), Bernal et al. ( 67 ), Cacabelos ( 10 –
 12 ,  68 ), Bernard et al. ( 69 ), and others ( 54 – 57 ,  70 – 72 ).  

 When comparing AD cases with controls, we observed that EMs are more preva-

lent in AD (*1/*1, 49.42%; *1/*10, 8.04%)(total AD-EMs: 57.47%) than in controls 

(*1/*1, 44.12%; *1/*10, 0%)(total C-EMs: 44.12%). In contrast, IMs are more fre-

quent in controls (41.18%) than in AD (25.29%), especially the *1/*4 (C: 23.53%; 

AD: 12.64%) and *4/*10 genotypes (C: 5.88%; AD: 1.15%). The frequency of PMs 

was similar in AD (9.20%) and controls (8.82%), and UMs were more frequent 

among AD cases (8.04%) than in controls (5.88%) ( 68 ). 
 Although initial studies postulated the involvement of the CYP2D6B mutant 

allele in Lewy body formation in both Parkinson’s disease and the Lewy body vari-

ant of AD, as well as in the synaptic pathology of pure AD without Lewy bodies 

( 73 ), subsequent studies in different ethnic groups did not find an association 

between AD and CYP2D6 variants ( 72 ,  74 – 79 ). Notwithstanding, the genetic 

 variation between AD and controls associated with CYP2D6 genotypes is 13.35% 

in EMs, 15.89% in IMs, 0.38% in PMs, and 2.16% in UMs, with an absolute 

genetic variation of 31.78% between both groups, suggesting that this genetic dif-

ference might influence AD pathogenesis and therapeutics ( 68 ). 

  Fig. 16.5    Frequencies of major CYP2D5 genotypes in the Spanish population   (Adapted from 

[64])       



16 Pharmacogenomics in Alzheimer’s Disease 343

  4.3.1.1 Association of CYP2D6 Variants with Alzheimer’s Disease-Related Genes 

 We have also investigated the association of CYP2D6 genotypes with AD-related 

genes, such as APP, MAPT, APOE, PS1, PS2, A2M, ACE, AGT, FOS, and PRNP 

variants ( 68 ) (Table  16.3 ). No APP or MAPT mutations have been found in AD cases. 

Homozygous APOE-2/2 (12.56%) and APOE-4/4 (12.50%) accumulate in UMs, and 

APOE-4/4 cases were also more frequent in PMs (6.66%) than in EMs (3.95%) or 

IMs (0%). PS1–1/1 genotypes were more frequent in EMs (45%), whereas PS-1/2 

genotypes were overrepresented in IMs (63.16%) and UMs (60%). The presence of 

the PS1–2/2 genotype was especially high in PMs (38.46%) and UMs (20%). A 

mutation in the PS2 gene exon 5 (PS2E5+) was markedly present in UMs (66.67%). 

About 100% of UMs were A2M-V100I-A/A, and the A2M-V100I-G/G genotype 

was absent in PMs and UMs. The A2M-I/I genotype was absent in UMs, and 100% 

of UMs were A2M-I/D and ACE-D/D. Homozygous mutations in the FOS gene (B/

B) were only present in UMs as well. AGT-T235T cases were absent in PMs, and the 

AGT-M174M genotype appeared in 100% of PMs. Likewise, the PRNP-M129M 

variant was present in 100% of PMs and UMs ( 68 ) (Table  16.3 ). These association 

studies clearly show that in PMs and UMs there is an accumulation of AD-related 

polymorphic variants of risk which might be responsible for the defective therapeutic 

responses currently seen in these AD clusters ( 68 ). Furthermore, CYP2D6-related 

AD PMs exhibit a poorer cerebrovascular function, which might affect drug penetra-

tion in the brain, with consequent therapeutic implications ( 68 ).       

  4.3.1.2. Influence of CYP2D6 Genotypes on Liver Transaminase Activity 

 Some conventional antidementia drugs (tacrine, donepezil, galantamine) are metabo-

lized via CYP-related enzymes, especially CYP2D6, CYP3A4, and CYP1A2, and 

polymorphic variants of the CYP2D6 gene can affect the liver metabolism, safety, 

and efficacy of some cholinesterase inhibitors ( 10 – 12 ,  68 ,  80 ,  81 ). In order to eluci-

date whether or not CYP2D6-related variants may influence transaminase activity, we 

have studied the association of GOT, GPT, and GGT activity with the most prevalent 

CYP2D6 genotypes in AD (Table  16.4 ). Globally, UMs and PMs tend to show the 

highest GOT activity and IMs the lowest. Significant differences appear among dif-

ferent IM-related genotypes. The *10/*10 genotype exhibited the lowest GOT activ-

ity with marked differences as compared to UMs (p < 0.05 vs *1xN/*1; p < 0.05 vs 

*1xN/*4) ( 68 ). GPT activity was significantly higher in PMs (*4/*4) than in EMs 

(*1/*10, p < 0.05) or IMs (*1/*4, *1/*5, p < 0.05). The lowest GPT activity was 

found in EMs and IMs ( 68 ). Striking differences have been found in GGT activity 

between PMs (*4/*4), which showed the highest levels, and EMs (*1/*1, p < 0.05; 

*1/*10, p < 0.05), IMs (*1/*5, p < 0.05), or UMs (*1xN/*1, p < 0.01))(Table  16.4 ). 

Interestingly enough, the *10/*10 genotype, with the lowest values of GOT and GPT, 

exhibited the second highest levels of GGT after *4/*4, probably indicating that 

CYP2D6-related enzymes differentially regulate drug metabolism and transaminase 

activity in the liver. These results also clearly demonstrate the direct effect of 

CYP2D6 variants on transaminase activity ( 68 ) (Table  16.4 ).         
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  4.4  CYP2D6-Related Therapeutic Response to a Multifactorial 
Treatment 

 No clinical trials have been performed to date to elucidate the influence of CYP2D6 

variants on the therapeutic outcome in AD in response to cholinesterase inhibitors 

or other antidementia drugs. To overcome this lack of pharmacogenetic information, 

we have performed the first prospective study in AD patients who received a com-

bination therapy (CPND protocol) with (a) an endogenous nucleotide and choline 

donor, CDP-choline (500 mg/day), (b) a nootropic substance, piracetam (1600 mg/

day), (c) a vasoactive compound, 1,6 dimethyl 8β-(5-bromonicotinoyl-oxymethyl)-

10α-methoxyergoline (nicergoline)(5 mg/day), and (d) a cholinesterase inhibitor, 

 Table 16.3    Distribution of AD-related genotypes associated with different CYP2D6 metabolizer 

types in Alzheimer disease  

 Gene 

 Polymorphic 

Variant 

 Extensive 

Metabolizers 

 Intermediate 

Metabolizers 

 Poor 

Metabolizers 

 Ultrarapid 

Metabolizers 

 APOE  2/2  0.00%  0.00%  0.00%  12.56% 

 2/3  5.26%  8.51%  20.00%  0.00% 

 2/4  0.00%  0.00%  0.00%  0.00% 

 3/3  61.84%  63.83%  46.67%  50.00% 

 3/4  28.95%  27.66%  26.67%  25.00% 

 4/4  3.95%  0.00%  6.66%  12.50% 

 PS1  1/1  45%  23.68%  15.39%  20.00% 

 1/2  46.67%  63.16%  46.15%  60.00% 

 2/2  8.33%  13.16%  38.46%  20.00% 

 PS2  E5(-)  66.67%  79.49%  66.67%  33.33% 

 E5(+)  33.33%  20.51%  33.33%  66.67% 

 A2Mins/del  II  65.72%  70.00%  87.50%  0.00% 

 ID  34.28%  23.33%  12.50%  100.00% 

 DD  0.00%  6.67%  0.00%  0.00% 

 A2Mpol  AA  44.45%  32.26%  37.50%  100.00% 

 A2M-V100I  AG  50.00%  51.62%  62.50%  0.00% 

 GG  5.55%  16.12%  0.00%  0.00% 

 ACE  II  23.53%  3.57%  16.67%  0.00% 

 ID  29.41%  50.00%  50.00%  0.00% 

 DD  47.06%  46.43%  33.33%  100.0% 

 AGT-M235T  MM  0.00%  12.50%  20.00%  16.67% 

 MT  84.21%  41.67%  80.00%  50.00% 

 TT  15.79%  45.83%  0.00%  33.33% 

 AGT-T174M  MM  0.00%  0.00%  0.00%  25.00% 

 TM  15.79%  20.00%  0.00%  25.00% 

 TT  84.21%  80.00%  100.00%  50.00% 

 cFOS  B/B  2.18%  0.00%  0.00%  0.00% 

 A/B  23.91%  33.33%  28.57%  25.00% 

 A/A  73.91%  66.67%  71.43%  75.00% 

 PRNP-M129V  MM  52.94%  30.00%  100.00%  100.00% 

 MV  41.18%  60.00%  0.00%  0.00% 

 VV  5.88%  10.00%  0.00%  0.00% 

 Adapted from ( 68 ) 
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donepezil (5 mg/day), for one year. With this multifactorial therapeutic interven-

tion, EMs improved their cognitive function (MMSE score) from 21.58 ± 9.02 at 

baseline to 23.78 ± 5.81 after 1-year treatment (r = + 0.82; a Coef.= + 20.68; b 

Coef.:  + 0.4). IMs also improved from 21.40 ± 6.28 to 22.50 ± 5.07 (r= + 0.96; a 

Coef. = + 21.2; b Coef. = + 0.25), whereas PMs and UMs deteriorate from 20.74 ± 6.72 

to 18.07 ± 5.52 (r = – 0.97; a Coef. = + 21.63; b Coef. = – 0.59), and from 22.65 ± 6.76 

to 21.28 ± 7.75 (r = – 0.92; a Coef. = + 23.35; b Coef.=−0.36), respectively. According 

to these results, PMs and UMs were the worst responders, showing a progressive 

cognitive decline with no therapeutic effect; and EMs and IMs were the best 

responders, with a clear improvement in cognition after one year of treatment (Fig. 

 16.6 ). Among EMs, AD patients harbouring the *1/*10 genotype (r = + 0.97; a 

Coef. = + 19.27; b Coef. = + 0.55) responded better than patients with the *1/*1 gen-

otype (r = + 0.44; a Coef. = + 22.10; b Coef. = + 0.25). The best responders among 

IMs were the *1/*3 (r = + 0.98; a Coef. = + 20.65; b Coef. = 1.18), *1/*6 (r = 0.93; 

a Coef. = + 22.17; b Coef. = + 0.44) and *1/*5 genotypes (r = + 0.70; a Coef. = + 19.96; 

b Coef. = + 0.25), whereas the *1/*4, *10/*10, and *4/*10 genotypes were poor 

responders (Fig.  16.6 ). Among PMs and UMs, the poorest responders were carriers 

of the *4/*4 (r = – 0.98; a Coef. = + 19.72; b Coef.=−0.91) and *1xN/*1 genotypes 

(r = – 0.97; a Coef. = + 24.55; b Coef. = – 0.98), respectively ( 68 ) (Fig.  16.6 ).  

 From all these data we can conclude the following: (i) The most frequent CYP2D6 

variants in the Spanish population are the *1/*1 (47.10%), *1/*4 (17.42%), *4/*4 

(8.37%), *1/*10 (4.52%), and *1xN/*1 (4.52%), accounting for more than 80% of 

the population; (ii) the frequency of EMs, IMs, PMs, and UMs is about 51.61%, 

32.26%, 9.03%, and 7.10%, respectively; (iii) EMs are more prevalent in AD 

 Table 16.4    CYP2D6-related liver transaminase activity in Alzheimer’s disease  

 Phenotype  CYP2D6  GOT (IU/L)  GPT (IU/L)  GGT (IU/L) 

  Extensive 
Metabolizers  

  *1/*1   23.49 ± 8.70 (1)   23.77 ± 16.04  31.16 ± 31.26 (14-16)  

  *1/*10   17.57 ± 6.29 (2)   16.28 ± 7.40 (11)   18.14 ± 6.79 (17)  

  Intermediate 
Metabolizers  

  *1/*3   22.33 ± 1.52 (3,4)   24.66 ± 10.59  22.00 ± 8.71 

  *1/*4   21.76 ± 3.57 (5,6)   21.88 ± 8.40  32.23 ± 25.53 

  *1/*5   18.33 ± 2.33 (7,8)   16.16 ± 5.60 (12,13)   18.50 ± 6.47 (18,19)  

  *1/*6   23.00 ± 4.83  23.25 ± 5.31  33.50 ± 26.41 

  *10/*10   16.00 ± 1.41 (9,10)   16.50 ± 3.53  39.00 ± 11.31 (20)  

  *4/*10   20.00 ± 3.87  20.60 ± 4.03  34.20 ± 16.20 

  Poor Metabolizers    *4/*4   21.78 ± 6.48  17.64 ± 15.05  59.71 ± 113.58 (21)  

  Ultra-rapid 
Metabolizers  

  *1xN/*1   20.50 ± 3.01  18.00 ± 5.32  21.50 ± 9.22 

  *1xN/*4   23.33 ± 4.04  23.00 ± 5.01  25.66 ± 6.02 

 Values: mean ± SD. 

 GGT: Gamma-Glutamyl Transpeptidase; GOT: Glutamic-Oxalacetic Transaminase; GGT: Glutamic-

Pyruvic Transaminase.  (1) p < 0.05 vs *1/*10; (2) p < 0.05 vs *1/*4; (3) p < 0.03 vs *1/*5; (4) 

p < 0.001 vs *1/*10; (5) p < 0.03 vs *1/*5; (6) p < 0.03 vs *10/*10;  (7) p < 0.05 vs *1/*6; (8) p < 0.04 

vs *1xN/*4; (9) p < 0.05 vs *1xN/*1; (10) p < 0.05 vs *1xN/*4; (11) p < 0.05 vs *4/*4;  (12) p < 0.05 

vs *1/*6; (13) p < 0.05 vs *4/*4; (14) p < 0.05 vs *4/*4; (15) p < 0.01 vs *10/*10; (16) p < 0.01 

vs *4/*10;   (17) p < 0.05 vs *4/*4; (18) p < 0.01 vs *10/*10; (19) p < 0.05 vs *4/*10; (20) p < 0.05 

vs *1xN/*1; (21) p < 0.05 vs *1xN/*1.   (Adapted from [68]) 
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(57.47%) than in controls (44.12%); IMs are more frequent in controls (41.18%) than 

in AD (25.29%), especially the *1/*4 (C: 23.53%; AD: 12.64%) and *4/*10 geno-

types (C: 5.88%; AD: 1.15%); the frequency of PMs is similar in AD (9.20%) and 

controls (8.82%); and UMs are more frequent among AD cases (8.04%) than in con-

trols (5.88%); (iv) there is an accumulation of AD-related genes of risk in PMs and 

UMs; (v) PMs and UMs tend to show higher transaminase activities than EMs and 

IMs; (vi) EMs and IMs are the best responders, and PMs and UMs are the worst 

responders, to a combination therapy with cholinesterase inhibitors, neuroprotectants, 

and vasoactive substances; and (vii) the pharmacogenetic response in AD appears to 

be dependent upon the networking activity of genes involved in drug metabolism and 

genes involved in AD pathogenesis ( 10 – 12 ,  68 ). 
 Taking into consideration the available data, it might be inferred that at least 

15% of the AD population may exhibit an abnormal metabolism of cholinesterase 

inhibitors and/or other drugs which undergo oxidation via CYP2D6-related 

enzymes. Approximately 50% of this population cluster would show an ultrarapid 

metabolism, requiring higher doses of cholinesterase inhibitors to reach a therapeu-

tic threshold, whereas the other 50% of the cluster would exhibit a poor metabo-

lism, displaying potential adverse events at low doses. If we take into account that 

approximately 60–70% of therapeutic outcomes depend upon pharmacogenomic 

criteria (e.g., pathogenic mechanisms associated with AD-related genes), it can be 

postulated that pharmacogenetic and pharmacogenomic factors are responsible for 

75–85% of the therapeutic response (efficacy) in AD patients treated with conven-

tional drugs ( 5 ,  10 – 12 ,  44 ,  68 ). Of particular interest are the potential interactions 

of cholinesterase inhibitors with other drugs in current use for patients with AD, 

such as antidepressants, neuroleptics, antiarrhythmics, analgesics, and antiemetics, 

which are metabolized by the cytochrome P450 CYP2D6 enzyme. Approximately 

30–60% of drug failure or lack of therapeutic efficacy (and/or ADR manifestation) 

is not a matter of drug dosage but a problem of poor metabolizing capacity in PMs. 
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  Fig. 16.6    CYP2D6-related therapeutic response to a multifactorial treatment in Alzheimer’s 

disease   (Adapted from [68])       
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Additionally, inappropriate drug use is one of the risk factors for adverse drug reac-

tions (ADRs) in the elderly. The prevalence of use of potentially inappropriate 

medications in patients older than 65 years of age admitted to a general medical or 

geriatric ward ranges from 16% to 20% ( 82 ), and these numbers may double in 

ambulatory patients. Overall, the most prevalent inappropriate drugs currently 

prescribed to the elderly are amiodarone, long-acting benzodiazepines, and anti-

cholinergic antispasmodics; however, the list of drugs with potential risk also 

includes antidepressants, antihistaminics, NSAIDs, amphetamines, laxatives, cloni-

dine, indomethacin, and several neuroleptics ( 82 ), most of which are processed via 

CYP2D6 and CYP3A5 enzymes ( 5 ,  10 – 12 ,  83 ). Therefore, pretreatment CYP 

screening might be of great help to rationalize and optimize therapeutics in the 

elderly, by avoiding medications of risk in PMs and UMs.   

  5 APOE in Alzheimer’s Disease Therapeutics  

 Polymorphic variants in the APOE gene (19q13.2) are associated with risk (APOE-

4 allele) or protection (APOE-2 allele) for AD ( 4 ,  12 ). For many years, alterations 

in ApoE and defects in the APOE gene have been associated with dysfunctions in 

lipid metabolism, cardiovascular disease, and atherosclerosis. During the past 25 

years an enormous number of studies have clearly documented the role of APOE-4 

as a risk factor for AD, and the accumulation of the APOE-4 allele has been 

reported as a risk factor for other forms of dementia and CNS disorders ( 4 ,  12 ). 
 APOE-4 may influence AD pathology interacting with APP metabolism and ABP 

accumulation, enhancing hyperphosphorylation of tau protein and NFT formation, 

reducing choline acetyltransferase activity, increasing oxidative processes, modifying 

inflammation-related neuroimmunotrophic activity and glial activation, altering lipid 

metabolism, lipid transport, and membrane biosynthesis in sprouting and synaptic 

remodelling, and inducing neuronal apoptosis ( 4 ,  12 ). 

  5.1 APOE-Related Phenotypic Profiles in Alzheimer’s Disease 

 Different APOE genotypes confer specific phenotypic profiles to AD patients. 

Some of these profiles may add risk or benefit when the patients are treated with 

conventional drugs, and in many instances the clinical phenotype demands the 

administration of additional drugs which increase the complexity of therapeutic 

protocols. From studies designed to define APOE-related AD phenotypes ( 4 – 8 , 
10 – 12 ,  36 ,  44 ,  68 ), several confirmed conclusions can be drawn: (i) the age-at-

onset is 5–10 years earlier in approximately 80% of AD cases harbouring the 

APOE-4/4 genotype; (ii) the serum levels of ApoE are the lowest in APOE-4/4, 

intermediate in APOE-3/3 and APOE-3/4, and highest in APOE-2/3 and APOE-

2/4; (iii) serum cholesterol levels are higher in APOE-4/4 than in the other geno-

types; (iv) HDL-cholesterol levels tend to be lower in APOE-3 homozygotes than 

in APOE-4 allele carriers; (v) LDL-cholesterol levels are systematically higher in 



348 R. Cacabelos

APOE-4/4 than in any other genotype; (vi) triglyceride levels are significantly 

lower in APOE-4/4; (vii) nitric oxide levels are slightly lower in APOE-4/4; 

(viii) serum ABP levels do not differ between APOE-4/4 and the other most fre-

quent genotypes (APOE-3/3, APOE-3/4); (ix) blood histamine levels are dramati-

cally reduced in APOE-4/4 as compared with the other genotypes; (x) brain atrophy 

is markedly increased in APOE-4/4 > APOE-3/4 > APOE-3/3; (xi) brain mapping 

activity shows a significant increase in slow wave activity in APOE-4/4 from the 

early stages of the disease; (xii) brain hemodynamics, as reflected by reduced brain 

blood flow velocity and increase pulsatility and resistance indices, is significantly 

worse in APOE-4/4 (and in APOE-4 carriers, in general, as compared with 

APOE-3 carriers); (xiii) lymphocyte apoptosis is markedly enhanced in APOE-4 

carriers; (xiv) cognitive deterioration is faster in APOE-4/4 patients than in carriers 

of any other APOE genotypes; (xv) occasionally, in approximately 3–8% of the AD 

cases, the presence of some dementia-related metabolic dysfunctions (e.g., iron, 

folic acid, vitamin B12 deficiencies) accumulate in APOE-4 carriers more than in 

APOE-3 carriers; (xvi) some behavioral disturbances (bizarre behaviors, psychotic 

symptoms), alterations in circadian rhythm patterns (e.g., sleep disorders), and 

mood disorders (anxiety, depression) are slightly more frequent in APOE-4 carri-

ers; (xvii) aortic and systemic atherosclerosis is also more frequent in APOE-4 car-

riers; (xviii) liver metabolism and transaminase activity also differ in APOE-4/4 

with respect to other genotypes; (xix) blood pressure (hypertension) and other 

 cardiovascular risk factors also accumulate in APOE-4; and (xx) APOE-4/4 are 

the poorest responders to conventional drugs. These 20 major phenotypic features 

clearly illustrate the biological disadvantage of APOE-4 homozygotes and the 

potential consequences that these patients may experience when they receive 

 pharmacological treatment ( 1 ,  4 – 8 ,  10 – 12 ,  22 ,  23 ,  33 ,  36 ,  44 ,  68 ,  80 ).  

  5.2  APOE-Related Therapeutic Response to Cholinesterase 
Inhibitors and Multifactorial Treatments 

 Several studies indicate that the presence of the APOE-4 allele differentially affects 

the quality and size of drug responsiveness in AD patients treated with cholinergic 

enhancers (tacrine, donepezil, rivastigmine) ( 84 – 86 ). For example, APOE-4 carriers 

show a less significant therapeutic response to tacrine (60%) than patients with no 

APOE-4 ( 84 ). In another study the frequency of APOE-4 alleles was higher in 

responders to a single oral dose of tacrine ( 86 ). It has been demonstrated that more 

than 80% of APOE-4(−) AD patients showed marked improvement after 30 weeks 

of treatment with tacrine, whereas 60% of APOE-4(+) carriers had a poor response 

( 84 ). Others found no differences after 6 months of treatment with tacrine among 

APOE genotypes, but after 12 months the CIBIC scores revealed that APOE-4 car-

riers had declined more than the APOE-2 and APOE-3 patients, suggesting that a 

faster rate of decline was evident in the APOE-4 patients, probably reflecting that 

APOE-4 inheritance is a negative predictor of treatment of tacrine in AD ( 87 ). It has 
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also been shown that the APOE genotype may influence the biological effect of 

donepezil on APP metabolism in AD ( 88 ). Prospective studies with galantamine in 

large samples of patients in Europe ( 89 ) and in the U.S. ( 90 ) showed no effect of 

APOE genotypes on drug efficacy. APOE-4 noncarriers also exhibit cognitive and 

functional improvement to rosiglitazone, a PPARG agonist, whereas APOE-4 carri-

ers show no improvement or some decline ( 91 ). MacGowan et al. ( 92 ) reported that 

gender is likely to be a more powerful determinant of outcome of anticholinesterase 

treatment than APOE status in the short term. In contrast, other studies do not sup-

port the hypothesis that APOE and gender are predictors of the therapeutic response 

of AD patients to tacrine or donepezil ( 93 ,  94 ). In a recent study, Petersen et al. ( 95 ) 
showed that APOE-4 carriers exhibited a better response to donepezil. Similar 

results have been found by Bizzarro et al. ( 96 ); however, Rigaud et al. ( 94 ) did not 

find any significant difference between APOE-4-related responders and 

 nonresponders to donepezil. An APOE-related differential response has also been 

observed in patients treated with other compounds devoid of acetylcholinesterase 

inhibiting activity (CDP-choline, anapsos) ( 91 ,  97 ,  98 ), suggesting that APOE-

associated factors may influence drug activity in the brain either directly acting on 

neural mechanisms or indirectly influencing diverse metabolic pathways ( 99 ). 
 To date, few studies have addressed in a prospective manner the impact of 

 pharmacogenetic and pharmacogenomic factors on AD therapeutics ( 5 – 8 ,  
10 – 12 ,  44 ,  68 ). Since APOE, PS1, and PS2 genes participate in AD pathogenesis 

regulating neuronal function and brain amyloidogenesis, in an attempt to envision 

the potential influence of major AD-associated genes on the therapeutic response 

in AD patients, we have performed the first pharmacogenomic study in AD using 

a genetic matrix model (trigenic haplotype-like model) to identify the response of 

a multifactorial therapy in different AD genotypes combining allelic associations of 

APOE+PS1+PS2 genes ( 6 ). With this strategy we have demonstrated that the thera-

peutic response in AD is genotype-specific, with APOE-4/4 carriers as the worst 

responders, and that some polymorphic variants exert a dominant effect on treat-

ment outcomes ( 5 – 8 ,  10 – 12 ,  44 ). From these studies we can conclude the follow-

ing: (i) Multifactorial treatments combining neuroprotectants, endogenous 

nucleotides, nootropic agents, vasoactive substances, cholinesterase inhibitors, and 

NMDA antagonists associated with metabolic supplementation on an individual 

basis adapted to the phenotype of the patient may be useful to improve cognition 

and slow down disease progression in AD. (ii) In our personal experience, the best 

results have been obtained combining (a) CDP-choline with piracetam and meta-

bolic supplementation, (b) CDP-choline with piracetam and anapsos, (c) CDP-

choline with piracetam and cholinesterase inhibitors (donepezil, rivastigmine), 

(d) CDP-choline with memantine, and (e) CDP-choline, piracetam, and nicergoline. 

(iii) Some of these combination therapies have proven to be effective, improving 

cognition during the first 9 months of treatment, and not showing apparent side 

effects. (iv) The therapeutic response in AD seems to be genotype-specific under 

different pharmacogenomic conditions. (v) In monogenic-related studies, patients 

with the APOE-2/3 and APOE-3/4 genotypes are the best responders, and APOE-

4/4 carriers are the worst responders. (vi) PS1- and PS2-related genotypes do not 
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appear to influence the therapeutic response in AD as independent genomic enti-

ties; however, APP, PS1, and PS2 mutations may drastically modify the therapeu-

tic response to conventional drugs. (vii) In trigenic-related studies the best 

responders are those patients carrying the 331222−, 341122−, 341222−, and 

441112−genomic clusters (Fig.  16.7 ). (viii) A genetic defect in the exon 5 of the 

PS2 gene seems to exert a negative effect on cognition, conferring upon PS2+ car-

riers in trigenic clusters the condition of poor responders to combination therapy. 

(ix) The worst responders in all genomic clusters are patients with the 441122+ 

genotype (Fig.  16.7 ). (x) The APOE-4/4 genotype seems to accelerate neurodegen-

eration, anticipating the onset of the disease by 5–10 years; and, in general, APOE-

4/4 carriers show a faster disease progression and a poorer therapeutic response to 

all available treatments than any other polymorphic variant. (xi) Pharmacogenomic 

studies using trigenic, tetragenic, or polygenic clusters as a harmonization proce-

dure to reduce genomic heterogeneity are very useful to widen the therapeutic 

scope of limited pharmacological resources ( 4 – 8 ,  10 – 12 ,  44 ).   

  5.3  Influence of APOE-CYP2D6 Interactions on Alzheimer’s 
Disease Therapeutics 

 APOE influences liver function and CYP2D6-related enzymes probably via regula-

tion of hepatic lipid metabolism ( 68 ,  80 ). It has been observed that APOE may 

influence liver function and drug metabolism by modifying hepatic steatosis and 

transaminase activity. There is a clear correlation between APOE-related TG levels 
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  Fig. 16.7    Trigenic (APOE + PS1 + PS2)-related therapeutic response to a combination therapy 

in patients with Alzheimer’s disease   (Adapted from [44])       
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and GOT, GPT, and GGT activities in AD ( 80 ). Both plasma TG levels and 

transaminase activity are significantly lower in AD patients harbouring the APOE-

4/4 genotype, probably indicating (a) that low TG levels protect against liver 

steatosis, and (b) that the presence of the APOE-4 allele influences TG levels, liver 

steatosis, and transaminase activity. Consequently, it is very likely that APOE 

influences drug metabolism in the liver through different mechanisms, including 

interactions with enzymes such as transaminases and/or cytochrome P450-related 

enzymes encoded in genes of the CYP superfamily ( 68 – 80 ). 
 When APOE and CYP2D6 genotypes are integrated in bigenic clusters and the 

APOE+CYP2D6-related therapeutic response to a combination therapy is analyzed 

in AD patients after one year of treatment as in Fig.  16.6 , it becomes clear that the 

presence of the APOE-4/4 genotype is able to convert pure CYP2D6*1/*1 EMs into 

full PMs (Fig.  16.8 ), indicating the existence of a powerful influence of the APOE-4 

homozygous genotype on the drug metabolizing capacity of pure CYP2D6-EMs.    

  6 Angiotensin-Converting Enzyme (ACE) in Alzheimer’s Disease  

 Angiotensin I-converting enzyme (EC 3.4.15.1) (Kininase II; Dipeptidyl carbox-

ypeptidase 1, Carboxycathepsin, Dipeptide hydrolase, Peptidase P, Peptidyl 

dipeptidase-4(A), Pepdidyl-dipeptide hydrolase) is a zinc metallopeptidase with 

dipeptidyl carboxypeptidase activity that regulates blood pressure, the renin-

angiotensin system, the kinin-kallikrein cascade, and electrolytic balance by 

hydrolyzing angiotensin I into angiotensinogen ( 4 ). ACE is the target of the ACE 

inhibitor family of drugs (captopril, enalapril, fosinopril, imidapril, lisinopril) 

currently used as antihypertensive agents. 
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  Fig. 16.8    Interaction of CYP2D6 and APOE in the pharmacogenetics of Alzheimer’s disease 

  (Adapted from [68])       
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 The ACE gene maps on 17q23 and encodes a 732-residue preprotein with a 31-

residue signal peptide and a mature molecular weight of 80,073. ACE contains two 

large homologous active domains, the N- and C-terminal domains. The ACE gene 

encodes two isozymes (somatic ACE isozyme and germinal ACE isozyme). ACE 

is a membrane-bound enzyme on the surface of vascular endothelial cells that also 

circulates in plasma, showing a great individual variability determined by an 

insertion (I)/deletion (D) polymorphism in intron 16 of the ACE gene (ACE-I/D 

polymorphism). More than 160 ACE polymorphisms have been reported, 34 of 

which are located in coding regions and 18 are missense mutations ( 100 ). 
ACE-related polymorphic variants have been associated with hypertension, athero-

sclerosis, stroke, left ventricular hypertrophy, chronic renal failure in IgA nephropa-

thy, Henoch-Schonlein purpura nephritis, mechanical efficiency of skeletal muscle, 

intracranial aneurysma, susceptibility to myocardial infarction, diabetic nephropa-

thy, AD, and logevity ( 4 ,  100 ). 
 Many studies have shown an association between ACE-I/D indel variants and 

AD ( 4 ). The polymorphism at intron 16 of the ACE gene, consiting in an insertion/

deletion (I/D) of 287 bp is associated with ACE concentrations, and the ACE-D/D 

genotype is associated with cardiovascular disorders and arterial occlusive disease. 

It has been proposed that ACE degrades ABP, retards ABP aggregation, deposition, 

and fibril formation, and inhibitis cytotoxicity, suggesting that ACE may affect 

susceptibility to AD by degrading ABP and preventing the accumulation of amy-

loid plaques in vivo ( 101 ), and that treatment with ACE N-terminal domain-related 

peptides might be a potential therapeutic strategy in AD ( 102 ). In a recent study, 

Eckman et al. ( 103 ) analyzed ABP accumulation in brains from ACE-deficient 

mice and in mice treated with ACE inhibitors and found that ACE deficiency did 

not alter steady-state ABP concentration. ABP levels are significantly elevated in 

endothelin-converting enzyme and neprilysin knockout mice, and inhibitors of 

these enzymes cause a rapid increase in ABP concentration in the brain ( 103 ). In 

contrast, Hemming and Selkoe ( 104 ) have reported that ABP is degraded by ACE 

and elevated by ACE inhibitors, such as captopril, raising the question of whether 

currently prescribed ACE inhibitors could elevate brain ABP levels in humans. 

  6.1   ACE-Related Therapeutic Response to a Multifactorial 
Treatment in Alzheimer’s Disease 

 No studies have been reported concerning the role of ACE in the therapeutic 

response to specific treatments in AD, with the exception of ACE inhibitors in 

hypertension and cardiovascular disorders. The positive effects of ACE inhibitors 

were thought to be the consequence of reducing angiotensin II levels and the deg-

radation of bradykinin; however, some of the beneficial effects of ACE inhibitors 

can be attributed to novel mechanisms, including the accumulation of the ACE 

substrate N-acetyl-seryl-aspartyl-lysyl-proline, which blocks collagen deposition in 

the injured tissues, as well as the activation of an ACE signaling cascade that 
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involves the activation of the kinase CK2 and the c-Jun N-terminal kinase in 

endothelial cells and leads to changes in gene expression ( 105 ). Since hypertension, 

cardiovascular disorders, and alterations in cerebrovascular hemodynamics clearly 

affect brain perfusion, contributing to the acceleration of neuronal death in suscep-

tible patients, it would be worthwhile to evaluate the effect of different ACE 

 variants on cognition in AD patients treated with conventional antidementia drugs. 

It has also been observed for a long time that hypertensive and hypotensive patients 

are at risk of developing AD, and that the APOE-4 allele accumulates in hyperten-

sive subjects ( 4 ,  33 ,  34 ). In addition, patients treated with ACE inhibitors may show 

an increased rate of mood disorders, such as depression- and anxiety-like symp-

toms. Taking into consideration all these observations, the effects of ACE polymor-

phic variants, either alone or in conjunction with APOE-related genotypes, on 

cognitive performance and mood disorders have been studied, under pharmaco-

genomic protocols, in AD patients treated with a multifactorial therapy. 

  6.1.1  ACE-Related Cognitive Performance in Response to a Multifactorial 
Therapy in Alzheimer’s Disease 

 Early- and late-onset AD patients (N = 463; 257 females and 206 males; age: 

63.51 ± 13.12 years; range: 40–98 years) received for one year a multifactorial 

 therapy (CNLA protocol) integrated by CDP-choline (500 mg/day, p.o.), nicergo-

line (5 mg/day, p.o.), E-SAR-94010 (LipoEsar®) (250 mg, t.i.d.), and Animon 

Complex® (2 capsules/day). E-SAR-94010 is a marine lipoprotein derivative 

extracted from  S .  pilchardus , with powerful anti-atherosclerotic and plasma lipid 

lowering activities, whose therapeutic properties exhibit an APOE-related profile 

( 11 ,  12 ,  68 ) (Fig.  16.9 ). Animon Complex® is a nutraceutical compound integrated 

by a purified extract of  Chenopodium quinoa  (250 mg), ferrous sulphate (38.1 mg, 

equivalent to 14 mg of iron), folic acid (200 µg), and vitamin B12 (1 µg) per cap-

sule (RGS: 26.06671/C). Patients with a chronic deficiency of iron (< 35 µg/ml), 

folic acid (< 2.5 ng/ml), or vitamin B12 (< 150 pg/ml) received an additional 

 supplementation of iron (80 mg/day), folic acid (5 mg/day), and B complex 

 vitamins (B1, 15 mg/day; B2, 15 mg/day; B6, 10 mg/day; B12, 10 µg/day; nicoti-

namide, 50 mg/day) to maintain stable levels of serum iron (50–150 µg/ml), folic 

acid (5–20 ng/ml), and vitamin B12 levels (500–1000 pg/ml) in order to avoid the 

negative influence of all these metabolic factors on cognition ( 11 ,  12 ,  68 ).  
 The distribution of ACE indel variants was the following: (a) ACE-D/D 

(35.64%) (N = 165; 97 females, age: 64.86  ±13.08 yrs, range: 41–91 yrs; 68 males, 

age: 63.49 ± 12.45 yrs, range: 44–96 yrs); (b) ACE-I/D (49.46%) (N = 229; 122 

females, age: 63.29 ± 13.77 yrs, range: 42–91 yrs; 107 males, 63.35 ± 13.10 yrs, 

range: 40–98 yrs); and (c) ACE-I/I (14.90%) (N = 69; 38 females, age: 64.76 ± 12.57 

yrs, range: 45–90; 31 males, age: 59.22 ± 13.06 yrs, range: 40–84 yrs). All ACE-I/D 

variants showed no differences in weight, height, or heart rate. ACE-I/D carriers had 

the highest blood pressure levels (139.06 ± 22.91 mmHg, p < 0.05 vs ACE-D/D), and 

ACE-I/I males represented the youngest population ( 68 ). 
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 The therapeutic response of AD patients with variable degrees of cognitive dete-

rioration (baseline MMSE score = 23.35 ± 7.51; range: 0–24) to the CNLA protocol 

showed a clear tendency to the stabilization of mental decline after one-year treat-

ment (MMSE score = 22.32 ± 8.60; r = – 0.09, a coef.: 22.90, a coef.: – 0.02). 

Among ACE-I/D variants, ACE-D/D were the worst responders (r = – 0.58, a coef.: 

23.03, b coef.: – 0.17), and ACE-I/D were the best responders (r = + 0.26, a coef.: 

22.7, b coef.: + 0.12), with ACE-I/I showing an intermediate positive response 

(r = + 0.01, a coef.: 23.11, b coef.: +0.007) ( 68 ) (Fig.  16.10 ).   

  6.1.2  Effect of ACE-APOE Interactions on the Therapeutic Response 
in Alzheimer’s Disease 

 Since synergistic effects of APOE with many other genes have been documented in 

the international literature ( 4) , including ACE, AGT, NOS3, FOS, APP, PS1, PS2, 

MAPT, GTS, and others, we have characterized bigenic clusters integrating APOE 

and ACE genotypes in AD patients to evaluate the impact of different APOE geno-

types on the ACE-related therapeutic response to a multifactorial therapy in AD. In 

classical studies, the association of ACE-D and APOE-4 alleles was found to be 

more frequent in AD than in controls, and the association of ACE-D/D genotypes 

and the APOE-4 allele may confer higher risk for cerebrovascular damage. 

 As previously reported ( 1 ,  4 – 8 ,  10 – 12 ,  44 ), APOE-2/4 (r=+0.79, a coef.: 14.05, 

b coef.: +1.19) > APOE-3/4 (r = + 0.64, a coef.: 21.12, b coef.: + 0.70) > APOE-2/3 

(r = + 0.01, a coef.: 23.06, b coef.: + 0.02) were the best responders, whereas APOE-

4/4 patients were the worst responders (r = – 0.98, a coef.: 25.15, b coef.: – 1.30) 

( 68 ) (Fig.  16.11 ). The integration of ACE and APOE genotypes in bigenic clusters 

yielded 18 different genotypes. The most frequent bigenic genotypes were 33ID 

  Fig. 16.9    APOE-related therapeutic efficacy of E-SAR-94010 on atheroma plaques in the 

abdominal aorta of patients with chronic hyperlipidemia   (Adapted from [68])       
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(33.74%), 33DD (22.68%), and 33II (9.29%). The frequencies of bigenic clusters 

integrated by APOE-4/4 and ACE variants were 0.86% 44DD, 1.51% 44ID, and 

0% 44II. Among ACE-APOE bigenic genotypes, the best responders were ID34 

(r = + 0.74, a coef.: 23.95, b coef.: +0.49) > ID23 (r = +0.50, a coef.: 23.85, b coef.: 

+ 0.45) > II33 (r = +0.49, a coef.: 24.06, b coef.: +0.24) > DD34 (r = +0.35, a coef.: 

  Fig. 16.10    ACE-related therapeutic response to a multifactorial treatment in Alzheimer’s disease 

  (Adapted from [68])       
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  Fig. 16.11    APOE-related cognitive performance in patients with Alzheimer’s disease treated 

with a combination therapy for one year   (Adapted from [68])       
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19.96, b coef.: +0.23) and the worst responders were DD44 (r = −0.99, a coef.: 

21.75, b coef.: −1.11) > DD33 (r = –0.77, a coef.: 24.54, b coef.: –0.32) > II23 

(r = – 0.71, a coef.: 25.21, b coef.: −0.58) > ID33 (r = − 0.46, a coef.: 23.37, b coef.: 

−0.29) > II34 (r = – 0.32, a coef.: 23.45, b coef.: −0.58) > DD23 (r = – 0.35, a coef.: 23.92, 

b coef.: –0.62) ( 68 ) (Fig.  16.12 ). These results clearly show that (a) the worst 

responders are those AD patients harbouring the DD44 bigenic genotype, (b) the 

presence of the ACE-D/D variant transforms potentially good (APOE-2/3) or mod-

erately good (APOE-3/3) responders into poor responders, and (c) the presence of 

the APOE-4/4 genotype determines a poor therapeutic response when combined 

with any ACE variant ( 68 ) (Fig.  16.12 ).      

  7  APOE- and ACE-Related Anxiety Rate in Alzheimer’s 
Disease  

 Behavioral disturbances and mood disorders are intrinsic components of dementia 

associated with memory disorders. The apperarance of anxiety, depression, psy-

chotic symptoms, verbal and physical aggressiveness, agitation, wandering, and 

sleep disorders complicate the clinical picture of dementia and add important 

 problems to the therapeutics of AD, and the daily management of patients as well. 

Under these conditions, psychotropic drugs (antidepressants, anxyolitics, hypnotics, 

and neuroleptics) are required, and most of these substances contribute to deterio-

rate cognition and psychomotor function. Both APOE- and ACE-related polymorphic 

variants have been associated with mood disorders and panic disorder ( 106 ). 
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  Fig. 16.12    ACE+APOE-related therapeutic response to a multifactorial treatment in Alzheimer’s 

disease   (Adapted from [68])       
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Differences in anxiety-related behavior have been detected between APOE-defi-

cient C57BL/6 and wild-type C57BL/6 mice, suggesting that APOE variants may 

affect emotional state ( 107 ). APOE-4 carriers with deep white matter hyperintesi-

ties in MRI show association with depressive symptoms and vascular depression 

( 108 ). Reduced caudate nucleus volumes and genetic determinants of homocysteine 

metabolism accumulate in patients with psychomotor slowing and cognitive defi-

cits ( 109 ), and older depressed subjects have persisting cognitive impairments 

associated with hippocampal volume reduction ( 110 ,  111 ). Depressive symptoms 

are also associated with stroke and atherogenic lipid profile ( 112 ). During the past 

two decades, antipsychotic, antianxiety and cognitive-enhancing effects have been 

attributed to ACE inhibitors. Some ACE inhibitors (captopril, SQ29,852) display 

similar effects to benzodiazepines in dealing with anxiety-related behaviors in 

 animals, and another ACE inhibitor (ceronapril) might share with neuroleptic drugs 

an ability to enhance latent inhibition in learning tasks. One SNP (rs4291) located 

in the promoter region of the ACE gene has been recently associated with unipolar 

major depression ( 106 ). 
 In order to understand whether or not cognitive function and mood disorders are 

cooperatively influenced by genetic factors in AD, and also to know the potential 

impact that conventional neuroprotection can exert on mood disorders, we have 

studied the effect of the therapeutic CNLA protocol on anxiety in AD and the dif-

ferential APOE- and ACE-related responses, distinguishing the influence of mono-

genic and bigenic variants on emotional conditions. 

 Surprisingly, the CNLA protocol was extremely effective in reducing anxiety 

progressively from the first month to the twelfth month of treatment. The anxiety 

rate declined from a baseline HRS-A score of 10.90 ± 5.69 to 9.07 ± 4.03 

(p < 0.0000000001) at 1 month, 9.01 ± 4.38 (p < 0.000006) at 3 months, 8.90 ± 4.47 

(p < 0.005) at 6 months, 7.98 ± 3.72 (p < 0.00002) at 9 months, and 8.56 ± 4.72 

(p < 0.01) at 12 months of treatment (r = – 0.82, a coef.: 10.57, b coef.: – 0.43) ( 68 ). 
From a global perspective, these data might suggest that improvement in mood 

conditions can contribute to stabilize cognitive function or that neuroprotection 

(with the consequent stabilization or improvement in mental performance) can 

enhance emotional equilibrium. 

  7.1 APOE-Related Anxiety Rate 

 At baseline, all APOE variants showed a similar anxiety rate, except the APOE-4/4 

carriers, who differed from the rest in a significantly lower anxiety rate (p < 0.05). 

Remarkable changes in anxiety were found among different APOE genotypes 

(Fig.  16.13 ). Practically all APOE variants responded with a significant diminution 

of anxiogenic symptoms, except patients with the APOE-4/4 genotype, who 

showed only a slight improvement. The best responders were APOE-2/4 (r = – 0.87, 

a coef.: 14.80, b coef.: –1.03) > APOE-2/3 (r = – 0.77, a coef: 11.04, b coef.: –0.45) 

> APOE-3/3 (r = –0.69, a coef.: 10.8, b coef.: − 0.39) > APOE-3/4 carriers 
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(r = – 0.45, a coef.: 10.93, b coef.: -0.30) ( 68 ) (Fig.  16.13 ). The modest anxiolytic 

effect observed in APOE-4/4 patients (r = –0.25, a coef.: 7.53, b coef.: –0.23) might 

be due to the very low anxiety rate observed at baseline. In any case, APOE-4/4 

carriers are the worst responders, with results similar to those obtained in cogni-

tive performance; however, the potential influence of APOE variants on anxiety 

and cognition in AD does not show a clear parallelism, suggesting that other more 

complex mechanisms are involved in the onset of anxiety in dementia.   

  7.2 ACE-Related Anxiety Rate 

 Patients with each one of the three ACE-I/D indel variants are equally anxiogenic 

at baseline, and all of them favourably respond to the CNLA protocol by gradually 

reducing anxiety symptoms throughout the 12-month treatment period (Fig.  16.14 ). 

The best responders are ACE-I/D (r = –0.89, a coef.: 10.83, b coef.: –0.46), fol-

lowed by ACE-D/D (r = – 0.68, a coef.: 10.49, b coef.: −0.45) and ACE-I/I (r = 

–0.08, a coef.: 10.57, b coef.: –0.06), the latter exhibiting the least significant 

change in anxiogenic parameters ( 68 ) (Fig.  16.14 ); in ACE-D/D carriers the anxio-

lytic response is faster and more sustainable during the treatment period (1M, 

p < 0.0003 vs BL; 3M, p < 0.007; 6M, p < 0.005; 9M, p < 0.0007; 12M, p < 0.03) than 

in the other genotypes, whereas in ACE-I/D the response gradually reaches signifi-

cant values after 9 months of treatment (p < 0.05); in contrast, ACE-I/I patients 

show a very positive response during the first trimester of treatment (1M, p < 0.04 
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vs BL; 3M, p < 0.04), with an apparent relapse of anxiogenic symptomatology 

thereafter (Fig.  16.14 ). This differential ACE-related anxiety pattern might suggest 

some influence of ACE-I/D variants on mood disorders in AD ( 68 ).   

  7.3 Effect of APOE-ACE Interactions on Anxiety 

 The combination of APOE and ACE polymorphic variants in bigenic clusters 

yields a quite different anxiety pattern (Figs.  16.15 – 16.16 ). The most anxiogenic 

patients at baseline are those with the DD23, ID44, and II34 genotypes, and the 

least anxiogenic patients are those harbouring the II23, DD44, and ID23 geno-

types (Fig.  16.15 ). All bigenic clusters show a positive anxiolytic response to the 

CNLA protocol, except DD44 which exhibits the worst response by far (r = 

+ 0.38, a coef.: 8.16, b coef.: +0.19). The sequence of good responders from bet-

ter to worse is the following: ID33 (r = – 0.89) > DD23 (r = – 0.85) > ID44 

(r = – 0.79) > DD34 (r = – 0.69) > DD33 (r = – 0.63) > ID34 (r = – 0.47) > II33 

(r = – 0.29) > ID23 (r = – 0.19 > II23 (r = – 0.13) = II34 (r = – 0.13) ( 68 ) (Fig. 

 16.16 ). Once again, as in the case of cognition, DD44 patients represent the poor-

est responders, clearly indicating that the association of the APOE-4/4 and ACE-

D/D genotypes has a severely deleterious effect on mental performance, at least 

in cognition and anxiety. Another interesting conclusion from these results is that 

the association of ACE-I/D with APOE-4/4 is beneficial in terms of mood improve-

ment, neutralizing the negative influence of APOE-4/4.     
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  8 Optimization of Alzheimer’s Disease Therapeutics  

 The optimization of AD therapeutics requires the establishment of new postulates 

regarding (a) the costs of medicines, (b) the assessment of protocols for global 

treatment in dementia, (c) the implementation of novel therapeutics addressing 
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causative factors, and (d) the setting up of pharmacogenetic/pharmacogenomic 

strategies for drug development ( 4 – 8 ,  10 – 12 ,  68 ). 
 The cost of medicines is a very important issue in many countries because of 

(i) the aging of the population (>5% disability), (ii) AD patients (5–15% > 65 

years) being an unproductive sector of the population with low income, and (iii) 

the high cost of health care systems in developed countries. Despite the effort of 

the pharmaceutical industry to demonstrate the benefits and cost-effectiveness of 

available drugs, the general impression in the medical community and in some 

governments is that the antidementia drugs present in the market are not cost-

effective ( 3 ). Conventional drugs for AD are relatively simple (and some of them 

are also very old) compounds with unreasonable prices ( 2 ). There is an urgent 

need to assess the costs of new trials with pharmacogenetics and pharmacogenomics 

strategies, and to implement pharmacogenetic procedures to predict drug-related 

adverse events ( 9 – 14 ). 
 Cost-effectiveness analysis has been the most commonly applied framework for 

evaluating pharmacogenetics. Pharmacogenetic testing is potentially relevant to 

large populations that incur high costs. For instance, the most common drugs 

metabolized by CYP2D6 account for 189 million prescriptions and US$12.8 

 billion in expenditures annually in the U.S., which represents 5–10% of total utili-

zation and expenditures for outpatient prescription drugs ( 113 ). Pharmacogenomics 

offer great potential to improve patients’ health in a cost-effective manner; how-

ever, pharmacogenetics/pharmacogenomics will not be applied to all drugs availa-

ble in the market, and careful evaluations should be done on a case-by-case basis 

prior to investing resources in R&D of pharmacogenomic-based therapeutics and 

making reimbursment decisions. 

 In performing pharmacogenomic studies in AD, it is necessary to rethink the 

therapeutic expectations of novel drugs, redesign the protocols for drug clinical 

trials, and incorporate biological markers as assessable parameters of efficacy and 

prevention ( 10 – 12 ). In addition to the characterization of genomic profiles, pheno-

typic profiling of responders and nonresponders to conventional drugs is also 

important (and currently neglected). Brain imaging techniques, computerized 

electrophysiology, and optical topography, in combination with genotyping of 

polygenic clusters, can help in the differentiation of responders and nonresponders. 

For instance, brain mapping shows a good imaging correlation with APOE-related 

genotypes in AD patients ( 11 ,  12 ). Age and AChE- and BuChE-related genotypes 

can also influence the therapeutic response to donepezil and rivastigmine ( 114 ). 
The early identification of predictive risks requires genomic screening and molecular 

diagnosis, and individualized preventive programs will be achieved only when 

pharmacogenomic/pharmacogenetic protocols are incorporated into the clinical 

armamentarium with powerful bioinformatics support. 

 Another important issue in AD therapeutics is that antidementia drugs should be 

effective in covering the clinical spectrum of dementia symptoms represented by 

memory deficits, behavioural changes, and functional decline. It is difficult (or 

impossible) for a single drug to meet these criteria. A potential solution to this 

problem is the implementation of cost-effective, multifactorial (combination) 
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 treatments, taking into consideration that traditional neuroleptics and novel antip-

sychotics (and many other psychotropics) deteriorate both cognitive and psycho-

motor functions in the elderly and may also increase the risk of stroke. Few studies 

with combination treatments have been reported and most of them are poorly 

designed. We also have to realize that the vast majority of dementia cases in people 

older than 75–80 are of a mixed type, in which the cerebrovascular component 

associated with neurodegeneration cannot be therapeutically neglected. In most 

cases of dementia, the multifactorial (combination) therapy appears to be the most 

effective strategy ( 5 – 8 ,  10 – 12 ,  44 ,  68 ). The combination of several drugs (neuro-

protectants, vasoactive substances, AChEIs, metabolic supplementation) increases 

the direct costs (e.g., medication) by 5–10%, but in turn annual global costs are 

reduced by approximately 18–20%, and the average survival rate increases about 

30% (from 8 to 12 years postdiagnosis). 

 There are major concerns regarding the validity of clinical trials in patients with 

severe AD. Despite the questionable experience with memantine, similar strategies 

have been used to demonstrate the utility of donepezil in severe AD. This kind of 

study has some important pitfalls, including (a) short duration (<1 yr), (b) institu-

tionalized patients, (c) patients receiving many different types of drugs, (d) none-

valuated drug-drug interactions, (e) side effects (e.g., hallucinations, gastrointestinal 

disorders) that may require the administration of additional medication, (f) lack of 

biological parameters demonstrating actual benefits, and (e) no cost-effectiveness 

assessment, among many other possible technical criticisms. Some of these methodo-

logical (and costly) problems might be overcome with the introduction of pharma-

cogenetic/pharmacogenomic strategies to identify good responders who might 

obtain some benefit by taking expensive (or risky) medications. 

 Major impact factors associated with drug efficacy and safety include the fol-

lowing: (i) the mechanisms of action of drugs, (ii) drug-specific adverse reactions, 

(iii) drug-drug interactions, (iv) nutritional factors, (v) vascular factors, (vi) social 

factors, and (vii) genomic factors (nutrigenetics, nutrigenomics, pharmacogenetics, 

pharmacogenomics). Among genomic factors, nutrigenetics/nutrigenomics and 

pharmacogenetics/pharmacogenomics account for more than 80% of efficacy-

safety outcomes in current therapeutics ( 10 – 12 ,  68 ). 
 Some authors consider that the priority areas for pharmacogenetic research are 

to predict serious adverse reactions (ADRs) and to establish variation in efficacy 

( 115 ). Both requirements are necessary in AD to cope with efficacy and safety 

issues associated with either conventional AD-related drugs, new drugs, and psy-

chotropic drugs of current use in dementia. Since drug response is a complex trait, 

genome-wide approaches (oligonucleotide microarrays, proteomic profiling) may 

provide new insights into drug metabolism and drug response. 

 To achieve a mature discipline of pharmacogenetics and pharmacogenomics in 

CNS disorders and dementia, it would be convenient to accelerate the following 

processes: (a) educate physicians and the public on the use of genetic/genomic 

screening in daily clinical practice; (b) standardize genetic testing for major catego-

ries of drugs; (c) validate pharmacogenetic and pharmacogenomic procedures 

according to drug category and pathology; (d) regulate ethical, social, and  economic 
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issues; and (e) incorporate pharmacogenetic and pharmacogenomic procedures 

both to drugs in development and to drugs in the market in order to optimize 

therapeutics.   
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 Pharmacogenomics Applications in Psychiatric 
Disorders 
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      Abstract    Serious mental illnesses, including schizophrenia and major  depressive 

disorder, result in considerable chronicity, morbidity, and mortality, and are 

amongst the leading causes of disability in the developed world. Despite advances 

in development of pharmacologic agents over the last two decades, only about one-

third of patients with psychotic or affective disorders experience rapid or robust 

treatment response, while as many as 40–50% can be labeled as partially or com-

pletely treatment refractory. Pharmacogenetic studies offer the potential to enhance 

clinical prognosis, and ultimately to tailor individualized therapies; however, the 

psychiatric pharmacogenetic literature to date may give the appearance of diverse, 

unreplicated results of uncertain clinical significance. To overcome this impression, 

we review findings demonstrating a replicable role in clinical prediction—for both 

symptom response and side effect burden—of several polymorphisms in genes in 

the serotonin and dopamine systems. We also highlight the limitations in current 

research, including the role of ethnic heterogeneity, the need to study treatment-

naïve patients, the lack of cost-benefit pharmacoeconomic studies, and the need 

for more comprehensive genotyping/haplotyping. We conclude by demonstrating 

the potential role of novel technologies, specifically whole genome association, in 

identifying robust, novel loci for pharmacogenomic prediction.  
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   1 Introduction  

 Individual differences in clinical response to psychotropic drugs has long been recog-

nized as a fundamental problem in the treatment of mental illness  (1 ,  2 ). As a generali-

zation, only about one third of patients with psychotic or affective disorders experience 

rapid or robust treatment response, while as many as 40–50% can be labeled as partially 

or completely treatment refractory. There is also marked variability in susceptibility to 

adverse drug effects, which not only can lead to substantial excess morbidity, but also 

result in the considerable problem of treatment nonadherence. A priori identification of 

the patients who will respond well to a particular psychotropic drug, or be at a higher 

risk for development of side effects, has the potential to help clinicians avoid lengthy, 

ineffective medication trials and limit patients’ exposure to adverse events. Moreover, 

enhanced predictability of treatment response early in the course of a patient’s illness 

may result in enhanced medication adherence, a significant predictor of relapse ( 3 ). 
 Since the mid 1990s, the field of pharmacogenetics has offered the potential for 

providing readily accessible, immutable biomarkers—DNA sequence variants—

that might be predictive of an individual’s propensity for both positive and adverse 

effects of drugs. However, to date, the promise of personalized medicine has 

remained unfulfilled. Because academic pharmacogenetic research is often limited 

to small and clinically heterogeneous samples, individual studies have been unable 

to provide compelling results. Additionally, the modest effect sizes which are common 

in complex genetics present an obstacle in the quest for valid biomarkers, which 

require high sensitivity and specificity for individual clinical prediction. Moreover, 

examination of disparate polymorphisms across a wide variety of candidate genes 

has created an impression of scattered, unreplicated findings. Recently, however, 

findings across multiple laboratories have begun to converge for genes related to 

serotonin and dopamine, the most prominent neurotransmitters targeted by drugs 

for major depressive disorder and schizophrenia. 

 The goal of the present chapter, then, is not to present an exhaustive review of all 

studies conducted in psychiatric pharmacogenetics. Rather, we will focus on the 

converging evidence implicating the most well-studied candidates in these two dis-

orders. With additional focused research, it is possible that clinically useful predic-

tions concerning the relative costs (side effects) and benefits (likelihood of response) 

of common serotonergic and dopaminergic treatments may soon be available to the 

individual patient and clinician. At the end of this chapter, we will consider future 

technological developments, including whole genome association and sequencing, 

which are likely to greatly accelerate the search for less obvious genes which may 

nevertheless have strong effects on phenotypes such as psychiatric drug response.  

  2 Major Depressive Disorder  

 Major depressive disorder (MDD) is one of the most common and disabling psy-

chiatric disorders, with an estimated 12-month and lifetime prevalence of about 5% 

and 15%, respectively ( 4 ,  5 ); similar prevalence rates have been observed in most 
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European countries ( 6 ). The course of MDD is chronic and/or relapsing for a 

majority of patients ( 7 ,  8 ), resulting in considerable morbidity and mortality. MDD 

is currently the fourth (and predicted to rapidly rise to the second) greatest medical 

cause of years lost to disability ( 9 ), and it accounts for 20–35% of the nearly 30,000 

annual suicides in the United States ( 10 , 11 ). Antidepressants represent the third 

largest pharmaceutical market worldwide, with sales well in excess of $10 billion. 

However, efficacy studies demonstrate that only slightly more than half of patients 

respond (defined as 50% reduction in symptoms) to currently available treatments 

( 2 ), and less than one third of patients experience full remission ( 12 ). Because long-

term quality of life, disability, and general health comorbidity are strongly corre-

lated with ongoing levels of residual symptomatology ( 13 ), optimizing response to 

treatment remains a pressing clinical concern. 

  2.1 Pharmacogenetic Studies of the Serotonin Transporter 

 Given that most currently used antidepressants operate either selectively or prima-

rily on the inhibition of serotonin reuptake, it is perhaps not surprising the serotonin 

transporter gene ( SLC6A4 ) has been the most common focus in pharmacogenetic 

studies. Located at chromosome 17q11.1-q12,  SLC6A4  contains a well-studied 

functional polymorphism (known as 5-HTTLPR) in a variable-repeat sequence in 

its promoter region ( 14 ). The short (“ s ”) allele, containing fewer repeats (a 44 base 

pair deletion) relative to the long (“ l ”) allele, reduces transcription efficiency of the 

gene, resulting in reduced expression of the transporter protein ( 15 ). The short 

allele has been associated with susceptibility to depressive traits, particularly in 

individuals with a history of major life stress ( 16 ), although not necessarily to MDD 

itself ( 17 ). Thus, MDD patients display the full range of genotypes at this locus, 

and both alleles are relatively common in the population, making this polymor-

phism an attractive candidate even for small pharmacogenetic studies.  

  2.2 Efficacy 

 In one of the first pharmacogenetic studies involving an SSRI, Smeraldi and col-

leagues ( 18 ) showed that the  s  allele form of 5HTTLPR was associated with 

reduced efficacy of fluvoxamine in a group of 53 patients with major depression. 

Since then, more than one dozen studies have examined the effect of this variant on 

response to SSRIs, albeit in relatively small samples of 50–130 subjects. Although 

sample characteristics, drug and dose selection, length of trial, and outcome criteria 

vary considerably, a recent meta-analysis of 15 studies (total n = 1435) indicates a 

robust effect consistent with the initial report ( 19 ). Specifically,  ll  homozygotes 

were twice as likely as s carriers (odds ratio, OR = 2.01) to respond over the course 

of the trial, and were even more likely (OR = 2.57) to demonstrate early response 

(within the first 4 weeks of the trial). Moreover,  l  carriers were more likely to 
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achieve remission criteria (OR = 2.21) compared to  ss  homozygotes. (Note that 

 deleterious effects of the  s  allele were dominant with respect to response, but 

 recessive with respect to remission.) While these odds ratios are modest and do not, 

of themselves, permit unambiguous classification of individual subjects, these 

effect sizes are relatively large in the context of complex genetics.  

  2.3 Side Effects 

 While efficacy studies demonstrate greater responsivity to SSRIs associated with the 

 l  allele, the  s  allele appears to confer greater sensitivity to adverse effects of antidepres-

sants. In a study of depressed patients aged 65 or older, Murphy et al. ( 20 ) demon-

strated that  s  allele carriers (n = 71) had greater severity of adverse events and higher rates 

of discontinuation relative to  ll  subjects (n = 40) taking paroxetine. These results were 

subsequently replicated in a smaller sample (n = 44) of patients taking a variety of anti-

depressants thought to act at the serotonin transporter ( 21 ). Additionally, Smits et al. 

( 22 ) recently reported that the rate of general adverse events (including dermatologic 

reactions, weight change, and fatigue) to SSRIs was significantly increased in subjects 

with one (OR = 1.77) or two (OR = 2.37) copies of the  s  allele. Extremely strong 

evidence for a role of 5HTTLPR in side effect burden was recently adduced in a phar-

macogenetic investigation in the STAR*D effectiveness trial of citalopram ( 2 ). Low 

activity allele carriers demonstrated significantly increased side effects in the full sam-

ple of > 1650 subjects ( 23 ). Although side effect ratings in this large and complex trial 

were limited, the data suggested that a major component of this side effect burden was 

treatment-emergent diarrhea, presumably related to abnormal gastrointestinal serotonin 

activity. Finally, it is intriguing that the first two studies above reported that deleterious 

effects of the  s  allele were not seen in subjects taking mirtazapine, which does not act 

upon the serotonin transporter. Murphy et al. ( 20 ) actually reported a  reverse  effect 

(greater adverse effects and discontinuation in  ll  patients taking mirtazapine). 

 Two studies have also demonstrated that  ss  homozygotes are at increased risk for 

anti-depressant induced mania ( 24 ,  25 ). While both studies reported very strong 

effects (2.5<OR<4), both were retrospective studies of patients already diagnosed 

with bipolar disorder; no prospective studies of unipolar patients undergoing treat-

ment have been reported. It should be noted that two additional studies reported no 

significant association between 5HTTLPR genotype and antidepressant-induced 

mania ( 26 ,  27 ). A third study failed to find an overall association of the  s  allele to 

antidepressant-induced mania, but did report an association within subjects with rapid 

cycling ( 28 ). A small study by Perlis and colleagues ( 29 ) suggests that medication-

induced insomnia and agitation may be a mechanism underlying a “manic switch.” 

Thirty-six outpatients with MDD were assessed prospectively over the course of a 

12-week open-label trial of fluoxetine (up to 60 mg/day). Of nine subjects homozygous 

for the  s  allele, seven (78%) developed new or worsening insomnia and 6 (67%) 

developed agitation. By contrast, only 22% and 7% of  l  carriers developed insomnia 

or agitation, respectively. It should be noted that no data on manic switch were 

directly presented by these investigators.  
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  2.4 Conclusions and Caveats 

 The results described above provide strong evidence that 5HTTLPR variation 

 influences response to treatment SSRIs. Moreover, results converge in that  s  allele 

carriers, and particularly  ss  homozygotes, are less likely to achieve positive out-

comes of response and remission, and are more likely to experience adverse events 

including a possibility of a switch into mania. Combined with evidence (reviewed 

in 30) that the  s  allele may be associated with increased risk for suicide (although 

treatment-induced suicidality has not been studied), it could be argued that SSRIs 

are indicated for  s  carriers only with caution. One “head-to-head” study comparing 

two SSRIs ( 31 ) indicated that paroxetine was significantly more effective than flu-

voxamine in  ss  homozygotes. Further studies comparing SSRIs to treatments based 

on other mechanisms (e.g., mirtazapine, bupropion) would be extremely helpful to 

determine whether such medications would be significantly more efficacious or 

tolerable for  s  carriers. For example, it would be interesting to determine whether 

 s  carriers account for the notable additional efficacy (25–30%) of augmentation or 

switch strategies in nonresponders to conventional SSRI monotherapy ( 32 ,  33 ). 
 Despite the relatively robust effects described above, several caveats must also 

be addressed. First, the (by far) largest single pharmacogenetic study to date, 

reported too recently for inclusion in the aforementioned meta-analytic study ( 19 ), 
failed to find a significant effect of 5HTTLPR variation on symptom response or 

remission to citalopram ( 23 ,  34 ). Examining >1300 Caucasian subjects as part of 

the STAR*D effectiveness trial ( 2 ), the  s  allele was slightly overrepresented in 

nonresponders (OR = 1.12), but results were far from statistically significant. 

However, since the direction of response is consistent with other studies, this result 

would attenuate, but not abolish, the effects reported in the meta-analysis. It is also 

possible that broader inclusion criteria of the STAR*D trial, including lower levels 

of depression at study entry as well as more permissive exclusion criteria, resulted 

in increased homogeneity of the sample and reduction of the power of genetic pre-

dictors. Still, it is likely that the STAR*D sample is more representative of patients 

seeking treatment with SSRIs; pharmacogenetic recommendations based on the 

results of more rarified efficacy trials should be considered provisional. 

 An additional limitation on the applicability of these pharmacogenetic data is the 

potential confound of ethnicity. The 5HTTLPR allelic frequencies are very sensi-

tive to population of origin ( 19 ), and this could lead to differing associations to 

treatment-relevant phenotypes. In Caucasians, the short form represents the minor 

allele, and is present on about 40% of all chromosomes. However, this rate is 

approximately doubled in Asian populations, for whom the short allele is predomi-

nant. By contrast, individuals of African descent (including African-Americans) 

exhibit only about a 20%  s  allele frequency. This latter group has been virtually 

unrepresented in pharmacogenetic research, with only the STAR*D study reporting 

any data; no significant association was observed in a sample of 251 patients taking 

citalopram ( 34 ). Studies in Asian patients have revealed mixed results for 

5HTTLPR. While the meta-analysis ( 19 ) demonstrated comparable (though more 

variable) results in Asian patients (i.e., reduced efficacy in  s  carriers), a recent large 
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(n > 200) Korean study of geriatric depression showed the reverse effect ( 35 ); the  s  

allele was associated with improved response to antidepressants, even in patients 

taking a norepinephrine reuptake inhibitor (nortriptyline). Two earlier studies 

(included in the meta-analysis) also showed a reverse relationship ( 36 ,  37 ), and one 

study of adverse effects demonstrated no association in Asians ( 38 ). Thus, pharma-

cogenetic recommendations are extremely limited for non-Caucasians at this time, 

and broader representation is required in future pharmacogenetic studies. 

 These interethnic differences, as well as the presence of other conflicting find-

ings and failures to replicate, may be partially accounted for by other variations 

within the  SLC6A4  locus that may impact production of the serotonin transporter 

protein. Recent advances in genotyping technology, combined with more compre-

hensive understanding of genomic variation ( 39 ), require that the next generation 

of pharmacogenetic studies of the serotonin transporter account for all major 

sources of variation at the gene. As shown in Figure  17.1 , linkage disequilibrium 

structure and haplotypic frequencies differ dramatically across populations.  

 As an important example of the need for more comprehensive genotyping, it has 

recently been demonstrated that nucleotide substitutions within the long 5HTTLPR 

allele may result in lower expression of the transcript, comparable to the shorter 

allele ( 40 ), and may affect reported associations to mood-related phenotypes ( 41 ). 
Smeraldi et al. ( 42 ) demonstrated that response to fluvoxamine differed amongst  l  
alleles carriers depending upon the specific nucleotide sequence of the full repeat 

region, yet no other studies to date have genotyped these subvariants. Similarly, the 

STAR*D side effects study demonstrated stronger effects, particularly in the 

Caucasian non-Hispanic subgroup, when  l  alleles carrying an activity-reducing 

A-to-G substitution were grouped with  s  alleles ( 23 ). Two studies ( 43 ,  44 ) demon-

strated a significant pharmacogenetic effect of a single nucleotide polymorphism 

(SNP, rs25531) which is in linkage disequilibrium with 5HTTLPR and may 

account for some of the phenotypic effects attributed to the repeat variant. 

Moreover, Kraft et al. ( 44 ) reported data indicating that rs25531 is functional, and 

affects binding of this segment of DNA to the activator protein 2 transcription fac-

tor, thus potentially mirroring transcription effects of 5HTTLPR. Finally, a trend-

level effect on treatment response (p = .02, not significant when corrected for 

multiple comparisons) was reported in the STAR*D sample for rs140700, a SNP in 

intron 6 exhibiting modest LD with rs25531 and low LD with 5HTTLPR ( 34 ).  

  2.5 Other Serotonin-Related Genes 

 A number other genes in the serotonin pathway have been investigated in pharma-

cogenetic studies of antidepressants; three such genes ( HTR2A, HTR1A,  and  TPH1)  
have yielded significant associations that have been replicated at least once.   Several 

studies have converged to indicate that variation in  HTR2A  (on chromosome 13q), 

encoding the postsynaptic serotonin receptor 5HT 
2A

 , may be associated with anti-

depressant response phenotypes. A promoter region SNP, rs6311 (also referred to 
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as -1438G/A), appears to affect transcription of the receptor (possibly in concert 

with an additional SNP, rs6312 [45]). Specifically, the G allele tends to be associ-

ated with reduced expression of the receptor ( 46 ). 
 In a study of 77 Korean MDD patients receiving citalopram, GG homozygotes 

demonstrated more robust response to treatment; intriguingly, the G allele was also 

associated with the presence of MDD when this group was compared with healthy 

volunteers ( 47 ). Similarly, Kato et al. ( 38 ) demonstrated better response in GG 

homozygotes (total n = 100 Japanese patients randomized to fluvoxamine or parox-

etine). Virtually identical results were observed in a moderately large (n = 173) 

German sample undergoing various nonrandomized treatments, although a differ-

ent (but functionally equivalent) SNP was assessed ( 48 ); this SNP (rs6313, also 

designated T102C) is in perfect linkage disequilibrium with rs6311, thus providing 

identical information. The C allele at rs6313 corresponds to the low-activity G 

allele of rs6311. 

  Fig. 17.1    Haplotype structure across the serotonin transporter gene ( SLC6A4 ), based on Phase II 

HapMap genotypes (ref. 39) in three ethnic populations (CEU = Caucasian; YRI = African; 

JPT+CHB = Asian)       
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 Unfortunately, the same low-activity allele at rs6311 that is associated with 

good response has also been associated with increased rates of side effects in three 

studies. Bishop et al. ( 49 ) reported that GG homozygotes had increased sexual side 

effects in a primarily Caucasian sample on various SSRIs. Kato et al. ( 38 ) reported 

a greater total rate of adverse events, particularly nausea, associated with the G 

allele; increased gastrointestinal side effects were also reported in a subset of 

Japanese patients with both the G allele and low metabolizing genotypes at the 

 CYP2D6  gene ( 50 ). 
 The studies listed above generally converge, demonstrating greater serotonergic 

sensitivity for G allele homozygotes in both Asians and Caucasians. As contrasted 

with the 5HTTLPR variant, allelic frequencies at rs6311 do not differ dramatically 

across populations, with each allele demonstrating roughly equal (∼50%) popula-

tion frequency. Still, two studies have reported no affect for rs6311 in both Asians 

and Caucasians ( 51 ,  52 ). In the large STAR*D open trial of citalopram, McMahon 

et al. ( 52 ) failed to find an effect for rs6311 or rs6313, but did report a strongly sig-

nificant effect (p = 10 −6 ) for rs7997012, a novel SNP at the other (3′) end of the 

gene. This SNP, near exon 3, was not in LD with rs6313/6311 in this sample. 

Despite the strong statistical significance of this finding, it is important to note that 

the clinical impact may be more modest. Even in the most robust subsample 

(Caucasian subjects), and comparing homozygotes only (excluding heterozygotes, 

which demonstrated intermediate response), the effect size was insufficient for 

individualized prediction (OR ∼1.2). Finally, one additional study suggested that 

extremely rare homozygotes at a different promoter polymorphism (–1420 T/T 

homozygotes) demonstrated reduced response to antidepressant treatment ( 53 ). 
Again, more work needs to be performed to fully characterize the functional con-

sequences of haplotypic diversity at this moderately sized (62kb) gene. 

 In contrast to the postsynaptic 5HT 
2A

  receptor, the 5HT 
1A

  autoreceptor modu-

lates the firing rate of dorsal raphe serotonergic neurons; the 5HT 
1A

  protein is 

coded by the very small (<2kb)  HTR1A  gene at chromosome 5q11.2–q13. Some 

evidence from preclinical models has suggested that desensitization of the autore-

ceptor is implicated in the therapeutic mechanism of SSRIs ( 54 ), and two func-

tional SNPs have been identified in the gene. Receptor proteins carrying the G 

allele at a promoter region polymorphism (rs6295, C-1019G) are less responsive 

to the therapeutic desensitization effect in raphe neurons ( 54 ). One PET study 

provides evidence that this results in greater 5-HT1A cortical binding potential in 

G allele carriers, perhaps due to greater gene expression ( 55 ). At least four studies, 

with a combined sample of over 300 individuals, have demonstrated a relationship 

between antidepressant response and rs6295, with the alternate G allele associated 

with impaired response to antidepressants ( 54 – 57 ). However, it should be noted 

that no effect was reported in the STAR*D study ( 52 ), and one additional study 

reported an association in bipolar, but not unipolar depressed patients ( 58 ). 
Additionally, one study has reported a nonsynonymous SNP in  HTR1A  (Gly272Asp, 

rs1800042), for which the substituted Asp allele is associated with significantly 

enhanced response to fluvoxamine ( 59 ), although this effect was not replicated in 

one subsequent study ( 57 ). 
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 Relatedly, one SNP in the trytophan hydroxylase ( TPH1 ) gene, A218C, has 

demonstrated a significant association to antidepressant efficacy, with carriers of 

the A allele exhibiting reduced response to paroxetine, fluvoxamine, and citalo-

pram ( 26 ,  43 ,  60 ,  61 ). Although the mechanism of this effect is unknown, and sev-

eral studies have failed to replicate the association (e.g.,  37 ,  52 ,  62 ), TPH1 is the 

rate-limiting enzyme in the synthesis of serotonin, and this gene deserves further 

investigation.   

  3 Schizophrenia  

 Although their prevalence is slightly below 1% of the population ( 63 ), schizophre-

nia (SCZ) and schizoaffective disorder together constitute the fifth leading cause of 

disability; in the United States, SCZ is responsible for more years of life lived 

with disability than all malignancies and HIV combined ( 64 ,  65 ). In SCZ, disability 

typically persists throughout the person’s lifetime and exacts a financial cost to 

society three to four times that of direct patient care ( 66 ). Of the estimated 65 billion 

dollars spent in caring for individuals with SCZ in the USA (in 1991), $46 billion was 

attributed to lost productivity ( 67 ). The introduction of second-generation antipsy-

chotics did not substantially improve these figures 11 years later ( 68 ). Although not 

often recognized, SCZ also carries substantial mortality; the disorder is associated 

with a doubling of mortality rates compared to the general population ( 69 ), and a 

suicide rate that may be as high as 5% ( 70 ). 
 Despite the introduction of several second-generation antipsychotics over the 

last decade, and the subsequent generation of a multibillion dollar market in such 

medications, a recent large-scale efficacy trial has yielded disappointing results 

( 71 ). This trial revealed that both old and new medications have only moderate 

long-term effectiveness, partially due to relatively high side effect burdens and 

extremely high rates of discontinuation (∼75% discontinuation within 18 months). 

Even when taking medication, as many as 40% of patients fail to demonstrate 

adequate response on the hallmark positive symptoms of hallucinations and delu-

sions ( 72 ). Moreover, current treatments are, at best, only modestly effective in 

ameliorating negative symptoms and cognitive deficits associated with the illness 

( 73 ). The time course of treatment response has remained controversial, leaving 

clinicians without strong guidance for making decisions about when to switch 

 medications ( 74 ). 
 Given the compelling need for enhanced prognostic tools in clinical decision-

making, it is perhaps surprising that pharmacogenetic predictors of antipsychotic 

response have been understudied to date. In a recent review ( 75 ), we noted that 

most such studies have relied on small samples (often with n < 100) of convenience, 

often derived from open-label clozapine trials in which patients are already receiv-

ing frequent blood draws. Trial lengths have been generally short (4–8 weeks), with 

only a single endpoint rating. Negative symptom endpoints have only rarely been 

studied, and pharmacogenetic prediction of cognitive effects remains unexamined. 
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Only a few small studies have been conducted for first-line treatments such as risp-

eridone and olanzapine ( 76 – 80 ), and, to our knowledge, none for aripiprazole or 

ziprasidone. All studies have employed the candidate gene approach, examining 

one or a few SNPs primarily derived from genes encoding dopamine ( DRD2, 
DRD3 ) or serotonin receptors (usually  HTR2A  and  HTR2C ); we will review these 

studies briefly below. 

  3.1 Dopamine Receptor Genes 

 Dopamine D 
2
  receptor blockade is a property of all known antipsychotics, as 

demonstrated in vitro ( 81 ) and in vivo ( 82 ), yet a predictive relationship between 

variation in the  DRD2  gene (chromosome 11q22) and treatment response has not 

been firmly established. Most pharmacogenetic studies to date have examined the 

3′ Taq1A polymorphism (rs1800497), which more recently has been determined to 

be a nonsynonymous coding SNP in a neighboring ankyrin repeat gene (ANKK1) 

 (83) . Possibly due to linkage disequilibrium with another site within  DRD2 , the 

minor allele at rs1800497 has been associated with a 40% reduction in striatal D 
2
  

receptor density based on in vivo imaging studies ( 84 ). Carriers of the minor (A1) 

allele at this SNP have demonstrated enhanced antipsychotic efficacy, at least for 

positive symptoms, in three studies of first-generation antipsychotics ( 85 – 87 ). 
However, opposite results were reported in African-American patients in one study 

of clozapine response ( 88 ). This discrepancy may be due to different haplotypic 

structures observed across ethnicities, differing effects of clozapine and conventional 

neuroleptics, or ascertainment effects in the selection of treatment-refractory candi-

dates for clozapine treatment. Consistent with the reports of enhanced efficacy for 

A1 carriers, several studies have also demonstrated increased sensitivity of A1 carriers 

to side effects associated with D 
2
  blockade, specifically prolactin elevation and 

extrapyramidal symptoms ( 85 ,  89 – 92 ). 
 While these studies provide compelling evidence that A1 carriers may be more 

sensitive to both positive and negative effects of conventional antipsychotics, it is 

important to note that all of these studies were conducted in chronic patients with 

substantial prior exposure to antipsychotic medication. Both animal and human 

studies have demonstrated significant D 
2
  receptor upregulation subsequent to long-

term administration of antipsychotics ( 93 ,  94 ). It is therefore interesting that one 

study of antipsychotic-naïve first-episode patients demonstrated no effect of this 

polymorphism on treatment response ( 78 ). 
 Beyond Taq1A, three functional missense polymorphisms have been identified 

within the  DRD2  coding region; while these are insufficiently common to have clini-

cally useful predictive value ( 95 ), one study suggests that carriers of the Cys allele 

at rs1801028 (Ser311Cys) demonstrated enhanced symptom response to risperidone 

( 79 ). On the other hand, SNPs in the 5’ promoter region are likely candidates for 

alteration of transcriptional activity; there is evidence that alterations in this region 

may regulate  DRD2  expression through alteration of DNA methylation ( 96 ). 
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To date, only two promoter region SNPs have been studied in  DRD2  ( 97 ): a substitu-

tion of guanine for adenine at position –241 (A-241G, rs1799978), and a deletion of 

cytosine at position –141 (–141C Ins/Del, rs1799732). Moreover, –141C Ins/Del has 

been found to alter gene expression in vitro, with the less common Del variant 

related to reduced transcription as well as reduced binding potential in postmortem 

cases. However, prior studies of chronically treated patients have not detected a 

relationship between these promoter variants and antipsychotic response ( 88 ,  98 , 
 99 ), and in vivo examination of receptor binding using PET imaging has demon-

strated a puzzling  increase  in receptor density in -141C deletion carriers ( 100 ). 
 In the first North American study of pharmacogenetics in first-episode schizo-

phrenia, we reported that two SNPs in the promoter region of the D 
2
  receptor gene 

( DRD2 ) predicted positive symptom response to two first-line atypical antipsychot-

ics ( 101 ). First-episode patients were genotyped for two polymorphisms in the 

 DRD2  promoter region (A-241G and –141C Ins/Del) and treated for 16 weeks in a 

randomized trial of risperidone vs. olanzapine. Time until sustained response (two 

consecutive ratings without significant positive symptoms) for rare allele carriers 

vs. wildtypes was examined using Kaplan-Meier curves. Compared to wildtype 

homozygotes, -241G carriers showed significantly faster time until response 

(p = .0038); -141C Del carriers showed significantly longer time to respond 

(p = 0.025). The two SNPs were only weakly associated (r 2 = 0.068). Subjects pos-

sessing at least one G allele in their diplotype (N = 13) showed relatively high rates 

of sustained response (83% met criteria within 16 weeks). Subjects with the A-Ins/

A-Ins diplotype (N = 21) were intermediate in their response rate (52%), and sub-

jects whose diplotype contained at least one copy of the Del allele but zero copies 

of G (N = 27) were least likely to respond (30%) (χ 2  = 10.7, df = 2, p = 0.002). 

Kaplan-Meier survival analysis performed on these three groups was significant 

(log-rank χ 2  = 11.4, df = 2, p < 0.004, Figure  17.2 ).  

 To our knowledge, this is the first genetic study in schizophrenia examining 

time course of response, an important clinical parameter ( 102 ). Moreover, this 

study demonstrates several potential strengths of our approach: 1) use of first-

episode patients eliminated confounds of prior treatment, which could result in 

dopamine receptor upregulation ( 94 ), potentially masking subtle genetic effects 

on dopamine receptor availability ( 100 ); 2) use of a single, reliable rater team can 

substantially reduce noise related to phenotypic measurement error, thereby 

reducing sample size requirements ( 103 ); and 3) all patients were recruited from 

a single geographic region, and treated by a unified team, reducing heterogeneity 

in application of the treatment algorithm. However, it should be noted that the 

opposite allele (–241A) was associated with improved response to risperidone in 

a study of previously treated Chinese patients ( 77 ). 
 Like the D 

2
  receptor, the dopamine D 

3
  receptor is also selectively expressed in 

the basal ganglia and is considered to be a target of antipsychotic action ( 104 ); 
consequently, several pharmacogenetic studies in schizophrenia have examined the 

 DRD3  gene, located on chromosome 3q13.3. To date, only one functional SNP 

(rs6280), a missense variant resulting in a Ser to Gly substitution at amino acid 

position 9, has been identified in  DRD3 . The Gly variant appears to represent an 
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unusual gain of function, in that it has been associated with fourfold greater 

dopamine binding affinity in vitro ( 105 ), resulting in an increased dopamine-mediated 

cAMP response and a prolonged mitogen-associated protein kinase (MAPK) signal 

( 106 ). Several studies have indicated that subjects carrying the Gly variant exhibit 

enhanced symptom response to treatment with clozapine ( 107 ,  108 ; but see  109 ) or 

risperidone ( 78 ,  110 ,  111 ; but see  76 ). 
 Concordant with the finding of heightened dopaminergic sensitivity for the Gly 

allele, multiple studies have demonstrated a significant increase in risk for tardive 

dyskinesia (TD) amongst Gly carriers ( 112 – 114 ). Despite several failures to repli-

cate, a recent meta-analysis ( 115 ) indicates that this effect is statistically significant 

across a large pooled sample, including patients of multiple ethnicities (12 individ-

ual samples, n = 695 with TD vs n = 915 without TD), although the effect size is 

modest (OR = 1.17) and evidence of a publication bias was detected. Consistent 

with these results, Eichammer et al. ( 116 ) reported increased incidence of akathisia 

amongst Gly carriers; however, two studies of extrapyramidal symptoms have been 

negative ( 89 ,  117 ). Intriguingly, a recent study indicates a strong association of the 

Gly allele with familial essential tremor, the most common inherited movement 

disorder ( 106 ). Additional studies with larger samples and more comprehensive 

genotyping ( 76 ) of this 50kb gene are needed.  
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  Fig. 17.2    Percentage of first-episode schizophrenia patients initiating a sustained response to 

risperidone or olanzapine, presented as a function of two polymorphisms in the  DRD2  promoter 

region (Subjects carrying the G allele at A-241G demonstrated the shortest time until response. 

By contrast, subjects carrying the deletion allele at -141C, in the absence of -241G, demonstrated 

the lowest (and slowest) response. For more details, see Lencz et al., 2006 (101)       



17 Pharmacogenomics Applications in Psychiatric Disorders 381

  3.2 Serotonin Receptor Genes 

 One of the common features of second generation antipsychotics is near-saturation 

binding of serotonin 5-HT 
2
  receptors, confirmed in vivo using PET imaging ( 118 , 

 119 ). This feature, which is less common amongst first-generation antipsychotics, 

may account for the increased liability to weight gain observed in the newer agents 

( 120 ). A survey of the literature of the regulation of feeding behavior points to a 

major role for serotonin, with both animal and human investigations showing, in 

general, that increasing serotonin results in decreased feeding, with the reverse also 

true. Pharmacologic agonists of 5-HT 
2C

  lead to decreased feeding in animals ( 121 ); 
it is logical to speculate that 5-HT 

2C
  antagonists, including most second generation 

antipsychotics, might lead to increased food intake. 

 Perhaps the best evidence for a specific role of serotonin-related genetic factors 

in antipsychotic–induced weight gain is provided by studies of the promoter region 

polymorphism, –759 T/C (rs3813929), in the  HTR2C  gene (on the X chromosome). 

Reynolds and colleagues ( 122 ) studied 123 adult drug-naïve Han Chinese SCZ 

patients treated primarily with risperidone or chlorpromazine. Subjects with the 

T allele at this locus gained significantly less weight than subjects with the C allele 

in short-term (6- and 10-week) treatment; none of the 27 subjects with the T allele 

met criteria for severe (>7%) weight gain after 6 weeks, as compared to 28% of the 

96 subjects without the T allele. Two studies ( 123 ,  124 ) also reported an association 

of the T allele with reduced weight gain in a small sample of clozapine-treated 

patients, although this effect was only significant in males in one of the studies. 

Ellingrod and colleagues ( 125 ) reported that the T allele is associated with less 

weight gain in Caucasian patients treated with olanzapine, and Templeman et al. 

( 126 ) reported the same for weight gain associated with a mixed group of antipsy-

chotics in a small Spanish first-episode cohort. Recently, Lane et al. ( 127 ) extended 

these findings to include risperidone (in 123 Han Chinese inpatients), and Ryu 

et al. ( 128 ) demonstrated the same effect for the T allele in 84 Korean inpatients 

treated on various antipsychotic monotherapies. A few studies, however, have not 

detected significant associations between –759 T/C and clozapine-induced weight 

gain ( 129 – 131 ), but these studies were restricted to chronic patients with extensive 

prior treatment. Few pharmacogenetic studies have examined haplotypes within 

this large (>325kb) gene; in a cross-sectional study of 127 Caucasian patients tak-

ing antipsychotics, Mulder et al. ( 132 ) demonstrated an association between current 

obesity and a haplotype that included the T allele at position –759. 

 Surprisingly, the –759C/T variant has not been well-studied for effects on symp-

tomatic response to antipsychotics, and studies examining other  HTR2C  variants in 

treatment response have been small and have yielded largely negative results ( 133 , 
 134 ). By contrast, several studies have reported associations between variants at 

 HTR2A  and antipsychotic response. In one of the earliest psychiatric pharmaco-

genetic studies, Arranz and colleagues ( 135 ) reported an association between the 

 HTR2A  T102C polymorphism and response to clozapine in a cohort of 149 patients 

with chronic schizophrenia who were retrospectively assessed with the Global 

Assessment Scale.   Decreased likelihood of response to clozapine was associated 
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with the C allele; recalling that the 102C allele is a perfect marker for the low activity 

G allele at rs6311, these results are in the opposite direction relative to the effects 

of the same allele on antidepressant response. This observation is congruent with 

the fact that antipsychotics have antagonistic effects at serotonin receptors, whereas 

antidepressants are designed to enhance serotonergic tone. 

 While these data were not replicated in a series of smaller, prospective clozapine 

studies from independent laboratories ( 136 ), a meta-analysis of clozapine pharma-

cogenetic studies of 5-HT2A T102C revealed an excess of the 102C allele in cloza-

pine nonresponders in each data set, with a significant effect of this variant on 

clozapine response in the combined sample ( 137 ). Several more recent studies have 

also demonstrated a relationship between this SNP (or its counterpart, A-1438G) and 

response to various antipsychotics, including first-generation (typical) antispychot-

ics ( 138 ,  139 ) and olanzapine ( 140 ) in Caucasian patients. While these studies gen-

erally converge to indicate a modestly deleterious effect of the C allele on symptom 

response, this same allele has been associated with modestly  increased  risk for 

tardive dyskinesia. In a recent meta-analysis, Lerer et al. ( 141 ) reported an odds 

ratio of about 1.6 for C allele carriers across 6 studies; effects were strongest in 

older patients (age > 47 years), and were specifically associated with limb-truncal 

(but not oro-facial) TD. 

 It should be noted that two studies in Asian patients taking risperidone ( 79 ,  142 ) 
demonstrated significant associations to symptom response in the opposite  direction 

(C allele associated with better response). Whether this discrepancy is a function of 

ethnic difference in allelic frequency, choice of antipsychotics, history of TD, or 

other sample ascertainment characteristics remains unclear. Notably, both of these 

risperidone studies indicated improvement in general and/or negative symptoms, 

rather than positive symptoms per se. Relatedly, a few recent studies suggest that 

the effect of negative symptom response (or lack thereof) may play a role in inter-

pretation of serotonin receptor studies in schizophrenia ( 143 – 145 ).   

  4 Future Directions  

  4.1 Expanding Genotypes and Phenotypes 

 To date, the majority of pharmacogenetic studies in psychiatry have been limited 

to a few receptor-coding and neurotransmitter transporter genes. However, it is 

increasingly acknowledged that neurotransmitter signaling pathways are complex, 

with multiple potential regulatory bottlenecks ( 146 ). For example, Xu et al. ( 147 ) inter-

rogated the Kyoto Encyclopedia of Genes and Genomes (KEGG) database and 

identified 57 genes in the dopamine metabolic pathway alone; using multilocus data 

analytic techniques, three genotype combinations were found to increase susceptibil-

ity to schizophrenia. There are also numerous  neurodevelopmental genes involved 

in the regulation of the dopaminergic system ( 148 ) and other CNS components. 
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Moreover, basic pharmacology research has placed attention on glutamatergic regu-

lation ( 149 ), as well as candidate genes that relate to more basic processes such as 

vesicular trafficking ( 150 ). 
 Thus, candidate gene approaches to pharmacogenetics run a dual risk of either an 

overly restrictive search space, or a potentially overwhelming number of candidates. 

While initial pharmacogenetic studies have examined various genes in the broader 

pathways, the slow pace of individual candidate gene investigations has resulted in 

an appearance of scattered and isolated studies across investigators. On the other 

hand, the advent of whole genome association (WGA) technology ( 151 ) provides a 

hypothesis-free method of generating candidate genes for novel complex pheno-

types; but this method carries statistical concerns, most notably limitations in statis-

tical power (due to correction for multiple comparisons) in necessarily limited 

clinical trial samples. In our work on schizophrenia at the Zucker Hillside Hospital, 

we have therefore recently initiated a two-stage approach to address this problem. In 

the first stage, we use WGA to comprehensively genotype large numbers of patients 

with schizophrenia, characterized for treatment response and side effects history 

retrospectively and/or cross-sectionally. While such measures are necessarily lim-

ited, the reliability and validity of such measures is enhanced by the availability 

(with informed consent from the patient) of extensive inpatient and outpatient case 

records (mean treatment history of 13.52 +/– 8.91 years). Moreover, as noted above, 

a cross-sectional study of current obesity in 127 Caucasian patients taking antipsy-

chotics demonstrated an association to the  HTR2C  –759T allele ( 132 ); this finding 

supports an approach in which current patient phenotypes are considered reflective 

of historical treatment outcomes. Nevertheless, we seek to validate candidate genes/

SNPs identified by WGA in a second-stage analysis: our ongoing, prospective con-

trolled trials in antipsychotic-naïve first-episode patients ( 101 ,  152 ). 
 In a proof-of-principle study, we have recently utilized the Affymetrix 500K 

microarray in several hundred of our retrospectively characterized patients with 

schizophrenia (and matched healthy controls). Initial analyses were published for 

data obtained from the first 322 Caucasian subjects (patient n = 178; control 

n = 144; ref.  153 ), demonstrating call rates in excess of 97% and call reproduci-

bility in excess of 99%. All subjects self-identified as Caucasian non-Hispanic; 

testing of 210 ancestry informative markers (AIMs) revealed no evidence of pop-

ulation stratification, demonstrating an additional strength of our single-site 

recruitment strategy. Despite the relatively small sample, one SNP, rs4129148 

(in pseudoautosomal region 1) demonstrated an association beyond the genom-

ewide threshold (p = 3.7*10–7). Homozygosity for the common allele at this SNP 

was significantly associated with SCZ (59% vs 31% of controls; OR = 3.23; 95% 

CI = 2.04–5.15). In an independent sample, we examined sequencing data from 

71 Caucasian patients and 31 controls for two cytokine receptor genes ( CSF2RA  

and  IL3RA ) neighboring this SNP. We identified 7 novel, rare missense muta-

tions; 15 amino acid substitutions were detected in the cases, with only 1 detected 

in the controls (Fisher’s exact p = 0.031). Additionally, 2 haplotype blocks com-

posed of common SNPs were significantly associated with SCZ, yielding con-

verging  evidence for this novel susceptibility locus. 
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 In this same sample, we have performed a preliminary analysis examining treatment 

responsiveness, using clozapine assignment as a proxy for poor response. Detailed 

chart reviews permitted classification of 97% of the sample. Approximately 35% 

of patients were assigned clozapine due to treatment nonresponsiveness, and groups 

were matched on key demographic variables including age, duration of illness, sex, 

and family history. Despite the small sample for this interim analysis, one SNP 

nearly obtained genomewide significance (p = 4.3*10–7); this SNP neighbors the 

promoter region of a critical neuronal cell adhesion gene. 

 Initial examination of lifetime symptom data and cross-sectional cognitive data 

have also revealed a number of interesting potential targets. Notably, in previous 

candidate gene studies in our sample, we have accumulated increasing evidence 

that susceptibility genes for SCZ, including  DTNBP1  and  DISC1 , are associated 

with specific symptom and cognitive profiles ( 154 – 159 ). A broader range of treat-

ment outcomes (including persistent negative symptoms, cognitive impairment, and 

long-term functional disability) are often more important to psychiatric patients and 

their families than short-term response as measured by symptom rating scales. 

Thus, examination of these phenotypes will be critical for the next generation of 

pharmacogenetic studies in order to maximize both mechanistic clarity and clinical 

relevance, and to help clarify results. For example, Reynolds et al. ( 78 ) reported a 

double dissociation in which a SNP in  DRD3  predicted positive symptom response, 

while a SNP in  HTR2C  predicted negative symptom response over 10 weeks in 117 

Han Chinese first-episode patients. However, treatment in that study was uncon-

trolled and variable, including a mixture of first-generation and second-generation 

antipsychotics.  

  4.2 Clinical Prediction and Personalized Medicine 

 The studies reviewed in this chapter begin to indicate the clinical utility for phar-

macogenetic testing in psychiatry. For example, carriers of low-activity alleles at 

 SLC6A4  appear to be less likely to achieve symptomatic response to SSRIs, yet also 

have an increased side effects burden. However, three factors limit the ability of the 

field to deliver on the promise of personalized medicine at this time, and point to 

critical issues for the next generation of pharmacogenetic studies. First, a treating 

psychiatrist would be unable to use this information to offer a validated alternative, 

due to the lack of pharmacogenetic head-to-head comparisons of treatments with 

differing mechanisms. Second, even fairly consistent single-gene results, such as 

those observed for  SLC6A4 , are unlikely to provide large effect sizes. In order to 

provide a clinically useful test, with sufficient sensitivity and specificity to make 

confident individual predictions, a combination of SNPs across different loci will 

be required. In one of the few studies designed in this manner, Arranz and col-

leagues ( 160 ) created an index with 77% predictive accuracy for response to cloza-

pine, but this index has not been replicated. The addition of pharmacokinetic 

markers, which have begun to provide replicable (and face valid) relationships to 
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treatment-related phenotypes ( 161 ), will likely enhance any such panel. Finally, the 

economics of conducting pharmacogenetic tests on a large clinical scale will need 

to be justified to payers, including the insurance companies and the federal govern-

ment. In order to do so, pharmacogenetics researchers will need to quantify the 

beneficial economic impact of tailored prescription practices ( 162 ).    
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        Chapter 18   
 Pharmacogenomics in HIV Disease 

          Amalio   Telenti     

  Abstract   Pharmacogenetics holds promise in HIV treatment because of the 

 complexity and potential toxicity of multidrug therapies that are prescribed for 

long periods. However, there has been limited success with the current approach, 

in which one or few candidate genes are examined for a limited number of allelic 

variants. A change in paradigm emerges from the availability of the HapMap, 

the wealth of data on less common genetic polymorphisms, and new genotyping 

 technology. This chapter presents a comprehensive review of the existing literature 

on pharmacogenetic determinants of antiretroviral drug exposure and of drug toxic-

ity, as well as on genetic markers associated with the rate of disease progression. 

In addition, this chapter discusses current opportunities in the clinical arena, as 

well as issues on genetics in HIV drug development. It is expected that  larger-

scale comprehensive genome approaches will profoundly change the landscape of 

knowledge in the future.  
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  1 Introduction  

 Pharmacogenetics has considerable interest in HIV therapeutics because of the 

prevalence of toxicity  (1),  the long term nature of the treatment program, and the 

complexity inherent to a multidrug therapy. In addition, there is a marked interindi-

vidual variation in plasma levels, and in susceptibility to adverse effects of 

 antiretroviral drugs. Variable drug response likely reflects the combined influence of 

gender, environment, concurrent disease, concurrent drugs, and genetics  (2) . Thus, 

this field would benefit from predictive tools to identify the drug combination most 

likely to be tolerated and effective. Work to date has been restricted to a reduced 

number of variants of a limited number of genes encoding metabolic enzymes and 

transporters, and to genes associated with drug toxicity. Moving from the current 

single candidate gene and single nucleotide polymorphism (SNP) approach requires 

the effective use of novel genotyping technologies that allow a more thorough, cost-

effective genetic work  (3).  
 In addition to pharmacogenetics  sensu stricto , genetic analysis holds promise for 

the study of HIV disease progression. This is of relevance for the understanding of 

pathogenesis and for vaccine development—through the investigation of mecha-

nisms defining interindividual differences in susceptibility to HIV  (4) . A number of 

genetic markers of susceptibility to HIV could be considered for guiding the 

 decision to initiate treatment. 

 Finally, pharmacogenetic data are increasingly used to predict the efficacy and 

safety of new compounds and to guide decision making in the discovery and devel-

opment of new drugs along the pharmaceutical pipeline  (5) . In some situations, a 

gene, and its encoded protein, appears biologically dispensable because its absence 

in humans is not associated with a recognizable phenotype. This scenario may 

define an attractive pharmacological target, as it is assumed that “nature” has 

already done the necessary proof-of-concept experiment  (6) . This reasoning greatly 

helped the development of CCR5 inhibitors—a new class of drugs in HIV 

 therapeutics that targets the cellular receptor of HIV  (7)  . 

  2 Pharmacogenetics and Pharmacokinetics of ART  

 Current anti-HIV drugs are used in combinations usually referred to as antiretroviral 

therapy or ART. The three main drug classes are the nucleoside analogue reverse tran-

scriptase inhibitors (NRTIs), the viral protease inhibitors (PIs), and the non-nucleoside 

reverse transcriptase inhibitors (NNRTIs). PIs and NNRTIs are  extensively metabo-

lized by cytochrome P450 enzymes such as CYP3A4, CYP2C19, CYP2D6, and 

CYP2B6  (8,   9) . In addition, most PIs have been shown to be substrates of the efflux 

transporter P-glycoprotein, and of other cellular transporters  (10) . For NRTIs, it is 

essential to consider drug exposure in terms of intracellular NRTI  triphosphate concen-

trations, because these are the moieties that exert antiretroviral and toxic activities. 

Host-cell-mediated sequential enzymatic phosphorylation steps are required for acti-

vating the nucleotide- and nucleoside-analogue reverse- transcriptase inhibitors  (11).  
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  2.1 Single Gene Studies 

 Studies to date have identified a limited number of allelic variants of genes involved 

in metabolism and transport of ART ( Table    18.1  ). The most solid associations are 

those of alleles of  CYP2B6  and efavirenz and nevirapine pharmacokinetics, 

 CYP3A5  and saquinavir, and  CYP2C19  and nelfinavir pharmacokinetics. Much less 

 Table 18.1    In herited differences in ADME of antiretroviral drugs  . Only the most relevant asso-

ciations are indicated. Compiled from   www.hiv-pharmacogenomics.org      

 Gene or 

protein (*) 

 Allele or variant 

evaluated 

 Reported consequence for antiretroviral 

drugs 

  Metabolism  

  CYP3A5   CYP3A5*3 (splice defect), 

and CYP3A5*6 (splice 

defect), CYP3A5*6 

(Frameshift)—alleles 

associated with severely 

reduced enzyme activity 

 Higher saquinavir AUC and metabolite 

ratio. Reduction of oral indinavir 

clearance 

  CYP2C19   CYP2C19*2 (aberrant splice 

site, truncated protein, poor 

metabolizer) 

 Higher nelfinavir AUC and lower M8/

nelfinavir AUC ratio, and less viro-

logical failure 

  CYP2B6   CYP2B6*6, *11, *18, *27, 

*28, *29 (alleles with 

diminished or loss function, 

associated with decreased 

expression, or decreased 

function, protein trunca-

tion, or gene deletion) 

 Higher efavirenz and nevirapine AUC. 

Associated with increased neuro-

psychological toxicity 

  Transport  
 P-glycoprotein 

( MDR1, 
ABCB1 ) 

 3435C >T (synonymous 

I1145I, in linkage disequi-

librium with  ABCB1_ 1236, 

and 2677). Limited data on 

61A >G (N21D), 1199G >A 

(S400N), other variants, or 

on haplotypes 

 Controversial data with a number of 

reports indicating an association of 

3435T with decrease transport func-

tion resulting in increase protease 

inhibitor exposure. Recent data indi-

cates that his synonymous SNP results 

in are codon usage for isoleucine, 

leads to a change in timing of cotrans-

lational folding of the P-glycoprotein, 

and results in changes in substrate 

specificity  (12)  
  MRP2 (ABCC2)   1249G >A (V417I)  Associated with risk of tenofovir-induced 

proximal tubulopathy in small study) 

  MRP4 (ABCC4)   3724G >A (A1203A), 

4131T >G, 669C >T (I223I) 

 Elevated zidovudine- and 3TC-triphos-

phate concentration. Associated with 

risk of tenofovir-induced proximal 

tubulopathy (669C>T) in a small study 

  Protein binding  

 α1-acid 

glycoprotein 

 (ORM1)  

 F1 and S  Higher apparent clearance in F1F1 as com-

pared to SS for indinavir and, weakly, 

for  lopinavir/r 

www.hiv-pharmacogenomics.org
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information is available on the role of transporter variants and drug exposure. Only 

 ABCB1 (MRP1)  variants, in particular  ABCB1_ 3435C>T, have been extensively 

evaluated in HIV therapeutics ( Table    18.1  ). This synonymous SNP (representing a 

rare codon usage for isoleucine) leads to a change in timing of cotranslational 

 folding of the P-glycoprotein and results in changes in substrate specificity  (12) . 
This novel mechanism explains to a large extent the controversial results or the lack 

of association of this variant, directly or through linkage disequilibrium, with causal 

variants or with changes in mRNA expression. In the larger scope of genetics, it 

opens a Pandora’s box of biological consequences of silent polymorphisms  (13).       

  2.2 ADME Pathway Studies 

 Because of the limitations of single gene approaches, there has been increasing inter-

est in establishing the basis for a more comprehensive approach through the use of 

comprehensive sets of SNPs  (14) , or through the assessment of complete ADME 

(absorption, distribution, metabolism, and excretion) pathways  (15) . Reconstitution 

of ADME pathways is a key step in establishing a frame of  plausibility to select 

genes for study. For a given drug or drug class, the ADME proteins and their encod-

ing genes can be classified according to their proven/proposed (existing evidence), 

putative (inferred evidence, e.g., from metabolites), or potential (rational basis, e.g., 

nuclear receptors and regulatory networks) role in transport, metabolism, and excre-

tion. Overall, 126 ADME genes can be proposed as potentially relevant to current 

antiretroviral therapy  (15) . This set does not include genes involved in phosphoryla-

tion, mitochondrial genes, mitochondrial transporters, or genes implicated in 

abacavir metabolism (alcohol and aldehyde dehydrogenases). 

 Similar to the process of establishing plausibility for genes involved in antiret-

roviral drug ADME pathways, a rational approach to genetic variation will 

 integrate data from the literature on functionally relevant SNPs (e.g., nonsynony-

mous changes in the coding region, changes in expression, splicing, and general 

regulation of a gene), and for the prediction of functional consequences of a 

genetic  variant by using bioinformatic tools. Proven/proposed functional polymor-

phisms represent the subset of SNPs for which there is experimental evidence for 

a functional effect of the substitution. Putative SNPs are defined by bioinformatic 

tools using programs like FastSNP  (16)  or TAMAL  (17) , that score the likelihood 

of a functional effect according to predefined algorithms. These proven or putative 

functional SNPs will enrich a background of common human genetic variation as 

described by implementing data from the human HapMap. Progress in our 

 understanding of the characteristics that define a SNP as functional will continue 

to evolve, and should be incorporated into future definitions of the minimum set 

of SNPs that characterize a gene. An estimate for the Caucasian population 

includes 175 proven and 470 putative functional variants in ADME genes that can 

be proposed for the study of current antiretroviral drugs ( Table    18.2  ). In addition, 

 common variation in these genes is captured by 1783 HapMap tSNPs ( Table    18.2  ). 
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Overall, genetic variation can be captured by an average of 20 SNPs per candidate 

gene. As above, the resulting ranking of biological plausibility (i.e., proven, puta-

tive) can be used in the evaluation of results emanating from genetic association 

studies in sequential or in joint analysis.       

  3 Pharmacogenetics of ART Toxicity  

 The analysis of pharmacogenetic determinants of toxicity has been successful for 

the unequivocal identification of the genetic basis of hypersensitivity reactions to 

the NRTI abacavir, for the understanding of the genetic basis of PI-induced 

 hyperlipidemia, and for defining associations of several PIs and unconjugated 

hyperbilirubinemia in the context of Gilbert syndrome. In addition, there is sparse 

information on the genetic bases for other recognized adverse effects of ART. 

  3.1 Drug Hypersensitivity Syndromes 

 The pathogenesis of a number of multisystem drug hypersensitivity reactions 

involves major histocompatibility complex (MHC)-restricted presentation of drug 

or drug metabolites to MHC molecules and/or haptenation to endogenous proteins 

prior to T cell presentation  (18–  20)  Genetic loci within the MHC are determinants 

of hypersensitivity reactions to abacavir and to nevirapine. Only a subset of indi-

viduals exposed to abacavir develop hypersensitivity, typically within six weeks of 

 Table 18.2    Genetic variation in ADME pathways of anti-HIV drugs. Pr-fSNP = proven/proposed 

functional polymorphism, Pu-fSNP = putative functional polymorphism, Tag-SNP = HapMap 

tagging SNP. This set does not include genes involved in phosphorylation, mitochondrial genes, 

mitochondrial transporters, or genes implicated in abacavir metabolism (alcohol and aldehyde 

dehydrogenases). Adapted from Lubomirov et al. ( 15)   

 SNP type 

 Gene class (#)  Pr-fSNP  Pu-fSNP  Tag-SNP  Total SNPs (SNPs/gene) 

 Drug metabolism 

 CYPs (18)   49   84   113   246 (14) 
 UGTs (16)   23   35    59   117 (8) 
 SULTs (14)   15   43   137   195 (14) 

 Transporters 

 ABCs (10)   31   70   329   430 (43) 
 SLCs (37)   32  142   702   876 (24) 

 Other 

 PBPs (3)    2    7    15    24 (8) 
 NRs (23)   23   77   400   500 (22) 
 PDZs (5)    0   12    28    40 (8) 

  Total (126)    175    470    1783    2428 (20)  
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 initiating therapy, and those individuals who do not develop the syndrome within 

this time frame remain at low risk despite ongoing therapy  (21) . Non-Caucasian 

racial origin also decreases risk of abacavir hypersensitivity, and familial predisposi-

tion has also been reported  (22) . Specific MHC alleles are strongly associated with 

risk of abacavir hypersensitivity  (23,   24) . The  HLA-B*5701  allele has an independ-

ent positive predictive value of greater than 70% and a negative predictive value of 

greater than 90% in Caucasians, suggesting that prospective testing for susceptibility 

to this syndrome may represent a useful clinical test in some populations  (25).  
 A cost-effectiveness study estimated that pretreatment screening of HLA-

B*5701 in Caucasian (and Hispanic) populations would be a cost-effective use of 

healthcare resources  (26) . The relevance of these findings to populations where 

presence of the HLA-B*5701 allele is at a significantly lower frequency (such as 

many Asian and African populations) is less certain  (27) . These questions are cur-

rently being addressed by large-scale prospective international studies such as 

PREDICT-1 and SHAPE. There are practical considerations influencing the wide-

spread implementation of a pharmacogenetic approach to abacavir prescription, 

because analysis is more complex than the analysis of simple SNPs. HLA-B*5701 

 diagnostic methods need high-resolution typing assays to resolve HLA alleles 

within the B17 serological family (e.g., HLA-B*5701, HLA-B*5702, HLA-

B*5703, and HLA-B*5801)  (28).  
 Nevirapine hypersensitivity—manifesting as potentially life-threatening hepato-

toxicity with or without rash—is also conferred by genetic factors. This syndrome 

is similar to abacavir hypersensitivity in that susceptible individuals develop symp-

toms within six weeks, whereas continuing therapy beyond this period is not 

 associated with increased risk  (29) . The protective effect of low CD4 T-cell count 

in the case of nevirapine hypersensitivity  (29 ,  30)  is consistent with a CD4 T-cell-

dependent immune response to nevirapine-specific antigens and a participation of 

HLA Class II alleles  (31) . Human cases involving combinations of hepatitis, fever, 

or rash have been associated with an interaction between HLA-DRB1*0101 and the 

percentage of CD4, whereas no associations were detected for isolated rash  (31)  
( Table    18.3  ).      

  3.2 Metabolic Disorders    

 In considering the pharmacogenetics of ART-related dyslipidemia, it may be useful 

to evaluate factors that may influence lipid metabolism in the general population 

and may therefore potentiate the toxic effects of ART. Initial work identified the 

role of  APOE  and  APOC3  variants as risk factors for hyperlipoproteinemia 

 (predominantly hypertriglycerdemia)  (32–  34) . In addition, there is a deleterious 

gene-drug interaction resulting in a high risk for extreme hypertriglyceridemia 

when ritonavir is prescribed to individuals with unfavorable genetic profiles. A 

recent analysis of selected allelic variants of 13 genes proposed in the literature as 

influencing plasma lipid levels in the general population validated five genes as 

contributing to ART-associated dyslipidemia (Table 18.3)  (35).  
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 The most favorable and unfavorable  APOE/APOC3/APOA5/CETP/ABCA1  gen-

otypes resulted in median triglyceride levels of 2.6 and 4.1 mmol/l, respectively, 

when exposed to ritonavir. In contrast, the triglyceride levels for individuals with 

the most favorable and unfavorable genotypes were 1.37 and 2.3 mmol/l, 

 respectively, in the absence of ritonavir exposure. The most favorable and unfavo-

rable  CETP/APOA5  genotypes resulted in median HDL-cholesterol levels of 1.25 

and 1.11 mmol/l, respectively, with no or NRTI-ART; and 1.5 and 1.17 mmol/l with 

NNRTI-ART. No genotype was significantly associated with non-HDL cholesterol 

levels. Thus, the contribution of any single SNP on lipid levels was modest. 

However, the magnitude of the genetic effects on dyslipidemia became apparent in 

the multigene analysis. A theoretical strategy of selecting the initial ART according 

to the results of genotyping would have the potential to reduce by 30% the number 

of patients with sustained hypertriglyceridemia; and even more for individuals with 

unfavorable genotypes ( Table    18.3  ).  

 Table 18.3    Toxicogenetics of antiretroviral drugs. Only the most relevant associations are 

indicated. Compiled from   www.hiv-pharmacogenomics.org      

 Gene or 

protein (*)  Allele or variant evaluated 

 Reported consequence for antiretroviral 

drugs 

 HLA-B  HLA-B*57.1 haplotype (defined by 

the presence of HLAB*5701, 

HLA-DR7 and HLA-DQ3) 

 Hypersensitivity reaction to abacavir 

 HLA-DR   HLA-DRB1*0101   High negative predictive value of 

hypersensitivity reactions to 

 nevirapine (fever, rash, hepatitis) 

  TNFα   -238G/A TNF-α promoter 

polymorphism 

 Earlier onset of lipoatrophy 

  UGT1A1    UGT1A1*28,  Promoter region 

(insertion at TATA box associ-

ated with reduction in bilirubin-

conjugating activity) 

 Gilbert’s syndrome. 

Hyperbilirubinemia, increased 

levels of bilirubin in presence of 

atazanavir or indinavir. 

  APOC3, 
APOE  

 APOC3 -482 C>T, -455 T>C, 3238 

C>G. APOE ε2 and ε3 haplo-

types. 

 Increased risk of hypertriglyceridemia 

associated with use of ritonavir. 

Including analysis of variants of 

APOA5, CETP, and ABCA1 may 

improve prediction and also help 

in identifying individuals at risk 

for low HDL-cholesterol. 

 SPINK1, 
CFTR 

 Multiple variants associated with 

cystic fibrosis and pancreatitis 

 Susceptibility to pancreatitis 

 Mitochondrial 

DNA 

 Tissue-specific mitochondrial DNA 

depletion may represent toxic 

effect of NRTI therapy on mito-

chondrial DNA synthesis. 

Possibility for accumulation of 

mutations in mtDNA due to 

gamma polymerase damage 

from nucleoside analogue 

reverse transcriptase inhibitors. 

 Certain human mtDNA haplotypes 

(haplotype T) may increase 

 susceptibility to peripheral neuro-

pathy. Depletion and mutation of 

mtDNA likely associated with 

lipodystrophy 

www.hiv-pharmacogenomics.org
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  3.3 Lipodystrophy and Mitochondrial Disorders 

 Lipodystrophy has been described in 25–50% of ART-treated patients. The 

 cumulative exposure to ART has been identified as the major risk factor in multiple 

studies. However, lipodystrophy affects some but not all patients, despite similar ART 

exposure, which suggests that genetic factors may be involved. A functional promoter 

polymorphism in  TNF-α  (-238A) has been associated with more rapid onset of 

 lipoatrophy in some  (36,   37)  but not all studies  (34).  The functional correlates of this 

effect have not been characterised, although higher TNF-α levels are described 

among individuals carrying the -238A  TNF-α  promoter variant  (36,   37).  
 Defects in either the quantity or quality of mitochondrial DNA have been 

 associated with lipodystrophy, neuropathy, lactic acidosis, and with the associated 

complex metabolic disorders. In contrast to the nuclear genome, mitochondrial DNA 

may undergo quantitative and qualitative changes over an individual’s lifetime, and 

may be influenced directly by environmental factors  (38) . The effects are likely to 

be tissue-specific rather than general, reflecting the differing requirements of tissues 

for cellular energy and the differing availability of energy substrates. The putative 

mechanism that is invoked to explain mitochondrial toxicity of ART (and most 

prominently, NRTI), includes the inhibition of the gamma polymerase, the only 

enzyme that replicates mtDNA. Inhibition of gamma polymerase leads to depletion 

of mtDNA and inhibition of the transcription of proteins encoded by  mitochondrial 

DNA, all of which represent enzymes of the electron transport  system, which is 

involved in oxidative phosphorylation. Initiation of ART has  triggered bilateral optic 

atrophy and blindness in HIV-infected individuals with unrecognized mitochondrial 

disorders, such as Leber’s hereditary optic  neuropathy  (38–  42) . Underlying human 

variation of mtDNA, represented by common haplotypes, has been associated with 

differences in susceptibility to ART-related neuropathy  (43)  ( Table    18.3  ). In addi-

tion, the possible accumulation of mtDNA mutations during aging leads to mito-

chondrial dysfunction. Knock-in “mtDNA mutator mice” that expressed a 

exonuclease- deficient gamma polymerase  developed a 3- to 5-fold increase in 

mtDNA mutations and deletions  (44) . These mice presented subcutaneous fat loss, 

weight loss, osteoporosis, anemia, and cardiomegaly. Overall, the accumulation of 

mutations and reduction of mtDNA quantity  associated with ART against a back-

ground of aging would be a plausible mechanism explaining the complex features of 

lipodystrophy and  associated metabolic syndrome. Detailed analysis of the mtDNA 

genome may help identify individuals at risk of toxicity.  

  3.4 Unconjugated Hyperbilirubinemia 

 Unconjugated hyperbilirubinemia is an adverse event of therapy containing indinavir 

(IDV) or atazanavir (ATV)  (45,   46) . Unconjugated bilirubin enters the hepatocyte by 

passive diffusion and may be facilitated through the human organic transporting 

polypeptide 1B1 (OATP1B1) encoded by  SLCO1B1   (47–  49).  Once in the hepatocyte, 
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bilirubin is conjugated with glucuronic acid by the microsomal enzyme UDP-

 glucuronosyltransferase 1A1 (UGT1A1) and excreted in the bile by MRP2 (ABCC2) 

 (50).  A polymorphism in the promoter TATA element of the gene encoding UGT1A1 

(allele  UGT1A1*28 ) decreases transcriptional activity; it is responsible for the uncon-

jugated hyperbilirubinemia observed in the context of Gilbert syndrome  (51,   52)  ( Table  

  18.3  ) and associates with the occurrence of jaundice upon initiation of PIs indinavir 

and atazanavir  (53,   54).  Nonsynonymous polymorphisms in  SLCO1B1  have been 

associated with differences in the function of the transporter in vitro  (55–  57)  and in 

vivo  (58–  62).  
 The additive effect of the genes described above will influence the rates of 

hyperbilirubinemia upon the introduction of drugs such as atazanavir  (54,   63) . 
There are ethnical/racial differences in the frequency of both  UGT1A1  and 

 OATP1B1  variants, such that hyperbilirubinemia may occur more frequently for 

African and less frequently for individuals of Japanese origin. The theoretical 

advantage of genotyping for  SLCO1B1  and  UGT1A1*28  before initiation of ART 

is that it would contribute to the reduction of bilirubin determinations in jaundice 

range from 22 to 5.0%  (63).   

  3.5 Neurotoxicity of Efavirenz 

 As described above, efavirenz and nevirapine are metabolized by CYP2B6. The 

best studied allele, 2B6*6 (516 G>T, Gln172His), is a pharmacogenetic marker of 

efavirenz neuropsychological toxicity. This allele predicts adverse neuropsycho-

logical scores during the first 12 weeks after initiation of efavirenz therapy  (64).  
The frequency of toxicity is expected to decrease thereafter  (65).  However, geno-

typing can also identify individuals at risk for late or persistent neuropsychological 

toxicity while on long term efavirenz-containing therapy  (66).  In the latter setting, 

the presence of the variant allele was two to three times more frequent among indi-

viduals describing sleep or mood disorders or fatigue.  

  3.6 Pancreatitis 

 Drug-induced pancreatitis in individuals with advanced HIV infection/AIDS has 

been attributed to the use of pentamidine, trimethoprim-sulfamethoxazole, or dida-

nosine  (67).  The drugs may be contributing to pancreatitis by potentiating other 

toxic agents, by a genetic predisposition, or by its action on a pancreas which was 

already diseased. CFTR  (Cystic Fibrosis Transmembrane Conductance Regulator) 

mutations are associated with pancreatitis  (68,   69).   SPINK1  (Serine Protease 

Inhibitor Kazal-1), which encodes a trypsin inhibitor in the cytoplasm of pancreatic 

acinar cells, is also a genetic risk factor for pancreatitis  (70).  Frossard et al. evalu-

ated the frequency of  CFTR  and  SPINK1  mutations in HIV-positive patients with 
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clinical pancreatitis or asymptomatic elevation of serum pancreatic enzymes  (71).  
Among 51 patients presenting with hyperamylasemia, there were 13 carriers of 

 CFTR  or  SPINK1  polymorphisms (12.7%). Four of ten patients (40%) with clinical 

acute pancreatitis had  CFTR  or  SPINK1  mutations.   

  4 When to Start ART—Predicting Disease Evolution  

 The rate of HIV disease progression reflects the influence of the genetic diversity of 

the virus as well as the variation in host factors  (72).  Dominant host factors  identified 

to date include diversity in the major histocompatibility complex class I, and alleles 

of chemokine, chemokine receptors, and cytokine genes. MHC  homozygosity, as 

well as specific HLA class I alleles, are well documented  modifiers of infection 

( Table    18.4  ). The most relevant alleles associated with  protection are HLA-B*27 

and B*57. In contrast, HLA-B*35Px, B*37, B*53, B*56, B*58, and A1-B8-DR3 

have been associated with rapid progression  (73,  74) . Epistatic interactions between 

certain KIR (3DS1) and HLA-B alleles delay disease  progression  (75).  Following 

the discovery of the CCR5 ∆32 deletion, conferring a high level resistance to HIV 

infection  (76–  78).  extensive research has addressed the contribution of additional 

variants in the CCR5-CCR2 locus. Variants of the  CCR5  promoter region include a 

human haplotype HHE, that is associated with rapid  disease progression  (79,   80).  In 

contrast, haplotypes carrying the CCR2 64I allele are associated with a favorable 

prognosis  (81),  and possibly with some degree of  protection from infection. 

Duplication at the locus encoding the chemokine CCL3L1 leads to the gene dose 

effect, that alone or in association with genetic  variants determining CCR5 expres-

sion or function, is proposed to modify the rate of disease progression  (82).  Various 

cytokine variants have been reported to influence the course of HIV-1 disease 

through more general effects on HIV-1 pathogenesis and inflammatory homeostasis 

 (72).  Variants in cellular host factors, and in antiviral defense genes have 

effect-sizes in the range of those of well-documented variants such as those in the 

CCR5/CCR 2 region   (83–  85).  However, the contribution of any genetic variant is 

limited, and genetic prediction needs to account for the influence of multiple alleles 

 (83,   86,   87).      
 As was discussed in earlier sections, there is great interest in going beyond sin-

gle gene studies to more comprehensive approaches. The Center for HIV/AIDS 

Vaccine Immunology (CHAVI,   www.chavi.org)     launched whole-genome studies in 

the investigation of the control of the earlier phases of infection, focusing on viral 

set point  (4).  The first study has been recently completed and the results will be 

 available in the near future. A second initiative, the HIV Elite Controller Study 

(  www.massgeneral.org/aids/hiv_elite_controllers.asp    ), will apply genomic tech-

niques to the investigation of HIV-1 infected people who have been able to maintain 

viral loads at or below the limits of detection. Analysis of data from whole-genome 

association studies remains a critical challenge because of the need to deal with an 

unprecedented quantity of genomic information  (88).   

www.chavi.org
www.massgeneral.org/aids/hiv_elite_controllers.asp
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  5 Issues in HIV Clinical Care  

 The number of genetic association studies is growing rapidly, and is likely to accel-

erate in the future. This requires attention to the need to establish the conditions for 

genetic testing, including its legal and ethical aspects. An important step in the area 

 Table 18.4    Predictors of susceptibility to HIV and disease progression. Only the most relevant 

associations are indicated. Compiled from   www.hiv-pharmacogenomics.org      

 Gene or protein (*) 

 Allele or variant 

evaluated  Reported consequence for HIV susceptibility 

 CCR5-CCR2 locus. 

Chemokine 

receptors; 

co-receptor of 

HIV-1 (CCR5) 

 CCR5 ∆32, CCR5 

303T>A, CCR5 P1, 

CCR2 V64I, and 

derived haplotypes 

 Protection (CCR5 ∆32, CCR5 303T>A, 

CCR2 V64I) or progression (CCR5 P1) 

 HLA MHC; 

acquired 

immunity 

 HLA A, B, C homozy-

gosity, or selected 

HLA B alleles: 

 HLA-B*27 and B*57 are associated with pro-

tection. In contrast, HLA-B*35Px, B*37, 

B*53, B*56, B*58, and A1-B8-DR3 have 

been associated with rapid progression 

 KIR Innate immu-

nity; regulation 

of NK cell 

response. 

 Specific KIR–HLA 

associations 

 Epistatic interactions between certain KIR 

(3DS1) and HLA-B alleles delay disease 

progression 

  CXCL12  (SDF-1)

 Ligand of 

CXCR4 

 3′ UTR SDF-3′A  Neutral or progression 

  TSG101  Vacuolar 

protein sorting; 

required for 

HIV-1 budding 

 Various haplotypes of 

promoter: –183T>C 

and intronic 181A>C 

 Protection or progression depending 

on haplotype 

 CCL5  (RANTES) 
Ligand of CCR5  

 Various haplotypes of 

promoter: –403G>A, 

–28C>G and intronic 

In1.1T>C 

 Protection or progression depending 

on haplotype 

 IL-10 Anti-inflam-

matory cytokine 

 Promoter –592C>A  Progression 

  CCL3L1  (MIP1αP), 

Ligand of CCR5 

 Variable gene copy 

number 

 Progression associated with low-copy number 

  CX3CR1 , Fractalkine 

receptor; minor 

HIV-1 co-receptor 

 T280M  Progression 

  APOBEC3G , 

Intrinsic 

immunity; 

HIV-1 cDNA 

hypermutation 

 Cul5  (Cullin5) 

 APOBEC3G H186R 

or expression poly-

morphism. Various 

 Cul5 haplotypes. 

 Progression. Some haplotypes of Cul5 may 

have additive effect with APOBEC3G 

H186R. HIV-1 viral infectivity factor (Vif) 

suppresses Apobec3 activity through the 

Cullin 5-Elongin B-Elongin C E3 

ubiquitin ligase complex 

  CCL3  (MIP1α) 

Ligand of CCR5 

 Intronic 459C>T  Progression 

www.hiv-pharmacogenomics.org
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of pharmacogenomics and genetics has been the development of the Adult AIDS 

Clinical Trials Group (AACTG) Protocol A5128, approved in many U.S. states 

 (89).  The A5128 protocol helps participants in past or present AACTG clinical tri-

als contribute stored DNA for studies that were not planned when informed consent 

was provided. Extraction from whole blood is performed at a central laboratory, 

where the participants’ unique identifiers are replaced by randomly assigned identi-

fiers prior to DNA storage. Despite the negative perception of genetic research 

among the general public, recent studies indicate that this type of investigation is 

widely accepted by concerned parties: patients, relatives of patients, and healthy 

study volunteers  (90).  
 However, there is much work needed before genetic testing can be brought to 

routine clinical care. It is unlikely that the identification of multigene effects will 

change the management of HIV-1 disease in the near future, notwithstanding some 

pharmacogenetic and toxicogenetic applications which may soon contribute to 

patient care. In  Figure    18.1   we present the estimated contribution of some of these 

markers to limiting the clinical toxicity of commonly used antiretroviral agents and 

to the prediction of disease progression.   

  Fig. 18.1    Current knowledge on HIV host genetics and ART pharmacogenetics  . Panel A: The 

most relevant SNPs reported to date could be represented in a theoretical 50-well plate or array. 

In addition, HLA and KIR would need to be determined separately. Panel B: Listing of the esti-

mated prediction and possible benefit that could be derived from the use of such a genotyping 

approach in the clinical setting       
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  6 Issues in HIV Drug Development  

 As discussed in the introduction to this chapter, the situation in which a gene 

appears biologically dispensable because its absence in humans is not associated 

with a recognizable phenotype may define an attractive pharmacological target. 

This reasoning helped the development of CCR5 inhibitors. 

 Individuals that are homozygous CCR5 ∆32 have no apparent decrease in fitness. 

While this is reassuring for the purpose of a chemical or biological knockout of the 

protein, it does not provide sufficient evidence that such an intervention is safe in the 

general population. As a chemokine receptor, CCR5 helps to initiate immune 

responses and to distribute effector immune cells to sites of inflammation  (91).  
Several recent papers highlight the complex role of CCR5 in innate  immunity against 

a number of pathogens, including  Toxoplama gondii   (92),  West Nile virus infection 

 (93),  poxvirus  (94),  tuberculosis  (95),  and other infections  (96–  98).  According to the 

experimental data, genetic, biological, or chemical CCR5  knockout could be simul-

taneously protective against some pathogens (i.e., HIV), and deleterious for other 

processes involved in pathogen containment. The practical translation of these obser-

vations is that the immune system may have substantial redundancy and provide a 

good general protection to most pathogens, while hiding selective defects if exposed 

to a sufficient challenge of a particular pathogen. Pharmaceutical intervention on 

innate immunity may uncover selective immunodeficiency. This is illustrated by the 

experience with anti-TNFα therapy and the  identification, during postmarketing sur-

veillance, of an increased risk for reactivation of tuberculosis  (99).  
 To answer these concerns, Wheeler et al.  (100)  did a meta-analysis of studies in 

non-HIV infected populations in order to identify potential safety issues that may 

be relevant in the context of including patients co-infected with hepatitis C virus 

(HCV) and HIV in phase III clinical trials. They found little evidence for an asso-

ciation of CCR5 ∆32 with chronic HCV infection, with the response to treatment 

of chronic HCV, or with the risk of developing multiple sclerosis. CCR5 ∆32 may 

be protective against the development of rheumatoid arthritis. The conclusion is 

that treatment with a CCR5 inhibitor is unlikely to have related adverse effects due 

to CCR5 inhibition. This meta-analysis did not address recent reports on the 

 association of CCR5 ∆32 with an increased risk of symptomatic West Nile virus 

infection  (101),  and with improved recovery from HBV infection  (102).   

  7 Conclusions and Perspectives  

 HIV infection and treatment represent an important field of application and validation 

of pharmacogenetic knowledge. The field has excellent cohorts and well developed 

structures for clinical trials that could allow pharmacogenetic applications. Overall, 

five genes involved in metabolism, five in drug transporters, 23 in toxicity and 

 treatment response, and 47 in HIV susceptibility and disease progression have been 

evaluated with more or less detail in recent years (  www.hiv-pharmacogenomics.org)    . 

www.hiv-pharmacogenomics.org
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 Large scale approaches are expected to rapidly modify the landscape of knowl-

edge. For pharmacogenetics  sensu stricto , this represents the use of ADME arrays in 

studies with well defined pharmacokinetic, pharmacodynamic, or toxicity study end-

points (phenotypes)  (15).  Pharmacogenetic data can be integrated into population 

pharmacokinetic modeling. On a larger scale, HIV disease is currently approached by 

using whole genome-wide association analysis  (4, 103).  The proof of concept and the 

validity of the whole-genome approach is provided by recent publications on whole-

genome association analysis in inflammatory bowel disease, diabetes, and leukemia 

 (104–  106).  Followup studies of candidate genes and gene variants will be needed to 

assess their functional role in vitro  (4).  In vivo validation studies should be performed 

with well defined study phenotypes, study design, and adequate power.  

  Resources  

   www.hiv-pharmacogenomics.org     A public resource that presents host genetic 

information concerning HIV-1 susceptibility and treatment response.   
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        Chapter 19   
 Pharmacogenomics and Cardiovascular Drugs 

          Gérard   Siest ,      Hind   Berrahmoune ,      Jean-Brice   Marteau ,   
and    Sophie   Visvikis-Siest     

  Abstract   Cardiovascular diseases are a large group of multifactorial pathologies. 

Thus, it is not surprising that more than 13 classes and many subclasses of drugs 

have been developed in this field. However, the responses to these drugs differ 

significantly between patients. 

 Five groups of genes are involved in these different responses:

    1.     The genes regulating the pharmacokinetics phase of the drug. Cytochromes 

P450, 2D6, and C9-C19 are the most frequently involved. However, transporters 

like ABC families also have to be taken into account.  

    2.     The genes related to the pharmacodynamics phase. The enzymes inhibited by the 

drugs (angiotensine converting enzyme, HMG CoA reductase) the receptors involved 

in their actions (β-adrenergic receptors, angiotensine I and II receptors) and the 

 lipoproteins modified in their expression levels in plasma (apolipoprotein E, apolipo-

protein B, apolipoprotein CIII, CETP) are also important pharmacogenomic targets.  

    3.     Pathologies and metabolic pathways related to gene polymorphisms from the 

patients under treatment introduce a third range of pharmacological variability, 

i.e., inflammation pathway genes.  

    4.     Health and physiological mechanisms (i.e., age, gender, ethnicity, weight) could 

modify the gene polymorphisms’ effects.  

    5.     Finally, genes environmentally sensitive to diet, tobacco, pollutants, etc., are 

important and interfere in the pharmacogenomic response of many drugs.     
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 The development of new cardiovascular drugs and the survey of some existing 

ones should take into account some of these polymorphisms in order to adapt the 

drug dosage to each individual and to avoid drug side effects.  

  Keywords   cardiovascular drugs ,  cardiovascular diseases ,  environmental interaction , 

 physiological variability ,  antihypertensive drugs ,  lipid lowering drugs ,  inflammation    

  Cardiovascular diseases (CVD) are a large group of disorders with varying patholo-

gies. They are in general multifactorial, with environmental components, and can be 

grouped together under two categories: diseases of the circulatory system, and meta-

bolic disorders. Examples of diseases of the circulatory system include hypertensive 

disease, hypertensive heart and renal disease, ischemic heart disease, acute myocardial 

infarction, cardiac dysrhythmias, chronic rheumatic heart disease, cerebrovascular 

disease, atherosclerosis, arterial embolism and thrombosis, phlebitis and thrombophle-

bitis, and varicose veins. Examples of metabolic disorders include diabetes mellitus 

and metabolic syndrome. It is not unexpected that many different classes of drugs are 

used to treat such a complex group of diseases. Cardiovascular (CV) drug classes 

include antianginals, antihypertensives, antiarrhythmics, cardiotonics, vasodilators, 

anticoagulants, antiaggregating agents, antidiabetics, antiinflammatories, and lipid-

lowering drugs; these are often further divided into subclasses. As CVD also affect 

organs and functions other than heart and blood vessels, the list of drugs can be 

expanded to include thyroid therapies, antismoking agents, contraceptives, and hormo-

nal replacement therapies, all of which affect the functioning of the CV system. 

 In view of such numerous pathologies and the corresponding drugs, we have 

proposed a five-step pharmacogenomic approach ( 1 ) for a new cardiovascular drug, 

successively taking into account the genes involved in:

   •  pharmacokinetics (absorption, distribution, metabolism, transport);  

  •  pharmacodynamics (enzyme inhibitors, receptors);  

  •  specific cardiovascular disorders and related metabolic pathways deviations;  

  •  biological variability in gene responses, including their physiological regulation; and  

  •  environmental effects.    

 However, given the current existing pharmacogenomic tools and the develop-

ment of the pharmacoproteomic field, a complete strategy needs the integration of 

gene products measured in laboratory medicine ( 2 ). 
 We will be discussing successively all the five sets of genes able of modifying 

individual responses to cardiovascular drugs. 

  1 Pharmacokinetics-Related Genes  

 A large number of CV drugs are lipophilic and are influenced by the four pharma-

cokinetic processes: absorption, distribution, metabolism, and elimination. Genes 

encoding for drug-metabolizing enzymes and, more recently, drug and metabolite 
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transporter genes, are the most extensively characterized genes in the field of 

 pharmacogenetics. Although the enzymes involved in drug metabolism are primarily 

found in the liver, they are also expressed in other tissues. The large number of envi-

ronmental chemicals metabolized by these enzymes likely explains why these 

enzymes have evolved into multigene families with both unique and overlapping 

substrate specificity. 

  1.1 Phase I Enzymes: Cytochromes P450 

 Recent reports estimate that there are ~60 distinct cytochrome P450 (CYP) genes 

in human (57 functional genes and 58 pseudogenes) ( 3 ). An up-to-date list of CYP 

gene polymorphisms can be obtained online ( 85 ). Interestingly, although many of 

these enzymes have the capacity to metabolize drugs, the majority of CYP-medi-

ated drug metabolism in humans is catalyzed by the CYP enzyme subfamilies 

CYP3A, CYP2D6, and CYP2C. 

 CYP1A, CYP2A6, CYP2B6, and CYP2E1 also show a relative importance. The 

impact of genetic variation in these enzymes on drug metabolism differs among the 

enzymes. Polymorphic CYP activity is of great interest in the exploration of 

adverse drug reactions, especially during drug development. Indeed, if a CYP iso-

form is involved in the metabolism of a new drug candidate, health authorities may 

request  in vivo  information on its metabolic pathway(s). If genetic variation in 

metabolism is reported to be of  in vivo  clinical significance, then this would alter 

the course of drug development ( 4 ). A cardiovascular drug, perhexiline, marked the 

beginning of the pharmacogenetics era, after the death of many patients having a 

CYP2D6-deficient enzyme. 

  1.1.1 Cytochrome P450 Isoenzyme 2D6 

 CYP2D6 is not a major CYP enzyme in terms of quantity in the liver. However, it 

metabolizes one quarter of all drugs, and many of them are used in the treatment of 

CVD (Table  19.1 ). Individuals with genetically determined low or no CYP2D6 

enzyme activity are referred to as poor metabolizers, whereas individuals with fully 

functional enzymes are known as extensive metabolizers. Poor metabolizers display 

an exaggerated response and may be at greater risk for toxicity if a drug is either 

principally metabolized by CYP2D6 or presents a narrow therapeutic index. In con-

trast, some individuals have been observed to display excessive enzyme activity and 

are known as ultrarapid metabolizers. These ultrarapid metabolizers may not achieve 

therapeutically active plasma concentrations of certain drugs. The CYP2D6 metabo-

lizer status of an individual can be largely explained by the many different mutations 

(Table  19.2 ) that exist in the  CYP2D6  gene. Details can be found in a review by 

Zanger et al. ( 5 ). An individual’s metabolizer status can be safely determined using 

a specific (probe) substrate that has a large therapeutic index; for example, dextrome-

torphan or debrisoquine for CYP2D6. The phenotyping approach commonly involves 
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 Table 19.1    Major phase I enzymes, phase II enzymes, and transporters implicated in cardiovas-

cular drugs metabolism and transport  

 Substrates  Enzymes (CYP450 & phase II)  Transporters 

  Aldosterone antagonists  

 Spironolactone  ABCB1 

  Angiotensin II receptor 
antagonists  

 Candesartan  2C9 

 Irbesartan  2C9 

 Losartan  3A - 2C9  ABCB1 

 Valsartan  2C9 

  Angiotensin-converting enzyme 
inhibitors  

 Captopril  2D6  OATP, PEPT 

 Enalapril  3A  OATP, PEPT 

 Losartan  3A 

  Antihypertensives (others)  
 Clonidine  2D6  OCT1 

 Debrisoquine  2D6 –2D7P2 – 2D8P1/P2  ABCB1 

 Guanoxan  2D6 

 Prazosin  ABCB1, ABCG2, 

OCT1 

 Reserpine  ABCB1 

 Spironolactone  ABCB1 

  Appetite suppressants  

 Amphetamine  2D6 

 Dexfenfluramine  2D6 

 Fenfluramine  2D6 

  Antiaggregating  

 Clopidogrel  3A 

 Dipyridamole  ABCB1 

 Ticlopidine  2C19 

  Antiarrythmics  

 Amidarone  3A - 2D6 – 2C8  ABCB1 

 Disopyramide  3A 

 Encainide  2D6 

 Flecainide  3A - 2D6 

 Lidocaine  1A2 - 2A6 – 3A4 - 2D6  ABCB1 

 Mexiletine  1A2 - 2D6 

 N-Propylajmaline  2D6 

 Procainamide  2D6  OCT 

 Propafenone  1A2 - 3A - 2D6  ABCB1 

 Quinidine  3A  ABCB1, OATP, OCT 

 Sparteine  2D6 

 Verapamil  3A - 2C8 

  Anti-vitamin K  

 Acenocoumarol  1A2 - 2C9 – 2C19 

 Warfarin  1A2 – 3A - 2C8 – 2C9 – 2C19 

  Antidiabetic drugs  

 Glimepride  2C9 

 Glipizide  2C9 

 Glyburide/glibenclamide  3A - 2C9 

(continued)
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 Substrates  Enzymes (CYP450 & phase II)  Transporters 

 Nateglinide  3A - 2C9 – 2D6 

 Phenformin  2D6 

 Repaglinide  3A - 2C8 

 Rosiglitazone  2C8 – 2C9 

 Tolbutamide  2C8 – 2C9 – 2C19 

 Troglitazone  3A - 2C8 

  b-Blockers  

 Acebutolol  ABCB1 

 Alprenolol  2D6 

 Atenolol  ABCB1 

 Bisoprolol  3A - 2D6 

 Bufuralol  1A2 – 3A – 2C19 - 2D6 

 Bunitrolol  ABCB1 

 Bupranolol  2D6 

 Carvedilol  1A2 – 2C9 - 2D6 – 2E1  ABCB1 

 Celiprolol  3A  ABCB1 

 Labetalol  2D6 

 Metroprol  2C19 - 2D6   ABCB1 

 Nadolol  ABCB1 

 Pindolol  2D6 

 Propanolol  1A2 – 3A – 2D6- 2C19  ABCB1, OCT2 

 Talinolol  ABCB1 

 Timolol  2D6  ABCB1 

  Calcium channel blockers  

 Amlodipine  3A 

 Bepridil  3A  ABCB1 

 Cinnarizine  2D6 

 Diltiazem  3A – 2C9 – 2D6  ABCB1 

 Felodipine  3A 

 Flunarizine  2D6 

 Isradipine  3A 

 Lercanidipine  3A 

 Mibefradil  1A2 - 3A – 2D6  ABCB1 

 Nevirapine  3A 

 Nicardipine  3A – 2C9 – 2D6  ABCB1 

 Nifedipine  3A – 2C9 – 2D6  ABCB1 

 Niludipine  3A 

 Nimodipine  3A - 2D6 

 Nisoldipine  3A 

 Nitrendipine  3A - 2D6  ABCB1 

 Perhexiline  2D6 

 Verapamil  1A2 - 3A – 2C8  ABCB1, OCT1 

  Cardiotonics (digitalis)  
 Digitoxine  3A  ABCB1  

 Digoxin  3A  ABCB1, OATP 

  Contraceptives  

 Ethinylesteradiol  3A - 2D6 

 Estradiol  3A 

 Estrogens  3A 

 Progesterone  3A 

 Table 19.1    (continued)  

(continued)
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 ABC = ATP-binding cassette transporter; MCT = monocarboxylate transporter; OAT = organic 

anion transporter; OCT = organic cation transporter; PEPT = dipeptide transporter 

 Substrates  Enzymes (CYP450 & phase II)  Transporters 

  Corticosteroids  

 Dexamethasone  3A  ABCB1 

 Methylprednisolone  3A  ABCB1 

 Prednisone  3A  ABCB1 

  Diuretics  

 Amiloride  OCT2 

 Bumetanide  OAT4 

 Furosemide  UGT1A8 

 Indapamide  3A - 2D6 – 2C9 

 Triamterene  Sulfotransferase  OCT2 

 Tienilic acid  2C9 

 Torasemide  2C9 

  Lipid-lowering drugs  

 Atorvastatin  3A  ABCB1 

 Cerivastatin  3A - 2C8 

 Fluvastatin  2C9 

 Lovastatin  3A  ABCB1 

 Pravastatin  3A  ABCB1, MCT, 

OATP 

 Simvastatin  3A 

 Rosuvastatin  3A 

  Nonsteroidal antiinflammatory 
drugs  

 Aceclofenac  2C9 

 Celecoxib  3A4 - 2C9 

 Diclofenac  3A4 - 2C8 – 2C9 – 2C19 

 Flurbiprofen  2C9 

 Ibuprofen  2C9 – 2C19 

 Indometacin  2C9 – 2C19 

 Lornoxicam  2C9 

 Mefenamic acid  2C9 

 Meloxicam  3A4 - 2C9 

 Naproxen  1A2 - 2C9 

 Phenylbutazone  2C9 

 Piroxicam  2C9 

 Suprofen  2C9 

 Tenoxicam   2C9 

 Tobacco  

 Bupropion (tobacco cessation)  3A - 2C9 

 Nicotine  2A6 - 2D6 

 Tobacco (polycyclic hydrocar-

bones) 

 1A1 - 1A2 

  Others  

 Caffeine  3A 

 Dextrometorphan  2D6 

 Table 19.1    (continued)  
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 Table 19.2    Functional consequences of the CYP2D6 gene mutations  

 Allele  Nucleotide change  Effect 

 Predicted 

enzyme activity 

 *1  None  Normal 

 *2ABD   C-1584G , C1039T, G1661C,  C2850T , 

 G4180C  

 R296C; S486T  Normal 

 *3  2549A del  Frameshift  None 

 *4ABDJK  C100T, C1039T, G1661C,  G1846A , 

C2850T, G4180C 

 P34S,  Splicing defect ; 
R296C; S486T 

 None 

 *5  Entire CYP2D6 deleted   CYP2D6   deleted   None 

 *6ABC   1707T del , G1976A, G4180C   Frameshift   None 

 *7  A2935C   H324P   None 

 *8  G1661C,  G1758T , C2850T, G4180C   Stop codon   None 

 *9   2613–2615delAGA    K281del   Reduced 

 *10AB   C100T , C1039T, G1661C, G4180C   P34S ; S486T  Reduced 

 *11   G883C , G1661C, C2850T, G4180C   Splicing defect ; 
R296C; S486T 

 None 

 *14A  C100T,  G1758A , C2850T, G4180C  P34S;  G169R ; R296C; 

S486T 

 None 

 *14B  G1661C,  G1758A , C2850T, G4180C   G169R ; R296C; 

S486T 

 Unknown 

 *15  T138ins   Frameshift   None 

 *17   C1023T , G1661C, C2850T, G4180C   T107I ; R296C; S486T  Reduced 

 *19  G1661C,  2539–2542delAACT , 

C2850T, G4180C 

 Frameshift  None 

 *20  G1661C,  1973insG , C1978T, T1979C, 

C2850T, G4180C 

 Frameshift  None 

 *25  C3198G  R343G  Unknown 

 *26  T3277C  I369T  Unknown 

 *29   G1659A , G1661C, C2850T,  G3183A , 

G4180C 

  V136M ; R296C; 

 V338M ; S486T 

 Reduced 

 *30  G1661C,  1855–
1863ins(TTTCGCCCC) repeat , 
C2850T, G4180C 

  174_175insFRP ; 

R296C; S486T 

 Unknown 

 *31  G1661C, C2850T,  G4042A , G4180C  R296C;  R440H ; 

S486T 

 Unknown 

 *35  C-1584G,  G31A , G1661C, C2850T, 

G4180C 

  V11M ; R296C; S486T  Normal 

 *36   C100T , C1039T, G1661C, G4180C, 

 gene conversion to CYP2D7 in 
exon 9  

  P34S ; P469A; T470A; 

H478S; G479A; 

F481V; A482S; 

S486T 

 Reduced 

 *40   C1023T , G1661C,  1863ins(TTT 
CGC CCC)2 ; C2850T, G4180C 

  T107I ;  174_
175ins(FRP)2 ; 

R296C; S486T 

 None 

 *41   C-1584G , G1661C,  C2850T ,  G4180C   R296C; S486T  Reduced 

 *1XN  Duplicated active *1 genes (n is not 

determined-range 2–13) 

 Increased 

 *2XN  Duplicated active *2 genes (n is not 

determined-range 2–13) 

 Increased 

 *4XN  Duplicated inactive *4 genes (n is not 

determined) 

 None 

(continued)
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the calculation of the urine metabolic ratio, which is the ratio of the unchanged drug 

to the drug metabolite, and is measured in the urine within a defined time frame fol-

lowing the administration of a single dose of the probe drug. As a practical alterna-

tive, genotyping by PCR methods can also be used to predict the metabolizer status, 

and a specific DNA chip is now on the market (Roche Diagnostics’ AmpliChip™ 

CYP450) (Table  19.2 ). Genotyping has many advantages over phenotyping and is 

the preferred approach for metabolizer status assessment, particularly during ongo-

ing therapy due to the risk of drug-drug interactions ( 5 ).               

  1.1.2 Cytochrome P450 2C Subfamily 

 Members of the CYP2C subfamily of drug-metabolizing enzymes share a high 

degree of sequence similarity, making it difficult to separate different isoforms, both 

molecularly and functionally. There is also overlapping substrate specificity among 

members of the CYP2C family, but CYP2C9 is the isoform expressed in the highest 

concentration in the human liver and is likely to be responsible for the majority of 

drug-drug interactions in this subfamily ( 6 ). Like CYP2D6, CYP2C enzymes are 

under the influence of genetic variation. CYP2C9 polymorphisms seem to be able to 

initiate adverse side reactions with CYP2C9 substrates. Among these allelic variants, 

 CYP2C9*2  and  CYP2C9*3  have been shown to be responsible for the poor metabo-

lizer phenotype ( 7 ). Thus, individuals harboring these  polymorphisms, particularly 

homozygous variant individuals, often require lower doses of drugs, especially com-

pounds with narrow therapeutic index, such as warfarin and other CYP2C9 substrates. 

In the case of warfarin, individualization of the therapy is a standard procedure, but 

the initial dose can be better predicted by knowing the  CYP2C9  genotype before 

initiating treatment. For drugs with large therapeutic indices, such as propranolol, 

genetic polymorphisms in  CYP2C9  are of negligible clinical consequence. Of the 

other polymorphic CYP2C family enzymes, CYP2C19 contributes minimally to 

the metabolism of some CV drugs, such as metoprolol or warfarin, and CYP2C8 is 

primarily important in the metabolism of some antidiabetic drugs (Table  19.1 ) that 

can have indirect consequences for the CV system.  

 Adapted from Roche AmpliChip CYP450 Test worksheet 

 Allele  Nucleotide change  Effect 

 Predicted 

enzyme activity 

 *10XN  Duplicated partially active *10 genes 

(n is not determined) 

 Reduced 

 *17XN  Duplicated partially active *17 genes 

(n is not determined) 

 Reduced 

 *35XN  Duplicated active *35 genes (n is not 

determined) 

 Increased 

 *41XN  Duplicated partially active *41 genes 

(n is not determined) 

 Reduced 

 Table 19.2    (continued)  
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  1.1.3 Cytochrome P450 3A Subfamily 

 CYP3A enzymes metabolize almost 50% of all drugs on the market. As such, they 

are often implicated in adverse drug reactions or drug-drug interactions. The most 

clinically relevant occurrence with CYP3A is inhibition by drugs or dietary com-

ponents ( 8 ). In this chapter CYP3A4 is considered to be the main enzyme contribut-

ing to total CYP3A activity for CV drugs in most individuals (Table  19.1 ). Although 

there is interindividual variability in the expression of the CYP3A4 and CYP3A5, 

and variant alleles for these isozymes have been described, variability in expression 

is not quantitatively important ( 4 ). But in the revue of Schmitz and Langhmann ( 9 ), 
differential effects of CYP3A4 and CYP3A5 are described. Interindividual varia-

tion in expression is more likely to be multifactorial and multiallelic, and it may be 

linked to transcription factors.  

  1.1.4 Other Cytochrome P450s 

 Some minor polymorphic CYP enzymes, such as CYP1A1, CYP2A6, and CYP2B6, 

are also responsible for the metabolism of CV drugs. Genetic variation in CYP2A6 

has been reported to be responsible in decreased enzyme activity and drug metabolism; 

for example, nicotine or coumarin metabolism (Table  19.1 ).   

  1.2 Phase II Enzymes 

 Genetic polymorphisms have been described in many phase II drug-metabolizing 

enzymes. However, they seem to be less important to the pharmacogenomics of 

CV drugs. Nevertheless, some clinical consequences of phase II enzyme 

 polymorphism have been reported. For example, procainamide acetylation is 

affected by the N-acetyltransferase 2 (NAT-2) metabolizer status. Slow acetylators 

have been proposed to be more susceptible to develop a drug-induced lupus-like 

syndrome than rapid acetylators. However, this remains controversial ( 10 ). For the 

UDP-glucuronosyl-transferases (UGTs), only one drug, tranilast (which was 

developed for stent reaction stabilization but failed to reach the market), revealed 

a genetically influenced clinical outcome. Individuals who are (TA)7 homozygous 

for the  UGT1A1  gene have been shown to have higher serum bilirubin levels when 

compared with individuals who carry the (TA)6 allele. The (TA)7 homozygous 

genotype is associated with Gilbert’s syndrome and with an increased risk of 

 tranilast-induced hyperbilirubinemia, which occurs in ~2% of Caucasian patients, 

but is less frequent in Asian patients ( 11 ). Genetic polymorphisms in sulfotrans-

ferase enzymes have not been appreciably investigated ( 12 ). Glutathione  S -

 transferases are involved in tobacco-related metabolite detoxification, and this 

seems to have CV consequences ( 1 ).  
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  1.3 Phase III Drug Transporters 

 Drug metabolism is not the sole determinant of drug pharmacokinetics. Drug trans-

porter systems, which can be subdivided into uptake and efflux systems, have received 

increased attention for their role in determining drug disposition, intestinal absorption, 

and renal drug elimination. There are five classes of uptake carrier systems:

   •  organic anion transporters (OATPs),  

  •  organic cation transporters (OCTs),  

  •  dipeptide transporters (PEPTs),  

  •  nucleoside transporters (CNTs), and  

  •  monocarboxylate transporters (MCTs).    

 For efflux of drugs and metabolites, the most studied is the ATP-binding 

 cassette (ABC) transporter. The ABC superfamily can be divided into seven 

 subfamilies. The  ABCB1  gene (also named multi-drug resistance 1 [ MDR1 ]), 

which is responsible for resistance of cancerous cells to cytotoxic drugs via a 

drug efflux mechanism, is a member of the ABC-B subfamily of transporters. 

This gene encodes for the major drug transporter P-glycoprotein (P-gp), which is 

expressed in the gut, kidneys, brain, liver, and other organs. P-gp transports 

diverse drugs across renal and intestinal cells, thus playing a role in the distribu-

tion and elimination processes. Many drugs have been shown to be substrates, 

inducers, or inhibitors of drug transporters (Table  19.1 ). Some drugs are both 

substrates and inhibitors of P-gp, while other drugs are only inhibitors (e.g., 

nifedipine) or substrates (e.g., digoxin). CYP3A and P-gp have many substrates 

(e.g., digoxin) and modulators (e.g., the inhibitor verapamil) in common. 

Consequently, this enzyme family and transporters are often considered in 

 tandem. In some cases, their effects on pharmacokinetics can be complementary 

( 13 ). Notably, mibefradil, a calcium channel inhibitor, is both a substrate and an 

inhibitor of both CYP3A and P-gp. It is not surprising that this drug was with-

drawn from the market due to serious adverse effects. Altered P-gp expression 

has been associated with genetic polymorphisms and altered drug exposure. 

Specifically, the polymorphism 3435C/T in the  ABCB1  gene has been associated 

with reduced intestinal expression of P-gp and a corresponding exposure to dig-

oxin. Patients carrying this genetic polymorphism may require the lowest doses 

of CV drugs that are substrates of P-gp ( 1 ). Further characterization of this gene 

is required. It is worthwhile to mention that endogenous substances like choles-

terol, or endogenous-like substances, such as phytoestrogens, are also transported 

by these systems. Finally, a large study on 2735 individuals on statin therapy (half 

on atorvastatin, and the other half devided among fluvastatin, lovastatin, pravas-

tatin, and simvastatin) showed an effect of the  ABCB1  5893A polymorphism: a 

differential 3% response for lowering LDL-cholesterol ( 14 ). 
 In summary, it is necessary, as reported in Table  19.1 , to determine simultaneously 

the polymorphisms of cytochromes P450 and transporters.   



19 Pharmacogenomics and Cardiovascular Drugs 423

  2 Pharmacodynamics-Related Genes  

 In the context of pharmacogenomics, the evaluation of variations in gene sequence of 

pharmacological targets is a task important to achieve. There are several 

 pharmacological targets, including receptors, enzymes, ion channels, lipoproteins, 

coagulation factors, and signal transduction pathways. They are localized or expressed 

differently in tissues and cells. These targets exhibit genetic variability that can, for 

example, alter the binding affinity of a drug or its metabolites, and thus modulate drug 

response. For CV drugs, the main described polymorphisms  influencing pharmaco-

dynamics are in:

   •  α-adducin ( ADD1 ) (Gly460Trp),  

  •  angiotensinogen ( AGT ) (Met235Thr),  

  •  angiotensin-II receptor type 1 ( AGTR1 ) ( A1166C ),  

  •  angiotensin-converting enzyme ( ACE ) (insertion/deletion [ I/D ]),  

  •  apolipoprotein E ( APOE ) ( ε2/ε4 ),  

  •  β2-Adrenoreceptor ( ADRB2 ) (Arg16Gly),  

  •  bradykinin receptor B2 ( BDKRB2 ) (C-58T),  

  •  cholesteryl ester transfer protein ( CETP ) ( B1/B2 ),  

  •  factor V Leiden ( F5 ) (Arg506Gln),  

  •  hepatic lipase ( LIPC ) (C-514T),  

  •  HMG CoA reductase ( HMGCR ) (SNPs 12 and 29),  

  •  glycoprotein IIIa ( ITGB3 ) (Pl A1/A2 ), and  

  •  potassium channel ( KCNE2 ) (T8 in MiRP1).    

 The impact of genetic polymorphisms in these genes has been reviewed in detail 

elsewhere ( 15 – 17 ) (Table  19.3 ).        

 We will report successively examples of antiaggregants, anticoagulants, lipid 

lowering, antihypertensive, and antidiabetic drugs. 

  2.1 Antiaggregants 

  2.1.1 Aspirin 

 Platelets play an important role in acute thrombotic events, including myocardial 

infarction. This is supported by the efficacy of antiplatelet therapy in preventing and 

reducing mortality and morbidity in large randomized trials. Antiplatelet  therapy is 

based on the inhibition of several pathways of platelet aggregation, such as throm-

boxane A2 production, ADP activation, or GPIIb/IIIa fibrinogen binding. Aspirin is 

widely used as an antiplatelet drug to prevent arterial thrombosis events. This drug 

blocks the thromboxane A2 pathway through the ireversible acetylation of platelet 

cyclooxygenase-1 (COX-1) ( 1 ). However, 10% of cardiac patients are resistant 

to aspirin, as determined by measures of platelet aggregation. Similar findings
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have also been observed in stroke patients receiving aspirin therapy. The  COX1  

polymorphisms don’t seem to play a role in “aspirin resistance” ( 18 ). 
 Moreover, the Pl A2  polymorphism in the gene encoding the GPIIIa portion of 

GPIIb/IIIa (a receptor for fibrinogen),  ITGB3,  increases platelet aggregation, and was 

D = deletion, HCT = Hydrochlorothiazide; HDL = high-density-lipoprotein; HRT = hormone replacement 

therapy; I = insertion; LDL = low-density lipoprotein; MiRP1 = MinK-related peptide 1

 Table 19.3    Polymorphic genes influencing pharmacodynamic actions of cardiovascular drugs  

 Gene 

(polymorphism)  Name  Example  Clinical consequences 

  ADRB2 
(Arg16Gly)  

 B2-Adenoreceptor  Albuterol, 

Isoproterenol 

 Variable effects in treatment 

of heart failure 

  KCNE2 (T8A in 
MiRO1)  

 Potassium channel  Sulfamethoxazole, 

trimethoprim 

 Drug-induced long QT 

syndrome in carriers of 

the variant 

  a-Adducin 
(Gly460Trp)  

 a-Adducin  Hydrochlorothiazide  Greater reduction in blood 

pressure in response to 

salt restriction and to HCT 

treatment in 460Gly/Trp 

carriers 

  CETP (B1/B2)   Cholesteryl ester 

transfer protein 

 Pravastatin  Slowing of coronary 

atherosclerosis progres-

sion by pravastatin in 

B1B1 carriers only 

  APOE (E2/E4)   Apolipoprotein E  Statins, HRT, vita-

min K 

 Differential decrease in cho-

lesterol or apolipoprotein 

modulation 

  ACE (I/D)   Angiotensin-I-

converting 

enzyme 

 Hydrochlorothiazide, 

enalaprilat 

 Greater and longer drug 

response in ACE II allele 

carriers 

  GPIIIa (PlA1/
A2)  

 Glycoprotein IIIa  Antiplatelet drugs 

(aspirin, abcixi-

mab) 

 Drug response lower in PlA2 

carriers 

  Factor V Leiden 
(Arg506Gln)  

 Factor V  Estrogen, oral contra-

ceptives 

 Increased venous thromboen-

bolism risk 

  AGT 
(Met235Thr)  

 Angiotensinogen  Antihypertensive 

drugs 

 Reduction of blood pressure 

and decrease in left 

ventricular mass with 

antihypertensive treatment 

  AGTR1 
(A1166C)  

 Angiotensin-II 

receptor type 1 

 Angiotensin-II recep-

tor antagonists 

 Increase arterial responsive-

ness to angiotensin II in 

ischemic heart disease and 

inreased aortic stiffness in 

hypertension 

  BDKRB2 
(C-58T)  

 Bradykinin recep-

tor B2 

 ACE inhibitors  ACE inhibitor-related cough 

  LIPC (C-514T)   Hepatic lipase   Statins  Influences serial changes in 

HDL cholesterol levels 

  HMGCR (SNPs 
12 and 29)  

 3-hydroxy-3-

methylglutaryl 

-coenzyme A 

reductase 

 Pravastatin  Smaller reduction in total 

cholesterol and LDL 

cholesterol 
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described as a risk factor for patients with acute coronary disease who initially received 

aspirin, among other therapies. It was shown that the inhibition of the Pl A1/A2  platelet 

with aspirin was greater than with the Pl A1/A1 , and bleeding time both pre- and 

post-treatment was associated with the Pl A1/A2  polymorphism, with shorter bleeding 

times being reported in carriers of the Pl A2  allele. The mechanism(s) by which genetic 

variation in  ITGB3  influences the anticoagulant effect of aspirin remain(s) to be eluci-

dated ( 1 ). However, it is known that thromboxane A2 induces the expression of the 

high-affinity receptor molecule (GPIIb/IIIa) for fibrinogen on the surface of platelets. 

Wheeler et al. have studied the antiplatelet effect of abciximab (a Fab fragment of a 

monoclonal antibody antagonist of GPIIb/IIIa) in association with the Pl A2  polymor-

phism. They found that Pl A1/A2  platelets were less completely inhibited with abcixi-

mab than Pl A1/A1  ( 19 ). It was also reported that orbofiban, another GPIIb/IIIa 

antagonist, increased bleeding in a dose-dependent manner in PlA2 noncarriers, but 

did not increase bleeding events in PlA2 carriers ( 20 ). Moreover, Feng et al. ( 21 ) 
reported an interaction between the Pl A  genotype and fibrinogen levels on platelet 

aggregability. This group showed increased fibrinogen levels only in the Pl A1/A1  genotype 

and suggested that plasma fibrinogen levels might modulate the platelet reactivity 

associated with the Pl A  polymorphism. Finally, the superior binding ability of fibrino-

gen to the Pl A2  variant receptor upon stimulation of platelets with ADP ( 22 ) suggests 

that therapies (including aspirin and a thienopyridine—either ticlopidine or clopidog-

rel) may be more effective in Pl A2  subjects, particularly since the thienopyridines 

clopidogrel and ticlopidine block the ADP purinoceptor subtype P2Y12 by acting on 

the adenylyl cyclase pathway of this receptor.   

  2.2 Anticoagulants 

 Warfarin, a coumarin anticoagulant, is used worldwide for the treatment and preven-

tion of thromboembolic disease. Warfarin acts as a vitamin K antagonist, by inhibiting 

the regeneration of reduced vitamin K, an essential cofactor for the clotting cascade. 

The target enzyme for warfarin, vitamin K epoxide reductase complex 1 (VKORC1), 

catalyzes the rate-limiting step of the vitamin K cycle. It is now well established that 

common polymorphisms in regulatory regions of the  VKORC1  gene correlate strongly 

with warfarin response across the normal dosing range. In Caucasian and Asian popu-

lations, the  VKORC1  genotype predicts 25% of the variability in warfarin dose ( 23 ).  

  2.3 Lipid-Lowering Drugs 

  2.3.1 Statins 

 An excellent example of the large range of drug responses induced by statins (or 

3-hydroxy-3-methyl-glutaryl coenzyme A reductase [HMG CoA reductase] inhibi-

tors) that can be found in individuals is given by the results of the study of Pedra-

Botet et al. ( 24 ). Their study investigated 328 men and women who participated in 
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a multicentric, double-blind clinical trial and were treated by atorvastatin at the 

dosage of 10 mg/day. The majority of individuals presented a mean percentage 

change in low-density lipoprotein (LDL)-cholesterol, triglycerides, and high-den-

sity lipoprotein (HDL)-cholesterol relatively consistently. However, several patients 

did not respond or had an increase in LDL-cholesterol. The broad range of response 

obtained is a good example of the need for personalized therapy. Genetics’ contri-

bution to the variability of drug disposition and effects is estimated to 20–95% ( 25 ). 
For pharmacokinetics,  CYP3A1 ,  CYPC2D6 ,  CYP2C9 ,  ABCB1 , and  ABC  polymor-

phisms could explain part of this variability ( 9 ). 
 When considering pharmacodynamics targets, two major systems can be 

assessed, namely specific target genes and pleiotropic target genes. 

  2.3.1.1 Specific Target Genes 

 By the term  specific target genes , we refer to the genes which belong either to the 

drug’s mechanism of action or, more generally, to the metabolic pathway aimed at 

by the drug. Therefore, in our examples, we will consider target genes of hypoli-

pemic drugs, and more specifically, target genes of statins. Here we deal with genes 

of lipid pathways implicated directly/indirectly in the mechanism of action of stat-

ins. A large list of other genes was described recently ( 9 ) (Table  19.4 ).     

  •  APOE  

 Detailed information on  APOE  and its pharmacogenomics can be found in more 

specific reviews ( 15 ,  26 ). The  APOE  genotype appears to be the single most impor-

tant genotype influencing the LDL-cholesterol-lowering response to statins. In the 

longitudinal Scandinavian Simvastatin Survival Study (4S), which investigated data 

from myocardial infarction survivors, the mortality risk ratio of 1.8 in carriers of 

the  APOE  ε4 allele was more appreciably reduced with simvastatin treatment than 

in noncarriers ( 27 ). The identification of particular subgroups, such as these  APOE  

ε4 coronary patients, may eventually allow for tailored statin therapy. Another 

genetic polymorphism of the  APOE  gene,  -491A/T , has been found to modulate the 

response of atorvastatin and bezafibrate in patients suffering from combined hyper-

lipidemia ( 28 ).  

  •  CETP  

 In a pharmacogenetic study led by the Regression Growth Evaluation Statin Study 

(REGRESS) group, administration of pravastatin therapy was found to attenuate 

the progression of coronary atherosclerosis in  CETP B1B1  genotype subjects, but 

not in  B2B2  genotype subjects. A reduction in CV events by statins was also shown 

to be substantially enhanced by the presence of the  B2  allele ( 29 ). The  Taq IB and 

A629C genetic variants of the  CETP  gene appeared to modify the effect of atorv-

astatin on HDL-cholesterol elevation, with a better response to the treatment 

observed in  B1B1  and  CC  individuals ( 30 ).  
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 Table 19.4    Candidate genes and their respective encoded proteins for an integrative study of the 

pharmacogenomics of statins  

 HUGO gene nomenclature of candidate genes involved in the lipid pathway (cholesterol 

synthesis, absorption, transport, etc.) that may affect hypolipemic drugs’ efficacy by modifying 

lipid concentration regulation 

 ABCA1 (ATB-binding cassette transporter A1) 

 ABCG8 (ATB-binding cassette transporter G8) 

 ACAT/ACAT1 (mitochondrial acetyl-CoA acetyltransferase) 

 APOA1 (apolipoprotein A-I) 

 APOA2 (apolipoprotein A-II) 

 APOC3 (apolipoprotein A-III) 

 APOA4 (apolipoprotein A-IV) 

 APOA1-C3-A4 cluster 

 APOA5 (apolipoprotein A-V) 

 APOB (apolipoprotein B) 

 APOE (apolipoprotein E) 

 CETP (cholesteryl ester transfer protein) 

 CYP7A1 (cholesterol 7α hydroxylase) 

 EL (endothelial lipase) 

 FABPL/FABP1 (liver fatty acid-binding protein) 

 FATP (fatty acid transport protein) 

 FDFT1 (farnesyldiphosphate farnesyltransferase 1, squalene synthase) 

 HL/LIPC/LIPH (hepatic triglyceride lipase) 

 HMGCR (3-hydroxy-3-methylglutaryl coenzyme A reductase) 

 INSIG1 (insulin-induced gene 1) 

 INSIG2 (insulin-induced gene 2) 

 LCAT (lecithin cholesterol acyltransferase) 

 LDLR (LDL receptor) 

 LEPR (leptin receptor) 

 Lp(a) (lipoprotein (a)) 

 LPL (lipoprotein lipase) 

 MTP (microsomial triglyceride transfer protein) 

 PON1 (paraoxonase 1) 

 PPARA (peroxisome proliferator-activated receptor alpha) 

 PPARD (peroxisome proliferator-activated receptor delta) 

 PPARG (peroxisome proliferator-activated receptor gamma) 

 S1P (site-1 protease) 

 S2P (site-2 protease) 

 SCAP (SREBP cleavage activating protein) 

 SRBP1 (sterol regulatory element-binding protein 1) 

 SRBP2 (sterol regulatory element-binding protein 2) 

 SCARB1 (scavenger receptor class B, member 1) 

 Candidate genes not involved in the lipid pathway 

 ACE (angiotensin-converting enzyme) 

 FBG (beta fibrinogen) 

 MMP3/STMY1 (Stromelysin 1) 

 GPIIIA (glycoprotein III A) 

 Cd36/GP IIIb (Cd36 antigen, glycoprotein 3b, fatty acid translocase) 

 ESR1 (estrogen receptor alpha) 

 IL6 (interleukin 6) 

 IL1B (interleukin 1B) 

 TLR4 (Toll-like receptor 4) 

 F XII (factor XII) 

 eNOS (endothelial nitric oxide synthase) 
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  • HMGCR 

 Two common and tightly linked SNPs in the 3-hydroxy-3-methyl-glutaryl 

 coenzyme A reductase gene ( HMGCR ) (a A > T substitution at position 74726928 

and a T > G substitution at position 74739571) were related to the response to 

pravastatin treatment ( 31 ). Individuals with a single copy of the minor allele of 

these SNPs had their overall efficacy for modifying total cholesterol concentra-

tion reduced by 22%. These effects were largely due to differences in LDL 

 cholesterol: individuals heterozygous for the SNP experienced approximately 

19% less LDL-cholesterol reduction after pravastatin treatment. On the  contrary, 

no significant difference was found between genotypes concerning the change in 

HDL-cholesterol with pravastatin. The differences observed in total cholesterol 

reduction by genotype were also true when studying men and women separately, 

even if these were more significant in men. 

 Among 43 SNPs in 16 genes, Thompson et al. ( 14 ), aside from ABCB1 polymor-

phisms, found a significant effect only for ApoE2. Carriers of the rare allele who 

took atorvastatin lowered their LDL-cholesterol by 3.5% more than those homozygous 

for the common allele. 

 Finally, the polymorphisms of the transcription factors, e.g., PPARs ( 32 ), should 

be studied in more detail for statin response.   

  2.3.1.2 Pleiotropic Target Genes 

 These genes, which concern other metabolic pathways, have generally been  proposed 

previously to be candidates for cardiovascular diseases. The pleiotropic genes, varia-

tions of which have been studied with statins, are for example the  angiotensin-

 converting enzyme ( ACE ) gene, the β-fibrinogen ( FGB ) gene, the  glycoprotein IIIa 

( ITGB3 ) gene, the stromelysin-1 ( MMP3 ) gene, the  CD36  gene, and the estrogen 

receptor alpha ( ESR1 ) gene ( 9 ). 
 This last gene is a good example of the pleiotropic target genes that can alter the 

lipid response to statin. The  ESR1 Pvu II(–)  Xba I(+) haplotype was significantly and 

independently associated with a greater HDL-cholesterol raising in women, but not 

in men, in 338 hypercholesterolemic patients treated by atorvastatin. Thus, the 

estrogen receptor-mediated pathway may play a role in HDL-cholesterol response 

to statin treatment ( 33 ).   

  2.3.2 Fibrates 

 Fibrates, another class of lipid-lowering drugs, produce a stronger reduction in 

triglyceride levels and more efficiently increase HDL-cholesterol, which may be of 

equal importance for the prevention of CVD in patient subsets. 

 Concerning the common  APOE  gene polymorphisms, the response to probucol 

in familial hypercholesterolemic patients was first reported stronger in ε4 carriers. 

However, ε2 patients seem to be better responders to gemfibrozil or bezafibrate, 
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two drugs of the fibrates family. In contradiction, two independent studies showed 

that ε4 carriers exhibited the strongest response to gemfibrozil, or that the  APOE  

genotype did not at all influence the response to the same drug. In addition, it was 

observed that the relationship between  APOE  genotype and gemfibrozil response 

depends on the type of hyperlipoproteinemia under scrutiny ( 26 ). 
 Brousseau ME et al. ( 34 ) explored the role of  LPL  variants in coronary heart 

diseases risk, and examined their associations with plasma lipid and lipoprotein 

levels, in response to gemfibrozil therapy. They found that carriers of the  LPL  N9 

allele had significantly higher plasma concentrations of small, dense LDL during 

gemfibrozil therapy than did noncarriers. This is in contrast to baseline values, in 

which significant differences in LDL subclass levels were not observed among the 

genotypes. Thus, carriers of the  LPL  N9 allele experienced an increase in small, 

dense LDL in response to gemfibrozil, whereas noncarriers experienced a decrease. 

 For fibrates, PPARs transcription factors are very important as specific genes 

intervening in this class of drugs:  PPARA  Leu162Val differentiates the HDL2C 

response to gemfibrozil, while  PPARA  Intron 7G>C differentiates triglyceride  

response to fenofibrate.    

  2.4 Antihypertensive Drugs 

 Major pharmacogenetic studies involving hypertensive drugs are well described in 

the review written by Arnett DK et al. ( 35 ). An up-to-date list of the linked poly-

morphisms can be obtained online ( 87 ).  

  2.4.1 The Renin-Angiotensin System 

 Tremendous efforts have been made to understand the renin-angiotensin system 

(RAS) and its role in the control of blood pressure and sodium balance. Genetic 

variations corresponding to this system were shown to be associated with a ten-

dency to high blood pressure. These observations make the RAS genes the subject 

of intense investigation, and they represent a major target for antihypertensive 

drugs, mainly represented by angiotensin receptor blockers (ARBs), vasopeptidase 

inhibitors (VPIs), and beta adrenoceptor blockers. 

  2.4.1.1 Angiotensin Converting Enzyme Inhibitors 

 The  ACE  insertion/deletion (I/D) polymorphism is one of the most famous poly-

morphisms of the RAS known that is linked to hypertension. The deletion allele of 

the polymorphism is strongly associated with an increased level of circulating 

ACE; and serum ACE activity has been recently correlated with measured adher-

ence with ACE inhibitor treatment in congestive heart failure, suggesting that more 

investigations should be done in other diseases, such as hypertension ( 2 ). 
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 As with the ACE locus, several publications aim to predict patient response to 

antihypertensive drugs using genetic polymorphisms at the angiotensinogen locus 

(AGT). Carriers of the T allele genotyped for the angiotensinogen Met235Thr 

 variation tend to have higher plasma levels of angiotensinogen ( 2 ). The association 

of the Met235Thr polymorphism and blood pressure response to antihypertensives 

is confused. It seems that the Met235Thr variant may be important as a predictor 

of patient response to ACE inhibitor therapy ( 36 ), illustrating the potential use of 

SNP genotyping as a pharmacogenetic tool in antihypertensive treatment. However, 

a meta-analysis of more than 45,000 subjects ( 37 ) revealed that genotype did not 

predict plasma angiotensinogen levels in Asian and black subjects, hypertension in 

black subjects, or systolic or diastolic blood pressure in either ethnic group. 

Measurements of AGT levels and genotyping of AGT polymorphisms are highly 

dependent on ethnicity. 

 In conclusion, interest in individual genotyping for AGT polymorphisms to  predict 

blood pressure response is clear; however, which AGT polymorphism could be taken 

into consideration is unclear, particularly since the association of angiotensinogen 

gene haplotypes with hypertension is discussed ( 38 ,  39 ).  

  2.4.1.2 Angiotensin-Receptor Blockers (ARBs) or Sartans 

 Angiotensin receptor blockers (ARBs) provide a complete and specific suppression 

of the renin-angiotensin-aldosterone system. ARBs decrease blood pressure by blocking 

the binding of Angiotensin II (Ang II) to the angiotensin type I (AT 
1
 ) receptor, 

independent of the pathway of Ang II generation ( 40 ). In addition, ARB administration 

indirectly activates the AT 
2
  receptor by blocking feedback inhibition of renin release 

and shunting the angiotensin II generated from AT1 to AT2. ARBs have already 

proven to be successful treatments for hypertension and heart failure. The first angiotensin 

receptor blocker to be approved in the United States for the treatment of heart failure 

was valsartan. At present, many ARBs are available. 

 The A1166C polymorphism of the angiotensin II type I receptor (AT1R) gene was 

investigated in relation with AT1R blockade. Blood pressure responses to an active 

metabolite of losartan were significantly blunted in CC genotype patients compared 

to patients with the AA genotype ( 41 ), suggesting that hemodynamic responses to 

AT1R blockade depend in part on this polymorphism. The relationship between the 

 AT1R  A1166C polymorphism and the therapeutic response to losartan was also supported 

by Sookoian et al. ( 42 ) in patients with cirrhosis and portal hypertension. Although 

more investigations are needed, present results could suggest that genetic testing may 

be used as a predictive factor of response to losartan.  

  2.4.1.3 Renin Inhibitors 

 Renin is a protease that is synthesized by the kidney and splits angiotensinogen to 

produce the decapeptide angiotensin I. Overexpression of renin and its metabolic 
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products predisposes individuals to develop hypertension and related target organ 

damage. In this regard, efforts have been made to produce renin inhibitors for clini-

cal use. Old peptidic and peptidomimetic renin inhibitors had problems with oral 

bioavailability and high costs of synthesis. Fortunately, recent work has led to the 

synthesis of a potent nonpeptidic inhibitor of renin, aliskiren (SPP-100), which has 

acceptable oral bioavailability ( 43 ), and which has been shown in early trials to be 

similar in effectiveness and tolerability to losartan ( 44 ) and irbesartan ( 45 ). 
Aliskiren seems to offer the prospect of highly effective RAS inhibition for the 

treatment of hypertension and could be a promising drug. However, the lack of 

pharmacogenetic studies investigating aliskiren effects in carriers of the most 

prominent renin polymorphism (Arg387→term) requires further attention, although 

this polymorphism failed to predict BP response to 25 mg-hydrochlorothiazide 

diuretics ( 46 ).   

  2.4.2 Aldosterone Antagonists 

 The prevalence of primary aldosteronism is less than 2% within the hypertensive 

population and is characterized by an excess production of the normal adrenal hor-

mone, aldosterone, low serum potassium, and also a suppressed plasma renin. Tests 

looking at other adrenal steroid hormones can be very useful, as well as tests looking 

for the normal physiologic changes in hormones in the morning and evening, and 

responses to sodium challenge or sodium restriction. Body sodium has been estab-

lished to change with age in hypertensive patients and to be correlated with blood 

pressure. In the same manner, the aldosterone-renin ratio was positively related to 

age and plasma sodium concentration in hypertensives, relationships that could not 

be detectable using plasma aldosterone levels, and to blood pressure in hyperten-

sives ( 2 ). As suggested, the aldosterone-renin ratio might help to isolate patients 

with inappropriate aldosterone activity who would respond favourably to aldoster-

one antagonists. However, although several studies have shown the favourable blood 

pressure-lowering effects of aldosterone antagonists, these results need to be inves-

tigated in large cohorts. As previously suggested, the aldosterone-renin ratio seems 

to have a greater predictive power with respect to blood pressure response to diuret-

ics than with respect to aldosterone levels. This could also explain why the aldoster-

one C-344T polymorphism that could influence aldosterone levels is not found to be 

associated with a greater blood pressure reduction in response to diuretics ( 2 ).  

  2.4.3 β-Blockers 

 Beta-blockers are used frequently for CVD. They are first-line therapy for the treat-

ment of hypertension, heart failure, and angina in post-myocardial infarction patients. 

 From a pharmacodynamic point of view, adrenergic receptors (subtypes alpha 

1, alpha 2, beta 1, and beta 2) are components of a prototypic family of guanine 

nucleotide-binding regulatory protein-coupled receptors that mediate the physiological 
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effects of the hormone epinephrine and the neurotransmitter norepinephrine. Two 

major polymorphisms encoded by the beta-1 adrenergic receptor gene are commonly 

used in both hypertension and heart failure pharmacogenetic studies of beta-blockers. 

These polymorphisms result in an amino acid substitution at codon 389 (Arg389Gly) 

(C1165G polymorphism) that codes for the intracellular part of the receptor and at 

codon 49 (Ser49Gly) (A145G polymorphism) that codes for the extracellular part of 

the receptor. 

 Several studies, but not all, have reported a greater effect of beta-blockers in 1165C 

homozygotes ( 12 – 14 ). Consideration of haplotypes could explain approximately 40% 

more of the variability in blood pressure response to metoprolol monotherapy than 

consideration of the codon 389 polymorphism alone ( 47 ). These polymorphisms 

could not, however, explain the changes in heart rate and blood pressure linked to 

treatment with atenolol (50–100 mg) ( 48 ). 
 Two recent studies investigate the local vascular responses in humans triggered by 

a highly selective alpha 2-adrenergic agonist ( 49 ,  50 ). Responses to azepexole (B-HT 

933) show prominent differences in function of age and gender, but appear not to 

depend on common allelic variations at the ADRA2B receptor ( 50 ). In contrast, the 

 ADRA1A  Arg347Cys polymorphism seems to be associated with the BP therapeutic 

response in patients with 150 mg of irbesartan ( 49 ). 
 Studies using microarray genotyping have also reported significant pharmacoge-

netic effects with beta-blockers in G-protein subunit genes, the adducin or endothelin 

gene. Thus, a pharmacogenetic effect of the  GNB3  (C825T polymorphism) with 

atenolol was shown in males ( 51 ). Liljedahl ( 52 ) reported that the  ADRA2  A1817G 

polymorphism predicted the change in left ventricular mass during antihypertensive 

therapy with atenolol. Kurland ( 36 ) found that carriers of the  ADD1 −6A and 1198C 

alleles produce a significant decrease in blood pressure with atenolol. Finally, men 

carrying the T-allele of the G5665T gene polymorphism of the preproendothelin-1 

gene responded with an average reduction twice as large as in those with the G/G 

genotype (−21.9 mmHg [13.9] vs. −8.9 [2.3], p = 0.007) ( 53 ).  

  2.4.4 Diuretics 

 Other genes are predictive of blood pressure response to drugs, and prediction of 

the effect of medication on blood pressure is highly dependent on the drug taken 

into consideration. Thus, the C825T polymorphism of the G-protein β3gene 

( GNB3 ) appears to predict patient response to thiazide diuretics ( 2 ), while CA 

repeat length of the 11-β-hydroxysteroid dehydrogenase type 2 ( HSD11B2 ) gene 

was strongly associated with the BP response to hydrochlorothiazide ( 54 ). The 

 HSD11B2  G534A polymorphism can cause a rare form of salt-sensitive mono-

genic hypertension and is proposed as a “salt-sensitive” marker. Interestingly, a 

microsatellite CA repeat marker in intron 1 of the  HSD11B2  gene was associated 

with the urinary cortisol metabolites ratio, reflecting a mild reduction in 11-β-

hydroxysteroid dehydrogenase type 2 activity, which in turn was significantly 

related to plasma renin activity levels ( 2 ).  
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  2.4.5 Calcium Channel Blockers 

 Identification of sequence variability in the genes for calcium pathways, i.e., Ca 2+ -

sensitive K +  channel beta 1 subunit, recently defined as protective against hyperten-

sion ( 55 ), needs to be improved. In this regard,  in vitro  studies to test the functional 

significance of polymorphisms (patch-clamp studies, in the case of calcium chan-

nels) and to determine the association between a drug’s antihypertensive effects and 

genetic polymorphisms are of interest. The E65K polymorphism in the [beta] 
1
 -

 subunit of the large-conductance, Ca 2+ -dependent K +  (BK) channel, a key element in 

the control of arterial tone, has recently been associated with low prevalence of 

diastolic hypertension ( 56 ). However, antihypertensive treatment with dibutyril 

cGMP was not able to modify the K allele effect on DBP ( 57 ).   

  2.5 Antidiabetic Drugs 

 Glitazones have been described as potential therapeutics for metabolic syndrome. 

At present, little is known about the pharmacogenomics of this drug family ( 58 ). 
Using  in vitro  studies, Qi et al. ( 59 ) demonstrated that administration of  pioglitazone 

was associated with significantly lower circulating levels of fatty acids,  triglycerides, 

and insulin in spontaneously hypertensive rats (SHR) that expressed the wild-type 

 Cd-36  allele, compared with those harboring a deletion mutation in  Cd-36 . PPARγ 

are involved in the response of thiazolidinediones. PPARG Pro12Ala modifies glu-

cose and hemoglobin A1C (HBA1C) reductions. Biguanides are another class of 

antidiabetics that have demonstrated efficacy in type 2 diabetes treatment and may 

have implications for CVD. The administration of metformin, either as mono-

therapy or in combination with a sulfonylurea, was found to improve glycemic 

 control and to lead to a decrease in several CVD risk factors in patients with type 2 

diabetes ( 60 ). The sulfonylurea glibenclamide, another antidiabetic drug, has both 

pharmacokinetic and pharmacodynamic genetic considerations. Glibenclamide was 

shown to be metabolized by CYP2C9, since oral clearances of homozygous carriers 

of the  CYP2C9*3  allele were 47% lower than those of homozygous wild-type 

 carriers. Moreover, the elimination half-lifes were significantly longer in 

 CYP2C9*3/*3  carriers ( 61 ). Therefore, treated individuals are at a higher risk of 

developing hypoglycemia, since poor metabolizers for this  drug-metabolizing 

enzyme have more pronounced increases in insulin levels than the intermediate or 

extensive metabolizers ( 16 ,  61 ).   

  3 Pathology-Related Genes  

 The third set of genes involved in the personal response to drugs consists of the genes 

linked to the CV pathologies. We have  chosen inflammation, which is a physiopatho-

logical state and a subclinical cause of several CV risk factors (e.g., metabolic syndrome, 
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diabetes, obesity). Thus the pharmacogenomics of cardiovascular drugs should take 

into account this metabolic deviation. 

   3.1 Inflammation  

 More than 100 genes are related to inflammation, if we take into account those 

regulated by nuclear factor-κB (NF-κB), activator protein-1 (AP-1), peroxisomal 

proliferation-activating receptor-α (PPAR-α), etc. Inflammation biomarkers, which 

are measurable in blood, could be divided in five groups: acute phase reactants 

(e.g., C-reactive protein, serum amyloid A protein, and fibrinogen); cytokines 

(e.g., interleukin-1 beta [IL-1β], interleukin-6 [IL-6], and tumor necrosis factor-α 

[TNF-α]); chemokines (e.g., monocyte chemoattractant protein-1 [MCP-1]); 

 adhesion molecules (soluble forms) and proteases; and lipoprotein-associated 

phospholipase A2 (Lp-PLA 
2
 ) and CD40 ligand ( 2 ). 

 Many polymorphisms could influence their level in circulation ( 62 ). Some of 

them have been studied in relation to cardiovascular risk. Indeed, they could affect 

the balance of the cytokine network, which can lead in addition to some environmen-

tal risk factors, to disrupting cytokine equilibrium, and to improving atherogenesis 

( 63 ). Finally, they could also have an impact on cardiovascular therapy. 

 The Cholesterol and Recurrent Events (CARE) trial and the Air Force/Texas 

Coronary Atherosclerosis Prevention Study (AFCAPS/TexCAPS) suggest that statin 

therapy may be differentially effective among those with inflammation, compared to 

those without. 

 Irbesartan-treated patients, who were carriers of the C-allele at position 915 in 

the  TGFB1  gene, which is associated with low expression of TGF-β1, responded 

with a markedly greater decrease in the left ventricular mass index than subjects 

with the G/G genotype, independent of blood pressure reduction ( 2 ). Indeed, 

angiotensin-converting enzyme inhibitors drugs have been known for a long time 

to have an antiinflammatory effect ( 2 ). Considerable evidence now supports a role 

for angiotensin II as a proinflammatory mediator, elevating it to the category of 

an “honorary” cytokine. It can, for example, elicit vascular cell adhesion molecule 

1 (VCAM1) and MCP-1 expression by endothelial cells, and IL-6 production by 

smooth muscle cells ( 64 ). 
 Another study on the effect of  IL1B -511 C/T polymorphism on treatment by 

pravastatin indicates that, after 6 months of treatment, in men with the  IL1B  C 

allele, levels of IL-1β decreased, while in men with the T allele, it increased; how-

ever, this difference is not very significant ( p  = 0.061). In addition, researchers 

found that changes in adenosine-stimulated flow and coronary flow reserve with 

pravastatin were significantly dependent on  IL1B  genotype. They explained their 

results by the fact that statin treatment decreased IL-1β level more effectively in 

subjects with the CC genotype, thus leading to a lower endothelial inflammatory 

response, and better endothelial function as indicated by increased adenosine-

stimulated flow and coronary flow reserve ( 65 ). 
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 The  IL6 -174G/C genotype is a much studied one, as it is correlated with IL-6 

level in circulation ( 66 ). It is related to carotid intima-media thickness (IMT), 

peripheral artery occlusive disease, and retinal artery occlusion ( 2 ). 
  IL6  polymorphism also interacts with pravastatin, as men carrying the GG + 

GC genotype treated with this drug for one year had a 25% lower risk (OR = 1 

reduced to OR = 0.75), compared with the GG + GC placebo group; whereas in 

the CC group, risk was 77% lower than that in the CC placebo men (OR reduced 

from 1.19 to 0.42). In addition, the reduction in LDL cholesterol was greater 

in the CC group than in the GG + GC group. Larger declines in fibrinogen and 

C-reactive protein and a larger elevation in HDL levels in the CC group were 

found, compared with the GG + GC group; these latter differences were, how-

ever, statistically not significant. Researchers hypothesized that the protective 

effect of the CC genotype in the treated group was likely to be due to either a 

greater pravastatin lipid-lowering effect or a greater inflammation-lowering effect 

in this genotype group. Analysis of the WOSCOPS (West of Scotland Coronary 

Prevention Study) data suggests that both of these effects may be involved ( 67 ).   
In addition, in randomized men awaiting coronary artery bypass graft, enalapril 

produced a highly significant decrease of 51% in the release of IL-6 in patients 

identified as high producers of IL-6 by the -174 G/C polymorphism, whereas 

 losartan has a similar but less marked effect ( 68 ). 
 On the other hand, results from the Physicians Heart Study showed that the 

 benefit of aspirin treatment was greatest in subjects with elevated baseline C-reactive 

protein levels. This finding is confirmed by other results indicating that the effect of 

aspirin in preventing a first myocardial infarction was greatest among men with the 

highest baseline C-reactive protein concentrations, and that the benefit diminished 

significantly with decreasing concentrations of this inflammatory marker ( 2 ). 
 These results suggest that the benefit of antiinflammatory treatment may be 

greatest in those with highest inflammation and so, in part, in individuals who carry 

alleles of polymorphisms that contribute to increased gene expression.   

  4 Health and Physiology  

 Despite variability in the genome, fundamental pharmacologic processes may also be 

affected by other biological factors that characterize health or environmental  status. 

Nongenetic biological factors can be divided into two categories: constitutive factors 

(e.g., gender, age, and ethnicity) and acquired factors (e.g., drug exposure, diet, alcohol 

use, tobacco use, exposure to industrial/environmental pollutants, and exercise). 

 Thus, the variability in an individual’s response to drugs is now best understood 

as an integrated complex interplay between genetics and various biological factors 

that can influence pharmacologic mechanisms. In this context, physiologically-

based pharmacogenomics emerges as a preferred model to describe interindividual 

drug response. This section examines the impact of specific biological variables on 

the therapeutic outcome of CV drug treatment. We present components of health 
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status as determinants of therapeutic outcome, which may include numerous traits 

and conditions, such as ethnicity, age, gender, and body weight. 

  4.1 Ethnicity 

 Ethnicity is a population trait that combines both genetic and behavioral influ-

ences. Physiologic and pharmacologic responses may be influenced by ethnicity 

as a result of genetic factors, environmental factors, or interactions between them. 

The difference in drug metabolism and response to antihypertensive agents 

between Caucasian and Black populations is one of several examples. In general, 

the pharmacologic treatment of hypertension in Blacks is most consistently 

achieved through diuretics and calcium channel blockers, whereas ACE inhibitors 

and β-blockers are more efficient in Caucasians. These patterns are consistent 

with the higher prevalence of salt sensitivity, stress-induced vasoconstriction, 

slower natriuresis and α-adrenoceptor-mediated vascular reactivity observed in 

Blacks compared with Caucasians. Most of the published data on interethnic dif-

ferences in CV drug response have focused on the genetic component of ethnicity. 

Different ethnic groups vary in their allele distribution, some of which can have an 

effect on drug metabolism and efficacy. Pronounced differences were commonly 

observed in drug-metabolizing enzymes when ethnically defined groups, such as 

Caucasians and Asians, are compared. This has been demonstrated for the CYP 

isozymes, in particular CYP2D6 and CYP2C19, both of which are key metaboliz-

ing enzymes of numerous CV agents. A number of  CYP2D6  alleles have been 

identified that are associated with abnormal metabolism. For example, interethnic 

differences in the incidence of the “poor metabolizer” phenotype of CYP2D6 

range from 0% in the Cuna Indians to 19% in San Bushmen ( 5 ). For  CYP2C19 , the 

 CYP2C19*2  allele occurs in 25% of the Asian population and 13% of Caucasians, 

while the  CYP2C19*3  allele occurs in 8% of Asians and only 1% of Caucasians. 

Individuals who are homozygous for the “null” allele of  CYP2C19  are highly 

responsive to substrates, such as propranolol ( 69 ). Information derived from 42 

studies of interindividual variability in drug-metabolizing enzymes indicates that 

in 28 such cases, the frequency of the variant differed between ethnic groups ( 70 ). 
In a similar vein, the heterogeneity of the  APOE  allele distribution in the general 

population is another useful example of interethnic differences. Three major alle-

les of the  APOE  gene have been described, namely ε 2 , ε 3 , and ε 4 . The distribution 

of these alleles is highly variable among populations throughout the world. The ε 3  

is the most frequent allele, displaying > 60% occurrence in all populations studied 

to date. The ε 2  allele frequency does not exceed 10% on any continent and has not 

been detected in American Indians. The ε 4  allele frequency ranges from ~5–7% in 

Chinese populations to ~10% in other Asian and American Indian groups; it 

approaches ~37% in Papua New Guineans. The ε 4  allele frequency is also elevated 

in African-American and African groups with a frequency of ~20% and 30%, 

respectively ( 71 ). There is a clear decreasing north-to-south gradient of the ε 4  
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allele frequency throughout European countries, ranging from 22% in Scandinavia 

and Scotland to 7% in Mediterranean populations ( 72 ,  73 ). Of particular interest is 

the observation that interindividual variation in response to many CV drugs may 

depend, in part, on  APOE  genotype (see above). Differences between ethnically 

dissimilar subpopulations are due to a variety of genetic (as described above) and 

nongenetic factors. The environmental (nongenetic) component of ethnicity will 

be addressed in a later section (see the section discussing environmental status).  

  4.2 Age and Gender 

 A broad body of evidence suggests that clinically relevant differences between 

gender and age groups exist in the pharmacological processes and are also influ-

enced by genetics. There are a variety of physiological and biochemical reasons 

that explain why sensitivity to chemicals varies with age. Among the most impor-

tant differences are the physiological changes that occur with aging. The aging 

organism undergoes changes at the molecular, cellular, and organic levels. In the 

elderly, the combination of reduced organ function and the increased prevalence of 

risk factors, as well as disease, influences the drug response. The impact of age is, 

therefore, a net result of the interaction between age-related and concomitant dis-

ease-associated changes in organ function. Nevertheless, even in the absence of 

overt coexisting disease, some of the age-related changes in organ function alone 

can affect drug response. The pharmacokinetic parameters most consistently 

affected by age are the volume of distribution, clearance, and the half-life of the 

drug. The renal drug clearance is consistently diminished with age. However, aging 

does not eliminate the gender-related differences. Major differences in pharma-

cokinetic parameters between the genders are, on average, lower weight, volume 

of distribution, and renal drug clearance in women when compared to men ( 1) . 
Gender has been identified as a significant source of interindividual variation in the 

oral clearance of nifedipine and verapamil, which are both CYP3A substrates. 

Accordingly, clearance was significantly more rapid in women versus men, without 

a detectable age effect. Hepatic clearance is also more variably affected by gender. 

Pharmacodynamic changes, although present, have not been as extensively exam-

ined for gender- and age-related effects, but do include a higher rate of adverse CV 

drug effects in women compared to men ( 1 ). The importance of accounting for 

(patho)physiologic changes related to aging when investigating the impact of 

genetic variation on phenotype was emphasized by the study of the  ADRB2  gene, 

which encodes the β2-adrenoceptor ( 74 ). This receptor acts as a mediator of 

the vasodilatory response to adrenergic agonists in the vasculature. Variants of the 

 ADRB2  gene, especially the Gly16Arg and Gln27Glu  polymorphisms or their 

 haplotypes, may have varying effects on the functional responses to adrenergic 

stimulation, and may thereby modulate CV and metabolic phenotypes. Some stud-

ies reported enhanced desensitization of ADRB2 in Arg16-Gln27 homozygotes 

( 74 ). The desensitization appeared to be related to Arg16 rather than to Gln27; on 



438 G. Siest et al.

the other hand, Gly16-Glu27 homozygotes had the significantly highest maximal 

vasodilatory response to isoprenaline. A key qualification of these findings is that 

the effect of Arg16-Gln27 haplotype is limited to the youngest individuals. This is 

 consistent with the hypothesis of an age-related decline of the receptor-mediated 

activity, which may help obscure the influence of the  ADRB2  polymorphisms on 

blood pressure regulation in older individuals. 

 Overall evidence suggests that gender- and age-specific differences in drug 

metabolism may occur as general traits in CV pharmacology. The relative role of 

gender and aging on CV pharmacology as compared to genetics and illness, environ-

mental factors (such as co-medications, diet, and social habits), and their potential 

interactions in the clinical setting is not yet fully known, but should be routinely 

acknowledged and studied further ( 1 ).  

  4.3 Obesity 

 In the case of obesity, there has been a rapid increase in recent years in the 

 understanding of biochemical events thought to be causative factors, resulting in 

the development of new therapeutic approaches. The new generation of drugs 

 targeting obesity focuses on (1) reducing energy intake (leptin and leptin receptors, 

pro- opiomelanocortin and melanocortin receptors, neuropeptide Y and its recep-

tors, endocannabinoids and cannabinoid CB1 receptors, etc.); (2) increasing energy 

expenditure (uncoupling protein 1, β 
3
 -adrenoceptors, PPAR-γ modulators); and 

(3) producing thermogenic effects (β 
3
 -adrenoceptors, PPAR-δ agonists) ( 75 ,  76 ). 

In clinical practice, the current drugs for long-term treatment of obesity are 

 sibutramine and orlistat, which are designed to reduce food intake and the  utilization 

of ingested energy, respectively. Sibutramine is a serotonin, norepinephrine, and 

dopamine reuptake inhibitor; while orlistat inactivates pancreatic lipase, thereby 

inhibiting hydrolysis and absorption of dietary triacylglycerol. The use of orlistat 

has successfully achieved modest long-term reductions in body weight. Recently, 

the effect of weight reduction with orlistat treatment on lipid peroxidation levels, 

which is found to be associated with obesity, was investigated. 

 The fact that many genes are implicated in obesity gives rise to new drug targets, 

but also verifies the complexity of this phenomenon and underlines the importance 

of considering the genetic variants of these genes for evaluating the outcomes of 

drug therapeutic interventions. To date, there exist 426 findings of positive associa-

tions between obesity phenotypes and genetic variations of 127 candidate genes 

( 77 ). The latest version of the list is available online ( 86 ). 
 Genetic variants of leptin, an adipocytokine secreted by the adipose tissue, and 

its receptor are related to obesity and increased body mass index, while polymor-

phisms in the gene of adiponectin result in phenotypes such as insulin resistance 

and type 2 diabetes, in additional to obesity and increased adiposity. Interestingly, 

variations in both genes can result in altered circulating levels of these two proteins 

( 78 ), signalling the importance of taking the polymorphisms into account when 



19 Pharmacogenomics and Cardiovascular Drugs 439

using these molecules as biomarkers. Finally, there are cited polymorphisms of 

dopamine receptors (DRD2, DRD4) related to obesity, and of hepatic lipase related 

to abdominal visceral fat and to body mass index ( 79 ), suggesting possible varia-

tions in drug response in the case of sibutramine and orlistat.   

  5 Environmentally Interfering Genes  

  5.1 Diet 

 Dietary recommendations are the first therapeutic approach in cardiovascular 

 diseases. A diet low in total fats (particularly those of animal origin), low in cho-

lesterol, and high in antioxidant elements has showed favorable outcomes in 

patients and an improved quality of life in healthy subjects. The responses to diet 

and the interactions between diet and disease depend on genetic polymorphisms 

(nutrigenetics). In the case of cardiovascular disease, the most established gene-

nutrient interactions concern the dietary fats and genes involved in lipid metabo-

lism (apolipoproteins, lipoprotein lipase, and hepatic lipase, among others). The 

 APOE  gene remains the locus most consistently reported with respect to gene 

environment. In subjects carrying the apoε4 allele, a low-fat and low-cholesterol 

strategy may be particularly beneficial in terms of lowering plasma cholesterol 

levels ( 80 ). The same strategy can possibly be applied in altering the HDL con-

centrations, after dietary intake of polyunsaturated fatty acids (PUFA). It has 

been reported recently that their effect on HDL-cholesterol concentrations is 

modulated by a common genetic polymorphism in the promoter region of the 

 APOA1  gene. Thus, subjects carrying the A allele at the -75G/A polymorphism 

show an increase in HDL-cholesterol concentrations with increased intakes of 

PUFA, whereas those homozygotes for the more common G allele have the 

expected lowering of HDL-cholesterol levels as the intake of PUFA increases. 

Subsequently, it could be  predicted that subjects with low levels of HDL-cholesterol 

and carriers of the A allele may benefit from diets containing higher percentages 

of PUFA. A third very interesting example has been recently reported, focusing 

on the interaction between the intake of animal-origin fat and variability at the 

hepatic lipase gene, encoding a key enzyme involved in reverse cholesterol trans-

port. It has been shown that subjects carrying the CC genotype (the most common 

among Caucasian subjects) “react” to high contents of fat in their diets by 

increasing the concentrations of HDL-cholesterol, which could be interpreted as 

a “defense mechanism” to maintain the homeostasis of lipoprotein metabolism. 

Conversely, carriers of the TT genotype experience decreases in HDL-cholesterol 

levels ( 80 ). Beyond citing these interesting examples, it is important to note that 

there have been studies extensively on other genetic variants, concerning mostly 

the  APOAI , the  APOAIV , the  APOCIII , the  APOB , and the  APOE , some examples 

of which are cited in Table  19.5  ( 81 ).         
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  5.2 Environmental Pollutants  

  5.2.1  Tobacco  

 It is well known that smoking is an important CV risk factor. However, it was 

reported in numerous studies that the risk of developing cardiovascular disease is 

different, according to some genetic polymorphisms. Indeed, a large list of genes was 

described which interact with smoking in the development of these diseases. This list 

includes apolipoprotein E gene ( APOE ), paraoxonase 1 ( POX1 ), lipoprotein lipase 

( LPL ), NO synthase ( NOS ), tumor protein p53 ( TP53 ), cluster of differentiation 14 

( CD14 ), interleukin 6 ( IL6 ), metalloproteinase 3 ( MMP3 ), gluthation-S-transferase 

( GST ), angiotensin converting enzyme ( ACE ), and factor V ( FV ). 

 Large interindividual differences occur in human nicotine disposition, and it has 

been proposed that genetic polymorphism in nicotine metabolism may be a major 

determinant of an individual’s smoking behaviour. Hepatic cytochrome P4502A6 

(CYP2A6) catalyses the major route of nicotine metabolism: C-oxidation to coti-

nine, followed by hydroxylayion to trans-3’-hydroxycotinine. Polymorphims of 

CYP2D6 are associated with differences in nicotine C-oxidation in vitro, and with 

plasma cotinine levels after experimental administration of nicotine and voluntary 

smoking. Moreover, kinetic studies with Japanese and Chinese volunteers confirm 

that the presence of the CYP2A6*4A deletion allele, as well as the CYP2A6*7 and 

CYP2A6*10 alleles, is associated with reduced in vivo nicotine metabolism to 

cotinine. However, concerning effects on smoking behavior, associations were 

reported for polymorphisms of CYP2A6 ( 82 ). This observation could explain the 

differential response to nicotine substitutes. CYP2D6, hepatic flavin-containing 

monooxygenase form 3 (FMO3), and uridine diphosphate-glucuronosyltransferase 

(UGT) enzymes are also responsible for nicotine metabolism. However, current 

evidence does not consistently and conclusively support the hypothesis that genetic 

polymorphisms in these genes are determinants of an individual’s smoking behav-

iour ( 83 ). A recent article summarized the current state of knowledge for the effect 

of genes altering nicotine metabolism, and also of genes involved in the neurotrans-

mitter pathways for the brain reward system on smoking behaviors and therapeutic 

outcomes for drugs used to assist smoking cessation ( 84 ).   

  Conclusion  

 In summary, the goal of CV pharmacogenomics is to guide CV drug development 

and therapy toward optimizing therapeutic benefit and minimizing the potential for 

toxicity. Genetics-based differences in drug metabolism have long been recognized 

but are only just beginning to achieve clinical application.

   •  A large majority of CV drugs are metabolized through CYP2D6, -2C, and -3A.  

  •  The clinical problems for CV drugs are actually only related to CYP2D6 and -2C.  
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  •  Polymorphisms in the transporters are becoming more and more important to 

follow.  

  •  More than 20 relevant cardiovascular drug targets have been identified from the 

pharmacogenomics point of view.  

  •  Pharmacogenomics cannot be limited to the drug actions themselves. It is neces-

sary to integrate the genetic variations into the corresponding cardiovascular 

pathologies or, better, to the metabolic pathway involved.  

  •  The biological variability also has to be integrated by studying healthy subjects 

and healthy families to determine the main functions involved, including the 

environmental effects.    

 Pharmacogenomics may enable clinicians to identify patients who are most 

likely to derive benefit from a drug, with minimal likelihood of adverse events. 

 In the near future, a pharmacoproteomics approach should be used also. 

Numerous enzymes, proteins, peptides, and receptors can be used as phenotypes 

to enter into the pharmacoproteomic followup of cardiovascular drugs. Proteomics 

approaches are clearly very useful during the development of new drugs to con-

trol some toxicities, including drug interactions in different pathological states. 

However, for a more specific use of pharmacoproteomics in the cardiovascular 

field, we need to better know the proteome profile of the organs involved: heart, 

vessels, and specific blood cells, including lymphocytes. For such multifactorial 

chronic diseases as cardiovascular ones, we have to dissect them into separate 

metabolic entities for selecting the genes and gene products involved in each 

pathway. 

 Genomic and proteomic markers for cardiovascular drugs should be used to 

pinpoint individuals at high risk for the disease and at risk for drug side effects or 

a probability of nonresponse. The practice of personalized medicine should use the 

huge amount of genomic, proteomic, and metabolomic data which will be devel-

oped during the next few years with powerful array technologies. However, we 

should not forget that humans are living in special environments regulating the 

expression of genes and gene products. Nutrition, tobacco, alcohol, obesity, and 

other drugs such as contraceptives, have been particularly linked to the pharmacog-

enomic strategy for cardiovascular drugs.   
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        Chapter 20   
 Pharmacogenomic Applications in Children 

          Struan   F.  A.   Grant    and    Hakon   Hakonarson    

    Abstract   Genetic diversity, together with specific environmental exposures, 

contributes to both disease susceptibility and interindividual variability in response 

to drugs. It has proven difficult to isolate disease genes that confer susceptibility to 

complex disorders, and as a consequence even fewer genetic variants that influence 

clinical response to drugs have been uncovered. As such, the candidate gene approach 

has largely failed to deliver and, although the family-based linkage approach has 

certain theoretical advantages in dealing with common/complex disorders, progress 

has been slower than was hoped. More recently, genome-wide association (GWA) 

studies have increasingly gained popularity and been found to be highly robust in 

identifying variants that associate with and predispose to complex disease, such as 

age-related macular degeneration, type 2 diabetes, and coronary artery disease. While 

these diseases dominantly affect adults, more recent studies have unveiled significant 

association of novel genes predisposing to Type 1 diabetes and autism, and replicated 

associations to IBD and obesity genes in children. In this regard, the Children’s 

Hospital of Philadelphia recently founded a large-scale high-throughput genotyping 
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program aimed at resolving the pathogenic mechanisms of complex pediatric 

disorders, through GWA studies of over 100,000 children. This has stirred new hope 

for the mapping of genes that regulate drug response related to pediatric conditions. 

Collectively, these studies support the notion that modern high-throughput SNP 

genotyping technologies, when applied to large and comprehensively phenotyped 

patient cohorts, capture the most clinically relevant disease-modifying and drug 

response genes. This review addresses both recent advances in the genotyping field, 

and some highlights from GWA studies, focusing on pediatric disorders, which have 

conclusively uncovered variants that underlie disease susceptibility and/or variability 

in drug response in common disorders.  

  Keywords   Genetics ,  Pharmacogenomics ,  Pediatrics ,  Single Nucleotide Polymorphism , 

 Copy Number Variation ,  Genome Wide Association    

   1 Introduction  

 Pharmacogenomics is a discipline that seeks to examine the genetic basis for 

individual variation in response to a given therapeutic ( 1 – 3 ). All genes harbor variants 

termed single nucleotide polymorphisms (SNPs); however, identification of those 

that are most relevant with respect to their influence on disease susceptibility or 

drug response traits remains a challenge. At present, there are no good biomarkers 

that can predict which group of patients will respond positively, which patients are 

nonresponders, and which will experience an adverse reaction for the same medication 

and dose ( 4 – 7 ). 
 The candidate gene approach has been widely used to study the genetic basis of 

pharmacogenomic traits. Success has been most forthcoming in cancer, where the 

ability to determine sensitivity to drugs such as trastuzumab (Herceptin; Genentech) 

and imatinib mesylate (Gleevec [USA], Glivec; Novartis) has made a significant 

positive impact on patient care and has prompted enthusiasm among investigators 

to find new opportunities of comparable relevance. Indeed, recent discoveries have 

unveiled the roles of variants that are pertinent for other drugs demonstrating variable 

efficacy or adverse effect profiles, which are explained by specific alleles in the 

metabolizing enzyme gene classes ( 7 – 10 ). However, for most drugs, the genetic 

variants that determine response remain elusive, and clinicians are being forced to 

determine dosage regimen for individual patients by a trial-and-error method. Most 

drugs result in adverse reactions in a subset of patients, with such reactions occurring 

in more than two million cases annually in the U.S., and accounting for a significant 

number of deaths and hospital admissions ( 11 ). 
 Since interindividual differences in genetic makeup are found to underlie both 

disease susceptibility and variability in drug response, better understanding of the 

genetic information that regulates these processes is needed to elucidate the molecular 
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mechanisms involved and allow for new and more effective therapeutic strategies 

to be developed ( 2 ,  3 ,  12 ). However, it must not be forgotten either that drug 

response is also influenced by numerous nongenetic factors, including dietary factors, 

sex, disease status, and multiple drug therapy. While clinicians take every measure 

to avoid adverse reactions, the combinations of interindividual variability as it 

relates to the disease determinants themselves, genetic and environmental factors, 

and variability in drug target response via pharmacokinetic, pharmacodynamic, or 

other idiosyncratic measures, are too complex for any meaningful prediction of 

drug selection to be made currently. 

 Notwithstanding the important contribution of the environment, inherited deter-

minants remain the major cause of interindividual differences in drug response 

( 13 ), underpinning the important need to understand the distribution of genetic 

variations in the context of the building blocks of the human genome (i.e., linkage 

disequilibrium [LD] structure) and how ethnic and sex-related differences may 

influence gene-gene and gene-environment interactions. Variants within the drug 

metabolizing enzymes, the transporters, or the drug target/pathway members 

themselves may only be expressed to the extent that they become influential in the 

context of specific environmental exposures. Ethnic differences may also have a 

profound impact on drug clearance, thereby affecting safety, efficacy, and dosing 

regimen. Accordingly, all these factors, either alone or in combination, may influ-

ence how drugs are absorbed and distributed in the human body, and also how they 

are metabolized and excreted ( 14 ). In order to improve drug safety and efficacy, a 

better understanding of these factors and how they interact is required. While traditional 

linkage and association studies have been highly successful in uncovering variants 

that underlie monogenetic disorders, and delivering a degree of success in the field 

of multigenic disorders, the sequencing of the human genome and the completion 

of the International HapMap Project mark the start of a new and more systematic 

approach in human genetics. The HapMap project provides an unprecedented 

resource to investigators with the characterization of the patterns of genetic varia-

tion and LD structure across four geographical populations. This has facilitated the 

design of genome-wide association (GWA) studies and has been a key factor in the 

unveiling of some of the complexity of human genetic diversity. 

 This review provides an overview of genetic/genomic discoveries made in IBD, 

diabetes, asthma, obesity, and cancer. We highlight the studies that have uncovered 

variants that predispose to these conditions, and discuss how they may influence the 

observed variability in drug response pertaining to these disorders.  

  2 Inflammatory Bowel Disease  

 Inflammatory bowel disease (IBD) is a relatively common inflammatory disorder 

affecting the gastrointestinal tract, which is resistant to most available therapies. 

The two common forms of IBD, Crohn’s disease (CD) and ulcerative colitis 
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(UC) have been linked to specific variants in the caspase recruitment domain- containing 

protein 15 ( CARD15 ) gene on chromosome 16q12; the  IBD5  haplotype spanning 

the organic cation transporter,  SLC22A4 ; and genes on chromosome 5q31 ( 15 – 19 ). 
CD and UC are thought to be related disorders that share some genetic susceptibility 

loci but differ at others. 

 Treatment options for IBD have improved considerably in recent years, most 

notably with the introduction of the TNFα-inhibitor drug. However, anti-TNF therapy 

is expensive and the response rate is highly variable, with at least one third of the 

eligible patients failing to show a clinically measurable response. Finding a means 

to predict those who will respond and exclude those who won’t would be beneficial 

to IBD patients. T helper-type 1 lymphocytes orchestrate much of the inflammation 

in Crohn’s disease, mainly via production of TNFα and IL1β both of which appear 

to play a pivotal role as proinflammatory cytokines that synergize with each other. 

A considerably greater effort has been focused on pharmacogenetic approaches to 

the TNFα pathway, addressing its receptor family (TNFR1 and TNFR2) and signaling 

events via c-Jun N-terminal kinase/stress-activated protein kinase (JNK/SAPK) 

activation and NFκB activation that leads to apoptosis. Activated NFκB enters the 

nucleus and induces transcription of genes associated with inflammation, host 

defense, and cell survival. The promoter region of the TNF gene lies between 

nucleotides -1 and -1300, and encompasses numerous polymorphic sites associated 

with potential binding sites for various transcription factors. Carriers of the TNF 

allele 2 (TNF2), which contains a single base-pair polymorphism at the -308 

promoter position, produce slightly more TNFα in their intestinal mucosa than non-

TNF2 carriers. TNF polymorphisms also appear to influence the nature and 

 frequency of extraintestinal manifestations of IBD. A number of routes of inhibition 

of TNF are being investigated. Among the most extensively evaluated is the use of 

monoclonal antibodies against TNFα (e.g., infliximab). Several large controlled 

trials indicate that infliximab has a role in treating patients with moderate to 

severely active Crohn’s disease and with fistulating Crohn’s disease. Although it 

would be useful to genetically differentiate “responders” from “nonresponders,” 

currently there are very few published studies addressing TNF polymorphisms in 

IBD. Small studies have shown possible associations between poor response to 

infliximab and increasing mucosal levels of activated NFκB, homozygosity for the 

polymorphism in exon 6 of TNFR2 (genotype Arg196Arg), positivity for perinuclear 

antineutrophil cytoplasmic antibodies (ANCA) and the presence of increased numbers 

of activated lamina propia mononuclear cells producing interferon-gamma and TNFα. 

 Apart from biotechnology agents targeted against TNFα and IL-1β, others are 

now being evaluated that are targeted against leukocyte adhesion, T-helper cell 

(T(h))-1 polarization, T-cell activation, or nuclear factor NFκB. Lymphocyte-

endothelial interactions mediated by adhesion molecules are important in leukocyte 

migration and recruitment to sites of inflammation, and selective blockade of these 

adhesion molecules is a novel and promising strategy to treat CD. Therapeutic 

agents that inhibit leukocyte trafficking include natalizumab, MLN-02, and alicaforsen 

(ISIS 2302). Other agents being investigated for the treatment of Crohn’s disease 

include inhibitors of T-cell activation, peroxisome proliferator-activated receptors, 
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proinflammatory cytokine receptors, and T(h)1 polarization, plus growth hormones 

and growth factors. Agents being investigated for treatment of UC include many of 

those mentioned for Crohn’s disease. These new therapies will be most meaningful 

if they carry sufficient horsepower to halt the biomolecular processes that underlie 

disease progression, an exciting prospect towards development of individualized 

therapies for IBD. 

 In late 2006, Duerr et al. made major progress towards our understanding of 

the pathogenesis of IBD, where they reported highly significant associations 

between CD and the  IL23R  gene on chromosome 1p31, using the HumanHap 

317K gene chip from Illumina ( 20 ). Specifically, an uncommon coding variant, 

rs11209026 (c.1142G>A, p.Arg381Gln), was shown to confer a strong protective 

effect against the disease and was then replicated in independent cohorts of 

patients with CD or UC. This innovative genetic study in people, together with 

two other recent studies in mice, have uncovered a key factor in the pathogenesis 

of IBD ( 21 – 23 ). The research highlights the proinflammatory cytokine inter-

leukin IL23 ( 24 ,  25 ) for prioritizing this molecule and associated signaling 

pathways as therapeutic targets in IBD and other autoimmune and chronic 

inflammatory diseases. 

 IL-23 initiates and perpetuates both innate and T cell–mediated intestinal 

inflammation. What are the implications of the new findings for the clinic? Active 

CD is associated with increased IL12 and IL23 production, and IL12 may still have 

value as a drug target. Indeed, a controlled trial of patients with CD showed that an 

antibody to the p40 subunit of IL12/IL23 results in higher rates of clinical responses 

and remissions compared to placebo therapy. These results suggested that targeting 

both IL12 and IL23 reduces proinflammatory cytokine production by mucosal 

immune cells. However, selective targeting of IL23 is now emerging as an attractive 

concept—not only with the new findings, but also because IL12 mediates protective 

systemic antimicrobial immunity. Thus, blockade of IL23 may be as effective as 

blocking both cytokines—but may result in fewer infection problems. Yet other 

observations suggest that selective neutralization of IL23 may not be beneficial 

under all circumstances. p19-deficient mice are highly susceptible to T cell–

mediated colitis induced by a hapten reagent. It seems that in the absence of IL23, 

gut dendritic cells produced excessive amounts of IL12 (IL23 normally crossregu-

lates IL12). Thus, in the absence of IL23, mice develop enhanced IL12-driven 

mucosal immunopathology; whether such crossregulation is relevant in patients 

with IBD remains to be determined. The strong effect of the protective allele identi-

fied by Duerr et al. ( 20 ) could potentially be exploited to define desired functional 

outcomes .  A genetic prediction of responsiveness to anti-IL23 therapy would open 

the door toward an individualized therapy of IBD patients. Studies are underway 

addressing how IL23 signaling affects gut inflammation in individual patients, as 

selective inhibitors and appropriate genetic tools are forthcoming. It is likely that 

blockade of IL23 function in selected patients will be a breakthrough for clinical 

therapy. It seems that IL23 plays a unique function for the initiation and perpetuation 

of innate and T cell–mediated forms of IBD, which genotype-directed pharmaco-

therapy is about to exploit. 



452 S.F.A. Grant, H. Hakonarson

 Our laboratory has replicated the findings of Duerr and colleagues in a pediatric 

study cohort ( 23 ), lending further support for the protective role of the  IL23R  gene 

in CD, and for the first time in pediatric CD, suggesting that interventions at the 

IL23 pathway level may be of value in both pediatric and adult patients who suffer 

from this devastating disease. It would seem likely that the culprit variant may 

influence the therapeutic response of patients to pharmacologic intervention at this 

biological pathway. 

 Notwithstanding the potentially important role of IL23, earlier this year, through 

the genotyping of 16,360 nonsynonymous SNPs, a highly significant association 

was reported between CD and the autophagy-related 16-like 1 gene ( ATG16L1 ) 

gene ( 26 ). Specifically, a common coding variant, rs2241880 (T300A), was shown 

to confer strong risk for the disease and was then replicated in the same study in 

separate cohorts of patients with CD but not UC. Since independent replication 

efforts are now considered mandatory for GWA findings ( 27 ), it is pertinent to note 

that we have also replicated the association of the variant, rs2241880, in the 

 ATG16L1  gene with CD, and demonstrated for the first time that the effects of this 

variant are also seen in the childhood form of CD ( 28 ). Thus, here is another novel 

signaling pathway that presents a therapeutic target in IBD and potentially also in 

other autoimmune or chronic inflammatory diseases. Again, it would seem likely 

that the culprit variant may influence the therapeutic response of patients to 

pharmacologic intervention at this biological pathway.  

  3 Diabetes  

 Diabetes affects almost 200 million people  worldwide and more than 18 million in 

the United States, with approximately 90 percent of those affected having type 

2 diabetes (T2D). 

 Type 1 diabetes (T1D) risk is strongly influenced by multiple genetic loci and 

environmental factors. The disease is heritable, with first-degree relatives of cases 

being at 15-fold greater risk than the general population. Variation in several loci 

has already been established to account for a significant proportion of the familial 

clustering of T1D. The major histocompatibility complex (MHC) region on 6p21 

(mostly residing in the  HLA-DRB1 ,  -DQA1 , and  -DQB1  genes ( 29 – 31 )) is the most 

influencial locus in T1D. Other loci include the insulin locus ( INS ) on 11p15 

( 32 – 34 ), the protein tyrosine phosphatase-22 ( PTPN22 ) gene on 1p13 ( 35 ,  36 ), and 

the gene encoding the cytotoxic T-lymphocyte-associated protein 4 ( CTLA4 ) on 

2q31 ( 37 – 39 ). The interleukin-2 receptor alpha ( CD25 ) locus on 10p15 ( 40 ) has 

also been implicated, while a report of association with a nonsynonymous variant 

in the innate immunity gene,  IFIH1 ( 41 ), remains to be independently replicated. 

Several other reported associations ( 42 – 44 ) have not been convincingly replicated 

and remain controversial. 

 Recently, two independent studies ( 45 – 47 ) reported several new T1D loci. 

Among the genes localized, the  KIAA0350  presents a prime candidate for harboring 
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the  causative variant.  KIAA0350  encodes a protein of unknown function and its genomic 

location is next to the suppressor of cytokine signaling 1 ( SOCS1)  gene. The almost 

exclusive expression specificity of  KIAA0350  in immune cells (  http://symatlas.gnf.org/

SymAtlas    ), including dendritic cells, B lymphocytes, and natural killer (NK) cells, all 

known to be pivotal in the pathogenesis of T1D ( 48 ,  49 ), suggests that the variant con-

tributes to the disease by modulating immunity. The predicted protein product of 

 KIAA0350  is a C-type lectin, which belongs to a family of molecules that are known 

for their recognition of a diversity of carbohydrates, and are critical for a variety of 

processes ranging from cell adhesion to pathogen recognition . In light of the critical 

role of the MHC genetic repertoire in antigen presentation involving sugar groups such 

as lectin, it is plausible that a genetic variant in the binding site for such a molecule on 

the activating cytotoxic T-cell could elicit an autoimmune response that results in 

destruction of the islet cells of the pancreas, as seen in T1D. This presents a compelling 

pharmacogenetic target for T1D intervention, directed at disease prevention. 

 T2D is also a serious and costly disease that represents approximately $132 

billion per year in direct and indirect medical expenses in the U.S. Typically it is a 

late onset disease (> 40 years) and is on the increase due to an aging population and 

increasing obesity; most concerning is the fact that an increasing number of children 

and young adults are now developing T2D, a trend that correlates with increased 

weight gain in these age groups ( 50 ). The chronic complications of diabetes include 

accelerated development of cardiovascular and microvascular disease. T2D is the 

consequence of hyperglycemia through two possible mechanisms: insulin resistance 

in skeletal, muscle, liver, and adipose tissue; or abnormal insulin secretion due to 

pancreatic β-cell defects. 

 Sulfonylureas stimulate insulin secretion, while metformin addresses insulin resist-

ance through the suppression of glucose production by the liver and increasing skeletal 

muscle glucose metabolism. Insulin resistance can also be counteracted with thiazolid-

inediones or glitazones, such as rosiglitazone, that act as insulin sensitizers through the 

targeting of peroxisomal proliferator-activated receptor-γ. In addition, α-glucosidase 

inhibitors, such as acarbose, can be utilized to compromise the inhibition of carbohy-

drate breakdown in the gut. Glucagon-like peptide-1 (GLP-1) is a major physiologic 

incretion that exerts critical effects on blood glucose homeostasis ( 51 ); there is great 

promise in the extensive clinical developments currently underway of GLP-1 analogs, 

such as exenatide (synthetic exendin-4) and inhibitors of dipeptidyl peptidase IV. 

However, successful glycemic control often requires a combination of several oral 

agents, together with intravenous insulin for more severe cases. The use of currently 

available therapeutics can often lead to side effects, including increase in body weight, 

risk of hypoglycemia, and gastrointestinal problems. In addition, the efficacy of these 

drugs is limited to the early stages of T2D, when fasting blood glucose levels are 

relatively low, with approximately 40% of T2D patients on oral antidiabetics failing to 

control their blood glucose and having to supplement with insulin. 

 There is now clear evidence of a strong genetic component to the disease due to 

prevalence differences between racial groups, a higher concordance rate among 

monozygotic than dizygotic twins, and a sibling risk ratio of approximately 3.5 ( 52 ). 
Maturity-onset diabetes of the young (MODY) is the autosomal dominantly inherited 

http://symatlas.gnf.org/SymAtlas
http://symatlas.gnf.org/SymAtlas
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form of diabetes without insulin dependency, characterized by β-cell dysfunction, and 

is diagnosed relatively young (< 25 yrs) ( 53 ,  54 ); it is made up of subtypes defined on 

the basis of genetic etiology. These genetic subtypes have aided the identification of 

patients who will respond to a given therapy from those who are unlikely to respond. 

As such, this opens the possibility of tailored drug therapy, both at the individual level 

for MODY and for the general treatment of type 1 and type 2 diabetics as a whole. 

Identifying further forms of this monogenic diabetes will provide crucial insights into 

patterns of β-cell dysfunction and the associated therapeutic response. Of the seven 

MODY genes identified to date, the most common forms present as a consequence of 

mutations in the genes encoding the glycolytic enzyme, glucokinase, and the tran-

scription factor, hepatic nuclear factor-1α (HNF1α) ( 55 ,  56 ). 
 Those MODY patients with glucokinase mutations do not require treatment, as 

they have only mild hyperglycemia; however, these cases are often incorrectly 

treated, as they are regularly misdiagnosed as having type 1 or type 2 diabetes. 

Indeed, when they are given either insulin or oral hypoglycemic medication, there is 

little impact on their glycemia ( 57 ); treating glucose-sensing defects with insulin and 

oral agents will have minimal impact. Recently, a novel hypoglycemic therapy, which 

acts as a glucokinase activator ( 58 ,  59 ), has been developed for T2D as a consequence 

of the genetic characterization of this monogenic form of the disease ( 60 ,  61 ). On the 

other hand, patients with MODY as a consequence of HNF1α mutations are extremely 

sensitive to the hypoglycemic effects of sulfonylureas ( 62 – 64 ), representing clear 

evidence for a pharmacogenetic effect. With such patients, even after a mean of 20 

years of insulin treatment, they were able to discontinue insulin therapy and be treated 

with sulfonylureas without risk of ketoacidosis ( 65 ). 
 The pancreatic ß-cell ATP-sensitive potassium channel (K ATP ) is composed of 

two distinct subunits, an inwardly rectifying ion channel forming the pore (Kir6.2) 

and a regulatory subunit, the sulfonylurea receptor-1 (SUR1), which binds sulfony-

lureas. It is well established that loss of function mutations in the  KCNJ11  gene, 

which encodes Kir6.2, and the  ABCC8  gene, which encodes SUR1, can lead to the 

oversecretion of insulin and thus hyperinsulinemia. The mutations make the K 
ATP

  

channel less likely to close in the presence of ATP. Prior to the genetics of this 

phenotype being resolved, all these patients were treated with insulin and responded 

like type 1 patients, as they had negligible endogenous insulin secretion. As such, 

these subjects might secrete insulin in response to sulfonylureas; in fact, in initial 

physiological studies these patients had no insulin secretory response to glucose or 

glucagon, but did secrete insulin in response to tolbutamide ( 66 ). Sulfonylurea 

therapy has been tried in many patients with  KCNJ11  mutations; in all reported 

studies there has been an improvement in glycemic control ( 67 – 70 ). 
 There is strong evidence that novel T2D genes will potentially be exciting 

pharmaceutical targets. There is no doubt that the next few years will result in novel 

susceptibility genes for T2D being identified. There is strong evidence in favor of 

this already, as the most established T2D susceptibility genes are also well known 

drug targets, namely the peroxisomal proliferator-activated receptor-γ ( PPARG ) 

gene, and thiazolidinediones ( 71 ) and the  KCNJ11  gene, encoding Kir6.2, and 

sulfonylurea therapy ( 72 ,  73 ). 
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 From the first GWA study of T2D, very recently published in  Nature  ( 74 ), the 

strongest association observed was with a gene already established as playing a role 

in the disease, namely the Wnt-signaling pathway member, transcription factor 

7-like 2 ( TCF7L2 )( 75 ), which has already been extensively replicated independ-

ently ( 76 – 85 ). This association has now been refined utilizing a West African 

patient cohort ( 86 ); this is because in this cohort the associated SNP is contained in 

a smaller LD block due to higher haplotype diversity in populations of African ancestry, 

and thus the region most likely to contain the functional variant was narrowed 

down. The precise mechanism of action for this variant and its influence on the sus-

ceptibility to T2D is still to be elucidated; but it is speculated that it could operate 

through the alteration of levels of the insulinotropic hormone, glucagon-like pep-

tide 1 (GLP-1), one of the peptides encoded by the proglucagon gene whose  expression 

in enteroendocrine cells is transcriptionally regulated by TCF7L2 ( 51 ). In tandem 

with insulin, GLP-1 has a strong influence on blood glucose homeostasis ( 51 ). 
GLP-1 analogs and inhibitors of dipeptidyl peptidase IV are indeed currently in 

clinical development. It has been noted that individuals with both impaired glucose 

tolerance and the at-risk  TCF7L2  variant are more likely to go on to develop T2D 

( 76 ), with the effect reported to be stronger in a placebo group than in metformin 

and lifestyle-intervention groups. The variant is also associated with decreased 

insulin secretion, but not increased insulin resistance at baseline ( 76 ). The risk-

conferring genotypes in  TCF7L2  are thus associated with impaired β-cell function, 

but not with insulin resistance; and may, therefore, give some indication on optimal 

therapeutic intervention for the one in five T2D cases this variant impacts. 

 At least three other variants determined in the GWA study ( 74 ), including in the 

 SLC30A8  and insulin-degrading enzyme ( IDE ) genes, have held up in large-scale 

independent studies ( 87 – 89 ), and it’s likely that they may also interplay with known 

therapeutic agents. As such,  SLC30A8  encodes a zinc transporter expressed specifi-

cally in the secretory vesicles of β-cells, and is thus implicated in the final stages 

of insulin biosynthesis, which involves co-crystallization with zinc. This may have 

possible dietary implications and therapeutic approaches through zinc supplemen-

tation or, more plausibly, pharmacological manipulation of its transport. Reduction 

of insulin-degrading enzyme (IDE) activity by a pharmacological inhibitor 

increases islet amyloid polypeptide (amylin) accumulation and amylin-mediated 

cytotoxicity in cultured β-cells ( 90 ), whereas IDE ablation causes glucose intoler-

ance in knockout mice ( 91 ). Three other loci,  CDKAL1 ,  CDKN2A / CDKN2B , and 

 IGF2BP2 , were also identified by all three studies independently, suggesting that 

these genes are involved in the pathogenesis of T2D ( 87 – 89 ).  

  4 Obesity  

 Obesity is an important risk factor for T2D, cardiovascular disease, and overall 

mortality ( 92 ,  93 ). Weight-lowering drugs have been developed to facilitate weight 

reduction in obese individuals who experience difficulties in their efforts to lose 
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weight. A study examining response to the centrally acting noradrenaline and 

serotonine reuptake inhibitor sibutramine reported a dramatic difference in response 

to both pharmacological and nonpharmacological programs to reduce weight, a 

difference attributed to the C825T polymorphism in the guanine nucleotide-binding 

protein beta-3 ( GNB3 ) gene ( 94 ). Thus, genotyping of the  CNB3  C825T polymor-

phism may help predict outcome and identify obese individuals who may benefit 

from sibutramine therapy. The effort devoted to studying obesity and potential 

therapeutic interventions is very high, and numerous studies are about to deliver 

new targets and pharmacogenomic approaches to this much too common medical 

problem in the coming years. One such target is summarized below. 

 There is strong evidence for a genetic component to the risk of obesity ( 95 ,  96 ), 
including prevalence differences between racial groups, from 5% or less in 

Caucasian and Asian populations to 50% or more among Pima Indians ( 97 ) and 

south sea island populations ( 98 ). The familial occurrences of obesity have been 

long noted, with the concordance for fat mass among monozygotic twins reported 

to be 70–90%, higher than the 35–45% concordance in dizygotic twins ( 99 ,  100 ); 
as such the estimated heritability of BMI ranges from 30 to 70% ( 101 – 104 ). 

 A common genetic variant with modest relative risk (RR = ∼1.2), located 10 kb 

upstream of insulin-induced gene 2 ( INSIG2 ), has been recently described in 

 Science  to be associated with both adult and childhood obesity, from the first GWA 

published for this phenotype, employing a 100,000 SNP genotyping platform 

( 105 ). In the same study, the investigators presented replication in four out of five 

separate samples of different ethnicity; in the fifth sample, a large cohort of the 

Nurses Health Study (NHS), no such association was detectable. 

 However, this reported association to  INSIG2  has proven controversial, with 

three subsequent technical reports sent to  Science  refuting the observation. The 

U.K. group found no evidence of association between this variant and obesity risk 

in two large ethnically homogeneous population-based cohorts (n = 6599) ( 106 ); 
indeed, they found a trend in the opposite direction. The French study similarly 

found no effect on the risk of adult obesity or childhood obesity, either in case-

control or family-based settings ( 107 ); while the German study, although also 

observing no association in their overall cohort, found an increased risk for obesity 

in a subgroup analysis of already overweight subjects ( 108 ). Therefore, the relative 

merits of  INSIG2 , plus the newly described Fatso ( FTO ) gene (also in  Science ) 

( 109 ), with respect to the pathogenesis of obesity, have still to be fully elucidated.  

  5 Osteoporosis  

 Osteoporosis is characterized by diminished bone mass and increased bone fragility, 

leading to the development of fractures, which may be spontaneous or occur as the 

result of minimal trauma. Osteoporosis has traditionally been defined to exist when 

a fracture occurs in an individual with low bone mineral density (BMD) i.e., 

osteopaenia. Osteopaenia in turn is defined as a reduction in bone density when 
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compared with normal values in young healthy individuals; thus, osteopaenic 

patients may or may not have osteoporotic fractures. During their lifetime, women 

lose about 30–50% of peak bone mass, and men lose 20–30%, with trabecular bone 

loss greater than cortical bone loss ( 110 ). As a result, both men and women can go 

on to develop osteoporosis, and the process often starts in childhood. 

 Calcium and vitamin D intake, together with regular weight-bearing exercises, are 

important for skeletal health, but are not adequate treatments for osteoporosis. 

Therapies for the treatment and/or prevention of osteoporosis include bisphospho-

nates (alendronate, etidronate, ibandronate, and risedronate), calcitonin, estrogens, 

teriparatide, and raloxifene. For most patients, oral bisphosphonates are the treatment 

of choice; they are currently the most widely used antiresorptive therapies for the 

treatment of postmenopausal osteoporosis, mainly because they are usually well tol-

erated long term. Bisphosphonates are potent antiresorptive agents which, when 

embedded in the bone matrix, are taken up by osteoclasts engaged in bone resorption, 

leading to osteoclast apoptosis. Bone resorption subsequently decreases, leading to 

improved mechanical properties of the bone and a reduced risk of fracture. 

 BMD is a classic example of a complex trait resulting from the interplay 

between behavioral, environmental, and genetic factors influencing an individual 

outcome. There is strong evidence for a genetic component in the predisposition to 

osteoporosis, with an estimated 60–80% of the variability in the risk explained by 

heritable factors ( 111 – 113 ). Twin studies also suggest that genetic predisposition 

determines up to 80% of peak bone mass, whereas the remaining 20% is modulated 

by environmental factors and sex hormone levels during puberty ( 114 ). This genetic 

influence is consistent with the findings that BMD is reduced in the daughters of 

osteoporotic women ( 115 ) and in men and women with first-degree relatives who 

have osteoporosis ( 116 ). 
 Several studies have examined the influence of variants in the vitamin D receptor 

( VDR ) gene on BMD in children. In adult women,  VDR  polymorphisms contribute 

to a relatively small variation in BMD ( 117 ,  118 ); by contrast, in children,  VDR  

polymorphisms account for a greater difference when femoral and vertebral BMD 

are compared to those with homozygous recessive (bb) and dominant genotypes 

(BB) ( 119 ,  120 ), suggesting that these polymorphisms have a greater influence on 

BMD during childhood. In a study of prepubertal girls, dietary calcium intake also 

correlated with change in BMD in those with homozygous dominant and 

 heterozygous  VDR  (BB and Bb) genotypes, but not in those with the homozygous 

(bb) genotype ( 120 ). Investigation of  VDR  genotype response to 1αOHD 
3
  treatment 

(1 µg/day) in a one-year retrospective trial among Japanese women found that 

the common bb genotype was associated with a higher 1αOHD 
3
  response than the 

Bb genotype ( 121 ). In a U.K. twin study, using 800 IU vitamin D3/day, there was 

a more modest trend toward a positive treatment effect for total hip BMD ( 122 ). 
Furthermore, in a study among Australian women, a greater parathyroid hormone 

(PTH) response was observed with the  VDR  bb genotype versus the BB genotype 

with short-term calcitriol administration ( 123 ). 
 A polymorphism in the regulatory region of the collagen 1 alpha 1 ( COL1A1 ) 

gene affects the binding site for the transcription factor Sp1 ( 124 ). This polymorphism 
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was shown to be associated with reduced BMD and osteoporotic fracture in 

pre- and postmenopausal women ( 124 ,  125 ); subsequent meta-analyses of pub-

lished studies of this polymorphism’s association with BMD and fracture incidence 

have confirmed this initial observation ( 126 ,  127 ). Qureshi et al. ( 128 ) sought to 

determine if the  COLIA1  Sp1 polymorphism might act as a predictor of the 

response to treatment of osteoporosis with bisphosphonate therapy. There was no 

association between  COLIA1  genotype and response of lumbar spine BMD during 

cyclical etidronate treatment. However, the response of femoral neck BMD differed 

significantly between the genotype groups throughout the study period, in which 

femoral neck BMD increased by 0.56%, 2.36%, 1.82%, and 1.32% after 1, 2, 2.5, 

and 3 years, respectively, in the SS genotype group; compared with −1.56%, −0.62%, 

−0.37%, and −0.66% in the Ss/ss genotype groups. Their data raise the possibility 

that  COLIA1  genotyping could be used to target etidronate therapy to those most 

likely to respond in terms of femoral neck BMD. 

 More recently, human genetics has pointed out the role of the Wnt signaling pathway 

as a major regulator of bone mass accrual ( 129 ). A family study of an unusual auto-

somal dominant inherited high bone mass phenotype was used to map a mutation in the 

gene encoding the low-density lipoprotein receptor-related protein 5 ( LRP5 ) gene ( 130 , 
 131) . The LRP5 protein normally mediates the binding of a growth factor, Wnt, to its 

receptor, which allows activation of intracellular signaling to promote osteoblastic 

differentiation. Osteoporosis-pseudoglioma syndrome, characterized by low bone mass 

with childhood fractures and abnormal eye development, is the result of an inherited 

loss of function of the  LRP5  gene ( 132 ), leading to inhibition of Wnt signaling. Wnts 

are secreted glycoproteins that bind to receptor complexes, including low-density 

lipoprotein receptor-related protein (LRP)-5/6 and frizzled proteins. A subsequent 

intracellular cascade of events stabilizes β-catenin, leading to its translocation into the 

nucleus, where, associated with Tcf/Lef transcription factors, it triggers gene 

expression. The existence of many potential pharmacological targets in this pathway 

makes it attractive for bone anabolic drug discovery, but further work is required on this 

interesting target in order to potentially reveal pharmacogenetic properties.  

  6 Asthma  

 Asthma is a complex genetic disorder with a heterogeneous phenotype affecting 

approximately 20 million individuals in the United States and over 300 million 

worldwide ( 133 ,  134 ). Asthma is attributed to the interactions between many genes 

and the environment, and it has been suggested that genetics may contribute to as 

much as 60–80% of the interindividual variability in therapeutic response to asthma 

medications. Numerous genetic studies have reported linkage or association with 

asthma and the asthma-associated phenotypes, atopy, elevated immunoglobulin E 

(IgE) levels, and bronchial hyperresponsiveness. In addition, specific alleles 

tagging cytokine/chemokine, remodeling, or IgE regulating genes have been shown 

to confer risk to these phenotypes. 
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 Although many studies reporting these observations are compelling, only a 

handful of genes have been uncovered that confer a meaningful risk of asthma. 

Moreover, the clinical implications of genetic variation reported within the numerous 

candidate asthma genes with respect to therapeutic response to drugs remain largely 

undetermined. Although progress has been slow, the asthma research community 

has benefited tremendously from recent developments, including the cloning of the 

 ADAM 33  (a disintegrin and metalloproteinase domain 33),  PHF11  (PHD finger 

protein 11) and  GPRA  (G protein-coupled receptor 154) genes ( 135 – 137 ). These 

discoveries reveal how genetic/genomic factors may influence the pathobiology 

underlying complex disease. They have also stimulated interest in the study of 

gene-gene and gene-environment interactions, where LD structure can be leveraged 

to pinpoint mutations. In addition, these variants may well influence asthma 

susceptibility and treatment response, which has implications for the next step, 

namely individualized therapy. 

 Common diseases, such as asthma, that have a strong but complex genetic 

component, together with variable drug response, present an ideal challenge for 

pharmacogenomic research ( 138 – 141 ). Currently used drugs are not effective in all 

individuals, with relapse in a high percentage of patients, and severe adverse effects 

also observed. The ability to analyze SNP patterns and expression levels of 

thousands of genes using oligonucleotide microarrays allows for a powerful screen 

of multiple molecular pathways simultaneously that may elucidate genes that determine 

drug response ( 142 ,  143 ). Generally, several genes are involved which, in conjunction 

with specific environmental factors, influence the efficacy of the drug response in 

certain individuals and the potential for adverse events in others. In addition, the 

allelic interactions of the respective variants (i.e., SNP pattern) of the genes or gene 

pathways involved are highly complex, and the resulting gene-gene and gene-

environment interactions remain for the most part unexplained. Thus, it is no surprise 

that as many as 2/3 of patients with asthma may not attain full control of their 

symptoms despite modern therapies ( 144 ,  145 ). It also appears that about 1/3 of 

patients treated with inhaled corticosteroids (ICSs) may not achieve objective 

improvements in airway function or measures of airway reactivity ( 146 ). A similar 

number of patients using oral corticosteroids develop osteoporosis ( 147 – 149 ); cataracts 

and glaucoma are also reported side effects from ICS use ( 150 – 152 ). In addition, 

approximately 5000 asthma deaths occur in the US every year, which in large part 

is due to the use of long-acting beta-agonists ( 153 ). 
 Drug responses vary widely between different populations and are also highly 

variable among individuals within the same population. A representative example 

is the observed variability between asthma patients to beta 
2
 -agonist therapy, where 

up to ¾ of the variability is genetically based, albeit the proportion is different 

among different ethnic groups ( 13 ). Homozygosity for arginine at position 16 (the 

Arg/Arg genotype) of the beta-adrenergic receptor predicts therapeutic response to 

beta 
2
 -agonists in Puerto Ricans, but not in Mexicans ( 154 ). There is also evidence 

suggesting that variants in the ß 
2
 -adrenergic receptor may explain differences in 

airway responsiveness in smokers versus nonsmokers ( 155 ); this phenomenon is 

also evident in subjects using both ICSs and cigarettes ( 156 ). Numerous candidate 
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gene studies have been conducted in an attempt to unravel this mystery, although 

the hunt for polymorphisms in candidate genes has not been productive thus far; but 

the results from ongoing GWA studies in asthma are likely to fuel the interest of 

asthma investigators in the near future. 

 Polymorphisms can occur in coding and noncoding regions of genes, with 

their mechanism of action with respect to altered gene function generally remaining 

poorly understood. SNPs are by far the most commonly studied variants in 

pharmacogenetic/genomic studies ( 157 ). Most disease-associated variants are not 

expected to be directly functional themselves, but instead are more likely to be in 

LD with the functional “smoking gun” mutations. Approximately 10 million 

SNPs are known to exist in the human genome, and they are stable over time 

( 158 ,  159 ). A different set of variants, known as “microsatellites,” constitute vari-

able numbers of tandem repeats that may also produce functional changes or 

serve as markers for other changes in the genome. Examining haplotypes, defined 

as varying combinations (similar to a barcode) of SNPs and/or variable numbers 

of tandem repeats over a linked region on a single chromosome, is also considered 

an informative way of studying disease susceptibility or drug response in phar-

macogenomic association studies. 

  6.1  Pharmacogenomic Overview of Beta 
2
 -Agonists, Leukotriene 

Modifiers and Corticosteroids 

 The classes of antiasthma medications that are available to patients include the 

bronchodilators, such as beta 
2
 -adrenergic agonists, and the antiinflammatory 

agents, glucocorticoids and leukotriene modifiers, with other drugs being rarely 

used. Pharmacogenomic studies on asthma are typically designed to determine 

whether the variations under study influence function with respect to these drugs. 

Most of these studies have been hypothesis driven and are based on a relatively 

small number of patients, thereby lacking the power to assess factors that can 

confound genetic associations. A more broad-based nonhypothesis driven genome-

wide approach requires many more patients and is more costly; but it is more 

likely to uncover novel variants in genes that influence or modify drug response. 

Thus, the GWA approach extends beyond the gene or pathway of interest and is 

used to screen for unknown disease or drug response variants. While these studies 

are in their infancy, it should be noted that a somewhat comparable approach was 

used to identify the association between the metalloproteinase gene,  ADAM 33 , 

and asthma ( 135 ). To the extent that drug response is heritable, pharmacogenom-

ics seeks to define the relationship between variability in the human genetic code 

and variability in response to pharmacologic interventions. Most studies to date 

have dealt with the signaling pathway from the receptor drug targets themselves 

to the drug transporters and metabolizing enzyme cascades, focusing on the phar-

macokinetic and pharmacodynamic characteristics of the drug in terms of clinical 

response measures. The following section addresses the genetic diversity among 
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individuals as it pertains to the receptor signaling pathways of the major drug 

classes used in asthma therapy.  

  6.2 Beta 
2
 -Agonists 

 Signaling through the beta
2
-adrenergic receptor (beta 

2
 AR) mediates numerous 

airway functions that are beneficial for subjects with asthma. As a result, beta 
2
 -

agonists are considered the first line of therapy for bronchodilation and rapid 

relief from asthma symptoms ( 160 ). The beta 
2
 AR is also considered a putative 

candidate gene in the pathogenesis of asthma and related traits. Numerous studies 

have highlighted the important role of the airway smooth muscle in asthma, medi-

ating not only the bronchoconstrictor effects of agents, such as histamine and 

cholinergic agonists, but also the bronchodilator effects of beta 
2
 -agonists through 

the beta 
2
 -AR ( 161 ,  162 ). The sequence of the beta 

2
 -AR has been known for many 

years, and the effect of gene polymorphisms on receptor function has been thor-

oughly investigated ( 163 – 169 ). At least nine different point mutations have been 

found in the gene at nucleotide positions 46, 79, 100, 252, 491, 523, 1053, 1098, 

and 1239 ( 164 ). Four of these were found to cause changes in the encoded amino 

acids at residues at positions 16, 27, 34, and 164, with Arg16Gly and Gln27Glu 

being the most frequent and showing the most effect. Several studies have inves-

tigated the role of the beta 
2
 -AR in asthma, including both bronchial hyperreactivity 

and modulation of the response to acute or chronic beta 
2
 -agonist therapy ( 165 –

 167 ). As a result, bronchodilator desensitization was found to be much higher 

with homozygous Gly-16 than with homozygous Arg-16 for maximal forced 

expiratory volume in 1s (FEV1) response ( 168 ). Another group studying the effects 

of beta 
2
 -AR genotypes on responsiveness to beta 

2
 -agonist therapy in children 

reported that asthmatic patients who were homozygous for Arg-16 had a signifi-

cantly greater (>5 fold) bronchodilator response to albuterol than homozygous 

Gly-16 individuals ( 165 ). Similar results have been reported in multiple other popu-

lations, suggesting they are real ( 166 ,  167 ,  169 ). However, replication attempted 

in the Indian population reported exactly the opposite effect of these genotypes 

( 170 ), and others have found either no difference between Gly-16 and Arg-16 

receptor variants ( 161 ) or a decrease in response in mild asthmatics carrying 

the homozygous Arg-16 genotype  ( 171 ). 
 Interestingly, regular use of beta-agonist drugs has been reported to have 

detrimental effects on symptoms and lung function in double-blinded placebo-

controlled studies ( 172 ). Moreover, asthma patients carrying the Arg/Arg form 

may benefit by minimizing the use of both short-acting and long-acting beta 
2
 -

agonists; and Arg/Arg patients do not get any benefit from the use of salmeterol, 

even when used concurrently with inhaled corticosteroids, and may develop 

worse airway function with chronic use of long-acting beta 
2
 -agonists ( 173 ). 

Salmeterol may even provoke a proinflammatory effect in Arg/Arg patients ( 173 , 
 174 ). Studies also suggest that the genotype-phenotype correlations may differ 
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significantly across different ethnic groups, such as in the Study of African-

Americans, Asthma, Genes, and Environments (SAGE), in which the authors 

reported a significant association of the SNP at position −47 (Arg-19Cys) with 

bronchodilator drug responsiveness in certain groups and not others ( 175 ). 
Replication studies are needed to validate the differential role of this SNP on drug 

response in subjects of different ethnic backgrounds. 

 Reports suggest that 60% of asthma children who are homozygous for arginine 

at position 16 (Arg 16 /Arg 16 ) may respond favorably to albuterol, compared with 

only 13% in individuals homozygous for glycine at that position ( 176 ,  177 ). 
Others have not found such a striking difference, in studies including both pedi-

atric ( 170 ) and adult patients ( 154 ). In a study addressing haplotype diversity 

based on 13 SNPs in the beta 
2
 -AR gene, haplotypes were detected at the 5-prime 

end that differed significantly among different ethnic populations ( 163 ). 
Interestingly, a relatively common haplotype that captured the Arg16 variant that 

was found to associate with decreased response to beta 
2
 -agonists, showed the 

opposite effect in other cohorts ( 154 ,  177 ), illustrating the important differences 

among subjects of different ethnic backgrounds. It is important to test for these 

variants in subjects who do not respond well to standard therapies, particularly if 

the patients are using high doses of beta 
2
 -agonists and controller medications, and 

their asthma remains poorly controlled. It is less clear if the long-acting beta 
2
 -

agonists are affected the same way by these pharmacogenetic variants, and studies 

investigating the effects of these polymorphisms on the response to long-acting 

beta 
2
 -agonists are currently underway. Thus, the genetics of drug response traits 

is complex ( 178 ,  179 ), and broader genomics approaches are needed to provide 

new insights into the molecular mechanisms of complex diseases and how to 

optimize therapy for the individual patient.  

  6.3 Leukotriene Modifiers 

 The cysteinyl-leukotrienes, LTC 
4
 , LTD 

4
 , and LTE 

4
 , are lipoxygenase-derived 

eicosanoids and potent proinflammatory mediators that regulate contractile and 

inflammatory responses through G protein-coupled receptors. Pharmacological 

studies have identified two classes of cysteinyl leukotriene receptors, CysLT1 and 

CysLT2, and additional subtypes are likely to exist. Molecular cloning of the 

human CysLT1 and CysLT2 receptors has confirmed their structural differences. 

Cysteinyl-LTs have been causatively implicated in asthma and allergic rhinitis, and 

have also been shown to play a role in other inflammatory conditions, such as car-

diovascular diseases, cancer, and dermatitis. The leukotriene pathway genes have 

been examined for functional variants in the form of SNPs or other changes that 

may account for disease susceptibility or differences in therapeutic responses to 

leukotriene modifier drugs. In this regard, variations of the promoter region of the 

5-lipoxygenase ( ALOX5 ) gene and the leukotriene C 
4
  (LTC 

4
 ) synthase gene have 

been characterized best, and both have been associated with functional changes of 
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these genes that affect drug response. Genetic variants have also been identified for 

the CysLT1 and CysLT2 receptors and are being examined in the context of asthma 

and atopy. Although several studies addressing the effects of variations in the LT 

pathway genes on responses to leukotriene modifier therapy have reported effects 

on drug response that may have clinical relevance, there are as many studies that 

have reported negative findings. Better powered studies are needed, since meta-

analysis on existing data is unlikely to sort this out.  

  6.4 ALOX5 

 The first committed enzyme in the leukotriene biosynthetic pathway is 5-lipoxygenase 

(ALOX5). Several naturally occurring mutations are known to exist in the  ALOX5  

gene, including a variable number of tandem repeats in the promoter region of the 

gene that can modify transcription factor binding and reporter gene transcription. 

These microsatellites have been shown to code for the binding motif of the Sp1 and 

Egr1 transcription factors, thereby affecting the transcription rate of the gene ( 180 ). 
Alterations in the number of tandem repeats have been shown to alter the efficiency 

of gene transcription such that any variation from the wild type decreased gene tran-

scription, at least in subjects with asthma ( 13 ). Patients with mild-to-moderate asthma 

who were treated with an ALOX5 inhibitor and who carried at least one wild-type 

allele of the  ALOX5  promoter locus were shown to have greater improvement in FEV 
1
  

than those without any wild-type alleles ( 181 ). These data suggest that the absence of 

at least one copy of the wild-type allele creates a phenotype that is less responsive to 

leukotriene modifiers. While these results may sound intriguing with respect to phar-

macogenetic applications, the variations account for only about 5% of the variability 

in response to leukotriene modifier therapy.  

  6.5 Leukotriene C 
4
  (LTC4) Synthase 

 The LTC 
4
  synthase enzyme converts LTA 

4
  to LTC 

4
 . The latter molecule is a critical 

mediator of the adverse reactions in aspirin-sensitive patients with asthma ( 182 ). 
Substitution of A to C at the -444 site of the promoter of the gene is associated with 

three times the eosinophil-mediated LTC 
4
  production in individuals with the  wild-type 

genotype ( 183 ). Patients possessing the variant LTC 
4
  synthase, enhanced leukot-

riene synthesis, may contribute disproportionately to asthma pathophysiology, 

potentially making these patients a good target group for leukotriene modifier 

therapy. In a study of patients with asthma, those with variant LTC 
4
  synthase geno-

types receiving the leukotriene receptor antagonist zafirlukast for two weeks had a 

9% increase in FEV 
1
 , whereas patients with the wild-type genotype conversely had 

a 12% decrease ( 183 ). In contrast, no genotype effects were shown on airway hyper-

responsiveness in patients on leukotriene modifier therapy ( 184 ). As a result, the 
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observed differential response in FEV1 to leukotriene modifier therapy with respect 

to LTC 
4
  synthase polymorphisms suggests that this locus may help determine those 

who may benefit more from this therapy. Because variant LTC 
4
  synthase genotypes 

are prevalent in patients with both aspirin-tolerant and -intolerant asthma ( 185 ), if 
the effects of this polymorphism are confirmed, its high prevalence may make it a 

useful predictor of response to this class of agents. 

 Leukotriene-modifer drugs are widely used to treat asthma; however, there is 

growing evidence that the vast majority of asthma patients may not benefit from 

leukotriene antagonists when administered in combination with other therapies 

( 186 ,  187 ). LTC 
4
  receptor antagonist drugs have been found to be safe and well tol-

erated. In contrast, up to 5% of patients using 5-lipoxygenase inhibitors develop 

increases in liver function enzymes ( 188 ).  

  6.6 Corticosteroids 

 Glucocorticoids (GCs) are the most effective drugs available in asthma therapy ( 189 ). 
In sensitive individuals, inhalation of GCs at doses <1,000 µg per day has been shown 

to have relatively little capacity to activate transcription within PBMC at concentra-

tions found in plasma, and their action is thought to occur mainly within the lung 

( 190 ). This finding is in keeping with their relatively restricted systemic side effects 

at low or intermittent doses, whereas their repression of transcription factor activities, 

such as AP-1 and NF- κ B, in the airways concurs with their clinical efficacy in 

 glucocorticoid-sensitive (GC-S) patients ( 190 ). In contrast, glucocorticoid resistant 

(GC-R) patients may suffer serious side effects because of escalation of drug dose 

caused by hyporesponsiveness. GC resistance has been defined as the lack of a 

response to a prolonged course of high-dose (0.5–1.0 mg/kg per day) oral GC ( 191 , 
 192 ). Two forms of GC-R asthma have been reported, primary and acquired types 

( 193 – 195 ). The acquired form (type I) has been associated with abnormally reduced 

GC receptor ligand and DNA binding affinity, whereas type II GC-R asthma has been 

associated with primary GC receptor binding abnormality. In both forms, there is lack 

of GC-mediated inhibition of expression and release of molecules in PBMC, includ-

ing the cytokines, interleukin (IL)-13 and IL-4 ( 193 – 195 ). 
 Modern asthma therapy is largely centered on inhaled corticosteroids (ICSs) 

with the vast majority of patients demonstrating a favorable response to therapy 

( 196 ). ICSs have been shown to mediate multiple beneficial effects in individuals 

with asthma, but are also associated with multiple adverse effects. The mechanisms 

of action of ICSs are complex and remain incompletely characterized, and only a 

few pharmacogenomic studies have been reported. A candidate gene study in three 

study populations suggested a relationship between the response to ICSs and a pol-

ymorphism in the corticotropin-releasing hormone receptor 1 ( CRHR1 ) gene ( 197 ). 
Polymorphisms in  CRHR1  were positively associated with significantly improved 

lung function after eight weeks of ICS therapy. A haplotype in 27% frequency 

(GAT) showed modest increase in FEV 
1
  in response to ICSs in homozygous 
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subjects in two out of the three populations, whereas a single SNP correlated with 

similar improvement in the third population. The association of different SNPs in 

the same gene with changes in lung function suggests that the actual causal variant 

in  CRHR1  remains to be discovered, but that the three variants studied are imper-

fectly correlated markers in LD with a causal polymorphism. However, it is too 

early to tell whether the  CRHR1  polymorphisms will be useful clinical predictors 

of response to ICSs. 

 A functional variant in the gene coding for transcription factor T-bet (T-box 

expressed in T-cells) was recently reported by the same group ( 197 ), a finding that 

may be able to predict responsiveness to ICSs. A variant in the  TBX21  gene associ-

ates with significant improvement in methacholine responsiveness in children with 

asthma who are being treated with ICSs. However, the minor allele frequency for 

this mutation (H33Q) is only 4.5%, suggesting that although the effect of the muta-

tion may be large, it may only affect a small number of individuals. 

 In a study applying a high-density oligonucleotide microarray approach to 

search for differences in mRNA expression profiles in peripheral blood mono-

nuclear cells (PBMC) from GC-S and GC-R asthma patients, gene expression was 

examined at baseline (resting PBMCs) and following treatment with a combination 

of IL-1β and TNFα ( 198 ). In an attempt to further unveil genes that contribute to 

the responsiveness of GC, in vitro effects of GC treatment on gene expression were 

compared in cells that were activated with IL-1β and TNFα. The rationale for this 

strategy was based on the concepts that the manifestations of asthma are, at least in 

part, channeled through the actions of IL-1β and TNFα ( 199 ,  200 ), and that the 

efficacy of GCs in asthma is, at least in part, through its effect on the expression of 

genes that are modulated by proinflammatory cytokines ( 199 ). The authors showed 

that GC responders could be separated from nonresponders with over 80% accu-

racy, by using the expression levels of only a few genes. The gene encoding the 

NFκB DNA binding subunit ( NFKB1 ) was shown to confer the best predictive abil-

ity. A large number of genes are being translated after NFκB activation, including 

cytokines, chemokines, growth factors, cellular ligands, and adhesion molecules, 

many of which have been strongly associated with asthma, and most of which react 

briskly to glucocorticoid therapy in sensitive individuals. Indeed, the efficacy of GC 

drugs in asthma is, at least in part, related to their efficacy in inhibiting transcription 

factors such as NFκB. Thus NFκB is an exciting pharmacogenetic candidate, and a 

growing body of evidence suggests that it may be among the key culprit candidates 

in asthma ( 201 ,  202 ).   

  7  Genome-Wide Association Studies and Pediatric 
Biorepository Efforts  

 The Children’s Hospital of Philadelphia (CHOP) recently completed a pediatric 

genomic center, the Center for Applied Genomics (CAG), which is directed at high-

throughput genetic analyses in children, allowing for a genotyping rate of hundreds 
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of DNA samples per day, and aiming at genotyping over 100,000 children in 3–4 

years. The facility is coupled to electronic medical records within the health care 

network at CHOP for those patients that volunteer to participate. All personal 

information and data, including both phenotypes and genotypes, are thoroughly 

encrypted to ensure deidentification of the research. The CAG has currently geno-

typed over 25,000 subjects at a SNP density of 550,000 per sample. The diseases 

that are being examined include some of the most common complex pediatric 

disorders, such as asthma, obesity, IBD, T1D, attention deficit hyperactivity disor-

der, autism, SLE, JIA, SLE, atopic dermatitis, and neuroblastoma, to name a few. 

In addition, extensive effort has been devoted towards high-resolution mapping of 

copy number variations (CNVs) in “healthy” individuals, wherein several thousand 

subjects and family trios have been examined, in order to better define the “normal” 

CNVs of the genome. This will render it easier to assess both de novo alterations, 

as well as novel heritable CNVs, based on the family trios analysis, and addressing 

the role these variaions play in disease. 

 Since several of the diseases under study manifest themselves as inflammatory 

disorders (i.e., asthma, IBD, JIA, T1D, SLE, AD), where the same cells are involved 

in the pathogenesis, albeit in different organ systems, the notion that there may be 

a final common pathway involved that underlies the cellular perturbation in these 

disorders is highly compelling. Thus an effort is underway directed at addressing 

the genetic factors involved in these disorders “collectively.” This is likely to bear 

fruit, given recent advances in the technology platforms that have made gene dis-

covery highly robust. Thus, by applying a GWA approach to address the causes of 

some of these most common and complex diseases that we are challenged with 

every day, and that we currently treat empirically, discovery can be made not only 

of those genetic factors that are disease specific, but more importantly also on those 

factors that are common among these related genetic disorders. Moreover, apart 

from unveiling the mechanisms of these diseases themselves, a project of this size 

and scope is also in an ample position to dissect out the environmental factors that 

interact with the disease genes and constitute the gene-environment network that 

underlies complex diseases, as well as to address the pharmacogenomic opportunities 

for those subjects who harbor these variants and who are most likely to benefit from 

a given therapy.  

  8 Summary  

 Pharmacogenetics is the study of genetic variation underlying differential responses 

to drugs. Examples of pharmacogenetic markers discovered through a hypothesis-

driven approach in which polymorphisms were identified in a plausible candidate 

gene remain few. Pharmacogenomics is charged with applying large-scale system-

atic approaches that expedite the discovery of drug response markers, whether they 

act at the level of the drug target, drug metabolism, or disease pathways. The 

Human Genome Project, together with various commercial efforts, has largely 
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driven this effort by their successful release of the human genome DNA sequence. 

While pharmacogenomics is a developing field with the principal objective of dis-

secting the effects of genetic variations on human drug responses, it is also likely 

to play a key role in identifying novel drug targets that may lead to improved and 

more effective therapies. Until recently, pharmacogenetic studies were usually lim-

ited to investigations of a single polymorphism/gene in small groups of individuals 

in research settings. With the development of GWA studies, a technology using 

hundreds of thousands of SNPs in a search for variants that contribute to complex 

diseases, the linkage and candidate gene approach has been replaced with high-

throughput genotyping methods that allow for examination of multiple genetic loci, 

spanning the entire human genome, in large pools of individuals simultaneously. 

This is likely to deliver a new generation of drugs and diagnostics and lead to a 

major paradigm shift from conventional medicine to efficient predictive medicine. 

 In light of the observations that interindividual differences in the efficacy and 

toxicity of medication are common among patients, knowledge of an individual 

genetic variability in drug response becomes clinically and economically important. 

Pharmacogenetics and pharmacogenomics approaches are tailored towards investi-

gating interindividual variations and their effects on drug response. Genetic profiling 

of a population has the potential of providing benefits for future medical care by 

predicting drug response phenotypes using DNA-based tests. The rapid development 

of new technology platforms in recent years is now enabling investigators to conduct 

high-throughput experiments scanning the whole genome in search of genes and vari-

ants that underlie many of the common diseases that affect human beings, as well as 

of therapeutic responses to drugs used to treat these conditions. In contrast to “candi-

date gene” approaches, GWA studies have a key advantage: they offer a relatively 

unbiased survey of the genome and make no a priori assumptions about where the 

risk variants reside. The powerful combination of GWA, coupled with ultra-

high-throughput microarray genotyping platforms, gene expression technologies, 

and innovative bioinformatic and computational biology approaches, is bringing such 

knowledge closer to reality, as these integrative strategies enable scientists to pinpoint 

disease-causing gene pathways that may also influence differential responses to 

drugs. While several genes that confer disease susceptibility have been uncovered, the 

genetic causes of most common diseases remain unresolved. Optimal use of the HapMap 

dataset in future genome-wide association studies, conducted on large cohorts and 

replicated in different populations, presents a major challenge for gene hunters in the 

coming years. The incorporation of pharmacogenetic data into clinical practice will 

guide risk assessment and treatment decisions, thereby revolutionizing the practice of 

medicine in the future. 

 With the successful completion of genome-wide association (GWA) studies, 

numerous loci have been identified, most of which will require resequencing. For 

gene mutation identification, resequencing is the natural extension of high-resolution 

genotyping and must be carried out for both quality control and discovery purposes. 

Ultra-high throughput bidirectional resequencing of the corresponding linkage dis-

equilibrium (LD) blocks (averaging 50kb in Caucasians) for all candidate loci in 

genomic DNA, derived from both cases and controls harboring the key SNP alleles 
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and/or haplotypes established to be associated with the disease phenotype under 

study, will enhance the chances that causal variants are identified. Ultra-high 

throughput sequencing of all candidate LD blocks in parallel will provide unprec-

edented information to fully understand and interpret the regions under study and 

to identify the underlying causative mutations. Validation of SNP genotypes via 

direct sequencing will verify any newly discovered sequence variants directly by 

sequencing in both directions. New single nucleotide insertion or deletion altera-

tions discovered during resequencing need to be analyzed in the context of the 

existing SNP data. The high-throughput sequencing systems available from 

Illumina, Roche, and ABI allow for the sequencing of billion(s) of bases (1Gb) per 

run in a matter of weeks. This represents a major advance in sequencing technologies, 

as more established methodologies, such as capillary-based platforms, require 

many years to generate the same amount of data. No doubt, the whole genome 

sequencing approach will have a stunning impact on the practice of medicine 

within the next five years.   
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    Chapter 21 
 Pharmacogenomics of Rare and Monogenic 
Disorders 

          Paul   D.   Maher    

  Abstract   The rare monogenic diseases provide the most clearly evident examples 

of pathology resulting from a single genetic lesion. As such, they are in some 

sense the “low hanging fruit” for the application of pharmacogenomic therapeutic 

approaches. These quite often serious diseases, while still not fully understood, have 

seen a revolution in both disease classification as well as therapeutic approaches. 

Advances in genomic understanding of rare diseases both challenge traditional 

disease classifications as well as reveal, in many instances, a complex interplay of 

the host genome with its environment. Therapeutic approaches initially developed 

as “orphan” products, including molecular chaperones, agents to promote or stop 

codon skipping, various gene therapy techniques, substrate reduction therapies, and 

other novel therapies, have all either recently seen market approval or show clear 

promise as potential future treatment approaches.  
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   1 Background  

 The concept of a monogenic disease is a relatively new addition to the medical ter-

minology. Its roots may be seen to extend back to the pea plants of Gregor Mendel 

and the formulation of the statistical rules of inheritance and of recessive and domi-

nant traits  (1).  In the 1940s Avery Oswald first demonstrated that a relatively over-

looked cellular substance, deoxyribonucleic acid  (DNA) was capable of transforming 

the phenotype of bacteria and was therefore a likely candidate for the cellular 

genetic material  (2).  Some 100 years after Mendel’s pea plants, James Watson, 

Francis Crick, and Rosalind Franklin determined the molecular structure of DNA. 

In 1953, in the subsequent landmark paper in the journal  Nature , the double helix 

and the physical mechanism behind the generational inheritance of traits was made 

known to the world  (3).  
 Even prior to Avery’s work, however, the scientist who most presciently foresaw 

the concept of a monogenic disease was English physician Archibald Garrod. 

Garrod’s groundbreaking turn of the 19th century work in alkaptonuria, a disease 

which leads to darkened urine upon exposure to air, led to the concept of the 

“inborn error of metabolism” and his formulation of the hypothesis “one gene, one 

disease”  (4).  Through careful data collection and application of Mendel’s princi-

ples, Garrod correctly hypothesized that alkaptonuria was inherited in an autosomal 

recessive fashion. More importantly, however, he was also able to generalize the 

significance of these findings, stating, 

   “While the signs of alkaptonuria aere highly visible, many more disorders of metabolism 

undoubtedly exist with more subtle manifestations”  (5).    

 Garrod’s theory in alkaptonuria went well beyond generalized speculation. 

He clearly recognized that there was an error in the metabolism of tyrosine and 

phenylalanine and correctly deduced, 

   “the splitting of the benzene ring in normal metabolism is the work of a special enzyme, 

that in congenital alkaptonuria this enzyme is wanting”  (6).    

 It would be many decades before scientists were able to confirm that patients 

with this disease indeed lack a functional homgenistate oxidase enzyme and even 

longer till the genetic source of this error was mapped to a specific locus on the 

short arm of the third chromosome  (7).  The concepts put forth in Garrod’s 1923 

seminal work “Inborn Errors of Metabolism,” though refined by additional discov-

ery, remain central to the concept of rare monogenic diseases. 

 Most recently, some of the most interesting and groundbreaking work to come 

about in genomics has come out of the National Institutes of Health (NIH) in 

Bethesda, Maryland. In 1991, Craig Venter’s development of expressed sequence 

tags  (8)  as a means of pinpointing the protein coding regions within the genome 

proved so valuable that the majority of the protein coding genes notated in the 

National Institutes of Health Genbank repository, have been discovered using this 

methodology  (9).  In 1998, Venter left NIH and founded a private company with the 

expressed purpose of fully mapping the entire human genome. When approached 

by NIH for possible collaboration in this endeavor, Venter, perhaps evincing some 
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of the well-documented acerbic wit of James Watson, the previous head of genom-

ics at NIH, is reported to have replied, “You can sequence the mouse.” Thus ensued 

one of the great races in scientific endeavor of recent times, that of sequencing the 

entire human genome. Both Venter and Francis Collins of the NIH Human Genome 

Project succeeded in sequencing the entire human genome, with the race officially 

declared a draw in 2001 when both independently published complete draft maps 

of the human genome  (10 ,  11).  
 The publication of the human genome has had a profound, as yet only partially 

realized, impact on the state of medical knowledge and our approach to potential 

therapeutic strategies. While the number of protein coding genes is a moving target, 

most estimates now put it between 20,000 and 25,000  (12).  Despite the extremely 

rapid pace of advance, there are at present an estimated 6,000 characterized mono-

genic diseases  (13).  Clearly there is more work to be done. Indeed, the ease of 

sequencing genetic material continues to increase at an exponential rate. If such a 

trend continues, in forty years physicians might order a complete individual genetic 

profile as easily as they now order a complete blood count. It is the recognition of 

these trends, and the potential improvement in clinical outcomes from reasoned 

application of this burgeoning wealth of genomic knowledge, that drives the rise of 

personalized medicine and pharmacogenomic approaches to therapy. 

 While we are in the midst of an embarrassment of riches of genomic data our 

fundamental understanding of genomic disease remains far from complete. This is 

seen in our inadequate understanding of genetic regulation, especially in higher 

organisms, an ignorance which has contributed to the lack of success of gene-based 

therapies for clearly defined rare diseases. It is now apparent that only some 1–2% 

of the genome codes for proteins; however, there is evidence that more of the 

genome is expressed than is transcribed  (14);  there is also the mystery of evolution-

arily preserved noncoding regions of the genome  (15).  With advances in genomics 

we also begin to perceive an astonishing complexity not only in how a gene may 

interact with myriad others within its own genome, but also how these genes inter-

act in complex ways with other organisms and the environment. 

 No discussion of the background of rare, monogenic diseases would be com-

plete without mention of the Office of Orphan Products Development (OOPD). 

The OOPD has for nearly 25 years promoted the development to market of drugs 

for rare diseases. Through a basket of incentives granted to sponsors who meet the 

criteria for orphan designation, OOPD assists in the clinical development of prom-

ising rare disease therapies. The legislative definition for a “rare” disease in the 

United States is one with a prevalence of less than 200,000 persons  (16)  or, if over 

200,000 persons, one for which there is no reasonable expectation of recovering 

drug development costs within seven years of market approval—a relatively gen-

erous definition when compared with that of other nations. This threshold may be 

seen then to capture all of the rare monogenic diseases. Perhaps equally important 

to our discussion is that, while there may be occasional rare disease market 

approvals which did not receive orphan designation, historically, the majority of 

rare disease products approved for market were so approved under the auspices of 

the Orphan Drug Act (ODA). This may be inferred from the simple finding that in 

the decade subsequent to the passage of the ODA, the number of drugs for rare 
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diseases which were approved for marketing increased tenfold  (17),  with the 

majority of this increase directly attributable to orphan-designated products. With 

the increasing visibility of the orphan drug program, it would seem even more 

unlikely that large numbers of sponsors of rare disease therapies would attempt, in 

recent times, such a difficult marketing challenge without taking advantage of the 

assistance provided by orphan designation. Such assistance is generally all the 

more crucial in the often ultra-rare diseases that constitute many of the monogenic 

rare diseases. In our overview and survey of the state of pharmacogenomic 

 medicine as it relates to the rare monogenic diseases, we will rely extensively on 

publicly available data provided by the OOPD.  

  2   Why Study Pharmacogenomics in Relation 
to the Rare Monogenic Diseases?  

 Put simply, in attempting to make sense of the voluminous and confusing amount of 

recently available genomic data, it is worthwhile to begin with the clearly apparent 

cases of genetic disease, the rare monogenic disorders. One does not generally con-

sider pharmacogenomics as it relates to the rare monogenic diseases. More likely, one 

would note efforts to, for instance, determine genetic variation in the metabolism of 

various drugs. Or one also might consider efforts such as the International HapMap 

Project  (18)  or the single nucleotide polymorphism database which now lists some 

60,000 protein-coding SNPs  (19).  More recently, one might look toward the Genes 

and the Environment Health Initiative established by the National Institutes of Health 

in February, 2006, to examine the interplay of SNPs, the environment, and the risk of 

chronic disease  (20).  Efforts such as these are already leading to more numerous and 

exciting new discoveries than may be adequately addressed here. 

 In a very real sense, however, the rare monogenic diseases provide the low-hanging 

fruit for the application of pharmacogenomic therapeutic approaches. This is the 

case for a variety of reasons. First, the rare monogenic diseases are usually quite 

serious, often leading to death in childhood or early adulthood. As such, they also 

reveal the fundamental and crucial human metabolic pathways. No one would dis-

pute the importance or clinical relevance of the recently reported finding that 

genetic variation in the vitamin K epoxide reductase complex accounts for some 

55% of the variability in warfarin metabolism rates  (21).  However, a single nucle-

otide polyporphism (SNP) which results in death in childhood, such as is seen in 

Fabry’s disease, Pompe’s disease, or a vast number of other rare diseases, is of even 

greater clinical relevance. Moreover, with diseases which so gravely compromise 

health, the cause and effect relationship between genetic lesion and pathology may 

be more clearly perceived. Often, though not always, the biological relationship 

between genetic lesion and pathology in a rare disease is well characterized, bring-

ing one closer to the application of a reasoned therapeutic advance. 

 Indeed, the pivotal trial leading to approval of the first enzyme replacement 

therapy was performed in a total of ten patients  (22).  In light of the seriousness of 
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so many rare monogenic diseases, it also goes without saying that such patients are 

in dire need of and greatly deserving of therapeutic advances. 

 An additional reason for investigating pharmacogenomics in relation to the rare 

monogenic diseases is one that is independent of medicine. It is simply that time 

and again, the advance of science has taken fundamental and broad based steps 

forward due to the diligent investigation of exceptional findings and outlier data. 

Even some 400 years ago the eminent physician William Harvey commented upon 

this principle as it relates to medicine when he stated that there is no 

   “... better way to advance the proper practice of medicine than to give our minds to the discovery 

of the usual laws of Nature by careful investigation of cases of rarer forms of disease  (23). ”  

  One recent illustrative example may be seen in the Nobel Prize winning work of 

doctors Brown and Goldstein. By diligent study of the rare monogenic disorder famil-

ial hypercholesterolemia, these researchers gained a fundamental understanding of 

cholesterol metabolism and its relation to heart disease  (24).  This research into an 

obscure, monogenic disease also led directly to the development of the statin drugs, 

the most widely prescribed class of medications in the United States  (25).  
 One may also consider that single nucleotide polymorphisms present a wide spectrum 

of variation within any given allele. While organ systems such as the kidney or the liver 

exhibit great spare capacity, such that only 25–30% of normal function is compatible with 

health, there is even greater leeway in most crucial enzymatic systems. In general, 5% or 

greater function for a particular enzyme system is compatible with health. Function less 

than 3% usually leads to frank disease expression. A level of function in the 3–5% range 

may manifest itself as a mild or chronic disease. One well documented instance of this is 

the association of mild Fabry’s disease with congestive heart failure. Approximately one 

out of twenty cases of congestive heart failure is believed to be the result of mild Fabry’s 

disease  (26).  A similarly well characterized, and in this instance treatable condition, is the 

association of alpha-1 antitrypsin deficiency with the subsequent development of early 

onset emphysema. In such light, the investigation of the more mild variants of the known 

rare monogenic diseases is an eminently logical place to begin a search for single nucle-

otide polymorphisms which contribute to chronic disease. 

 Finally, as shall be considered in more detail in a moment, a number of rare monogenic 

diseases are now seen to result from balanced genetic polymorphism. A well known 

example is the evolutionary compromise of selective advantage for the sickle cell trait in 

areas of highly endemic malaria. What follows, and is perhaps worthy of more avid 

scientific investigation, is that when one understands the genomics and proteomics of sickle 

cell anemia, one then has a logical path towards developing a treatment for malaria.  

  3 The Genomics of Rare Diseases: The Big Picture  

 Sickle cell anemia arises from a single nucleotide polymorphism (SNP) which 

leads to the production of hemoglobinS (HbS). The homozygous condition leads to 

sickle cell anemia with all of its attendant increases in morbidity and mortality. 
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The heterozygous condition, however, offers an approximate tenfold reduced risk 

of severe malaria as compared with the complete absence of HbS  (27).  Therefore, 

as noted. a balanced polymorphism is established between the competing scenarios 

of no HbS leading to normal health but also normal susceptibility to malaria, all 

HbS leading to sickle cell disease, and one HbS gene and one normal gene leading 

to nearly normal health and greatly increased protection from malaria. Interestingly 

then, without treatment, in areas of highly prevalent malaria, the sickle cell allele is 

not unfit from an evolutionary standpoint; it is rather a tragic compromise. In areas 

of high malaria endemicity, one finds the HbS gene maintained at an approximately 

10% level  (28).  While the most common SNP is the exchange of glutamic acid for 

valine on the hemoglobin beta chain, there are at least 4 haplotypes, which arise 

independently on chromosome 11, in response to endemic malaria  (29).  
 The relationship between the sickle cell trait and malaria is by no means an isolated 

example. In a recent review of the influence of malaria on population genomics, Dominic 

Kwiatkowski comments on the incredible selective pressure exerted by malaria: 

   “Malaria is the evolutionary driving force behind sickle-cell disease, thalassemia, glucose-

6-phosphatase deficiency, and other erythrocyte defects that together comprise the most 

common Mendelian diseases of humankind  (30) ”  

  Considering only malaria then, one finds at least a half dozen known examples 

where there is selection for a balanced polymorphism that, if present in the 

homozygous state, leads to a rare monogenic disorder. 

 Nor is malaria somehow unique in exerting this pressure. Phenylketonuria, an inborn 

error of metabolism resulting from an inability to metabolize the amino acid phenyla-

lanine, untreated, leads to severe mental retardation and early death. In the heterozygous 

carrier state, however, there is a nonpathologic increase in phenylalanine levels. It has been 

speculated that this heterozygous condition provides a measure of protection against the 

fungal toxin, ochratoxin A, found on moldy bread, which otherwise predisposes to spon-

taneous abortions  (31 ,  32).  Similarly, cystic fibrosis, the most common genetic disease of 

Caucasians, with some one in twenty-five persons carrying the allele, leads to dysfunction 

of the chloride ion channel and, untreated, to death in childhood. Studies from laboratory 

mice indicate that the heterozygous state confers a significant degree of protection against 

cholera  (33),  which exerts its pathologic effects by acting upon the chloride ion channel. 

Tay-Sachs disease in the heterozygous state has been reported to lead to increased resist-

ance to tuberculosis  (34).  If it were possible to grant greater dignity to those afflicted by a 

rare serious genetic disease, it might be pointed out that in the case of balanced polymor-

phism, viewed from the community level, the presence of such disease traits leads to 

greater survival within the population as a whole. 

 Certainly spontaneous mutations, founder effects, and genetic drift play a large 

role in the establishment and prevalence of many rare diseases. However, unless 

one presupposes that certain stretches of DNA are more mechanically prone to 

mutation, then in the absence of some form of evolutionary pressure, it is difficult 

to reconcile the widely disparate prevalences seen in rare monogenic diseases. 

Phenylketonuria has a prevalence more than tenfold that of tyrosinemia, while both 

are diseases of amino acid metabolism and closely related metabolically. With the 
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dramatic documented effect which malaria has exerted on the human genome, what 

has been the influence from other equally prevalent and serious scourges such as 

tuberculosis, cholera, influenza, black plague, small pox, etc? 

 A corollary to the role of balanced polymorphism in rare diseases is also perhaps 

at present underemphasized. As noted earlier, if one understands the genetic adap-

tive response of the genome which led to genomic disease, does one not also have 

a rational starting point for developing a therapy for the highly prevalent disease? 

Such reverse engineering of nature’s pharmacogenomic response to highly preva-

lent diseases is only just starting to be applied. The Duffy antigen, while not a rare 

disease causing polymorphism, has been found in the homozygous negative state to 

provide protection from Plasmodium vivax infection. Subsequent research deter-

mined the Duffy antigen (CD234) to be the erythrocyte transmembrane protein 

which mediates invasion of the merozoite form of Plasmodium vivax  (35).  Those 

who are Duffy antigen negative are thus spared infection from this form of malaria. 

This genomic understanding has led to a major effort to develop a malaria vaccine 

directed against the Duffy antigen/Plasmodium vivax receptor. Hopefully, in future, 

the expanding genomic understanding of rare monogenic diseases may also lead to 

additional insights into the treatment of highly prevalent diseases. 

 A cautionary note may also be seen in the great complexity of the interaction of 

the human genome with the environment. A gene does not merely interact with the 

thousands of others in its own genome, it also interacts with its environment. Without 

a perfect understanding of the environment, one can never say with perfect certainty 

what the effect of any human genetic manipulation might be. There remain scientific 

as well as ethical grounds for the position that the human germ cell line remain invio-

late. Of course some might say this is a Luddite perspective, and followed to its logi-

cal conclusion precludes any form of genetic engineering. The benefits of genetic 

manipulation of organisms are clear, dramatic, and widespread. However, in the alter-

ing of the genome of any replicating organism there is a risk benefit analysis and, with 

such a powerful technology, room for an abundance of caution. To stray afield of our 

topic for a moment, two recent examples illustrate this necessary risk-benefit analy-

sis. In 2001, researchers in Australia attempted to create a contraceptive for the bur-

geoning mouse population by inserting the gene for IL-4 into the mousepox virus. 

This single manipulation, it was theorized, would lead to an attenuated smallpox virus 

that would cause sterility. To their surprise, researchers discovered that the modified 

mousepox proved fatal in 100% of the mice exposed to it. The fatality rate in mice 

immunized against mousepox proved to be 50%  (36 ,  37) . The potential relevance of 

this unfortunate finding to human smallpox has not gone unnoticed. Researchers have 

also explored attenuated viruses as a potential oncology therapy. One variation on this 

approach involves first attenuating an adenovirus as a treatment for malignant glioma. 

However, in a second step, the tropism of the attenuated virus is expanded  (38)  by the 

addition of a motif which allows for cellular entry through the integrin receptor, seen 

commonly in malignant glioma, though also found to a lesser extent in other tissues. 

In commenting on this approach the National Institutes of Health Recombinant 

Advisory Committee noted that, not being merely a theoretical concern, it was to be 

expected that in production there would be recombination of the expanded tropism 



486 P.D. Maher

virus with wild-type virus. In returning to the topic at hand, it might be summed up 

that with any technology as powerful as that of genomics, an abundance of caution is 

in order lest we find ourselves in the position of the sorcerer’s apprentice of Goethe’s 

poem, unable to shut off the magic broom.  

  4 Genomic Advance and the Challenge of Disease Classification  

 The genetic heterogeneity apparent even in the rare monogenic diseases and the rate 

of scientific advance in characterizing these variations are nothing less than astonish-

ing. If we consider again the work of Garrod in alkaptonuria and the metabolism of 

phenylalnine and tyrosine, we find that a related, more serious rare disease would not 

even be categorized for another half century. Maple syrup urine disease was first 

described only as recently as 1954, being named phenotypically for the sweet smell-

ing urine of affected individuals  (39).  The cause of this symptom, and the more seri-

ous mental retardation and rapidly progressive clinical course associated with it, was 

later discovered to be a blockage in the metabolism of branched chain amino acids 

such as tyrosine and phenylalanine  (40).  The genetic lesion underlying this inborn 

error of metabolism was subsequently mapped to four different genes, all on different 

chromosomes  (41).  Currently, there are five described disease subtypes. In one 

disease subtype alone, a recent paper classified nine separate genetic mutations. 

 Certainly a disease remains a clinical definition; however, the increase in 

genomic knowledge sometimes leads one to question whether certain relevant 

disease groupings may be made based on underlying genomics, independent of 

disease phenotype. One example of this might be seen in the discovery of com-

pounds such as gentamicin, which promote the skipping of stop codons during 

ribosomal translation of messenger RNA (mRNA). It is estimated that some 5–10% 

of numerous monogenic diseases are caused by nonsense mutations leading to inap-

propriate stop codons on the mRNA transcript, the resultant truncated protein being 

nonfunctional. Preliminary studies in the enzyme deficiency disease Hurler’s syn-

drome indicate an increase from a baseline 1% enzyme activity to 3% enzyme 

activity in those patients with a misplaced stop codon  (42).  While such a change 

might not seem overwhelming, it is sufficient to convert a very serious case of the 

disease to one with a mild phenotypic expression. This approach is also being 

explored in diseases such as cystic fibrosis, Duchenne’s muscular dystrophy, and 

Rett syndrome  (43 ,  44).  If such a therapy were to prove safe and efficacious, would 

the more clinically relevant grouping be to speak of “aberrant stop codon disease,” 

a genetic disease which may express itself phenotypically as Hurler’s syndrome, 

cystic fibrosis, Huntington’s disease, or any number of other rare monogenic dis-

eases? An analogous example is seen in the development of molecular chaperone-

based therapies for certain subsets of rare disease patients. Fabry’s disease is a 

lysozomal storage disease with some 191 characterized genetic mutations of the 

enzyme alpha galactosidase  (45).  In a subset of these, it is speculated that the 

enzyme remains functional; however, an altered three-dimensional configuration 

 prevents the enzyme being shunted to the lysozome and it is instead destroyed  (46 ,  47).  
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In 2004, researchers presented a case report in the New England Journal of 
Medicine of a Fabry’s disease patient who improved upon infusion of galactose, a 

competitive inhibitor to the enzyme galactosidase  (48).  By infusing galactose, the 

researchers proposed to force the mutant enzyme into its proper three-dimensional 

configuration, thus “rescuing” the enzyme and allowing it unimpeded transit to the 

lysozome. If such an approach proves broadly applicable to lysozomal storage 

diseases, the relevant clinical distinction again might not be the phenotype of the disease, 

but rather whether it was one which was amenable to enzyme rescue through 

molecular chaperoning.  

  5  Background on Some Pharmacogenomic Successes 
in Rare Monogenic Disease therapies  

 Prior to 1990 there were no FDA-approved enzyme replacement therapies for rare 

monogenic diseases. This changed with the approval of a bovine-derived, polyethelene, 

glycol-coated adenonsine deaminase to treat severe combined immunodeficiency 

caused by a deficiency of adenisone deaminase (SCID-ADA). SCID-ADA has a preva-

lence of about 40 persons in the United States, while the pivotal trial for market approval 

was performed in about 10 patients  (49).  The approval of pegademase was also ground-

breaking in that it was the first use of a polyethylene glycol-treated therapy designed to 

decrease drug immunogenicity and prolong drug half-life  (50).  This technique of 

pegylation has subsequently seen widespread adoption in more prevalent diseases, one 

of the more well known being the development of pegylated interferon in the treatment 

of hepatitis C, a disease with an estimated prevalence of some 2.7 million people in the 

United States  (51)  and 170 million worldwide  (52).  While drugs such as pegademase 

provide new hope for diseases that are generally fatal in childhood, the underlying 

genetic lesion remains, and enzyme replacement therapies are not curative. Along with 

the need for continuous therapy difficulties with drug distribution, immunogenicity and 

tissue penetration allow for continued disease expression. 

 The advent of enzyme replacement therapies has also benefited from the con-

comitant development of recombinant drug production technologies. A full discus-

sion of the impact, depth, and breadth of this development is far beyond the scope 

of this paper, though the production of recombinant insulin and its impact on the 

lives of millions serves to illustrate the point. To produce a recombinant protein, the 

underlying gene must first be isolated. This gene is then amplified, spliced, and 

ligated, or recombined, into a segment of DNA that, when inserted into a new 

organism, will allow for its constitutive expression in a propagating, now transgenic, 

organism. Organisms harnessed to produce human proteins include bacterium such 

as  E. coli,  yeast, Chinese hamster ovary cells, and, more rarely, higher vertebrates 

such as cows. These varied approaches may lead to posttranslational protein 

changes such as different glycosylation patterns. One might almost view recom-

binant drugs as gene therapy by proxy. Undoubtedly, this important advance is 

entirely dependent on the ability to manipulate the genome at the molecular level 

and on an underlying genomic understanding of the disease. While the enzyme 
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replacement therapy pegademase, discussed earlier, is a bovine-derived product, 

nearly all newer enzyme replacement therapies are produced using recombinant 

techniques. Indeed, because of the improved safety profile and ease of production 

as compared with isolation from pooled serum, most enzymes, cell factors, and cell 

signaling proteins are now made in this manner. 

 Before surveying the products which have been approved to treat rare mono-

genic disorders, it is worthwhile to examine how one determines whether a therapy 

has been influenced by an underlying genomic disease understanding. Consider the 

rare autosomal recessive disease xeroderma pigmentosa (XP), caused by an inabil-

ity to repair ultraviolet-induced DNA dimers. A physician 500 years ago might, 

from empiric experience, tell such a patient to wear hats and avoid the sun. If a 

modern physician were to prescribe a skin moisturizer, one would conclude the 

same. However, if the moisturizer were also a sunscreen prescribed on the basis of 

an understanding that the genomic error in XP leads to the lack of a necessary DNA 

repair enzyme, such an advance, while seemingly mundane, would necessarily have 

to be considered a pharmacogenomic one.  

  6  Survey of Orphan Products Approved 
to Treat Rare Monogenic Diseases  

 Since its inception in 1983 the Office of Orphan Products has designated over 300 

products to treat rare diseases which have subsequently been approved to market 

 (53).  Of these 300, fifty-four may conservatively be said to be primarily for the 

treatment of a rare monogenic disorder. Some products, such as treatments for 

Cushing’s syndrome, are excluded from consideration. While Cushing’s syndrome 

generally arises as a result of a pituitary adenoma, or adrenal carcinoma, it should 

be noted that in a minority of instances Cushing’s syndrome will arise from a rare 

monogenic disease, such as multiple endocrine neoplasia. There is some necessary 

judgment and perhaps a possibility of bias in these distinctions, as a disease such 

as hypogonaditrophic hypogonadism, which arises very frequently from the genetic 

disease Kallman syndrome, is included; though empty sella syndrome, pituitary 

tumors, or head injury might also result in the identical presentation. Other diseases 

such as Paget’s disease, central precocious puberty, primary pulmonary hyperten-

sion, Zollinger-Ellison syndrome, polycystic ovarian disease, Sjogren’s syndrome, 

juvenile rheumatoid arthritis, or idiopathic growth hormone deficiency, all of which 

have seen approved orphan therapies, are currently speculated to possibly have a 

specific, important monogenic component; however, further research is needed. 

 Of the 54 products approved to treat rare monogenic diseases, the majority, 34, 

are biologically derived therapies. Of these 34 products the majority again, 23 

products, are produced through recombinant techniques. These biologic products to 

treat rare monogenic diseases are listed below in Table  21.1.      

  One caveat to note is that for brevity’s sake, the approved indication has been 

shortened to the relevant disease being treated, thus for instance the full indication 
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 Table 21.1    Biologically derived products approved as orphan products to treat rare monogenic 

diseases  

 Generic Name 

  Trade 
Name   How Derived  Disease  Date Approved 

 Coagulation 

Factor IX 

  BeneFix   Recombinant  Hemophilia B.  11-Feb-97 

 Dornase alfa   Pulmozyme   Recombinant  To reduce mucous viscosity 

and enable the 

clearance of airway 

secretions in patients 

with cystic fibrosis. 

 30-Dec-93 

 Interferon 

gamma 1-b 

  Actimmune   Recombinant  Chronic granulomatous 

disease. 

 20-Dec-90 

 Antihemophilic 

factor 

  Kogenate   Recombinant  hemophilia A (congenital 

factor VIII 

deficiency). 

 25-Feb-93 

 Coagulation 

factor VIIa 

  NovoSeven   Recombinant  Hemophilia A or B 

patients with 

inhibitors to Factor 

VIII or Factor IX. 

 25-Mar-99 

 Imiglucerase   Cerezyme   Recombinant  Types I, II, and III 

Gaucher’s disease. 

 23-May-94 

 Ceramide tri-

hexosidase/

alpha-galac-

tosidase A 

  Fabrazyme   Recombinant  Fabry’s disease.  24-Apr-03 

 Interferon 

gamma-1b 

  Actimmune   Recombinant  Severe, malignant 

osteopetrosis. 

 10-Feb-00 

 Antihemophilic 

factor 

  Refacto   Recombinant  hemophilia A (congenital 

factor VIII 

deficiency). 

 06-Mar-00 

 human acid 

alpha-glu-

cosidase 

  Myozyme   Recombinant  Glycogen storage disease 

type II. 

 28-Apr-06 

 Coagulation 

factor VIIa 

  NovoSeven   Recombinant  Hemophilia A or B.  12-Aug-05 

 Idursulfase   Elaprase   Recombinant  Mucopolysaccharidosis 

II (Hunter Syndrome). 

 24-Jul-06 

 N-acetylgalac-

tosamine-4-

sulfatase 

  Naglazyme   Recombinant  Mucopolysaccharidosis 

Type VI 

(Maroteaux-Lamy 

syndrome). 

 31-May-05 

 Coagulation 

factor VIIa 

  NovoSeven   Recombinant  Congenital factor VII 

 deficiency. 

 11-Jul-05 

 Laronidase   Aldurazyme   Recombinant  Treatment of patients 

with mucopoly

saccharidosis-I. 

 30-Apr-03 

 Somatropin   Humatrope   Recombinant  Short stature associated 

with Turner syndrome. 

 30-Dec-96 

(continued)
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 Table 21.1    (continued  )

 Generic Name 

  Trade 
Name   How Derived  Disease  Date Approved 

 Somatropin   Genotropin   Recombinant  Short stature in patients with 

Prader-Willi syndrome. 

 20-Jun-00 

 Human 

luteinizing 

hormone 

  Luveris   Recombinant  chronic anovulation due 

to hypogonadotropic 

hypogonadism. 

 08-Oct-04 

 Coagulation 

factor VIIa 

  NovoSeven   Recombinant  Congenital factor VII 

deficiency. 

 11-Jul-05 

 Somatropin for 

injection 

  Nutropin   Recombinant  Short stature associated 

with Turner’s 

syndrome. 

 30-Dec-96 

 Lepirudin   Refluden   Recombinant  heparin-associated throm-

bocytopenia type II. 

 06-Mar-98 

 Mecasermin   Increlex   Recombinant  growth hormone insensitiv-

ity syndrome. 

 30-Aug-05 

 Mecasermin 

rinfabate 

  iPLEX   Recombinant  growth hormone insensitiv-

ity syndrome (GHIS). 

 12-Dec-05 

 Hemin   Panhematin   Processed Red 

Blood cells 

 Acute intermittent porphy-

ria, porphyria variegata 

and hereditary 

coproporphyria. 

 20-Jul-83 

 Coagulation 

factor IX 

  AlphaNine   Pooled Human 

Plasma 

 Hemophilia B.  31-Dec-90 

 Coagulation 

factor IX 

  Mononine   Pooled Human 

Plasma 

 Hemophilia B.  20-Aug-92 

 Alpha1-protein-

ase inhibitor 

  Prolastin   Pooled Human 

Plasma 

 Alpha-1-proteinase inhibi-

tor congenital 

deficiency state. 

 02-Dec-87 

 Antithrombin 

III 

  ATnativ   Pooled Human 

Plasma 

 Hemophilia A (congenital 

factor VIII deficiency). 

 13-Dec-89 

 Antithrombin 

III 

  Thrombate 
III  

 Pooled Human 

Plasma 

 Congenital deficiency of 

AT-III. 

 30-Dec-91 

 Antihemophilic 

factor 

  Alphanate   Pooled Human 

Plasma 

 Von Willebrand’s disease.  31-Jan-07 

 Antihemophilic 

factor/von 

Willebrand 

factor 

complex 

  Humate-P   Pooled Human 

Plasma 

 Von Willebrand’s disease.  01-Apr-99 

 Alglucerase 

injection 

  Ceredase   Placenta 

Derived 

 Gaucher’s disease type I.  05-Apr-91 

 Pegademase   Adagen   Bovine Derived  ADA deficiency in patients 

with severe combined 

immunodeficiency. 

 21-Mar-90 

 Sacrosidase   Sucraid   Baker’s Yeast  Congenital sucrase-

isomaltase deficiency. 

 09-Apr-98 
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for Refacto ®  would read “For the control and prevention of hemorrhagic episodes 

and for surgical prophylaxis in patients with hemophilia A (congenital factor VIII 

deficiency or classic hemophilia).” In some cases this leads to a product such as 

NovoSeven ®  being approved for two indications in the same disease state at differ-

ent dates. Likewise we see multiple treatments for hemophilia B from different 

brands of identical generic therapies. Nonetheless, the list is an impressive demon-

stration of the positive effect developments in biologic therapies have had on rare 

diseases. If one counts as separate diseases those products which treat multiple rare 

monogenic diseases, then 26 different rare monogenic diseases have seen the 

approval of biologic therapies. Likewise, 23 separate generic biologic approaches 

to therapy are listed. One also can perceive the increasing influence of recombinant 

drug production technology on therapy. Since February 1993, when the first recom-

binant product was marketed, only three biologic therapies have been marketed that 

were not produced by recombinant means. 

 In general, the biologic products are very highly influenced, if not directed 

entirely, by an underlying genomic understanding of disease. However, one might 

consider approaches such as recombinant growth hormone for short stature second-

ary to Turner’s syndrome or Prader-Willi syndrome, or recombinant dornase alpha, 

a DNA degradative enzyme employed as a mucolytic in cystic fibrosis, to be based 

more on an empirical approach rather than a pharmacogenomic one. Occasionally, 

as in the case of Panhematin ® , derived from pooled red blood cells, the mechanism 

of action is not fully understood. 

 A large number of the biological products are enzyme replacement therapies 

of one form or another. Progress in this area is especially evident in those diseases 

in which some essential blood component is missing, such as hemophilia A, 

hemophilia B, von Willebrand’s disease, and congenital antithrombin III defi-

ciency. Another notable pharmacogenomic advance is seen in the approval of 

recombinant alpha-one antitrypsin to prevent early onset emphysema in patients 

with this enzyme deficiency. As noted earlier, enzyme replacement therapies for 

various inborn errors of metabolism, often the lysozomal storage diseases, have 

seen great and continuing advances from the development of pharmacogenomi-

cally-based therapies. At present a total of eight such enzyme replacement thera-

pies have been marketed to treat SCID-ADA, Maroteaux-Lamy syndrome, 

Fabry’s disease, Gaucher’s disease, urea cycle disorders, Pompe’s disease, and 

most recently, Hunter’s syndrome, the last being approved to market in May 2006 

 (54).  Additional enzyme replacement therapies are in the developmental pipeline, 

with clinical trials currently ongoing in Niemann-Pick disease and Hurler’s 

disease  (55).  
 Of the remaining 20 products approved as orphans to treat rare monogenic 

disorders, the large majority are small molecule therapeutics. These drugs are listed 

in Table  21.2 .     

 In some cases the influence of pharmacogenomics on the development of these 

therapies is less apparent. Indeed, in cases such as Felbamate or Lamotrigine for the 
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treatment of Lennox-Gastaut syndrome, or hydroxurea for the treatment of sickle-cell 

anemia, the precise mechanism of action remains unclear. In other instances, such as 

the chelating agents trietine HCL and tiopronin for the treatment of Wilson’s disease 

and cystinuria, respectively, it is difficult to conclude where empiric influences might 

end and genomic insights begin. Nor does this discussion by any means intend to dis-

count the many tremendous advances that have occurred without an underlying 

 Table 21.2    Non-biologically derived orphan products approved to treat rare, monogenic diseases  

Generic Name

Trade 
Name How Received Disease

Date 

Approved

 Anagrelide   Agrylin   Small Molecule  Essential thrombocythemia.  14-Mar-97 

 Benzoate/pheny-

lacetate 

  Ucephan   Combination 

Product 

 carbamylphosphate synthetase, 

ornithine, transcarbamylase, 

or argininosuccinate 

synthetase deficiency. 

 23-Dec-87 

 Benzoate/pheny-

lacetate 

  Ammonul   Combination 

Product 

 Urea cycle enzyme 

deficiencies. 

 17-Feb-05 

 Betaine   Cystadane   Small Molecule  Homocystinuria.  25-Oct-96 

 Cysteamine   Cystagon   Small Molecule 

(Amino Acid) 

 Nephropathic cystinosis.  15-Aug-94 

 Desmopressin 

acetate 

 Vassopressin 

analogue 

 Mild hemophilia A and von 

Willebrand’s disease. 

 07-Mar-94 

 Felbamate   Felbatol   Small Molecule  Lennox-Gastaut syndrome.  29-Jul-93 

 Hydroxyurea   Droxia   Small Molecule  Sickle cell anemia 

(hemoglobin S). 

 25-Feb-98 

 Lamotrigine   Lamictal   Small Molecule  Lennox-Gastaut syndrome.  24-Aug-98 

 Levocarnitine   Carnitor   Small Molecule  Primary and secondary 

carnitine deficiency of 

genetic origin. 

 16-Dec-92 

 Levocarnitine   Carnitor   Small Molecule  Treatment of genetic carnitine 

deficiency. 

 10-Apr-86 

 Miglustat   Zavesca   Small Molecule  Gaucher’s disease.  31-Jul-03 

 Nitisinone   Orfadin   Small Molecule  Tyrosinemia type 1.  18-Jan-02 

 Potassium citrate   Urocit-K   Small Molecule  Prevention of calcium renal 

stones in patients with 

hypocitraturia. 

 30-Aug-85 

 Sodium phenyl-

butyrate 

  Buphenyl   Small Molecule  Urea cycle enzyme 

deficiencies. 

 30-Apr-96 

 Tiopronin   Thiola   Small molecule

Chelating 

Agent 

 Prevention of cystine neph-

rolithiasis in patients with 

homozygous cystinuria. 

 11-Aug-88 

 Tobramycin for 

inhalation 

  TOBI   Antibiotic  Treatment of bronchopul-

monary infections of 

Pseudomonas aeruginosa 

in cystic fibrosis patients. 

 22-Dec-97 

 Topiramate   Topamax   Small Molecule  Lennox-Gastaut syndrome.  28-Aug-01 

 Trientine HCl   Syprine   Small molecule

Chelating 

Agent 

 Wilson’s disease.  08-Nov-85 

 Zinc acetate   Galzin   Small Molecule  Wilson’s disease.  28-Jan-97 
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genomic disease understanding. The approvals of dornase alpha discussed earlier, and 

inhaled tobramicin for the treatment of cystic fibrosis, have greatly extended and 

improved the quality of life in patients afflicted with this serious disease. 

 Nonetheless, in a number of the nonbiological products, one perceives the clear, 

guiding influence of pharmacogenomics in product development. One example of 

this is the development of nitisinone as a treatment for tyrosinemia, a disease which 

leads to hepatic failure and, untreated, generally death in childhood. Nitisinone 

languished as a failed herbicide in Europe before a researcher there realized its 

potential as a therapeutic. Hearkening again back to Garrod’s investigations, we see 

that in contrast to the relatively nontoxic buildup of homogenistate in alkaptonuria, 

in tyrosinemia the specific metabolic blockage in tyrosine metabolism leads to 

accumulation of toxic metabolites. Nitisinone ameliorates this pathology by block-

ing an enzyme upstream of the metabolism of tyrosine, which does not lead to the 

accumulation of toxic secondary metabolites  (56).  So successful was this drug in 

initial trials that it became known colloquially as the “Lazarus drug” for people 

with this disease. Tyrosinemia has an estimated prevalence of some 2,500 cases in 

the United States. The story of nitisinone also illustrates the new types of pharma-

ceutical companies being spawned in part in response to orphan drug legislation. 

By taking advantage of the incentives of the Orphan Drug Act, Rare Disease 

Therapeutics, which developed this drug, was able to bring this product to market 

for a very serious and ultra-rare disease. 

 A very similar approach is seen in the product miglustat, approved to treat 

Gaucher’s disease. Gaucher’s disease is a lysozomal storage disorder caused by a 

deficiency of the enzyme glucoceribrosidase, which breaks down glucosylcera-

mide. Miglustat, in turn, is a competitive inhibitor of the enzyme glucosylceramide 

synthase. By decreasing the production of glucosylceramide it is intended that in 

those patients with somewhat milder disease, residual glucoceribrosidase activity 

may be sufficient to prevent pathologic glucosylceramide accumulation  (57).  This 

approach of substrate reduction may show more broad applicability throughout a 

variety of lysozomal storage diseases  (58).   

  7 Pharmacogenomic Therapeutic Approaches in Development  

 Of course the preceding list discusses only those therapies which have been 

approved to market in recent years. Some of the most cutting edge and interesting 

approaches to therapy are still in the developmental stages. With some thousand 

designated orphan products currently in development, we can here only touch upon 

some of the more novel therapeutic approaches. 

 Unfortunately, the initial hopes of gene therapy for providing definitive cures in 

large numbers of rare genetic diseases remain elusive. Despite the diligent efforts 

of numerous researchers spanning some three decades, and the expenditure of large 

sums of money, there has to date been no FDA approval of a gene therapy. 

Difficulties with understanding complex mammalian DNA regulatory systems, 



494 P.D. Maher

with achieving adequate and persistent expression of the corrected gene, and with 

unintended side effects of commonly employed vectors, have all stymied therapeu-

tic development. September of 1999 also saw the first death of a gene therapy 

patient in a clinical trial  (59).  In this study, the use of an adenovirus vector injected 

intrahepatically to attempt to correct the rare metabolic disease ornithine transcar-

bamylase deficiency led to rapidly progressive and ultimately fatal multiorgan sys-

tem failure. While it is speculated that there was some form of allergic response to 

the injected therapy, the cause of death remains incompletely understood. This 

development led to an FDA-imposed temporary moratorium on all gene therapy 

research. More recently, enthusiasm for the notable success of researchers in France 

in applying gene therapy to cure x-linked severe combined immunodeficiency in 

11 children was tempered by the subsequent development of T-cell leukemia in 

three of these children. It is speculated that the adenoviral vector may have inserted 

within an oncogene  (60),  or that the viral delivery system may have inadvertently 

allowed the inserted gene, IL2RG, to function as an oncogene in promoting T-cell 

leukemia. This development again led to a temporary moratorium on gene therapy 

research. Despite these setbacks, it is worth noting that the majority of children in 

this study did not develop leukemia and are considered cured of their serious immu-

nodeficiency. Currently there are some 36 clinical trials utilizing gene therapy 

either ongoing in the United States or set to begin recruiting patients soon  (61).  
While the majority of these trials focus on cancer indications, a broad variety of 

rare monogenic diseases are being actively researched as well, including severe 

combined immunodeficiency caused by adenosine deaminase deficiency, urea 

cycle disorders, Leber’s congenital amaurosis, alpha-1 antitrypsin deficiency, and 

x-linked severe combined immunodeficiency. 

 Vectors which have been commonly employed in gene therapy trials include 

adenoviruses, adenoassociated viruses, plasmids, and retroviruses. One promising 

recent avenue of gene therapy exploration concerns the use of zinc finger protein 

motifs as vectors for gene insertion. Zinc fingers are a class of molecules with spe-

cificity for certain DNA base patterns. By pairing a zinc finger to an endonuclease, 

researchers have been able to cause double-stranded DNA breaks within specific 

targeted genes. By further attaching a copy of a corrected DNA sequence to the zinc 

finger, this approach makes use of an organism’s native homologous recombination 

techniques for repairing double-stranded DNA breaks  (62).  This approach has the 

advantage of not randomly inserting a specific gene into the genome, but rather of 

actually correcting the diseased gene. There remain questions over whether suffi-

cient correction rates can be achieved using this approach, and concerns over 

whether zinc fingers would have sufficient specificity not to introduce unintended 

excess double-stranded DNA breaks. In June of 2005, however, researchers 

reported using a zinc finger vector to achieve correction rates of 18% in cultured 

human cells with x-linked severe combined immunodeficiency  (63).  Interestingly, 

as zinc fingers are somewhat analogous to artificially created transcription factors, 

they are also being explored as a means of regulating gene expression. 

 Antisense molecules are single-stranded nucleic acid segments which are com-

plementary to the sense strand of a particular mRNA. Upon binding to the mRNA, 
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cellular enzymes digest the double stranded RNA, and protein translation is 

reduced. Although being investigated in oncology primarily as a means of silencing 

aberrant cancerous protein overexpression, one clinical trial is currently examining 

antisense therapy in Duchenne’s muscular dystrophy  (64).  In 1998 the FDA 

approved the first antisense therapy, fomiversen (Vitravene) for the treatment of 

cytomegalovirus retinitis  (65).  In January of 2006 the US Army Medical Research 

Institute reported that an antisense therapy directed against Ebola virus reduced 

mortality in monkeys from 80% to approximately 25%  (66).  Difficulties with anti-

sense therapies, including enzymatic digestion and nontherapeutic intracellular 

concentrations, are being addressed with various modifications to the oligonucle-

otide backbone of the antisense molecule  (67).  
 An even more recent means of modifying gene expression, and one that has 

generated great interest in the research community, is the use of short interfering 

RNA (siRNA) segments. Unexpectedly, the introduction of short gene-specific seg-

ments of double-stranded RNA appears to activate a native system for potentiating 

the gene silencing activity of these gene-specific siRNA molecules  (68).  While still 

in their infancy, these siRNA approaches show great promise for developing 

research models with specifically silenced genes, and for treating conditions such 

as cancer, characterized by aberrant protein overexpression.   
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