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Preface

“The whole is more than the sum of its parts” is a phrase that is attributed to the
Greek philosopher Aristotle (384–322 BC), who in his book Metaphysica com-
pared a syllable with its individual letters. Applied to medicinal chemistry, it
means that an active molecule is more than its parts and pieces. In this respect,
we need not step down to the level of individual atoms, it is just enough to con-
sider larger fragments of a protein ligand. More than 30 years ago, Green dis-
sected the avidin ligand biotin into a methyl-substituted imidazolinone, hexanoic
acid, and a sulfur atom. The binding affinities of the two organic fragments were
several decades lower than the affinity of the original ligand or of desthio-biotin.
This was a clear indication that the proper combination of fragments may lead to
high-affinity ligands. However, the result corresponded to expectation and see-
mingly nobody concluded to go the other way, i.e. to combine fragments to a
high-affinity ligand. Later, Page and Jencks formulated the “anchor principle”: if
two molecules A and B, both interacting with different pockets of the binding site
of a protein, are combined to A–B, one molecule may be considered as a substitu-
ent of the other one. The entropy loss from freezing translational and rotational
degrees of freedom can be attributed to one of the molecules; the other molecule
contributes to affinity with its “intrinsic” free energy of binding, without an unfa-
vorable entropy term. In this manner, a higher affinity of A-B is observed than ex-
pected from the affinities of the original molecules A and B. Of course, both frag-
ments have to be combined in a relaxed manner and the final molecule has to fit
the binding site without steric or other constraints.

In the following years, several authors confirmed the observation that the affi-
nity of a ligand is more than the “sum of its fragments”. Surprisingly, only ten
years ago this principle was used for a systematic design of protein ligands from
fragments by the “SAR by NMR” method, developed by Fesik and his group at Ab-
bott Laboratories. Several other techniques followed, using protein crystallogra-
phy, NMR, MS, cysteine tethering, or the dynamic assembly of ligands, to men-
tion only some approaches. Within a short time, fragment-based design became a
hot topic in drug discovery and in experimental techniques, as well as in chem-
informatics and virtual screening. In addition to drug- and lead-likeness, desirable
properties of fragment libraries were also defined and libraries for screening and
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docking were generated, using these property definitions. It is clear that the com-
bination of a limited number of fragments generates a multitude of different com-
binations, making this approach as attractive as combinatorial chemistry - without
the need for producing millions of molecules.

This book is the very first to provide a comprehensive overview on this fascinat-
ing area, which opens a new perspective for the rational design of potential drugs.
It is hoped that its content stimulates further research and strengthens the role of
structure-based design in drug discovery.

We would like to express our gratitude to the editors Wolfgang Jahnke and Dan
Erlanson, who assembled this book in short time, despite their hard work and re-
sponsibilities in their companies. We are also very grateful to all chapter authors,
who accepted the invitation to contribute and to deliver their manuscripts in time.
Of course, we appreciate the ongoing support of Renate Dötzer and Frank Wein-
reich,WILEY-VCH, for this book series and their valuable collaboration in this pro-
ject.

May 2006 Raimund Mannhold, Düsseldorf
Hugo Kubinyi,Weisenheim am Sand
Gerd Folkers, Zürich
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A Personal Foreword

The dilemma of rapidly emerging fields is that reviews are often outdated before
they are printed. To make a contribution that would endure, we knew we had to go
beyond a snapshot of the current state of fragment-based drug discovery and in-
stead provide a framework for upcoming advances. To achieve this goal, we
needed to convince leading scientists to take time from their busy schedules to
write chapters. Fortunately, nearly all those we approached agreed; and what you
hold in your hands is a virtual, although not comprehensive, “Who’s Who“ in frag-
ment-based drug discovery. We are extremely grateful to all of our contributors for
the quality of their chapters.

One striking feature of this book is that more than half of the chapters come
from industry-based researchers, and even many of the academic contributors have
close ties to industry. It has been alleged that the best science is done in academia;
this book proves that this is not necessarily the case. Indeed, industrial researchers
have largely pioneered fragment-based drug discovery strategies. Part of the reason
may be that many of the techniques involved require expensive equipment and in-
frastructure as well as large collaborations between scientists from disparate disci-
plines - collaborations that would be difficult to set up outside industry. The multi-
disciplinary nature of fragment-based approaches shows in this volume: contribu-
tors include computational chemists, NMR spectroscopists, X-ray crystallogra-
phers, mass-spectrometrists, as well as organic and medicinal chemists.

Although fragment-based strategies for drug discovery have now pervaded la-
boratories across the world, the ultimate success of any drug discovery technology
is measured in the quantity and quality of drugs that it produces. Fragment-based
drug discovery has only been practical for the past decade, too soon to expect it to
produce marketed drugs, but we believe these will come in time. Moreover, many
of the techniques and concepts described in this book will alter drug discovery en-
deavors in subtle, tangential ways. Ideally, readers will be inspired to improve the
methods described here, or even to develop fundamentally new methods for frag-
ment-based drug discovery. But even if this book only changes the way medicinal
chemists approach lead optimization, or persuades them to look more closely at
weak but validated hits, it will have served its purpose.

March 2006 Wolfgang Jahnke, Basel
Daniel A. Erlanson, San Francisco
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1
The Concept of Fragment-based Drug Discovery
Daniel A. Erlanson and Wolfgang Jahnke

1.1
Introduction

Fragment-based drug discovery builds drugs from small molecular pieces. It com-
bines the empiricism of random screening with the rationality of structure-based
design. Though the concept was articulated decades ago, the approach has be-
come practical only recently.

Historically, most drugs have been discovered by one of two methods. The first
of these was famously summarized by Nobel Laureate Sir James Black, who noted
that the best way to find a new drug is to start with an existing one. Indeed, any
successful drug spawns a surge of similar molecules, as illustrated by the number
of chemically similar COX-2 inhibitors or HIV protease inhibitors on the market
and in development. Though often disparaged as “me-too” or “patent-busting”,
such efforts are productive. The first drug to market is rarely the best; one need
only consider the state of HIV medication now compared to a decade ago to
appreciate this fact. Even the search for new drugs often begins with known start-
ing points in the form of natural ligands such as substrates, co-factors or inhibi-
tors.

For diseases and targets where no drug or other starting point exists, the second
major route of drug discovery, random screening, is essential. This approach to
drug discovery is perhaps the oldest and most venerable but requires serendipity.
Indeed, it was a serendipitous observation of bacterial killing by fungus that led
Alexander Fleming to the discovery of the natural product penicillin. Many highly
successful drugs, from cyclosporine to paclitaxel, have been discovered by screen-
ing collections of compounds. With each medicinal chemistry program, more che-
mical compounds and their analogs are added to corporate screening libraries.

The invention of combinatorial chemistry in the late 1980s and early 1990s
vastly expanded the number of compounds in chemical collections, just as the de-
velopment of sophisticated automation equipment and miniaturization of biologi-
cal assays led to the advent of high-throughput screening, or HTS. Today, most
major pharmaceutical companies and many biotechnology companies have in-
house collections of hundreds of thousands or even millions of molecules.
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In parallel to HTS, more rational routes for drug discovery have been sought.
Structure-based drug design attempts to design inhibitors in silico on the basis of
the three-dimensional structure of the target protein.

Among the latest developments in drug discovery is a concept called fragment-
based drug design, or fragment-based screening (FBS). In contrast to conven-
tional HTS, where fully built, “drug-sized” chemical compounds are screened for
activity, FBS identifies very small chemical structures (“fragments”) that may only
exhibit weak binding affinity. Follow-up strategies are then applied to increase affi-
nity by elaborating these minimal binding elements. Fragment-based drug design
thus attempts to build a ligand piece-by-piece, in a modular fashion. Structural in-
formation plays a central role in most follow-up strategies. Therefore, fragment-
based drug design can be viewed as the synthesis of random screening and struc-
ture-based design.

1.2
Starting Small: Key Features of Fragment-based Ligand Design

Fragment-based screening promises to have a great impact on drug discovery be-
cause of several advantages, which are summarized in the following sections.

1.2.1
FBS Samples Higher Chemical Diversity

Typical chemical libraries used for HTS contain 105 to 106 individual compounds.
Though a million-compound library sounds vast, it covers only a very small por-
tion of “drug space”, the theoretical set of possible small, drug-like molecules. In
fact, a widely quoted estimate (actually a back-of-the-envelope calculation in a foot-
note in a review of structure-based drug design) places this number at 1063 mole-
cules [1], a number beyond the comprehension of anyone except perhaps astro-
physicists. A recent estimate of the total number of molecules available for screen-
ing in all the commercial and academic institutions on the Earth is around 100
million, or 108, so even a planet-wide screening effort would not even scratch the
surface of diversity space [2]. This will never change in any meaningful way. To
understand why, imagine assembling a library of 1063 molecules. Even if minia-
turization advances to the point where we need only 1 pmol of each molecule
(about 0.5 ng for a 500-Da molecule), this would still require gathering
5�1047 tons of material, roughly 26 orders of magnitude larger than the mass of
our planet. Clearly, libraries screened in HTS will always explore only a tiny frac-
tion of drug space.

The explored fraction of diversity space swells when working with smaller mole-
cules (“fragments”), because there are fewer possible small molecules than possible
large molecules. If we screen small molecular fragments, rather than drug-sized
molecules, we can cover exponentially larger swaths of diversity space with much
smaller collections of molecules. To illustrate, imagine two sets of compounds, each
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consisting of 1000 fragments. If we were to exhaustively make all binary combina-
tions with a single asymmetric linker, this would yield (1000 molecules)�
(1000 molecules) = 1 000 000 molecules to synthesize and screen, a daunting task.
In contrast, if we could identify the five best fragments in each set and only combine
and screen those, we would only need to synthesize and test [(1000 mole-
cules) + (1000 molecules)] + [(5 molecules)� (5 molecules)] = 2025 molecules. This
number is clearly much more manageable, and still covers the same chemical diver-
sity space.

A first-principles computational analysis suggests that there are roughly
13.9�106 stable, synthetically feasible small molecules with a molecular weight
less than or equal to 160 Da (44�106 once stereoisomers are considered,
although the approach excludes compounds containing three- and four-mem-
bered rings and elements other than carbon, hydrogen, oxygen, nitrogen, and ha-
logens) [3]. This is still a large number, but it is at least a comprehensible number,
especially compared with 1063. It shows that, with fragment-based screening, a
higher (although still very small) proportion of diverse drug space can be covered.
From a technical standpoint as well, focusing on these smaller fragments could
simplify many aspects of the drug discovery process, from compound acquisition
and synthesis through data management.

1.2.2
FBS Leads to Higher Hit Rates

Imagine a small fragment with high but imperfect complementarity to a target
protein. Now imagine adding a methyl group at exactly the right spot to increase
complementarity even further: rendering the fragment more complex in the right
manner leads to slightly increased affinity to the target protein. But imagine add-
ing the methyl group at any other spot, so that it protrudes from this fragment to-
wards the receptor such that the modified fragment can no longer bind to the tar-
get: rendering the fragment more complex in the “wrong” manner ablates affinity
for the receptor. Notably, there are many more ways to increase complexity in the
“wrong” manner, and doing so often leads to a decrease of binding affinity by sev-
eral orders of magnitude, whereas in the lucky case of increasing complexity in
the “right” manner, binding is generally only enhanced by one or two orders of
magnitude. This simple example makes sense intuitively, and a more rigorous
theoretical analysis comes to the same conclusion: as molecules become more
complex, additional chemical groups are much more likely to ablate binding than
to enhance it [4]. The probability of binding (the “hit rate” in screening) thus de-
creases with increasing ligand complexity. Libraries containing smaller com-
pounds (“fragments”) are expected to exhibit higher hit rates, although the result-
ing affinities are generally weak and so require sensitive detection methods.
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1.2.3
FBS Leads to Higher Ligand Efficiency

Screening drug-sized molecules is thought to favor ligands with several sub-opti-
mal binding interactions, rather than those with a few optimal interactions. This
is schematically shown in Fig. 1.1: the drug-sized molecule on the left side is iden-
tified by HTS since it binds to the receptor. However, none of the binding interac-
tions are optimal, since establishing one optimal interaction would disrupt an-
other interaction. All binding interactions are thus compromised and do not re-
tain the full strength they would have without the molecular strain.

Relative to their molecular size, fragments can thus show more favorable bind-
ing energies than drug-sized molecules. The binding energy, normalized by the
number of heavy atoms in the ligand, is referred to by the term ligand efficiency
[5]. Smaller fragments can have higher ligand efficiency, leading to smaller drugs
with better chances for favorable pharmacokinetics [6, 7]. This concept is also
being applied to conventional HTS with the advent of “lead-like”, instead of
“drug-like,” compound libraries [8].

1.3
Historical Development

The basic concept of fragment-based drug discovery was developed about 25 years
ago by William Jencks, who wrote in 1981 that the affinities of whole molecules
could be understood as a function of the affinities of separate parts:

“It can be useful to describe the Gibbs free energy changes for the binding to a
protein of a molecule, A–B, and of its component parts, A and B, in terms of the
“intrinsic binding energies” of A and B (�GA

i and �GB
i ) and a “connection Gibbs

energy” (�Gs) that is derived largely from changes in translational and rotational
entropy [9].”
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Fig. 1.1
Potential drawback of HTS (left), and principle and advantages
of FBS (right): In HTS, fully assembled, “drug-sized” ligands
are identified, but with multiple compromised, non-optimal
binding interactions. In FBS, ligands for individual subpockets
are identified separately, and show few but good binding inter-
actions. Follow-up strategies such as fragment elaboration or
linking are used to increase ligand affinity.



This paper received considerable attention and spawned academic interest in li-
gand–receptor interactions. Nakamura and Abeles studied the inhibition of
HMG-CoA reductase by small molecule inhibitors, and found that those inhibi-
tors could be understood as a linkage of two fragments, each binding to distinct
sites on the enzyme [10]. The paper also provided a theoretical framework for un-
derstanding a very early study in which biotin was deconstructed into component
fragments, which were found to bind weakly to streptavidin [11].

Despite these developments, Jencks‘ formulation did not immediately have an
impact on drug discovery. The practical implementation of the theoretical promise
required overcoming two difficult barriers: finding fragments and linking them.

Finding weakly binding fragments is inherently difficult because the binding in-
teractions are easily disrupted. Moreover, there are hidden hazards in looking for
weak binders: apparent hits could be “false positives”. For example, compounds
forming aggregates at low to mid-micromolar concentrations can inhibit biochem-
ical functional assays without specifically interacting with the target [12–14].

But even if a true weak hit was identified, what could be done with it? Jencks
provided an elegant theoretical framework for combining two weakly binding
fragments into a single molecule, but enormous practical difficulties remained:
First, one had to find a suitable fragment. One then had to find a second frag-
ment; and that second fragment had to bind in close proximity to the first. Finally,
one had to figure out how to link these two fragments while not distorting the
binding mode of either. It was no wonder that the field remained largely theoreti-
cal and computational for well over a decade.

All this changed in 1996, when researchers at Abbott published the first practi-
cal demonstration of fragment-based drug discovery, called SAR-by-NMR [15]. In
this approach, Shuker, Hajduk, Meadows, and Fesik used nuclear magnetic reso-
nance (NMR) as a robust binding assay with sensitivity for weak interactions to
identify fragments and to determine their binding sites, which revealed how to
link the fragments. A flood of papers followed, initially from Abbott but soon
from other research groups as well. Today, well over a dozen companies, from
small biotechs to multinational pharmaceutical companies, as well as a large
number of academic laboratories, are pursuing some form of fragment-based
drug discovery. Many of the laboratories that have been leading the conceptual,
theoretical and experimental development of FBS are represented in the following
chapters. Below, we provide an overview of what to expect.

1.4
Scope and Overview of This Book

The text can be roughly divided into three sections: background and computa-
tional approaches are covered in Chapters 1–7, experimental methods and applica-
tions are covered in Chapters 8–14, and the last two Chapters, 15 and 16, describe
related and emerging fields in chemistry that have the potential to inform and
transform fragment-based drug discovery.
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An intellectual sister to fragment-based drug discovery is the concept of multi-
valency, which is covered in a comprehensive review by Krishnamurthy, Estroff,
and Whitesides in Chapter 2. This chapter focuses on the application of multiva-
lency to the design of high-avidity ligands, and thus sets the conceptual frame-
work for fragment-based drug design.

A special case of multivalency, hetero-oligovalency, is often encountered in frag-
ment-based drug design when two ligands that bind to adjacent binding pockets are
linked to form a high-affinity ligand. Murray and Verdonk discuss the entropic effects
associated with this process in theory and experiment in Chapter 3. Basic concepts
such as ligand efficiency and ligand hot spots are introduced in this chapter as well.

The identification and characterization of a protein binding site is key for ligand
design. One way to achieve this is by mapping organic solvent binding sites in a
protein, as in the multiple solvent crystal structure method, described in chapter 4
by Ringe & Mattos.

The quality of the fragment library is a crucial success factor for fragment-based
drug design. The design of fragment libraries is the topic of Chapters 5 and 6.
Oprea and Blaney outline the concepts of chemical space, lead-likeness, and frag-
ment-like leads, using both de novo calculations and data mining in Chapter 5.
This chapter illustrates the difficulty in trying to sample even a relatively small
section of “fragment space”, and provides a number of specific examples to direct
researchers toward the most fruitful regions.

In Chapter 6, Vieth and Siegel “dissect” existing drugs into their component
fragments and demonstrate that there are considerable differences between oral
and injectable drugs. This clearly has implications for the choice of fragments in a
screening collection.

In the years after Jencks’ formulation of fragment-based drug discovery, before
experimental methods became sufficiently sensitive to discover fragments, com-
putational approaches were the dominant activity. In Chapter 7, Stultz and Kar-
plus discuss the multi-copy simultaneous search (MCSS) program, one of the ear-
liest and most powerful approaches to in silico fragment-based drug discovery, and
its use for ligand design.

Chapter 8, by Sem, begins the “applied” section of the book and covers NMR-
based approaches to fragment assembly. This chapter is a comprehensive review
of the subject and covers the theory, various approaches, and specific examples.

The following chapter, by Hajduk, Huth, and Sun, discusses the original “SAR-
by-NMR” approach and summarizes successes with this method. It also considers
the success and requirements of fragment linking versus fragment elaboration
from both a theoretical and an experimental vantage point. The authors draw im-
portant conclusions regarding the limits of these approaches as well as the sizes
of libraries that should be assembled to maximize the likelihood of success in
fragment elaboration approaches.

Chapters 10 and 11 focus on X-ray crystallography applications for fragment-
based drug design. Davies, van Montfort, Williams, and Jhoti describe the process
established at Astex by using NMR and X-ray for fragment screening, and X-ray
crystallography as the basis for fragment optimization. Blaney, Nienaber, and Bur-
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ley outline the crystallography-driven fragment-based ligand design at SGX and
illustrate it with case studies.

Chapters 8–11 represent predominantly either NMR or X-ray crystallography
approaches, while Chapter 12, by Abad-Zapatero, Stamper, and Stoll, describes the
synergies that can result by marrying these techniques. The authors describe in
two case studies how the combined use of these powerful biophysical techniques
can rapidly advance medicinal chemistry programs.

Chapter 13 covers two somewhat unusual topics: use of mass spectrometry
(MS) to identify fragments, and fragment-based discovery methods applied to an
RNA target. Although the structural resolution of MS is necessarily less than that
of either NMR or X-ray, Griffey and Swayze demonstrate that the technique can
be powerfully applied to a challenging drug target.

A further use of MS, Tethering, is discussed in Chapter 14. This technique dif-
fers from other approaches in that it uses a transient covalent bond between the
fragment and the target protein. The technology can be used to both identify frag-
ments as well as to link two fragments. Erlanson, Ballinger, and Wells review the
theory and practice of this method of fragment-based drug discovery.

Finally, the last two chapters touch on two fields that are themselves areas of
vibrant research and that also overlap with fragment-based drug discovery. Chap-
ter 15, by Röper and Kolb, introduces the powerful technique of Click chemistry,
while Chapter 16, by Hochgürtel and Lehn, discusses dynamic combinatorial
chemistry. Both of these approaches have been successfully applied to fragment-
based drug discovery, albeit in a few limited studies. It is therefore fitting that we
should end this volume here, at the intersection of emerging fields, where the op-
portunities are great, if only dimly perceived.
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2
Multivalency in Ligand Design
Vijay M. Krishnamurthy, Lara A. Estroff, and George M. Whitesides

2.1
Introduction and Overview

We define multivalency to be the operation of multiple molecular recognition
events of the same kind occurring simultaneously between two entities (mole-
cules, molecular aggregates, viruses, cells, surfaces; Fig. 2.1). We include in this
definition hetero-multivalency (i. e., interactions in which two or more different
types of molecular recognition events occur between the two entities), but do not
discuss this type of system in detail (representative examples are sketched in Sec-
tion 2.7.1; Fig. 2.1 b). Hetero-multivalency is probably a more broadly applicable
concept than homo-multivalency, but one whose underlying principles are the
same. Homo-multivalency is, however, simpler to understand than hetero-multi-
valency. We elaborate on our definition of multivalency in Section 2.2.1.

Multivalency is a design principle that can convert inhibitors with low affinity
(Kd

affinity ~ mM – �M) to ones with high avidity (Kd
avidity ~ nM) and/or biological

“activity” (gauged by some relevant parameter: for example, values of IC50, the
concentration of free ligand, often approximated as the total ligand, that reduces
the experimental signal to 50 % of its initial value) [1]. We discuss the distinction
between “affinity” and “avidity” in Section 2.2.1, but emphasize here that high
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Fig. 2.1
Types of multivalent systems: (a) a bivalent
ligand binding to a bivalent receptor (N = M =
i = 2), (b) a heterobivalent ligand binding to a
protein with two different kinds of binding
sites (N = M = i = 2), (c) a tetravalent ligand
binding to a tetravalent receptor (oligovalent)
(N = M = i = 4), (d) a bivalent antibody binding
to a surface (N = unknown, M = i = 2),
(e) a polymer binding to a surface (N = un-
known, M = 8, i = 4), and (f) a dendrimer bind-
ing to a surface (N = unknown, M =16, i = 8).



avidity does not necessarily require high affinity. Multivalency provides a strategy
for designing ligands against defined oligovalent systems containing multiple,
identical binding sites (e. g., antibodies, complement, multi-subunit toxins, such
as those with an AB5 structure). In addition, multivalent approaches can be effec-
tive in generating high-avidity ligands for proteins with multiple binding sites
from low-affinity ligands. (One or more of these binding sites can, in some in-
stances, even have low structural specificity and still be effective in increasing
avidity: a hydrophobic patch adjacent to the active site of a monovalent enzyme
can, for example, serve as the second binding site in a hetero-bivalent interaction.)

Multivalent ligands (primarily polyvalent ones, see Section 2.2.1) are especially
well suited for inhibiting or augmenting interactions at biological surfaces (e.g.,
surfaces of bacteria, viruses, cells; Fig. 2.1d–f ): they can prevent adhesion of these
surfaces to other surfaces [2, 3] (e. g., by grafting polymers to the surfaces of
viruses to prevent adhesion to cells) [4–10], or cluster cell-surface receptors to in-
duce downstream effects [11–13]. By using polymers that display multiple kinds
of ligands as side-chains, multivalency can convert a surface having one set of
properties into one with different properties [14, 15].

This chapter sketches a theoretical analysis of multivalent systems that is in-
tended to guide the application of multivalency to the design of high-avidity li-
gands for appropriate biological targets. The chapter has seven parts: (i) introduce
the nomenclature of multivalency and the qualitative concepts that characterize it,
(ii) present key experimental studies to provide examples of particularly tight-
binding (high-avidity) multivalent ligands, (iii) present theoretical models that de-
scribe multivalent systems, (iv) explore representative multivalent ligands in the
context of these models, (v) provide design rules for multivalent ligands, (vi) dis-
cuss extensions of multivalency to lead discovery, and (vii) mention challenges
and unsolved problems for the application of multivalency in ligand design.

2.2
Definitions of Terms

In this chapter, we focus on representative systems that exhibit the principles of
multivalency, and that suggest approaches to new types of drug leads � ligands
(i. e., the design of ligands to interact tightly with multivalent receptors – primarily
proteins). There are several thorough reviews on both experimental [16–18] and
theoretical [1, 19, 20] aspects of multivalency. The book by Choi is an excellent
compilation of experimental results; it also discusses potential targets (e.g., recep-
tors on pathogens, multivalent proteins, etc.) for multivalent ligands [16].

We use the terms “ligand” and “receptor” to identify the individual components
of multivalent species: the receptor is the component that accepts the ligand, using
a declivity or pocket on its surface (Fig. 2.1). We refer to the entire molecule or
cluster of molecules that present the receptors as “oligovalent receptors” (with an
analogous relationship between ligand and “oligovalent ligands”). The linker is the
tether between ligands in the oligovalent ligand. While there is also a linker be-
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tween receptors, we do not discuss this linker in this chapter because it is usually
not subject to manipulation by the investigator (it is part of a naturally occurring
structure).

We make a distinction between the total number of ligands (and receptors) in
an oligovalent species and the number of interactions between an oligovalent
ligand and receptor. We denote the total number of ligands (the valency of the oli-
govalent ligand) with N and the total number of receptors with M. The number of
receptor–ligand interactions between the two oligovalent species (in a particular
state: Section 2.4.2) is i (Fig. 2.1).

We divide multivalency, on the basis of the number of interactions (i) between the
multivalent receptor and ligand, into three categories: (a) bivalency (Fig. 2.1a, d),
with two interactions between the different species (i = 2; for example, IgG and IgE
binding to a cell surface; Fig. 2.1d), (b) oligovalency (Fig. 2.1c), with a discrete
number (which we arbitrarily define as i � 10, a number that includes the penta-
meric immunoglobulin, IgM [21], and some interactions involving pentameric tox-
ins) of interactions, and (c) polyvalency (Fig. 2.1e, f; usually associated with poly-
mers), with a large number (i > 10) of interactions between the two species (the ex-
act number of which is often unknown). While bivalency and oligovalency are dis-
tinct in mechanism, the thermodynamics of the two are sufficiently similar that we
discuss them together in the remainder of the chapter and refer to them, collec-
tively, as oligovalency. Polyvalency differs fundamentally from oligovalency both in
terms of thermodynamics and mechanism; and we discuss it separately.

There are several different thermodynamic terms in the literature that have
been used to describe the binding strength of multivalent ligands to multivalent
receptors. The affinity of a monovalent interaction is defined by its dissociation
constant (Kd

affinity ) ; and this constant usually has units of concentration (typically,
molarity; Fig. 2.2a). We define the avidity (Kd

avidity) of a multivalent interaction to
be the dissociation constant (Kd,N) of the completely associated receptor–ligand
complex with N receptor ligand–interactions (i = N) relative to the completely dis-
sociated (i = 0) forms of the multivalent receptor and ligand, Eq. (1):

Kd
avidity � Kd,N (1)

An example with a bivalent ligand and receptor (N = 2) is shown in Fig. 2.2b.
Kitov and Bundle [22] proposed an alternative definition of avidity (Kd

avidity,KB),
given in Eq. (2) :

Kavidity�KB
d � �1�Kd�N � 1�Kd�N�1 � ���� 1�Kd�1��1 �2�

where Kd,N , Kd,N–1, and Kd,1 are the dissociation constants of receptor-ligand spe-
cies with N receptor–ligand interactions (i = N), N–1 interactions (i = N–1), and
one interaction (i = 1), respectively, to the completely dissociated multivalent re-
ceptor and multivalent ligand (i = 0; Fig. 2.2).

This definition of avidity [Eq. (2)] is more general than that in Eq. (1) because it
takes into account all of the receptor–ligand species in solution and will prove par-
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ticularly useful when the binding of even one receptor of a multivalent receptor
by a multivalent ligand is enough to achieve the desired response (e. g., in certain
cases of inhibition of binding to a surface). Application of Eq. (2) is less conveni-
ent than of Eq. (1), because the distribution of receptor–ligand complexes must
often be modeled and often cannot be measured directly. This difficulty prevents a
simple analysis of the separated thermodynamic parameters of enthalpy and en-
tropy (see Section 2.4.2) that is the focus of the approach that we present here.
Further, the definition that we propose [Eq. (1)] will be more relevant than Eq. (2)
for multivalent systems in which all of the receptors of the multivalent receptor
must be bound to achieve the desired biological response (e.g., inhibiting multi-
ple catalytic sites of a multimeric enzyme). Finally, in the design of ligands that
are to serve as the starting points for possible drugs to bind oligovalent receptors
with fewer than three receptors, the assumption that the fully associated complex
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Fig. 2.2
Thermodynamic equilibria used for the defini-
tions of affinity, avidity, and enhancement.
(a) A monovalent ligand binds a monovalent
receptor with a dissociation constant of Kd

affinity.
(b) The oligovalent ligand (here, bivalent) binds
a receptor of the same valency with a dissocia-
tion constant of Kd,2 for the equilibrium be-
tween the fully complexed receptor and free
receptor and ligand. (c) The bivalent receptor
can also bind the bivalent ligand with only one

receptor–ligand interaction; the complex has
a dissociation constant of Kd,1. We define the
avidity (Kd

avidity) as Kd,2 (the equilibrium in b).
Kitov and Bundle [22] defined the avidity
(Kd

avidity,KB) to take into account all receptor-
ligand complexes in solution. The enhance-
ment (�) is the ratio of the affinity to the avidity.
In this case, the enhancement contains a con-
tribution from a statistical factor of 2.



(i = N) is the predominant receptor–ligand complex is justifiable because, in many
of these cases, the multiple receptors are in close proximity to one another. We,
thus, only discuss the avidity as defined by Eq. (2) in depth, but provide a general
model for the free energy of binding of all species in solution in Section 2.4.2 be-
fore restricting our analysis to the fully associated state (i = N).

We previously defined the enhancement (�) due to multivalency as the ratio of
Kd

avidity to Kd
affinity (Fig. 2.2); this parameter gives a measure of the benefit of having

several ligands linked together [1]. This definition of enhancement does not take
statistical factors (or influences of the topology of the ligand; Section 2.4.2) into
account; and so the enhancement will increase with valency on a statistical basis
alone (Fig. 2.2). This definition, however, enables the use of a general, empirical
parameter for describing multivalency in many systems (and in those systems
with an unknown number of interactions between species).

For polyvalent ligands (e.g., polymers), values of avidity and enhancement can
be defined as above: Kd

avidity would be the concentration of free polyvalent ligand
that results in a measured signal of one-half of the maximum signal [22]. An
enhancement calculated on this basis would have a significant contribution from
statistical effects due to the large number of ligands (even without any “real” bene-
fit of linking the ligands together). A theoretical understanding of the enhance-
ment (Section 2.4.2) is complicated, because the number of ligands directly bind-
ing to receptors is sometimes unknown, and often known only approximately
[4–8, 10]. The attachment of a polyvalent ligand to a surface, for example, may be
very effective in changing the properties of that surface, even if only a few of the
receptors on the surface are occupied [1, 4, 15] Another approach to defining the
avidity of a polyvalent ligand is to calculate Kd

avidity on a “per ligand” basis. An en-
hancement calculated using the “corrected” Kd

avidity gives a qualitative correction
for statistical factors, although again the unknown number of interacting ligands
complicates rigorous analysis. Kitov and Bundle discussed the shortcomings of
this approach based on “corrected” values of Kd

avidity (Section 2.4.2), but there is no
obviously better, general approach [22].

Frequently, estimates of avidity (Kd
avidity) are difficult to obtain experimentally

and to interpret theoretically: polymers provide a prime example. Another term,
related to avidity, but sometimes experimentally more tractable, is “biological ac-
tivity” (sometimes measured, in familiar terms, as an IC50; Section 2.5.1). Values
of biological activity have the advantage that they are often measured under condi-
tions that better simulate biological environments (e.g., at surfaces) than do the
conditions usually used in the laboratory to measure values of Kd

avidity (e. g., in so-
lution). The two kinds of values (biological activities and Kd

avidity) are qualitatively
similar (e. g., the qualitative ordering of ligands will usually be the same for both),
but the exact values of biological activities are often assay-specific, while values of
Kd

avidity are less sensitive to the details of the assay. Kitov and Bundle have recently
provided a theoretical framework for interpreting values of biological activities in
certain contexts [22].

152.2 Definitions of Terms



2.3
Selection of Key Experimental Studies

We have selected five representative examples that highlight key theoretical as-
pects of multivalent systems (Fig. 2.3). All of these systems are studied in aqueous
solutions. We have not considered examples in organic solvents [23–28]. These ex-
amples may illustrate general principles of multivalency, but have no direct rele-
vance to biochemistry or biology occurring in aqueous solutions. We do not mean
the examples discussed here to be comprehensive, but merely representative of
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studies that illustrate elements of multivalency. In Section 2.7 we present further
examples and applications of multivalency to lead discovery. Choi reviewed experi-
mental examples of multivalency in a more comprehensive fashion than we do
here [16].

2.3.1
Trivalency in a Structurally Simple System

The trivalent vancomycin·d-Ala-d-Ala system is an example of the use of oligova-
lency to convert an interaction that is moderately strong for the monovalent spe-
cies (Kd

affinity ~ �M) into one that is very strong – in fact the highest affinity known
(Kd

avidity ~ 10–17 M) for a ligand–receptor interaction involving species of low mole-
cular weight (relative to those of proteins; Fig. 2.3a) [29, 30]. This system also
illustrates the difference in mechanism (manifested in the kinetics) between
tight-binding oligovalent systems and tight-binding monovalent ones: the triva-
lent vancomycin�d-Ala-d-Ala complex dissociates rapidly in the presence of com-
peting monovalent ligand (equilibration of 3 �M of the trivalent complex vanco-
mycin·d-Ala-d-Ala with 86 mM (~17 000 Kd

affinity) of diacetyl-l-Lys-d-Ala-d-Ala was
complete in <45 min), while monovalent complexes of comparable affinity
(e.g., biotin-avidin, Kd

affinity ~ 10–15 M) dissociated slowly (half-life for dissociation
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Fig. 2.3
Key experimental systems discussed in the
text. (a) Trivalent Vancomycin-D-Ala-D-Ala
[29, 30] (adapted with permission from [30];
copyright 2000, American Chemical Society).
(b) EDTA/Ca2+ [31]. (c) AB5 toxin inhibitors:
Shiga-like [32] and cholera [33] toxin inhibitors
(adapted with permission from [33]; copyright
2002, American Chemical Society). The ribbon
diagram was generated using Swiss PDB

Viewer and atomic coordinates: PDB 1QNU
[32]. (d) Bivalent adamantane binding to biva-
lent cyclodextrin in solution and to SAMs dis-
playing cyclodextrins [34] (adapted with per-
mission from [34]; copyright 2004, American
Chemical Society). (e) Polymers (polyacryla-
mide) displaying sialic acid for binding flu [8]
(adapted with permission from [8]; copyright
1996, American Chemical Society).



~ 200 days) [35]. This kinetic observation illustrates that the mechanism for disso-
ciation (and association) of oligovalent species is qualitatively different than that
for tight-binding monovalent species such as biotin–avidin.

2.3.2
Cooperativity (and the Role of Enthalpy) in the "Chelate Effect"

Toone and co-workers have determined the enthalpy and entropy (using isother-
mal titration calorimetry) for the chelation of calcium(II) ion by the tetravalent car-
boxylate ligand, ethylenediaminetetraacetic acid (EDTA; Fig. 2.3b) [31]. Their re-
sults indicate that enthalpy drives the binding (in contrast to the classic explana-
tion of entropy as the origin of the “chelate effect”) and that the unbound state
(unassociated metal ion and ligand) is coulombically destabilized relative to the
fully bound complex of metal and ligand. This work emphasizes the necessity of
considering the thermodynamics of both bound and dissociated states.

2.3.3
Oligovalency in the Design of Inhibitors to Toxins

Toxins in the AB5 family are ideal protein targets for multivalent ligands: the
toxins have five-fold symmetry and bind to monovalent sugars with low affinity
(Kd

affinity~ mM; Fig. 2.3 c) [36, 37]. Kitov, Bundle, and co-workers designed decava-
lent ligands, with a glucose scaffold, that bound to Shiga-like toxin with an en-
hancement of 107 (Kd

avidity ~ nM) [22, 32]. In related work, Hol, Fan, and co-work-
ers targeted cholera toxin and heat-labile E. coli enterotoxin with both pentavalent
and decavalent inhibitors with a pentacyclen scaffold; they also observed large
enhancements in binding (105–106) [38–40].

2.3.4
Bivalency at Well Defined Surfaces (Self-assembled Monolayers, SAMs)

Reinhoudt, Huskens, and co-workers have studied the differences between biva-
lent binding in solution and at a structurally well defined surface [34, 41]. They ex-
amined the binding of a bivalent adamantane to a bivalent, soluble cyclodextrin,
and to a self-assembled monolayer of cyclodextrin (Fig. 2.3d). The enhancement
(�) in binding (relative to the monovalent interaction) was 103 greater at a surface
than in solution. They rationalized this difference in enhancement by postulating
that the effective concentration (Section 2.4.3) of cyclodextrin in the vicinity of an
unbound adamantane was much larger at the surface than in solution.

2.3.5
Polyvalency at Surfaces of Viruses, Bacteria, and SAMs

Polymeric ligands are effective at binding to the surfaces of viruses, bacteria, and
SAMs [2, 4–10, 13–15, 42–44]. For example, we have examined the ability of poly-
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mers presenting sialic acid to block the adhesion of influenza virus particles to er-
ythrocytes (Fig. 2.3e) [4–10]. We observed large enhancements on a per sialic acid
basis (~109; IC50

avidity ~ pM relative to IC50
affinity ~ mM for monovalent sialic acid).

2.4
Theoretical Considerations in Multivalency

2.4.1
Survey of Thermodynamics

To understand the origins of the large enhancements of multivalent systems intro-
duced in Sections 2.3.1–2.3.6, we need a theoretical model for multivalency. We in-
troduce one here with the primary goal of demonstrating how the thermody-
namics of multivalent systems differ from those of their monovalent components.
A theoretical understanding will facilitate the design of tight-binding multivalent
ligands to a variety of multivalent receptor targets.

The key thermodynamic principle in multivalency is that, ideally, the enthalpy
of binding of a multivalent system is more favorable than that of the monovalent
species, with little or no corresponding increase in the unfavorable translational
and rotational entropy of binding (Fig. 2.2) [1, 45]. The enthalpy of interaction of a
multivalent ligand with a multivalent receptor is, in principle, additive (the en-
thalpy of interaction of three ligands with a receptor is three times the enthalpy of
interaction of a single ligand), while the entropy of interaction is not (since the
three ligands are connected, association of one ligand with one receptor increases
the local concentration of the other ligands and receptors, and decreases the un-
favorable entropic penalty “paid” to bring ligands and receptors together).

In practice, several factors substantially complicate this simple picture: (i) strain
in the oligovalent ligand and/or receptor, if the geometry of the ligands and recep-
tors do not match, (ii) loss in entropy caused by constraining the linker in the re-
ceptor–ligand complex, and (iii) energetically favorable or unfavorable interactions
between the linker and the receptor (e. g., the surface of the protein). We proceed
to address these three factors.

2.4.2
Additivity and Multivalency

We take a simple theoretical approach (Fig. 2.4): we treat the individual receptor–
ligand interactions between the two multivalent entities as additive and then in-
clude terms from multivalency that affect the free energy of binding favorably
(e.g., “chelate effect” [45, 46], favorable contacts of the linker, positive cooperativ-
ity, statistical effects) or unfavorably (e.g., unfavorable contacts of the linker, loss
in conformational entropy of the linker, negative cooperativity). The model ac-
counts for complexes of the multivalent ligand and receptor with different num-
bers of receptor–ligand interactions; for example, a trivalent ligand can be bound
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to a trivalent receptor by one ligand (two unbound ligands), by two ligands (one
unbound ligand), or by three ligands (no unbound ligands; the fully-bound com-
plex; Fig. 2.5). The model does not take into account aggregation of the multiva-
lent receptor by the multivalent ligand (it assumes that the receptor is too dilute
for this process to occur). We discuss aggregation of receptors in the context of
multivalent toxins (Section 2.5.2.3) and antibodies (Section 2.7.3).
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Fig. 2.4
Variation of Kd

avidity with Kd
affinity corrected for

the valency of the interaction and for the trans-
lational and rotational entropic benefit of mul-
tivalency, for a number of experimental multi-
valent systems. The subscripts for the labeled
points correspond to the number of interac-
tions (i) between the two multivalent species.
The abscissa results from the right-hand side
of Eq. (3), assuming that the last four terms
are negligible: interaction of the linker with the
receptor, loss in conformational entropy of the
linker, cooperativity between binding sites, and
avidity entropy. The translational and rota-
tional entropy was taken as –20 cal mol–1 K–1

(–T�S�trans+rot ~ +6 kcal mol–1) for the loss in
the modes of motion of the bound ligand rela-
tive to the receptor; this value is in the middle
of those reported in the literature [17, 45]. The
dashed line shows the theoretical maximum
from multivalency [Eq. (3)]. All of the oligova-
lent ligands exhibit values of Kd

avidity well below
those expected from theory, perhaps due to
large losses in the conformational entropy of
the linker between ligands (T�So

conf). Further,
values of the logarithm of Kd

avidity cluster in a
relatively narrow range and do not scale with
the abscissa.



Equation (3) gives the theoretical free energy of binding (�G�N (i) ; Fig. 2.4) for a
multivalent ligand with N ligands, as a function of the number (i) of ligands that
are bound to receptors, where i = 1 … N:

�Go
N�i� � i�Ho

affinity � iT�So
affinity � �i � 1�T�So

trans�rot � �i � 1��Ho
linker

��� � 1����o
conf � �� � 1���o

coop � 	� ln �	��	0� �3�

The first term (i�Ho
affinity) is the product of the number of bound ligands (i) for

the particular receptor–ligand state and the monovalent enthalpy of binding
(�Ho

affinity). The second term (–iT�So
affinity) is analogous to the first but deals with

the monovalent entropy of binding (–T�So
affinity). The sum of these first two terms

(i�Ho
affinity – iT�So

affinity) is the free energy of binding that would be observed if
the i receptor–ligand interactions occurred independently (i. e., if there were no ef-
fect of oligovalency). The third term [(i – 1)T�So

trans+rot] deals with the classic “che-
late effect” [45, 46] and conceptually is the center of multivalency: the unfavorable
translational and rotational entropy of binding is approximately the same for the
multivalent interaction as for the monovalent one. We note that the translational
and rotational entropies show weak (logarithmic) dependences on the mass and
dimensions of particles [1, 47]. This weak dependence justifies the assumption
that the monovalent and multivalent interactions have equal translational and ro-
tational entropies. The correlation between enthalpy of binding and translational
and rotational entropy of binding (enthalpy/entropy compensation) [48–50] will,
however, complicate this analysis. We discuss this effect in Section 2.4.6. The ef-
fect of the term (i–1)T�So

trans+rot is to “add back” the unfavorable entropy of com-
plexation for all receptor–ligand interactions but one [i. e., for (i–1) interactions].
The fourth term [(i–1)�Ho

linker] deals with any enthalpic contacts (favorable or un-
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Fig. 2.5
Graphical representation of 	i (“avidity en-
tropy”) as a function of the ligand–receptor
interactions (i). The trivalent receptor is as-
sumed to be a completely rigid assembly of
three subunits; while the ligand has radial
topology. The receptors are shaded gray when
they are occupied by a ligand. For such a sys-
tem, the number of degenerate states can be

calculated from 	i � N�M�

�N � i���M � i�� i �
where

N and M are the valencies of the oligovalent
ligand and receptor, respectively (here, N = M
= 3); and i is the number of ligand–receptor
interactions [22]. The number of states reaches
a maximum value at an occupancy (i) of less
than the valency of the ligand (N). The free en-
ergy of binding for this term (difference in en-
ergy between the fully unassociated state and
state with i interactions) is virtually the same
for all of the different occupancies.



favorable) between the linker(s) and the oligovalent receptor. This simple analysis,
summarized by Eq. (3), assumes that each receptor–linker interaction occurs with
the same enthalpy (�Ho

linker) [51, 52]. The fifth term (–(i–1)T�So
conf) accounts for

the loss in conformational entropy of the linker(s) between the ligands (and be-
tween protein subunits, if applicable; Section 2.4.5) [17, 46, 53]. The sixth term
[(i–1)�Go

coop] addresses effects of cooperativity between binding sites (either be-
tween protein subunits or individual ligands). Such effects originate from the in-
fluence of one binding event on subsequent ones (Section 2.4.4) [54]. This term is
usually near zero (i. e., the individual binding sites behave independently). The fi-
nal term is a statistical factor dealing with the degeneracy (	i) for each receptor–li-
gand complex (each with a different number of receptor–ligand interactions, i;
Fig. 2.5). Kitov and Bundle discussed the importance of this term (which they de-
fine as the “avidity entropy”) in multivalent systems [22].

Our assumption for bivalent and trivalent systems, in which the number of li-
gands is equal to the number of receptors (N = M), is that all ligands (of the oligo-
valent ligand) are bound to receptors (on the same oligovalent receptor) in the
only bound state of the complex [i. e., �Go

N (N) << �Go
N (N–1), �Go

N (N–2),…,
�Go

N (1)]. This assumption is not valid for higher oligovalent or polyvalent systems.
Kitov and Bundle proposed a more general but less convenient definition than
ours (see Section 2.2.1) [22]. Under the assumption above, Eq.(3) simplifies to
Eq. (4) for the only populated state of a bivalent system (i = 2):

�Go
2�2� � 2�Ho

affinity � 2 T�So
affinity � T�So

trans�rot � �Ho
linker � T�So

conf

� ��o
coop � 	� ln2 � ��o

avidity �4�

The free energy of binding for this only occupied state for the receptor-ligand
complex is equal to the avidity free energy (�Go

avidity; Fig. 2.2).
Figure 2.4 shows a comparison of observed and theoretical Kd

avidity as a function
of the number of receptor–ligand interactions (i) and Kd

affinity for a number of mul-
tivalent systems. For clarity in the plot, only the first three terms in Eq. (3) are in-
cluded in the abscissa (Fig. 2.4). All of the experimental systems show avidities
much lower than that expected from the theory (Section 2.8).

2.4.3
Avidity and Effective Concentration (Ceff)

Several investigators [34, 41, 55, 56] have discussed avidity in terms of the effective
concentration (Ceff) of an unbound ligand near an unbound receptor when the oli-
govalent receptor and ligand are bound at another site (Fig. 2.6). Lees and co-
workers [56] estimated Ceff for the binding of an oligovalent ligand to a rigid oligo-
valent receptor from polymer theory [57, 58]. They assumed that the linker be-
tween the ligands was subject to random Gaussian chain statistics and that Ceff

was proportional to the probability that the distance between the unbound ligand
and the bound ligand (the “ends” of the polymer) was equal to the distance be-
tween receptors (Fig. 2.6c). The application of random-walk statistics requires
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that the linker behaves as a random coil polymer [57]. If the linker were too short,
this condition would not be met, and the two “ends” would not rotate freely rela-
tive to one another [57]. Steric effects along the backbone between non-adjacent
units of the linker (e.g., transannular strain in the linker in the fully bound recep-
tor–ligand complex) would also invalidate the assumption of Gaussian chain sta-
tistics [58]. In addition, contacts between the linker and the oligovalent receptor
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Fig. 2.6
Graphical representation illustrating a method
to assess cooperativity in multivalent systems.
(a) The binding of an oligovalent ligand to an
oligovalent receptor (with two subunits which
are a distance d apart) can be conceptualized
as occurring in two steps: an intermolecular
one and an intramolecular one. Kd

avidity is ob-
tained experimentally, while Kd

theor is obtained
using Eq. (5) and requires independent mea-
surements of Kd

affinity and Kd
intra. A comparison

of Kd
avidity and Kd

theor allows the assessment
of cooperativity between the two receptors.
(b) A hypothetical reaction to measure the dis-
sociation constant for intramolecular binding
(Kd

intra). The long, “unphysical” pole is shown
to maintain the fixed distance (d) used for the

separation between protein subunits in (a).
(c) A method to estimate Kd

intra using effective
concentration (Ceff ) : the probability that the
ends of a polymer (at variable distance of r0)
will be the appropriate distance (d) apart. The
equations assume a random-coil model and
show the dependence of the effective concen-
tration on the distance between binding sites
(d) and the number of subunits (n) in the lin-
ker. NA is Avogadro’s number. The value a is
a constant that characterizes the stiffness of
different chains and varies between 1.5 and
5.5 for most linkers [57]. Flexible linkers, such
as oligo(ethylene glycol) are characterized by
higher values of a [59].



could effectively shorten the linker and result in a higher value for Ceff than that
predicted by the theory.

2.4.4
Cooperativity is Distinct from Multivalency

Cooperativity occurs when the binding of one ligand to a receptor affects the bind-
ing (that is, the dissociation constant) of additional ligands to the same receptor
[54]. Cooperativity has been defined rigorously for the binding of multiple, mono-
valent ligands to a multivalent receptor (usually a protein). In biochemistry, a co-
operative interaction occurs when the binding of one monovalent ligand to one
site of a multivalent protein results in a change in the conformation of the protein
(or stabilizes that alternative conformation) that extends to other binding sites;
this conformational change affects the binding of subsequent ligands to the pro-
tein [60, 61]. In positive cooperativity, Kd,n, the dissociation constant for the bind-
ing of a ligand to a receptor already bound to n ligands, is smaller than Kd,n–1, the
dissociation constant for the binding of a ligand to the receptor bound to n–1
ligands (after correction of both values for statistical factors). In negative coopera-
tivity, Kd,n is greater than Kd,n–1. In a system with no cooperativity (i. e., indepen-
dent binding sites), Kd,n is equal to Kd,n–1.

Ercolani discussed a method of assessing cooperativity in multivalent systems
(Fig. 2.6a) by comparing Kd

avidity with Kd
theor [54]. Kd

theor is defined in Eq. (5):

K theor
d � cKaffinity

d �K intra
d �n�1 �5�

Here, c is a statistical factor and Kd
intra describes a hypothetical intramolecular

binding process (Fig. 2.6b) [54]. If Kd
avidity is less than Kd

theor , positive cooperativity
is at work. If Kd

avidity is greater than Kd
theor, negative cooperativity is occurring in

the system. If the two values (Kd
avidity and Kd

theor) are equal, the system is non-coop-
erative. Several investigators proposed using a theoretical estimate of Ceff to esti-
mate Kd

intra (Fig. 2.6c) [34, 41, 55, 56]; an assessment of cooperativity could then
follow the method of Ercolani [Eq. (5)].

The design of a suitable intramolecular reference reaction to measure Kd
intra di-

rectly can be difficult in biological systems. Estimating Ceff for an oligovalent
ligand faces the difficulties described in Section 2.4.3. Given these complications,
we propose that a comparison of the experimentally observed enthalpy terms
from Eq. (3) [�Ho

theor, defined in Eq. (6)] with the observed enthalpy of the multi-
valent interaction (�Ho

avidity) can be used to assess cooperativity in multivalent sys-
tems:

�Ho
theor � i�Ho

affinity � �i � 1��Ho
linker �6�

where the terms are as defined for Eq. (3). If �Ho
avidity is more favorable than

�Ho
theor, the system is positively cooperative. If �Ho

avidity is less favorable than
�Ho

theor, the system is negatively cooperative (perhaps due to strain from a sub-op-
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timal linker; Section 2.6.3). If �Ho
avidity is equal to �Ho

theor, the system is non-coop-
erative (and the two binding events occur independently). This approach avoids
the difficulties with the approach based on Kd

intra [Eq. (5); which uses only free en-
ergies of binding], because it removes the entropy of binding [the primary contri-
butor to multivalency; Eq. (3)] from the examination of the multivalent system.
The application of Eq. (6) requires accurate measurements of the enthalpy and en-
tropy of binding for complexation; and the best technique for such measurements
is isothermal titration calorimetry (Section 2.5.1). To date, there have been no re-
ported multivalent biological examples (where both the ligand and receptor are
multivalent) in which cooperativity contributes to avidity.

2.4.5
Conformational Entropy of the Linker between Ligands

We [1, 53] and others [17, 32, 38, 40, 46] suggested that the linker for the oligova-
lent ligand should be rigid in order to minimize the loss in conformational en-
tropy [T�So

conf in Eqs. (3), (4)] that occurs upon binding the receptor (Fig. 2.7). The
intuitive argument is that flexible linkers have more entropy to lose (more accessi-
ble conformational states) upon association than rigid ones, and thus should be
avoided to achieve tight binding. A rough estimate of the conformational entropy
that is lost upon complexation for a flexible linker is RT ln 3 ~ 0.7 kcal mol–1 per
three-fold rotor (freely rotating bond) of the linker (Fig. 2.7). The situation is, in
fact, substantially more complex than this simple analysis might suggest: for in-
stance, residual mobility of the linker in the bound complex, and a pre-organized
ligand (and linker) when unassociated with receptor, would both reduce the loss
in conformational entropy. We discuss design principles of ligands more exten-
sively in Section 2.6.3, together with alternative models for linker flexibility. One
of these models gives a much lower loss in conformational entropy of a flexible
linker than that predicted here.
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Fig. 2.7
Conformational entropy about rotors. We assume that the three
conformational states above are degenerate. When one confor-
mation is populated exclusively on binding of a protein to a
ligand with this linker, the loss in conformational entropy (at
T = 298 K) will be ~0.7 kcal mol–1 per rotor (freely rotating
bond) of the linker (–T�So

conf ~ mRT ln 3, where m is the num-
ber of rotors in the linker).



2.4.6
Enthalpy/Entropy Compensation Reduces the Benefit of Multivalency

Our model assumes that the primary benefit of multivalency is the entropic en-
hancement of linking the ligands together [third term in Eq. (3)], so that the rota-
tional and translational entropy of binding for a multivalent ligand is the same as
for the component monovalent ligand (T�So

trans+rot). The complication of using
Eq. (3) quantitatively to estimate free energies of binding of multivalent systems
is that more exothermic interactions are correlated with greater rotational and
translational entropic costs of association, a phenomenon known as enthalpy/en-
tropy compensation (EEC) [48–50]. This greater entropic cost is attributed to resi-
dual mobility of the ligand in the receptor–ligand complex [48, 49, 62]. A multiva-
lent interaction (with no cooperativity between binding sites) has an enthalpy of
binding that is the sum of the monovalent interactions [Eq. (6)]. EEC predicts that
this multivalent interaction will have a greater entropic cost than the monovalent
interaction (–T�So

trans+rot
avidity > –T�So

trans+rot) and not the same entropic cost as
the monovalent interaction [predicted by Eq. (3)]. This compensation will decrease
the magnitude of the free energy of binding (increase Kd

avidity) relative to that ex-
pected from Eq. (3). This greater entropic cost of association does not completely
compensate for the more favorable enthalpy of binding in most cases; the free
energy of binding does, generally, become more favorable with more favorable en-
thalpy [49, 62]. Dunitz presented a simple theoretical model for EEC [48]. Williams
and co-workers discussed EEC in the context of residual mobility of the receptor as
well as the ligand in the receptor–ligand complex [49].

2.5
Representative Experimental Studies

2.5.1
Experimental Techniques Used to Examine Multivalent Systems

A number of experimental techniques have been used to study multivalent sys-
tems in solution (ITC) and at surfaces (SPR, ELISA, hemagglutination). We sum-
marize these techniques briefly in this section.

2.5.1.1 Isothermal Titration Calorimetry
Isothermal titration calorimetry (ITC) measures heats of association for receptor–
ligand complexation, as one component is titrated into the other. Analysis of these
heats as a function of the concentration of the ligand relative to the receptor yields
values for the enthalpy of binding (�Ho) and the dissociation constant (Kd; when
this value is the range of �M–nM) [63, 64]. Turnbull and Daranas suggested that
ITC can also determine Kd, but perhaps not �Ho, for lower affinity (~ mM) sys-
tems [65]. ITC can thus determine both the free energy and the enthalpy of bind-
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ing; and the entropy of binding can be determined from these two values (T�So =
�Ho–�Go). Because ITC is carried out at one temperature (and so without con-
cerns for changes in protein structure with temperature, and without assuming
the change in heat capacity upon complexation is independent of temperature), it
generates much more reliable thermodynamic information for biological systems
than does van’t Hoff analysis, which requires measurements at different tempera-
tures [66–69]. For thermodynamic analysis of multivalent systems, the accuracy
provided by ITC is essential in understanding both the entropic and enthalpic
contributions to binding, in determining the thermodynamic advantage gained
from multivalency (relative to monovalency), and in assessing the cooperativity of
the system (Section 2.4.4).

2.5.1.2 Surface Plasmon Resonance Spectroscopy
Surface plasmon resonance (SPR) [70–72] spectroscopy provides both kinetic and
thermodynamic (Kd) data for the binding of small molecules and proteins to sur-
faces. One component of the binding interaction is covalently attached to the sur-
face; and the refractive index near the surface (proportional to the amount of ma-
terial adsorbed to the surface) is monitored as the other component is flowed
across the surface. Surfaces that have been used include self-assembled mono-
layers (SAMs) [34, 41, 44, 72, 73], which permit rigorous physical–organic charac-
terization of protein–ligand interactions, because the structure of the monolayer
at the surface is well defined [73], and the matrices of gels (e. g., dextran) [74–76]
which allow for high levels of binding (and thus a stronger signal than with
SAMs) but with ambiguities concerning the partitioning of the soluble compo-
nent into the gel.

2.5.1.3 Surface Assays Using Purified Components (Cell-free Assays)
There are several other techniques (e.g., ELISA) for measuring binding of multi-
valent ligands or receptors to surfaces using in vitro assays [8, 32, 77]. These assays
provide parameters (e.g., IC50) for characterizing binding that are more empirical
than Kd

avidity, because they may measure more complex processes. For instance,
measurement of the binding of multivalent ligands to multivalent toxins is often
based on the initial non-specific adsorption of the toxin to a microwell plate
[32, 78]. The surface-bound toxin is then allowed to equilibrate with the multiva-
lent ligand and a monovalent competitor linked to a reporter molecule; the re-
ported signal is proportional to the concentration of free toxin (i. e., toxin not
bound to the multivalent ligand).

2.5.1.4 Cell-based Surface Assays
Some surface assays (e.g., hemagglutination [79], optical tweezers [10, 80], fluor-
escent cells attached to surfaces [81]) are based on whole cells and thus have the
benefit that they are measuring biological activity at authentic biological surfaces.
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Hemagglutination assays involve observing the agglutination of erythrocytes by
bacteria, viruses, or microspheres into a gel, and determining the concentration of
multivalent ligand required to inhibit this process (i. e., to allow the erythrocytes
to sediment into a compact pellet). Additional examples of cell-based assays are
shear-flow experiments. The assay of Kiessling and co-workers involves incubating
selectin-transfected cells (models for leukocytes) with different concentrations of a
multivalent ligand and then microscopically monitoring the rolling of the cells on
substrates coated with ligands to selectin [2, 3]. This assay system is more physio-
logically relevant for the inhibition of attachment of leukocytes to endothelial cells
than static cell-free assays, which do not involve shear.

2.5.2
Examination of Experimental Studies in the Context of Theory

We now examine the examples presented earlier (Section 2.3) in the context of
theoretical aspects of multivalency (introduced in Section 2.4).

2.5.2.1 Trivalency in Structurally Simple Systems
The thermodynamic stability of the trivalent vancomycin·d-Ala-d-Ala system
(Fig. 2.3a) seems to derive, in large part, from the geometric match between the
two components [29, 30]. The relatively rigid scaffolds (aromatic rings) and linkers
[p-substituted aromatic rings for the vancomycin derivative and short alkyl chains
(butyl) for d-Ala-d-Ala] make this match possible. ITC measurements revealed
that the enthalpy of binding (�Ho

avidity = –40 kcal mol–1) was approximately three
times that of the monovalent interaction [�Ho

affinity = –12 kcal mol–1, as predicted
by theory; Eqs. (3), (6)] [29]. The unfavorable entropy of binding (–T�So

avidity =
18 kcal mol–1), however, was approximately 4.5 times that of the monovalent inter-
action (–T�So

affinity = 4.1 kcal mol–1) ; and the theoretical maximum for avidity
would have the entropy of binding the same for both processes [Eq. (3)]. Using the
semi-quantitative analysis of the binding of monovalent d-Ala-d-Ala to vancomy-
cin by Williams et al. [82], we estimated a conformational entropy loss (–T�So

conf )
of ~ 41 kcal mol–1 upon complexation [30]. Averaging this entropy over the 27 total
rotors of the trivalent molecules that were frozen upon complexation, gave
–T�So

conf ~ 1.5 kcal mol–1 per rotor frozen upon complexation (in good agreement
with the estimate of Page and Jencks [46], but higher than a simple theoretical es-
timate of 0.7 kcal mol–1; Section 2.4.5). The remarkable result was that the loss in
conformational entropy was almost exactly offset by the gain from translational
and rotational entropy of linking the ligands (and receptors) together (–T�So

conf ~
–2T�So

trans,rot) in the most likely model. Even though the observed enhancement
in binding for this system fell far short (by a factor of ~ 1011) of the maximum ex-
pected theoretically [Eq. (3), Fig. 2.4], it remains one of the tightest-binding exam-
ples of a low molecular weight ligand–receptor interaction in water. This system
also demonstrates that large enhancements (� = 1011) are possible, even if the the-
oretical, maximum benefit of multivalency is not obtained.
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2.5.2.2 Cooperativity (and the Role of Enthalpy) in the "Chelate Effect"
Toone and co-workers have interpreted their thermodynamic studies of the chela-
tion of Ca(II) ion by the tetravalent chelating agent EDTA to indicate that the high
avidity binding is primarily due to a favorable enthalpy, not a favorable entropy
[31]. This result is in contrast to the theoretical treatment [Eq. (3)] that predicts an
entropic origin for the increased avidity of multivalent systems. The monovalent
interaction (acetate binding to Ca(II)) has an unfavorable enthalpy (�Ho

affinity =
+1.3 kcal mol–1; –T�So

affinity = –3.0 kcal mol–1) compared to the favorable value for
tetravalent EDTA (�Ho

avidity = –5.3 kcal mol–1; –T�So
avidity = –6.7 kcal mol–1). Ac-

cording to our definition of cooperativity (Section 2.4.4), this interaction is there-
fore an example of cooperativity of the ligand sites [�Ho

avidity < 4�Ho
affinity; Eq. (6)].

The investigators hypothesized that the origin of this cooperative behavior is a relief
of charge–charge repulsion [83–85] in the unbound state of EDTA upon binding to
Ca(II). This charge–charge repulsion may also make the unbound state of the li-
gand rigid; and this restricted motion would lead to an insignificant loss of confor-
mational entropy (Section 2.4.5) upon binding to Ca(II) [–T�So

conf ~ 0 kcal mol–1;
Eq. (3)], since the ligand is also rigid when fully associated with the calcium ion.
Indeed, the investigators observed similar entropies of binding for a series of
homologous ligands with equivalent valency but with different numbers of rotors
between the ligands [31].

2.5.2.3 Oligovalency in the Design of Inhibitors of Toxins
Kitov, Bundle, Hol, Fan, and co-workers designed penta- and decavalent glycoside
ligands for AB5 family toxins, including Shiga-like toxin, cholera toxin, and heat
labile E. coli enterotoxin [22, 32, 38–40]. The ligands were designed with approxi-
mate five-fold symmetry, to match that of the toxins. The linkers in these designs
are long (~12 ethylene glycol units) and flexible; these characteristics ensure that
the pendant glycosides can bind to the receptors around the periphery of the toxin
(Fig. 2.3c). X-ray crystal structures of both Shiga-like [32] and cholera [39, 40] tox-
ins bound to the penta- and decavalent ligands were unable to resolve the central
core (scaffold) and linkers of the ligands; these results suggest a highly disor-
dered, flexible region. While theory predicts that long, flexible linkers would be
subject to large losses of conformational entropy (–T�So

conf) upon binding (Section
2.4.5), the toxin ligands still bind with high avidities (values of � up to 107). We
discuss this apparent contradiction in Section 2.6.3. The observed avidities are
much lower than the maxima expected from theory, however (Fig. 2.4); and so
large losses in conformational entropy could be making unfavorable contributions
to the avidities. There are no calorimetric data for the binding of these penta- and
decavalent ligands to their toxin receptors, so we are not able to comment on the
relative enthalpic and entropic (e.g., –T�So

conf) contributions to the avidity of bind-
ing.

The work with decavalent ligands introduces another, important design princi-
ple: using one multivalent receptor (protein) to pre-organize and present a multi-
valent ligand to another multivalent receptor (Fig. 2.3c). Crystal structures and
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dynamic light-scattering experiments demonstrate that the decavalent inhibitors
of both Shiga-like [32] and cholera [39] toxin dimerize the pentameric toxins.
Fan, Hol, and co-workers extended this strategy to form heterodimers of two dif-
ferent pentavalent proteins (cholera toxin and human serum amyloid P compo-
nent) using a hetero-bivalent ligand [86]. The hetero-bivalent molecule and one
protein were pre-incubated, forming a new pentavalent ligand that was then in-
troduced to the other protein. They observed enhancements (�) of up to three or-
ders of magnitude in the value of IC50 (Section 2.5.1) for the binding of the com-
plex of hetero-bivalent ligand and cholera toxin to surface-bound human serum
amyloid.

In ELISA-like assays, where only 1 :1 binding is possible, the decavalent inhibi-
tors bound to the toxins with a higher avidity (by a factor of 10–100) than do the
corresponding pentavalent ligands [22, 39]. A possible explanation for this obser-
vation is that the avidity entropy [Eq. (3), Fig. 2.5] becomes important when the
decavalent ligands bind to a pentavalent receptor [22].

2.5.2.4 Bivalency in Solution and at Well Defined Surfaces (SAMs)
Reinhoudt, Huskens, and co-workers studied the binding of a bivalent adamantane
derivative (bivalent ligand), both to a bivalent cyclodextrin derivative (by ITC), and
to a SAM displaying a saturating coverage of cyclodextrins (by SPR; Fig. 2.3d) [34].

In solution, calorimetric data demonstrated that the enthalpy of binding of the
bivalent adamantane to bivalent cyclodextrin (CD) was approximately two-fold
that for bivalent adamantane to monovalent CD (�Ho

avidity = –14.8 kcal mol–1,
�Ho

affinity = –7.0 kcal mol–1) [34]; a result that indicated that the binding sites were
non-cooperative [Eq. (6)]. The entropy of binding to the bivalent CD was signifi-
cantly more unfavorable than that for the monovalent CD (–T�So

avidity = +5.1 kcal
mol–1, –T�So

affinity = +0.6 kcal mol–1), and much more unfavorable than expected
from theory [Eq. (3) predicts the same entropic cost for the bivalent and monova-
lent associations for the theoretical maximum of avidity]; and this unfavorable
term reduced the enhancement (�) to ~300 from the maximum enhancement
from theory of ~109 (Fig. 2.4). Both the bivalent adamantane and bivalent CD con-
tained linkers of oligo(ethylene glycol), which is expected to be very flexible and re-
sult in a large loss in conformational entropy (–T�So

conf > 0) upon association
(Section 2.4.5, Fig. 2.7).

The investigators observed that the bivalent adamantane bound more tightly
(by ~103) to a SAM displaying a saturating coverage of CD than to the bivalent
CD in solution [34]. They calculated the effective concentration (Ceff; Section
2.4.3) for binding in each (in solution, Ceff � 1.8 mM; at the surface,
Ceff � 200 mM); this Ceff ~102 greater at the surface than in solution is consistent
with the observation that binding at a surface is tighter than in solution. Fig-
ure 2.3 d shows the difference in Ceff graphically: there are more cyclodextrin re-
ceptors available on the surface of the SAM than in solution, within the probing
volume of the uncomplexed adamantane (defined by the average end-to-end dis-
tance between the complexed and uncomplexed adamantanes). The investigators
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extended this work to the binding of ligands with different valencies (dendrimers
with pendant adamantane or ferrocene moieties, and polymers displaying ada-
mantane) to cyclodextrin SAM surfaces [41, 87–89] They did not, however, exam-
ine the binding of oligovalent adamantanes to surfaces with different mole frac-
tions of cyclodextrin.

2.5.2.5 Polyvalency at Surfaces (Viruses, Bacteria, and SAMs)
Polymers are useful as polyvalent scaffolds in three circumstances: (i) when it is
technically difficult, impractical, or undesirable to design a multivalent ligand that
matches a multivalent receptor geometrically, (ii) when the objective of the asso-
ciation is not just to fill the active site of the receptors with ligand, but to serve
some other function (e.g., putting a layer of polymer on a surface to prevent adhe-
sion, presenting a second type of ligand at a surface, attaching a hapten or a fluor-
ophore to the surface, or delivering a drug compound to the cell) [4–10, 14, 15, 43,
90, 91] (Fig. 2.8), and (iii) when one wishes to present multiple types of ligands, in
a polyvalent fashion, to one multivalent species (e. g., a cell surface with multiple
types of receptors [5, 7]) [1, 16].

In one example, we designed and synthesized polyacrylamides with side-chains
of sialic acid (Fig. 2.3 e); these polymers inhibited the binding of influenza virus
to erythrocytes (an interaction that occurs via the binding of hemagglutinin, a cap-
sid coat protein on influenza virus, to sialic acid groups at the termini of the oligo-
saccharides on the surface of erythrocytes) [4–10, 90]. In cell-based assays (hemag-
glutination), the best of these polymers displayed enhancements (�) of 109 (based
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Fig. 2.8
Schematic representations of two different applications of poly-
mers in binding to the cell walls of pathogens. (a) The polymer
binds to the pathogen and prevents its association with a host
cell through steric repulsion (steric stabilization). (b) A polymer
presenting two different types of functional elements (bifunc-
tional polymer) binds to the surface of a pathogen (mediated
by one functionality, “Y”) and presents the other functionality
(o) at the surface of the pathogenic cell.



on an IC50
avidity calculated per sialic acid on the polymer) [5, 7]. Bi- and trifunctional

polymers (that is, polymers that combine sialic acid with hydrophobic substitu-
ents and neuraminidase inhibitors) were better inhibitors of adhesion than were
polymers that presented only sialic acid. This observation suggests that the poly-
mer plays two roles in inhibition: polyvalent binding of the ligands to receptors,
and steric shielding of the surface of the virus that prevents its approach to the
surface of the erythrocyte (Fig. 2.8 a) [4, 5, 7, 8].

Avidity entropy [Eq. (3), Fig. 2.5] could play a role in the binding of these poly-
mers to influenza virus particles. Species of the virus-bound polymer where some
of the ligands of the polymer are not interacting with viral receptors would have
higher avidity entropies than the species where all ligands of the polymer were
bound to viral receptors (Fig. 2.5) [6, 7]. The contribution of this term is challen-
ging to estimate because it is not possible to measure or estimate the number of
bound ligands. Regardless of the mechanism of enhancement, this work demon-
strates that polyvalency is able to convert low-affinity interactions into high-avidity
interactions.

2.6
Design Rules for Multivalent Ligands

2.6.1
When Will Multivalency Be a Successful Strategy to Design Tight-binding Ligands?

We believe that multivalent approaches will prove successful in the design of li-
gands for receptors that are themselves multivalent (for example, certain multi-
meric proteins and proteins displayed at high density on cell surfaces). Multiva-
lency can also be applied to receptors that have multiple binding sites (and that
are not themselves multimeric) in the form of hetero-oligovalency (Section 2.7.1).
The primary benefit of multivalency is the conversion of ligands with low affi-
nities (Kd

affinity ~ mM–�M) to those with high avidities (Kd
avidity ~ nM), by connect-

ing the ligands together in a way that is straightforward experimentally. This ap-
proach is easier than the de novo design (rational design) of tight-binding inhibi-
tors using computational approaches. De novo design has proven challenging due
to the conformational flexibility of many protein targets and ligands, to the diffi-
culty in estimating entropy accurately, and to poorly understood effects such as
enthalpy/entropy compensation (Section 2.4.6) [48–50, 92].

While it is apparent from Eq. (3) that higher affinity (Kd
affinity) monovalent li-

gands will, in favorable circumstances, result in higher avidity (Kd
avidity) multiva-

lent ligands, we can also predict the ideal partitioning of Kd
affinity into enthalpy

(�Ho
affinity) and entropy (�So

affinity) to optimize Kd
avidity. We predict that the highest-

avidity (Kd
avidity) multivalent ligands will be generated from monovalent ligands

that bind with the most favorable enthalpy (�Ho
affinity), for a given Kd

affinity (a con-
stant �Go

affinity). This prediction is based on Eq. (3) and is easiest to understand if
we re-arrange Eq. (3) to Eq. (7):
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�Go
avidity�i� � i�Go

affinity � �i � 1�T�So
trans�rot

� ���o
affinity � 
�� � 1���o

affinity �7�

For clarity, Eq. (7) omits contributions of conformational entropy (–T�So
conf), co-

operativity between binding sites (�Go
coop), and the avidity entropy [–RT ln(	i/

	0)] to the avidity. From the concept of enthalpy/entropy compensation (Section
2.4.6), binding events with more favorable enthalpies of binding are associated
with more unfavorable translational and rotational entropies of association; this
idea is shown by relating T�So

trans+rot to �Ho
affinity by the constant c in Eq. (7). The

more unfavorable entropy does not completely compensate for the more favorable
enthalpy, and so 0 < c < 1. Because this entropic term is “added back” in Eq. (7),
multivalent interactions that are based on monovalent interactions with more
favorable enthalpies of binding gain more in terms of free energy (more favorable)
than those based on monovalent interactions with less favorable enthalpies.

2.6.2
Choice of Scaffold for Multivalent Ligands

The spacing of receptors in an oligovalent protein is defined by the system (as it
occurs naturally). For this reason, our design rules focus on the multivalent
ligand; specifically, we discuss the scaffold for tethering the ligands together (Sec-
tion 2.6.2), and the linker to connect the ligands to the scaffold (Section 2.6.3;
Fig. 2.9a). We do not attempt to discuss design of the ligands themselves and sim-
ply assume that the “best” choice of ligand is based on some combination of avail-
ability, ease of modification, affinity, and other biological and physical (e.g., solu-
bility, stability) properties.

2.6.2.1 Scaffolds for Oligovalent Ligands
The design of oligovalent ligands often requires a scaffold that serves to present
the ligands (attached by linkers) to the oligovalent receptor (Fig. 2.9a). Figure 2.9b
shows some of the common scaffolds that have been used to connect ligands in
the design of oligovalent ligands [16]. A common approach is to use a rigid central
element to minimize the loss in conformational entropy upon complexation (Sec-
tion 2.4.5). Most of the ligand scaffolds are planar, to facilitate the matching of dis-
tances and angles in the target oligovalent receptor. The scaffold should also
match the symmetry of the target receptor (e.g., the design of a pentavalent ligand
starting with a pentacyclen scaffold and five pendant ligands in studies of binding
to pentavalent cholera toxin [36, 38, 40]). A mismatch in these design elements
with the biological target will result in strain in the receptor–ligand interactions
and could result in steric repulsion between scaffold and receptor; both of these
effects will reduce the avidity.

In certain cases (primarily bivalent ligands), the ligands have been directly con-
nected to one another via a linker without a scaffold (Fig. 2.9 a) [100, 102, 104,
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Fig. 2.9
Scaffolds and linkers for oligovalent ligands
[16]. (a) Schematic showing the different parts
of an oligovalent ligand: the scaffold, linkers,
and ligands. The right-most structure shows
a bivalent ligand that does not contain a scaf-
fold. (b) Representative examples of scaffolds
that have been used in oligovalent ligands of
different valency: bivalent (1,4-phenylene dia-
mine [93]), trivalent (trimesic acid [29, 30] and
1,3,5-cyclohexane tricarboxylic acid [94]), tetra-
valent (porphyrin [95] and calixarene [27]), and
pentavalent (glucose [22, 32] and pentacyclen
[38]). The only reported examples of oligova-

lent ligands containing scaffolds of 1,3,5-cyclo-
hexane tricarboxylic acid or calixarene are stu-
dies in organic solvents. (c) Representative
examples of linkers that have been used in oli-
govalent ligands: ethylene glycol [22, 32, 38],
alkyl [29, 30], glycine [96], sarcosine [97], di-
acetylene [98], biphenyl [99], proline [100, 101],
DNA [102], and piperidine [103]. The bivalent
ligand containing the diacetylene linker was
studied in an organic solvent (no aqueous ex-
amples are reported). A more expansive collec-
tion can be found in the book by Choi [16].



105]. This design maximizes the avidity entropy (Section 2.4.2) because the num-
ber of states for the fully associated receptor–ligand complex is at a maximum
(there are more ways to arrange the receptor–ligand complex than when the li-
gands are bound to a rigid scaffold). Kitov and Bundle discussed the influence of
topology of the oligovalent ligand on avidity entropy [22]. There is a trade-off be-
tween minimizing the loss in conformational entropy (Section 2.4.5) and maxi-
mizing the avidity entropy in selection of a scaffold.

2.6.2.2 Scaffolds for Polyvalent Ligands
The two common types of scaffolds for polyvalent ligands are linear, random-coil
(e. g., polymers) or approximately spherical (e.g., dendrimers; Fig. 2.10) [16]. Un-
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Fig. 2.10
Representative examples of scaffolds for polyvalent ligands: polyacrylamide [6, 7,
110], ROMP [106], poly(p-phenylene ethynylene), PAMAM dendrimer first genera-
tion [111], and protein [109, 112]. The protein was rendered as a molecular surface
(shaded gray) with displayed ligands shown in black using Swiss PDB Viewer and
deposited atomic coordinates (PDB 1V9I) [113]. A more expansive collection of
scaffolds for oligovalent ligands can be found in the book by Choi [16].



branched polymers have the advantage that they may be better able to interact
with a number of cell surface receptors than can dendrimers. Dendrimers have
the advantage that they have a relatively small influence on the viscosity of a solu-
tion, while extended, linear polymers can make solutions intractably viscous. The
flexibility of polymers can be varied by the selection of the backbone: flexible (e. g.,
polyacrylamide) [2, 4–10, 14, 15, 90, 106, 107] or rigid [e.g., poly(p-phenylene ethy-
nylene)] [108]. Rigid polymers often have poor solubility in water, and are often
not truly rigid [101]. We have reported the use of proteins as scaffolds for mono-
disperse polymers: lysine residues of proteins were perfunctionalized with ligands
[109]. These scaffolds can be either roughly spherical (if the modified protein is al-
lowed to re-fold into its native state) or extended (if analysis is conducted under
denaturing conditions, in non-aqueous solvents, or if the native structure of the
protein is so significantly perturbed that it cannot re-fold).

2.6.3
Choice of Linker for Multivalent Ligands

Figure 2.9c shows some common linkers that have been used in the literature to
connect the ligands to the scaffold for multivalent ligands [16]; the linkers are ar-
ranged approximately in order of decreasing flexibility. We proceed to discuss the
advantages and disadvantages of using rigid (Section 2.6.3.1) and flexible (Section
2.6.3.2) linkers in the design of multivalent ligands.

2.6.3.1 Rigid Linkers Represent a Simple Approach to Optimize Affinity
The simplest theory (Section 2.4.5) suggests using rigid linkers (those at the bot-
tom of Fig. 2.9c) for multivalent ligands to optimize avidity for multivalent recep-
tors. Such linkers (Fig. 2.11 a) minimize the loss in conformational entropy upon
complexation, but maximize the risk of unfavorable interactions between ligands,
linkers, and receptors. The loss in conformational entropy reflects the restriction
of modes of motion of the linker upon complexation (Fig. 2.7). The length of the
linker should place the ligands at a distance that approximately matches the dis-
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Fig. 2.11
Schematic representation of two different approaches to linker
design for oligovalent systems: (a) a rigid linker whose length
exactly matches the spacing of the receptor binding sites,
(b) a flexible linker that interacts favorably with the surface of
the receptor upon binding.



tance between binding sites of the multivalent receptor. This approach requires,
of course, extensive experimental study into the system (e.g., spacing and geome-
try of binding sites, etc.); computational study may also be useful, although it has
not so far been helpful. Otherwise, a poor fit (e. g., destabilizing, non-bonded in-
teractions between the linker and the receptor, less-than-ideal interaction between
each receptor and ligand due to sub-optimal positioning by linker) will result and
yield a protein–ligand complex with low stability.

2.6.3.2 Flexible Linkers Represent an Alternative Approach to Rigid Linkers
to Optimize Affinity
An alternative approach to using rigid linkers is to use flexible linkers in the design
of multivalent ligands. A flexible linker can adopt a number of conformations with-
out steric strain (unlike rigid linkers) and allow the multivalent ligand to sample
conformational space to optimize the binding of the tethered ligands to multiple re-
ceptors. This sampling of conformational space reduces the possibility of a steri-
cally obstructed fit, a circumstance that can occur readily with rigid linkers. The
flexible linker should be longer than the spacing between receptors in the multiva-
lent receptor target to allow this sampling of conformational space; but “how much
longer is optimum?” is not a question that has, so far, been answered. This ap-
proach can, theoretically, generate a design that suffers from a significant loss in
conformational entropy on binding (by requiring a defined conformational state
for a number of rotors upon complexation; Fig. 2.7) and thus an increase in Kd

avidity.
If the linker is able to interact favorably with the oligovalent receptor, favorable
enthalpic contacts [�Ho

linker < 0, Eq. (3)] might make association less unfavorable
than expected based on this model (Fig. 2.11 b). Alternatively, a model based on ef-
fective concentration (Fig. 2.6) predicts a much smaller loss in conformational en-
tropy upon complexation for long, flexible linkers than the model based on the as-
sumption of bonds that are free rotors, which become completely restricted upon
oligovalent receptor–ligand association. This Ceff model has been used to rationa-
lize the tight-binding (low values of Kd

avidity) observed for oligovalent sugars tethered
by flexible linkers binding to pentavalent toxins (Section 2.5.2.3) [38, 105].

2.6.4
Strategy for the Synthesis of Multivalent Ligands

The synthesis of oligovalent ligands (the connection of the individual ligands to
the linkers and the scaffold) generally follows established methods of small-mole-
cule organic synthesis and will not be discussed here. We also do not discuss the
synthesis of polyvalent ligands such as dendrimers, because their synthesis has
been discussed in detail elsewhere [114–116]. We focus instead on polymers (the
most common types of polyvalent ligands). There are two general approaches to
the synthesis of polyvalent polymers: polymerization of ligand monomers (Sec-
tion 2.6.4.1), and reaction of ligands with a pre-formed activated polymer (Sec-
tion 2.6.4.2).
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2.6.4.1 Polyvalent Ligands: Polymerization of Ligand Monomers
Kiessling and co-workers polymerized ligand-functionalized monomers directly,
using ring-opening metathesis polymerization (ROMP) [117, 118]; this process
yields fully functionalized polymers of controllable valencies and lengths
(Fig. 2.10) [13, 106, 112, 119–121]. Polymers with less than quantitative loading of
ligand have been synthesized by co-polymerizing ligand-functionalized and un-
functionalized monomers [6, 110]. The loading of the polymer with ligand de-
pends on the ratio of ligand-functionalized to unfunctionalized monomer and
their relative reactivities [122]. This approach of polymerizing ligand-functiona-
lized monomers offers the following advantages: (i) monomers can be fully char-
acterized before polymerization, and (ii) controllable valencies are accessible using
ROMP. There are several disadvantages: (i) the need for polymerization techni-
ques that are compatible with the functional groups on the ligand, (ii) the diffi-
culty in synthesizing ligand-functionalized monomers, (iii) the difficulty in pre-
dicting the loading density of ligands (when ligand-functionalized and unfunctio-
nalized monomers are co-polymerized and have a difference in reactivity towards
polymerization), and (iv) the difficulty in determining the distribution of ligands
(when ligand-functionalized and unfunctionalized monomers are co-polymerized)
along the polymer backbone (block co-polymers or random co-polymers often can-
not be readily distinguished).

2.6.4.2 Polyvalent Ligands: Functionalization with Ligands after Polymerization
In the other common synthetic route to polyvalent polymers, monomers with reac-
tive groups (e.g., activated carboxylic acids) have been synthesized and then poly-
merized [7, 107, 123]. In a subsequent step, the activated polymer is allowed to react
with the desired ligands. The loading is controlled by the amount of ligand that is
allowed to react with the polymer (reaction yields are often nearly quantitative [7]).
This approach offers many advantages: (i) large amounts of activated polymer can
be synthesized and then coupled with different amounts of ligand (allowing screen-
ing of the influence of ligand density of the polymer on biological activity), (ii) li-
gands with diverse functionality can be used because the ligands are introduced
after polymerization, (iii) these ligands are often easier to synthesize than ligands
activated for polymerization, (iv) synthesis of multifunctional polymers (containing
two or more different functionalities) is straightforward, and (v) constant length
and polydispersity of polymers are ensured if the same batch of activated polymer
is coupled to different types or amounts of ligands. The constant polymer backbone
removes a complicating variable from determining the effect of different types and
densities of ligand(s) on biological activity. The approach has the following disad-
vantages: (i) it can be challenging to obtain fully functionalized polymer, (ii) the ac-
tivated polymer (e. g., N-hydroxysuccinimidyl-containing polymer) is often suscep-
tible to hydrolysis or other side reactions, and (iii) determining the composition of a
polymer after functionalization with ligand can be challenging (1H NMR can be
used, but the resonances are usually quite broad. When the ligand contains chro-
mophores, UV-Vis offers a more quantitative alternative to NMR) [15, 42].
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2.7
Extensions of Multivalency to Lead Discovery

2.7.1
Hetero-oligovalency Is a Broadly Applicable Concept in Ligand Design

All of the theory regarding homo-bivalency applies to hetero-bivalent systems, with
appropriate incorporation of multiple dissociation constants for the monovalent in-
teractions and statistical factors. Further, hetero-bivalency is expected to be more
broadly applicable than homo-bivalency, since it is applicable to problems requiring
the ability to target monomeric proteins, which do not contain multiple, proximate,
identical binding sites, but may have “sticky” sites adjacent to binding sites.

The examples presented here are merely meant to be representative of the appli-
cation of hetero-bivalent ligands to target monomeric proteins (proteins which do
not have two identical binding sites). The additional site can be either a hydropho-
bic patch on the protein or a binding site for a second substrate [124]. Using a model
protein for ligand design – carbonic anhydrase II (CA) – we demonstrated this tar-
geting of a secondary site (a hydrophobic patch) near the active site of an enzyme
[96, 125, 126]. This patch was relatively non-discriminating towards the type of hy-
drophobic group in the ligand, depending only on the size of the group: for in-
stance, ligands with benzyl, adamantyl, and octyl groups all bound with roughly the
same (~ nM) avidity [96]. Finn, Sharpless, and co-workers applied a Huisgen 1,3-di-
polar cycloaddition templated by acetylcholinesterase to generate a tight-binding
ligand for the enzyme (Kd

avidity = 77–410 fM) from known monovalent ligands
(Kd

affinity ~ nM–�M) that bound two different sites on the enzyme: the active site
and a “peripheral” site at the rim of the active site gorge [127]. Rosenberg, Fesik,
and co-workers reported similar covalent tethering to synthesize a high-avidity
(Kd

avidity �1 nM) hetero-bivalent ligand for Bcl-2 family proteins from low-affinity
monovalent ligands (Kd

affinity ~ mM) to an active site and an adjacent hydrophobic
patch (Chapter 9) [128]. Parang and Cole reviewed the application of hetero-bivalent
ligands to protein kinases, enzymes that transfer a phosphate group from adeno-
sine triphosphate (ATP) to protein targets [129]. These ligands usually consist of a
nucleotide analog and a peptide to bind to the ATP-binding site and protein-binding
site of the enzyme, respectively. Such bisubstrate inhibitors were shown to exhibit
selectivity between the members of the family of protein kinases. Theravance (San
Francisco, Calif.) [130] reported the synthesis [131, 132], in vitro antibiotic activity
against conventional and antibiotic-resistant strains of bacteria [133–135], and
phase II clinical trials of telavancin [136], a derivative of vancomycin containing a
hydrophobic and a hydrophilic side-chain [131]. The anti-bacterial action of telavan-
cin occurs by two mechanisms: disruption of cell wall biosynthesis (similar to van-
comycin itself) in Gram-positive bacteria, and depolarization (i. e., disruption) of
the bacterial cell membrane [135]. An injectable form of the compound is currently
in Phase III clinical trials for the treatment of complicated skin and skin structure
infections (cSSSI) and hospital-acquired pneumonia (HAP) [131]. Telavancin de-
monstrates the therapeutic potential of hetero-bivalent ligands.
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2.7.2
Dendrimers Present Opportunities for Multivalent Presentation of Ligands

A number of sugar-displaying dendrimers have been evaluated for binding to lec-
tins or the inhibition of hemagglutination induced by either bacteria or lectins.
Lundquist and Toone reviewed these studies [17]. In particularly well controlled
studies, Cloninger and co-workers examined the influence of PAMAM dendrimer
size (generations 1–6) and loading density of mannose on Con A-induced hemag-
glutination of erythrocytes [111, 137, 138]. They found that, for fully mannose-
functionalized dendrimers, only large dendrimers (generations 4–6 with >50 su-
gars per dendrimer) were able to inhibit hemagglutination with significant en-
hancements; they attributed this result to the large dendrimers being able to bind
bivalently to Con A (the spacing between binding sites on Con A is ~6.5 nm)
[137]. In a follow-up study, they examined the influence of loading density of man-
nose on the dendrimer on hemagglutination [111]. The enhancements (on a per
mannose basis) for the different-sized dendrimers (generations 4–6) all peaked at
~50% of the maximal loading of mannose (maximum enhancements of 250–600,
scaling with generation number, were observed). The investigators speculated that
steric interactions between mannose residues decreased the enhancement at
higher loadings. The enhancement (on a per dendrimer basis) increased monotoni-
cally with the loading density; this increase (with no peak) was attributed to statis-
tical effects (avidity entropy).

Dendrimers are also promising as agents in human health care [115, 139]. Star-
pharma (Australia) [140] recently completed Phase I clinical trials on VivaGel, a to-
pical vaginal microbicide that prevents infection by HIV in vivo (primate models)
[141]. The active ingredient in VivaGel is a fourth generation dendrimer
(SPL7013) decorated with naphthalene disulfonate groups; this polyanionic coat-
ing is believed to bind to the viral coat (presumably, via electrostatic interactions)
and prevent the attachment of the virus to host T cells [142].

2.7.3
Bivalency in the Immune System

IgG and IgE antibodies, prime components of the immune system, are bivalent
proteins containing two identical receptors (Fab sites; Fig. 2.12) [21]. When bind-
ing bivalently to a surface (Fig. 2.12 a) or to a soluble bivalent ligand (Fig. 2.12 b),
we postulate that the enhancement (�) for a given antibody is inversely propor-
tional to the monovalent dissociation constant (Kd

affinity) and directly proportional
to the effective concentration (Ceff) of ligand near an available receptor (Fig. 2.12).
If we assume Ceff to be constant for all antibodies (that is, that they have the same
average distance between Fab sites), then greater enhancements will result from
higher affinity (lower Kd

affinity) ligands. At cell surfaces, the enhancement for the
binding of a polyclonal mixture of IgG with high monovalent affinity (average
Kd

affinity ~ 1 nM) to the surface of Bacillus sp. was ~100 [143]. Cremer and co-work-
ers examined the binding of a polyclonal mixture of IgG to phospholipid mem-
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Fig. 2.12
Binding of bivalent antibodies (IgG or IgE) to
bivalent ligands and surfaces. (a) The step-
wise equilibria characterizing binding of an
antibody bivalently to a surface displaying li-
gands are shown. The dissociation constant
for the second step (Kd

intra) is taken to be the
theoretical value assuming no cooperativity
between Fab sites (Fig. 2.6). (b) Two different
pathways are available to antibodies binding
to bivalent ligands in solution depending on
the length of the linker in the bivalent ligand
[100, 145]. The dissociation constants for the
top pathway (intramolecular ring closure) are
analogous to those in (a). The enhancement

(�) applies to both (a) and the top pathway in
(b). (c) IgE bound to mast cells by their Fc re-
gions can bind to bivalent ligands in two differ-
ent pathways analogous to those in (b), again
depending on the length of the linker in the bi-
valent ligand [102, 146]. These two pathways
have different effects on degranulation of the
mast cells: bivalent ligands with long linkers
form “cyclic monomers” and inhibit degranu-
lation, while bivalent ligands with short linkers
cross-link the surface-bound IgEs and induce
degranulation. The two IgEs are shaded differ-
ently to aid visualization of the aggregate.



branes containing ligand lipids; an enhancement of ~40 was observed for the
weak-affinity system studied (Kd

affinity ~ 50 �M) [144].
Pecht, Licht, and co-workers used bivalent ligands with long, rigid poly(proline)

linkers to examine the formation of soluble IgE “closed monomers”: both receptor
sites of the antibody were bound to the same bivalent ligand (Fig. 2.12 b, top path-
way) [100]. They measured enhancements of roughly the same order of magni-
tude (� ~ 20) for medium-affinity ligands (Kd

affinity ~ 0.1 �M) containing suffi-
ciently long linkers to bridge both Fab sites as for the cell-surface results. The rela-
tively low enhancements observed in these studies indicate low values of Ceff of a
ligand in proximity to an available (unbound) Fab site of the antibody. Consistent
with this low value of Ceff, crystal structures revealed that the two receptors on an
antibody are ~8 nm apart and are flexibly coupled to one another [147–149]. We
expect this large distance and flexible coupling to increase the entropic cost of as-
sociation (Section 2.4.5).

A number of investigators showed that bivalent ligands too short to form
“closed monomers” can form discrete cyclic antibody aggregates (e. g., cyclic
dimers where two antibodies are bridged by two bivalent ligands; Fig. 2.12 b, bot-
tom pathway) [104, 150–156]. In solution, these aggregates were shown to be
stable on relatively long time-scales (for analysis by HPLC and ultracentrifuga-
tion) [104, 155–157].

Holowka and Baird discussed the importance of aggregation of IgE (that are
bound to mast cells by their Fc region) on the release of histamine, a process re-
ferred to as degranulation (Fig. 2.12 c) [158]. Degranulation of mast cells can be
either inhibited or promoted by the binding of oligovalent ligands to IgE bound to
mast cells: long oligovalent ligands that can form “closed monomers” (i. e., span
both Fab sites of an IgE; bind intramolecularly to one IgE) can inhibit degranula-
tion (Figure 2.12 c, top pathway), while short oligovalent ligands that aggregate
IgEs intermolecularly result in degranulation (Fig. 2.12 c, bottom pathway). Baird
and co-workers reported the inhibition of degranulation of mast cells by bivalent
ligands containing long oligo(ethylene glycol) linkers (�9 units) [146] and long
DNA linkers (30-mer; bivalent ligands with shorter DNA linkers promoted degra-
nulation) [102], and by large ligand-displaying dendrimers (smaller dendrimers
promoted degranulation) [146]. They observed enhancements (�) of up to 100.
Ligands that inhibit the degranulation of mast cells could be useful in the treat-
ment of allergies.

2.7.4
Polymers Could Be the Most Broadly Applicable Multivalent Ligands

We demonstrated that polymers displaying two types of functionalities (bifunc-
tional polymers) can bind to and display a functional element on the surface of
synthetic surfaces (SAMs) and bacterial surfaces [15]. In this proof-of-principle de-
monstration, the polymer-labeled surface was efficiently bound by antibodies (di-
rected against the functional element); this binding shows that a new functional-
ity can be introduced onto a surface by using bifunctional polymers. This approach
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should be general: as long as a recognition element (ligand) with some affinity
(Kd

affinity ~ mM–�M) can be found, a tunable functional element (e.g., fluoro-
phore, hapten) can be incorporated onto any surface.

There are a number of conventional methods to discover ligands of moderate af-
finity for target receptors (e.g., combinatorial chemistry [159, 160], phage display
[161], de novo design [92]). Our work designing polymers that were effective
against anthrax toxin demonstrated the discovery of a low-affinity ligand and the
conversion of this ligand to a high-avidity inhibitor using polyvalency [42]. A pep-
tide that inhibited the assembly of the components of anthrax toxin with low affi-
nity (IC50

affinity = 150 �M) was discovered by phage display and was converted by
polyvalency into a high-avidity polymer (IC50

avidity = 20 nM on a per-peptide basis).
This polymer was effective in protecting an animal model against challenge with
purified components of anthrax toxin [42].

Kiessling and co-workers demonstrated that the enhancement of sugar-display-
ing polymers in the inhibition of binding of model leukocytes to artificial surfaces
is greater in dynamic, cell-rolling assays (Section 2.5.1; � = 170 on a per sugar
basis) than in static, cell-free assays (� = 5 on a per sugar basis) [2]. Since the dy-
namic assays are more physiologically relevant than the static ones, these results
suggest that this polymer could be more effective in vivo than predicted by static
assays. Generalizing this single result to the potential in vivo efficacy of other poly-
mers is, of course, not possible. Kiessling and co-workers also investigated the
clustering of cell-surface receptors by multivalent polymers displaying galactose
and the influence of this clustering on such downstream effects as bacterial che-
motaxis [11–13, 162].

Copaxone (glatiramer acetate), marketed by Teva Pharmaceuticals (Israel), is an
example of a highly successful polymer therapeutic [163]. Glatiramer acetate is a
large (average MW = 5–11 kDa) synthetic polypeptide of l-Ala, l-Glu, l-Lys, and
l-Tyr (a mimic of myelin basic protein) that is random in distribution but defined
in composition [164]. It has been approved for the treatment of patients with re-
lapsing-remitting multiple sclerosis (RR-MS; reducing the frequency of relapses
and disease progression in clinical studies) [165]. While the exact mechanism of
action is unknown, the polypeptide is known to attenuate patients’ autoimmune
response to myelin and to reduce both the inflammation and neurodegeneration
associated with the disease [164]. An oral form of glatiramer acetate is effective in
the treatment of models of MS in vivo (rodents and primates) [166, 167]. It has not
yet, however, shown statistically significant results in human clinical trials (as of
2005, Phase II clinical trials were ongoing) [163]. The oral form of the drug has
been shown to be non-toxic, providing hope that perhaps higher doses will be ef-
fective at treating the disease in humans [167, 168].
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2.8
Challenges and Unsolved Problems in Multivalency

A number of unanswered questions about multivalency still remain: Why do we
not achieve the theoretical maximum of enhancement in any multivalent system
[even with seemingly well designed systems such as trivalent d-Ala-d-Ala/vanco-
mycin (Section 2.5.2.1; Fig. 2.4)]? Why does the experimentally observed avidity
not scale with valency (i; Fig. 2.4)? What principles of design will allow one to ap-
proach this theoretical maximum?

What is the best linker for a multivalent ligand (in terms of length, flexibility,
chemical composition)? What is the mechanism of polyvalent binding to surfaces
(e.g., polymers and dendrimers)? How do we design the most effective multiva-
lent ligands? How can this effectiveness be demonstrated (e. g., what kinds of as-
says?) in a way that attracts the active interest of the pharmaceutical industry?

How should multivalent ligands (primarily polyvalent ones) be manufactured
for therapeutic use? Will the innate polydispersity of polymers pose exceptional
problems in regulatory clearance [169]?

2.9
Conclusions

Multivalency can convert weak monovalent ligands into oligovalent ligands effec-
tive at low concentrations. The discovery of low-affinity monovalent ligands
(Kd

affinity ~ mM–�M) is less challenging than that of high-affinity monovalent
ligands (Kd

affinity ~ nM). These weak monovalent ligands can be discovered
through rational design or through screening efforts (e. g., combinatorial chemis-
try [159, 160], phage display [42, 161]). For a hetero-bivalent inhibitor, the second
binding site can be as non-specific as a hydrophobic patch on a monomeric pro-
tein, or can involve an additional substrate binding site. Polyvalent ligands present
new mechanisms of action that are not available to monovalent ligands. Examples
include steric inhibition of binding to a surface [4, 5, 7, 8], shielding one set of re-
ceptors on a surface by binding to another set, incorporating a new functional ele-
ment onto a cell surface (e. g., “painting” a bacterial surface with antigens) [14, 15,
170], “cloaking” the antigenicity of a surface, and forming structured aggregates
of antibodies and other species.

The design principles and mechanism of action of multivalency are still not en-
tirely clear. For instance, Kitov and Bundle designed a decavalent ligand to bind
1 :1 with the pentavalent Shiga-like toxin (to take advantage of two of the three re-
ceptor sites per monomer) [32]. They discovered, surprisingly, that a 2 :1 complex
of toxin to inhibitor was favored (Section 2.5.2.3). This example illustrates some of
the limitations of our understanding of multivalent ligand design.

Multivalent ligands are generally larger (higher molecular weight) than mono-
valent ones. This greater size can decrease bioavailability (especially oral bioavail-
ability), decrease rates of excretion, and limit tissue permeation. Multivalent
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ligands are typically more difficult to synthesize and characterize than monovalent
ones. Polymers (the most common polyvalent ligands) are not single chemical en-
tities and require special techniques for reproducible synthesis and manufacture.
Multivalent species (especially polymeric polyvalent species) are unfamiliar to the
FDA, and from the point of regulation will require new rules and regulations be-
fore approval [169].

There are a number of potential therapeutic applications of multivalent ligands.
Hetero-bivalent ligands can, in principle, be imagined for most proteins (exploit-
ing a secondary site). The immune system relies fundamentally upon bivalency;
to interact effectively with components of it (e. g., antibodies) requires a multiva-
lent approach (Section 2.7.3). Bifunctional polymers are able to introduce a new
functional element to cell surfaces [170]. Theoretically, any class of cells (e. g.,
pathogens, cancer cells) can be targeted by this approach, the only requirement
being a ligand–receptor interaction of modest affinity (Kd

affinity ~ mM–�M) and a
reasonable surface density of receptors. We believe that polymers will be particu-
larly effective in places where their large size is an advantage rather than a disad-
vantage. Examples could include administration to the digestive tract, respiratory
system, eye, superficial wounds, and vagina, where retaining the polyvalent ligand
in that organ or structure is useful, and where release into the systemic circulation
is undesirable.
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3
Entropic Consequences of Linking Ligands
Christopher W. Murray and Marcel L. Verdonk

3.1
Introduction

A small molecule in solution possesses a considerable amount of rigid body en-
tropy associated with free translation and tumbling motions. On binding to a pro-
tein, much of this entropy is lost and this constitutes a rigid body barrier to binding
that must be overcome by favorable binding interactions between the ligand and
the protein. Estimates of the free energy barrier are important in the interpretation
of results from fragment-based drug discovery techniques. In this chapter we de-
scribe an analysis of experimental data where two ligands of known binding affinity
and binding mode have been linked to yield a molecule for which the binding affi-
nity and binding mode have also been determined. In these circumstances it is pos-
sible to obtain a crude approximation of the entropic barrier to binding which we es-
timate to be 15–20 kJ mol–1 at 298 K, that is, around three orders of magnitude in
affinity. The consequences of such a large entropic barrier to binding are discussed.

3.2
Rigid Body Barrier to Binding

3.2.1
Decomposition of Free Energy of Binding

Figure 3.1(a) shows a schematic in which a fragment-sized molecule A is bound
to a protein. Following Page and Jencks [1–3], the binding affinity for fragment A
can be written as:

�GA
total � �GA

int � �Grigid �1�

where �Grigid is the free energy associated with the loss of rigid body entropy on
binding to the enzyme; and �GA

int contains other free energy terms that contribute
to binding and includes favorable enthalpic and entropic interactions (such as hy-

55



drogen bonds, lipophilic interactions and the entropy gained by the expulsion of
water molecules from the binding site) and unfavorable terms (such as entropy
losses associated with freezing rotatable bonds or enthalpy costs associated with
fragment A not being bound in its lowest energy state). �GA

int is referred to as the
intrinsic binding affinity associated with fragment A. Note that the decomposition
in Eq. (1) is an approximation because it assumes that the two free energy terms
are independent [4].

3.2.2
Theoretical Treatment of the Rigid Body Barrier to Binding

Consider the binding of a small rigid fragment to an enzyme pocket. In solution,
the fragment has a considerable amount of translational and rigid body rotational
entropy associated with its free movement through the solution and with its tum-
bling motion, and much of this rigid body entropy is lost on specific binding to
the larger protein.

Finkelstein and Janin [5] describe a model that accounts for the rigid body
movements of a ligand when bound to a protein binding site. Their model as-
sumes that the translational entropy of a ligand, bound to a protein binding site is
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Fig. 3.1
Schematic illustrating the energetics of joining together frag-
ments that exhibit multiple site binding. (a) Fragment A binds
to the enzyme and the free energy of binding can be decom-
posed into an intrinsic affinity for the enzyme, �GA

int , and an
unfavorable term, �GA

rigid, representing the rigid body entropy
loss. (b) Fragment B binds to a different site on the enzyme;
and (c) molecule C binds with affinity greater than the sum of
affinities for fragments A and B when the fragments are joined
together ideally.



given by a similar expression to its translational entropy in the gas phase, but that
the volume accessible to the ligand is vastly reduced by the interactions it forms
with the protein. The translational entropy loss of the ligand upon binding to the
protein can then be estimated as:

�Strans � 3 R ln �x�v1�3
� �

�2�

Where �x represents the average r.m.s. amplitude (Å) in the principal directions
of the ligand, when bound to the protein, and v is the volume open to the ligand
in solution. Finkelstein and Janin also derive a similar expression for the loss of
rotational entropy starting from the gas phase rotational entropy:

�Srot � 3 R ln ���2�2�3
� �

�3�

where �� represents the average r.m.s. amplitude (radians) for rotations about the
principal axes of the ligand, when bound to the protein. The model suggests that
the loss of translational and rotational entropy is independent of molecular
weight; and in another, more detailed, theoretical analysis, Gilson and colleagues
[6] come to the same conclusion.

In the analysis below, we likewise assume that the loss of rigid body entropy is
independent of molecular weight and additionally that the loss in entropy is ap-
proximately constant. This allows us to fit the rigid body barrier to binding, using
experimental data associated with fragment linking. It should be noted however
that the assumption of a constant barrier is an approximation because, following
Searle and Williams [7], one expects the barrier to be larger for ligands forming
strong polar interactions [small �x and �� values in Eqs. (2) and (3)] compared
with ligands forming mainly lipophilic interactions (larger �x and �� values).
Greater discussion of the approximations we have adopted and comparisons with
other approaches can be found in our previous work [8].

3.3
Theoretical Treatment of Fragment Linking

Figure 3.1 (a) and (b) schematically represent two fragments binding to adjacent
pockets on a protein. The right-hand side of the figure shows how the total free
energy of binding can be decomposed into the intrinsic binding affinities of
each fragment (�GA

int and �GB
int) and the rigid body barrier to binding associated

with the fragment’s partial loss of translational and rigid body rotational entropy
(�Grigid).

Imagine joining these two molecules together to form a molecule C [shown
schematically in Fig. 3.1(c)] and writing the expression for binding affinity of mo-
lecule C as:

�GC
total � �GA

int � �GB
int � �Grigid � �GC

rot � �GC
strain � �GA�B

binding �4�
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The decomposition in Eq. (4) begins with the intrinsic binding affinities of frag-
ments A and B, and the loss of rigid body entropy for molecule C. The next term,
�GC

rot, takes account of unfavorable entropic terms as a result of introducing new
rotatable bonds which become frozen when molecule C binds to the protein.
�GC

strain takes account of any free energy loss that might have occurred as a result
of either not presenting fragments A and B optimally to their respective pockets
or as a result of strain introduced through the linker region not being in its lowest
energy conformation. The final term, �GA–B

binding, accounts for any new direct favor-
able or unfavorable interactions with the enzyme that the linker might form. It
also includes indirect interactions facilitated by the linker. For example, the act of
joining the two parts together may perturb the solvation energies of A and B, or
the presence of fragment A in molecule C can increase the intrinsic binding affi-
nity of fragment B by forming part of the pocket where B binds.

It is useful to replace the first two terms of Eq. (4) using the expressions for the
total free energies of binding of A and B shown on the right hand side of
Fig. 3.1(a) and (b):

�GC
total � �GA

total � �GB
total � �Grigid � �GC

rot � �GC
strain � �GA�B

binding �5�

We are interested in identifying a number of experimental examples in which
the affinity of two fragments and the subsequent joined molecule are known; and
this information can be used with Eq. (5) to estimate �Grigid , providing that ap-
proximations for the final three terms can be derived.

In the subsequent analysis of experimental data, we use the approach of Mam-
men et al. [9] for the estimation of the entropic penalty associated with the intro-
duction of additional rotatable bonds (that is, �GC

rot). The entropic model is based
on probabilities derived from torsional energy maps of force fields and yields en-
tropies that vary according to the rotatable bond that is fixed – for example, freez-
ing an sp3–sp3 rotatable bond between two carbons gives a free energy loss of
2.2 kJ mol–1 at 298 K. More details on our treatment of rotatable bonds and a dis-
cussion of alternative approaches are given elsewhere [8].

One of the main difficulties in applying Eq. (5) comes from estimating the
strain energy, �GC

strain . Most successful examples of joining fragments use flexible
linkers and this maximizes the chance that: (a) the fragments A and B will be
properly presented when they are joined together in molecule C and (b) that the
linker region can adopt a low energy conformation. The only practical way of
using Eq. (5) is to restrict the analysis to situations where it is reasonable to as-
sume that the strain energy is approximately zero whilst realising that the calcu-
lated values for �Grigid could be significant underestimates where these assump-
tions are erroneous [1].

The final term of Eq. (5) represents additional interactions between the joined
molecule and the enzyme (or between the joined molecule and the solvent). These
interactions are additional in the sense that they are not represented accurately by
the sum of the intrinsic affinities of fragments A and B, and they may arise from
a number of sources, as discussed above. In the analysis that follows, it is as-
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sumed that �GA–B
binding can be neglected. This assumption is more exact for some ex-

amples than for others and a few different cases are considered elsewhere [8].
Under these assumptions, Eq. (5) can therefore be simplified to:

�GC
total � �GA

total � �GB
total � �Grigid � �GC

rot �6�

and should be applicable to situations where fragments, which do not directly in-
teract with each other, are joined together in an ideal way so that they are still cor-
rectly presented to the protein using unstrained linkers that form no interactions
with the protein. In our subsequent analysis, we restrict ourselves to experimental
examples where there is structural information on the binding modes of mole-
cules C and/or molecules A and B, so that the conditions of applicability of Eq. (6)
are more likely to be met.

Equation (6) can be used to indicate the entropic consequence of linking ligands
in an ideal or approximately ideal manner. Because the rigid body barrier to bind-
ing is quite large and because in some circumstances the decrease in entropy as-
sociated with freezing rotatable bonds is quite small, the expected free energy of
binding of the optimally joined molecule is greater than the sum of the free ener-
gies of binding of the two fragments. This was first pointed out by Page and
Jencks [1–3] and is illustrated schematically in Fig. 3.1(c). Another way of thinking
about this is that the sum of the measured affinities for fragments A and B in-
cludes two unfavorable rigid body entropy barriers, whereas the measured affinity
for molecule C includes only one such unfavorable term.

3.4
Experimental Examples of Fragment Linking Suitable for Analysis

We wish to estimate the rigid body barrier to binding, using Eq. (6) based on ex-
perimental examples in which two fragments, A and B, have been linked to yield
a third molecule, C. Clearly we must restrict ourselves to situations where the affi-
nities of all three molecules have been measured accurately using a similar tech-
nique and where the actual fragments A and B (rather than related or modified
analogues) have been joined together. We also restrict ourselves to situations in
which there is experimental information on the binding mode of the molecules
because it is important to be able to assess whether: (a) the linker is in a strained
conformation, (b) the linker forms strong interactions with the protein and (c) the
fragments A and B form the same interactions when they are embedded in mole-
cule C. In a previous study [8], we reviewed several examples of fragment linking
and identified four examples that are suitable for evaluation with Eq. (6) ; and
these examples are shown in the first four rows of Table 3.1.

Since that time there have been more examples of fragment linking in the lit-
erature, so it is appropriate to assess if they are suitable for inclusion in the analy-
sis. We have gone through the recent reviews by Erlanson et al. [10] and by Rees
et al. [11], looking for additional examples where there is structural information
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and where the affinities of A, B and C appear to be precisely determined. For
the agrochemical target, adenylosuccinate synthetase (AdSS), Hanessian et al. [12]
linked together hydantocidin 5�-phosphate (HMP, 0.165 �M) and hadacidin
(3.5 �M) to yield a 43 nM inhibitor. The tertiary complex of the two fragments in
AdSS is available [13] and the fragments have very similar orientations to that ex-
hibited in a complex of the joined molecule. However, in the complex of HMP
without hadacidin [14], Arg303 forms good hydrogen bonds to the ligand and oc-
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Table 3.1 Examples of fragment linking for stromelysin (1) [19], avidin (2) [20],
tryptase (3) [21], vancomycin (4) [22, 23] and glycogen phosphorylase (5) [16].

Example Fragment A Fragment B Molecule C
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cupies a position that would clash with the ligand position of hadacidin observed
in the tertiary structure. We therefore reject this example because the intrinsic af-
finities of HMP and hadacidin separately are unlikely to be a good approximation
to the intrinsic affinities of these fragments in the joined molecule.

Another fragment linking case is presented on MMP3 in which 1-naphthyl hy-
droxamate (50 �M) is joined to various biaryl moieties and there are NMR derived
structures for the complexes [15]. This example is rejected, because Hajduk et al.
state that the relatively weak inhibitory potency of the linked compounds is due
“to suboptimal positioning of the naphthyl and/or biaryl fragments for interaction
with the enzyme”.

The final example considered in detail here is shown as example 5 in Table 3.1,
glycogen phosphorylase. Two individual copies of an indole-based inhibitor,
CP-91149, were found bound simultaneously at the dimer interface between two
monomers of glycogen phosphorylase [16]. Rath et al. simplified the indole to the
fragment shown in Table 3.1 and then linked these fragments together to obtain a
potent inhibitor for which the crystal structure has been determined. The diffi-
culty in using this example directly in our analysis is that only the crystal structure
of the joined molecule has been determined and, whilst the optimal positioning of
the indole carboxamide portion of the fragment is not in doubt because it can be
deduced from the crystal structure of the original molecule, CP-91149, the posi-
tioning of the flexible ethanolamine tail of the fragment is not known. If anything,
the crystal structure of CP-91149 is suggestive of a different placement for the
flexible side-chain than that observed in the crystal structure of the linked com-
pound shown in Table 3.1. We decided to include this example but assume that
the flexible ethanolamine chain of the fragment is not fixed in the enzyme and be-
comes fixed only in the joined molecule. (This amounts to assuming that nine ro-
tatable bonds are fixed, rather than three, when these two fragments are joined to-
gether.)

3.5
Estimate of Rigid Body Barrier to Binding

Table 3.2 gives the values of �Grigid that can be estimated from Eq. (6) using the
entries in Table 3.1. The values obtained for �Grigid range from 7 kJ mol–1 to
29 kJ mol–1, correspondingly from 1.5 orders to 5.0 orders of magnitude in bind-
ing affinity. There are two reasons why we obtain this range of �Grigid values.
First, the assumption that �Grigid is a constant is not ideal because the residual ri-
gid body entropy retained by the ligand in the complex depends on the types of in-
teractions formed between protein and ligand. In other words, there genuinely is
a range of �Grigid values, depending on the system. Second, the approximations in
Eq. (6) may lead to under or overestimates of �Grigid . For example, in the avidin
case, �Grigid is probably over-estimated because the intrinsic binding affinity of
hexanoic acid (2 b) may be much smaller in the absence of molecule 2a than
when it is contained in the molecule 2c (this effect is discussed in detail elsewhere
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[17]). In the tryptase example, �Grigid is probably over-estimated because we
decided that only four rotational bonds are introduced upon linking fragments A
and B. However, the cyclodextrin linker is very large and not completely rigid and
may also be forming favorable interactions with the enzyme.

Table 3.2 Estimates of from Eq. (6) for the examples shown in Table 3.1. �nC
rot

is the number of extra rotatable bonds in molecule C that are frozen upon bind-
ing to the protein, compared to fragments A and B. �GC

rot was calculated as
outlined in the text using Mammen et al. [9].

Example �GA
total �GB

total �GC
total �GC

rot �nC
rot �Grigid

(kJ mol–1) (kJ mol–1) (kJ mol–1) (kJ mol–1) (kJ mol–1)

Stromelysin (1) –10.1 –26.8 –43.4 +7.6 3.0 +14.1
Avidin (2) –25.5 –20.5 –70.7 +4.2 2.0 +28.9
Tryptase (3) –27.2 –27.2 –52.6 +8.5 4.0 +6.7
Vancomycin (4) –30.3 –30.3 –51.1 +30.9 13.0 +21.4
Glycogen phosphorylase (5) –28.0 –28.0 –46.9 +18.5 9.0 +9.5

In conclusion, �Grigid varies with the system, but the actual range may well be
smaller than that seen in Table 3.2, because the spread in Table 3.2 is also affected
by the approximations of Eq. (6). On the whole, we think it is best to adopt
15–20 kJ mol–1, i. e. about 3.0 orders of magnitude in the affinity, as a crude esti-
mate of the rigid body rotational and translational barrier to binding, but to realize
that it may vary, depending on the types of interactions formed in the complex.

3.6
Discussion

Unfortunately, only a handful of examples that are suitable for our analysis are
available from the literature. However, in spite of the limited number of examples
and the rather crude approximations we need to make in our analysis, we believe
that the estimate we derive for �Grigid , 15–20 kJ mol–1, can be used to rationalize
experience with fragment based drug discovery approaches.

In the context of the relatively large barrier to binding of approximately 3.0 or-
ders of magnitude in affinity, it is useful to readdress the concept of ‘ligand effi-
ciency’, LE, which was introduced recently by Hopkins et al [18], and who defined
it simply as:

LE � ��Gtotal�HAC � �RT ln IC50� ��HAC �7�

where HAC is the number of heavy atoms in the ligand and IC50 represents the
measured potency of the ligand for the protein. Ligand efficiency provides a useful
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way to assess the quality of the interactions formed between a compound and a
target, and it can be used to prioritize compounds to be taken forward for optimi-
zation. Taking into account the barrier to binding associated with the loss of trans-
lational and rotational entropy [Eq. (1)] allows us to define the intrinsic ligand effi-
ciency as follows:

LEint � ��Gint�HAC � �Grigid � RT ln IC50� �� �
�HAC �8�

As �Gint only reflects the interactions between protein and ligand, the intrinsic
ligand efficiency may be a more appropriate estimate of the per-atom contribution
to the affinity.

Compared to larger compounds, fragments need to be highly efficient binders,
that is, form high-quality interactions with the target. This is a direct consequence
of a high barrier to binding that is independent of molecular size. In order for a
compound to bind to a target, it needs to compensate for the loss of rigid body
entropy by forming favorable interactions with the target. Smaller compounds ob-
viously have fewer atoms to form these favorable interactions than larger com-
pounds and hence the interactions formed by fragments need to be more efficient.

The high entropic barrier to binding is also consistent with our observation that
there are very few suitable examples of the binding of multiple fragments to adja-
cent pockets on a target. Only very efficiently binding fragments can be expected
to overcome the entropic barrier. This means that sufficient affinity to overcome
this substantial barrier needs to be available in both the adjacent pockets.

Even though fragment-sized hits are often weak binders (typically 30 �M to
3 mM), in our experience, optimizing them into low-nanomolar leads is generally
tractable. This too can be explained in terms of a constant, and relatively high, bar-
rier to binding. Consider a fragment A that binds to an enzyme with an activity of
100 �M (–23 kJ mol–1). According to Eq. (1), fragment A is actually contributing ap-
proximately –40 kJ mol–1 of favorable interactions (using 17 kJ mol–1 for �Grigid).
Now assume that fragment A is developed into a much larger, potent drug mole-
cule, C, that still contains fragment A and has a potency of 3 nM (–49 kJ mol–1).
Molecule C must overcome a similar rigid body entropic barrier to binding and
forms roughly –66 kJ mol–1 of favorable interactions. Note that the majority of fa-
vorable interactions are provided by fragment A, despite the fact that molecule C is
33 000 times more potent than fragment A. This indicates that optimizing a weak-
binding fragment hit into a nanomolar lead may not be as daunting a task as it at
first appears.

It is interesting to analyse what happens if, in the above example, fragment A is
removed altogether from molecule C. The new molecule will form –26 kJ mol–1 of
favorable interactions to offset against the barrier to binding, leading to an affinity
of approximately 29 mM. This would be considered inactive in any drug program
that already had molecules in the nanomolar range. It follows that molecule C
would exhibit hypersensitive SAR when changes are made to fragment A. We be-
lieve that this kind of analysis is consistent with much of medicinal chemistry ex-
perience on drug design projects. It suggests that activity in drugs is not evenly
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distributed through the molecule and this has important implications in the best
strategies for drug discovery.

This uneven distribution of the activity throughout the molecule is related to
the fact that the majority of the affinity available in a binding site is often concen-
trated in a key recognition pocket. If, in the above example, fragment A binds to
such a key recognition pocket, then it is critical that fragment A is a perfect match
for that pocket and that the rest of molecule C allows the optimal presentation of
fragment A to its pocket. Historically, high-throughput screening (HTS) has fo-
cused on screening “drug-like” libraries and a typical HTS hit might be a drug-
sized molecule with low-micromolar affinity. It is our belief that such a hit is most
likely to derive its potency from low-quality interactions spread evenly through the
molecule, rather than contain the perfect key fragment, optimally presented to its
pocket. For this reason, HTS hits often prove to be difficult to optimize whereas
the optimization of fragment hits is more tractable because they form the desired
interactions in the key recognition pocket. In our experience, structure-based opti-
mization of such fragment hits generally leads to potent, but smaller and simpler
lead compounds (typically with MW 300–400). Hence, if additional molecular
weight needs to be added to the compound in order to address issues that may
arise at a later stage, then this is possible without generating compounds that are
outside the “drug-like” space.

3.7
Conclusions

This chapter outlines an analysis to allow the calculation of the rigid body entropic
barrier to binding, using examples from the literature where two fragments that
bind to adjacent sites on the protein are linked together. Following Finkelstein
and Janin [5], our analysis assumes that this barrier is independent of molecular
size. From the analysis, the barrier to binding is estimated to be 15–20 kJ mol–1

(about 3.0 orders of magnitude in affinity). This estimate is crude, because of the
limited number of suitable examples from the literature and because of the many
approximations we have to make in our analysis. Nevertheless, we believe the esti-
mate is useful in rationalizing experience with fragment based drug discovery ap-
proaches. We use the relatively high and constant barrier to explain that even low-
affinity fragments are often highly efficient binders and that the optimization of a
weak-binding fragment hit into a nanomolar lead compound is tractable.
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4
Location of Binding Sites on Proteins by the Multiple Solvent
Crystal Structure Method
Dagmar Ringe and Carla Mattos

4.1
Introduction

One of the greater challenges of structural biology is to characterize proteins in
enough detail so that the structures can be used for computational prediction of
function, and for the design of compounds that can be used to modulate or to in-
terfere with that function. In general, the function of a protein is associated with
its interaction with other molecules, either small molecules or other large biologi-
cal molecules, such as nucleic acids or proteins. Invariably, the function can be
disrupted when that interaction is prevented. A complete industry exists solely for
the purpose of finding such disruptors – they are called drugs. The discovery of
drugs had been a serendipitous process, in an age when very little was known
about the structures of the small molecules or their targets. The process of discov-
ery has become more sophisticated as such structures became available.

The success of this process relies on knowing where an interaction site is lo-
cated on a protein and characterizing the properties of that site. The first step is
therefore the location of such a site. The properties of the site can then be used to
design a molecule that fits it perfectly in terms of size, shape and chemical proper-
ties. One method to obtain such properties is to map a site with chemical probe
molecules. Ideally these probe molecules can be connected to form a larger mole-
cule that takes advantage of as many of the potential interaction partners in the
site as possible. Finally, when the process of finding and characterizing becomes
robust enough, the process can be accomplished computationally.

At this moment in time, locating a binding site on a protein without any extra-
neous information, such as a fortuitously bound ligand in the crystal structure, is
only marginally successful. The characterization of a binding site is still very la-
borious when done experimentally and is not robust when done computationally.
Thus, mapping such a site with chemical probes could help characterize the site,
the map then being used to design a specific ligand unique for the site. In addi-
tion, such a map can provide the data from which computational approaches can
be calibrated. One way in which mapping can be achieved is to use a variety of
small probe molecules and observe where they bind to the surface of the protein.
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The probes can represent a diverse set of chemical functionalities, such as those
found in ligands, except as individual entities rather than linked into a single mo-
lecule. Any one probe could bind to the surface of the protein in a region that is
an energy minimum for the affinity of the chemical functionality of the com-
pound.

4.2
Solvent Mapping

The process of solvent mapping involves the use of small organic probe molecules
to map protein surfaces. The method, called multiple solvent crystal structures
(MSCS), was first suggested by Allen et al. [1] in an application to porcine pancrea-
tic elastase. The method is discussed in detail by Mattos and Ringe [2]. In brief,
the method depends on the structure determination of a protein in the presence
of an organic solvent and the analysis of the surface binding sites at which the or-
ganic molecules appear. When repeated with a different organic solvent, a new
pattern of solvent-binding sites emerges. Clustering of solvent molecules at a sin-
gle site seems to identify ligand-binding sites, both catalytic and recognition. This
method essentially provides an experimental approach to determine the binding
site and key interactions of the fragments with the target protein. The mapping of
binding sites in terms of the interactions that such sites make with other mole-
cules is crucial to an understanding of the function of a protein and to the ability
to design specific ligands that can interfere with that function.

The function of a protein depends on the ability of other proteins or small mole-
cules to interact specifically with a portion of the surface. These interactions are
localized to distinct sites, very often only one per protein. In the cases of enzymes,
the critical sites are active sites, usually designed to recognize a specific substrate
and to promote a chemical reaction with a substrate that is unique. Alternatively,
the purpose of the site may be for recognition only, in which case the ligand may
induce a function that is lacking in the target protein alone. In either case, the in-
teractions are unique, both in terms of the chemical entities recognized and in
the orientation of the ligand on the surface of the protein. Since these interactions
occur only at specified sites on a protein, the notion exists that these sites have
special properties designed to recognize the precise characteristics of the ligands.
Therefore, if these properties can be predicted, it should be possible to identify
the sites themselves. The characterization of binding sites can be used to develop
specific ligands, particularly inhibitors that can interfere with the natural action of
a protein by blocking access to important binding sites. The MSCS method de-
scribed here enables one to design such inhibitors.
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4.3
Characterization of Protein–Ligand Binding Sites

The MSCS method was not possible before the age of structural biology. Rather,
the characterization of protein–ligand binding sites depended on complex bio-
chemical investigations. Primarily through the use of kinetic experiments, these
investigations sought to discover several types of information: the identities of the
residues that constitute the binding site, their arrangement on the protein surface
and the affinity of a ligand to that binding site. The identity of residues involved
in the interaction can be determined using chemical probes that derivatize, and
thereby inactivate, a site. The arrangements of residues in a binding site can only
be determined indirectly, by using a variety of inhibitors to probe the site and mea-
sure their affinities. Mapping a binding site in terms of the ligand can thus be ac-
complished by using comparisons of similar, but systematically different, com-
pounds that bind to a site. The properties of the ligands help to define the proper-
ties of the interaction sites. The mapping of binding sites by kinetic experiments
can thus be a very powerful method, but requires the basic assumption that the
geometry of binding is the same for substrates and their analogs, and that their
binding behaviour is therefore analogous. If that assumption does not hold, the
results can be conflicting and misleading. In general, kinetic methods only detect
binding sites that influence rates of reactions, but they give no clues as to the exis-
tence and properties of other binding sites not located in close proximity to the ac-
tive site.

Other approaches are also available to determine the arrangements of residues
in a binding site. One involves a laborious process of systematic derivatization
and mutation of residues of a peptide or protein ligand, in order to determine the
effects of these changes on a biological response, which then provide spatial infor-
mation about the binding surface and the characteristics of that surface. One ver-
sion of this process that is widely used for detecting and analyzing binding inter-
faces is that of alanine scanning mutagenesis [40, 41, 42, 43]. This technique,
which was first applied to the human growth hormone and its receptor, consists
of the systematic mutation of surface residues to Ala, with concomitant measure-
ment of the effect on the binding constant for the protein–ligand interaction [3].
The seminal work on the human growth hormone/receptor complex showed that
a few hydrophobic interactions contribute a significant portion of the binding affi-
nity in this largely hydrophilic interface. These areas were termed “affinity hot
spots” or simply hot spots.

Once structures were available for proteins the task became easier, especially if
the structure of a ligand–protein complex could be determined. Given a known in-
hibitor of the reaction of an enzyme, especially if the compound in question bears
a resemblance to the substrate, the structure of the complex identifies the binding
site, the residues that make important interactions, and potentially, the position
and orientation of the substrate. Such information provides a template from
which the chemist can model viable compounds. If the inhibitor binds in a posi-
tion or orientation that does not mimic the binding of the substrate, the informa-
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tion can be used to design ligands that extend beyond the active site and reach
into other grooves on the surface of the protein. This information could be very
important in the development of inhibitors that serve as drugs, since such com-
pounds could potentially have fewer undesirable side-effects. The MSCS method
makes it possible to find such binding sites that are further removed from the ac-
tive site and therefore are likely to be unique to a protein in a structural family of
homologous members. This provides specificity of the ligand for the target pro-
tein.

The process whereby a ligand binds to a protein is thought to involve recogni-
tion by the ligand of a site on the protein, followed by conformational rearrange-
ments that optimize packing at the interface [4, 5, 6]. Data base analyses show
that ligand-binding sites do not follow any general patterns of hydrophobicity,
shape or charge [7]. Although a few guiding principles have been uncovered, we
have not yet discovered a single parameter that can be used to distinguish a bind-
ing site from the rest of the protein surface [8], nor have we observed a general
pattern for all interfaces [6]. Therefore, in order to effectively design specific
ligands for a specified site, the structural biologist must fully understand the char-
acteristics of a binding site that distinguish a ligand-binding site from any other
site [9]. The two most important goals to be considered when designing specific
ligands are tight binding and specificity. These properties can be optimized by
using the geometry of the interactions between ligand and protein as a variable.
Finally, it should be added that it is becoming clear that plasticity may play a major
role in protein–ligand interactions [10].

The past two decades have witnessed considerable progress in the study of pro-
tein interactions, and on ligand design in particular. Experimental approaches in-
volving enzyme kinetics, structure determination [11] and combinatorial chemis-
try [12], combined with computational strategies used to analyze charge distribu-
tion, surface shape and energetics of ligand binding have contributed greatly to
elucidating the important factors involved in ligand recognition, binding and spe-
cificity. For example, kinetic data on the inhibitors of a target protein become ex-
tremely useful when accompanied by a study of the crystal structures of the inhi-
bitor/protein complexes. A prime example of this sort of study involves the exten-
sive analysis on the complexes of elastase with trifluoracetyl-dipeptide-analide in-
hibitors [11]. This has resulted in the design of a new ligand that simultaneously
combined functional groups of at least two of the original inhibitors [13]. Inhibi-
tors can also be optimized to make new drugs by using the trial and error method
to modify previously known small molecule ligands. This has recently been
coupled with combinatorial chemistry methods in the exploration of ligand–pro-
tein interactions [12].

A number of ligand design strategies have been developed that take advantage
of the latest advances in the basic understanding of protein-binding surfaces. Of
particular interest is the idea that functional groups can be optimized indepen-
dently for different regions of a protein-binding site [14, 15]. These functional
groups can then be linked to form a ligand with high affinity and specificity to the
target protein [16, 17]. The protein-binding affinity of the resulting molecule will
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be, in principle, the product of the binding constants for the individual fragments
plus a term that accounts for changes in binding affinity due to the linker portion
of the larger ligand [18].

4.4
Functional Characterization of Proteins

The function of a protein is always based on the ability to interact with a ligand;
and the site at which the interaction occurs is usually unique. If we understand
the characteristics of a binding site, we can predict its location and subsequently
the precise ligand that is recognized. The recent explosion of genomic informa-
tion has made numerous new targets available for therapeutic intervention. Most
of this information comes in the form of sequences of gene products. Unfortu-
nately, the functions of many of these gene products are unknown and the se-
quences often do not contain clues to help us understand them.

In order to help define the functions of these proteins, three-dimensional struc-
tures are being determined at a rapid rate. This has caused structural biologists to
focus on three major areas: the determination of protein function, the locations of
the sites of protein–protein and/or protein–ligand interactions and the problem of
ligand design aimed at the control of disease. The factors that determine these
areas are ultimately controlled at the physico-chemical level by the surface features
of the protein. These features include surface shape, electrostatics, hydrophobicity,
dynamics and solvation. In particular, the crucial role that solvent molecules play
in the dynamics and function of proteins has become increasingly apparent
[19, 20]. Thus, the current challenge in structural biology is to understand the gen-
eral features that underlie protein–protein and protein–ligand interactions.

Under ideal conditions, we would be able to determine function computation-
ally. However, a primary challenge in the computational approach is the identifica-
tion and characterization of binding sites and the difficulty in predicting optimal
binding modes for probe fragments. Until recently, there had been little experi-
mental data for a comparison with computational results. The MSCS method pro-
vides these experimental data, as well as primary data for molecule-building from
fragments. In fact, experimental and computational methods can, in principle, be
complementary to each other, as can be seen in the following discussion.

4.5
Experimental Methods for Locating the Binding Sites of Organic Probe Molecules

Examples of organic solvent molecules bound to the surface of a protein have
been observed before, sometimes by accident. For instance, the use of an organic
solvent as precipitant in crystallization of a protein leads to such solvent molecules
appearing in the electron density map. In a study that was not directed at the effect
of organic solvents on protein structure, ribonuclease A was crystallized from

714.5 Experimental Methods for Locating the Binding Sites of Organic Probe Molecules



50 % (v/v) iso-propanol, with the result that eight molecules of the solvent were de-
tected [21]. An alternative study aimed at determining the effect of acetonitrile on
the structure of subtilisin showed discrete organic solvent molecules bound to the
surface of the protein along with a shell of water molecules, even though the crys-
tal of the enzyme had been transferred from an aqueous solution to one of neat
acetonitrile [22, 23]. A similar experiment involved crystals of gamma-chymotryp-
sin grown in aqueous solution soaked in n-hexane. Seven hexane molecules along
with a shell of water molecules were found in the electron density maps. Two of
the seven hexane molecules are found near the active site; and the rest are close to
hydrophobic regions on or near the surface of the enzyme [24, 25].

4.6
Structures of Elastase in Nonaqueous Solvents

In addition to these fortuitous observations, the first and most comprehensive in-
tentional study of solvent binding to the surface of a protein was conducted with
elastase, with surprising results [57]. The crystal structures of elastase were solved
in the presence of neat acetonitrile (ACN) [1], 95% acetone (ACE; red code 2FO9),
55% dimethylformamide (DMF; yellow, 2FOC), 80 % 5-hexene1,2-diol (HEX; pur-
ple, 2FOE), 80% isopropanol (IPR; blue, 2FOF), 80 % ethanol (ETH; green, 2FO9)
and two structures solved in 40 % trifluoroethanol (TFE1 and TFE2; magenta/pink,
2FOG, 2FOH). In addition, crystal structures were solved in a mixture of 40 % ben-
zene, 50 % isopropanol and 10 % water (IBZ; blue, 2FOA) and one in 40 % cyclo-
hexane, 50% isopropanol and 10% water (ICY; cyan, 2FOB). Isopropanol was
bound to elastase in these last two structures, but no bound benzene or cyclohexane
molecules were observed in the electron density maps. By overlaying these ten
structures and the structure of cross-linked elastase solved in aqueous solution [1],
patterns of the bound organic solvent molecules on the surface of the protein could
be discerned. In addition, patterns of hydration and plasticity of the protein struc-
ture in response to the changing solvent environments became apparent.

Overall, the structures of the protein have not undergone major global changes.
However, the structure of a protein can respond to changes in solvent environment
locally. When the C-alpha traces of the 11 elastase models are superimposed, main
chain rmsd values range from 0.11 Å2 (between IBZ and ICY models) to 0.33 Å2

(between ACE and the aqueous model). These overall average deviations are mis-
leading, because the variations in backbone structure are greater than elsewhere on
the protein in four areas. For instance, the deviations in C-alpha positions around
Asn 25, Ser 39, Ser 122 and Ser 177 are greater then 1 Å. Of these, Ser 39 and Ser
177 have residue B-factors greater then 40 Å2 in both the aqueous structure and in
the organic solvent structures. Furthermore, their positions in the superimposed
models are continuous within the 1 Å range, which together with the high B-fac-
tors, is consistent with disorder in the structure. In contrast, residues 24–27
(RNSW) and 122–123 (SY) have B-factors around 20 Å2 and adopt one of two very
distinct backbone and side-chain conformations. Such changes in secondary struc-

72 4 Location of Binding Sites on Proteins by the Multiple Solvent Crystal Structure Method



ture, although subtle, were also observed in the structure of subtilisin in neat aceto-
nitrile. The peptide from residues 156–166 occurs as a loop of indeterminate struc-
ture in aqueous solution, but forms a tight turn in the organic solvent.

When the comparison of the elastase structures includes all atoms (rmsd values
range from 0.39 Å2 for IBZ and ICY models to 0.87 Å2 for ACN and IBZ models),
most of the differences between them occur in the conformations of the side-
chains. A few notable exceptions occur where the changes in conformations of the
side-chains are correlated with changes in backbone configuration. An example of
the correlation between secondary structural change and side chain occurs in the
region around Asn 25. The peptide bond between Arg 24 and Asn 25 adopts two
conformations, depending on whether the Asn is oriented towards the higher di-
electric constant solvents or away from the solvent, when the Asn is tucked into
the protein (as in the case of solvents with lower dielectric constants). This differ-
ence in peptide bond conformation leads the backbone through two different
paths that meet again at the C-alpha atom of Trp 27. In order for Asn 25 to pack
closer to the protein surface in the low dielectric constant solvents, Tyr 123 must
rotate nearly 40 degrees about the chi1 dihedral angle so that the C-gamma atom
moves about 1 Å and the side-chain oxygen atom moves about 3.5 Å from its origi-
nal position. In this new conformation, the H-bonding interactions of the Asn
side-chain are with protein atoms rather than with solvent. Ser 26 is also turned
toward the solvents in the group of models containing the aqueous structure and
buried in the protein solved in the solvents with low dielectric constants. In the
model determined from crystals in aqueous solution and others in the higher di-
electric constant group, the O-gamma of Ser 122 makes an OH aromatic interac-
tion with the aromatic ring of Tyr 123. With Ser 122 in the orientation observed in
the structures solved in low dielectric constant solvents, this polar–aromatic inter-
action is no longer possible and Ser 122 is oriented toward the solvent.

Thus the extent to which parts of the models deviate from each other can be
used to place the models into two distinct groups. One contains the aqueous
model, ACN, DMF, HEX and TFE2 models, obtained from elastase in a mother
liquor containing a solvent of dielectric constant �27. The other includes TFE1,
ETH, ACE, IPR, IBZ and ICY models, the elastase structures solved from crystals
in a mother liquor containing a solvent of dielectric constant < 27. Changes in sec-
ondary structure observed for elastase can therefore be correlated with the type of
organic solvent used in the mother liquor.

4.7
Organic Solvent Binding Sites

If the locations of solvent molecules on the surface of the protein are to be used for
mapping surface properties that can be associated with functional sites, the loca-
tions of these solvent-binding sites should be discrete and unique. The MSCS ex-
periments confirm this expectation. In general, only a few crystallographically visi-
ble organic solvent molecules were found in each of the models. In each of the ten

734.7 Organic Solvent Binding Sites



experiments mentioned above, no great difference in the number of organic solvent
molecules was found, despite the fact that the fraction of organic solvent varies
from >99% for ACN to 40 % for TFE1 and TFE2. The important point is that, even
at very high organic solvent concentrations, only a few molecules of the solvent are
observed binding to elastase at positions that are not randomly distributed on the
protein surface. Nevertheless the number of sites occupied by a particular solvent
has been shown to be concentration-dependent [26], consistent with the MSCS
method for studying the relative affinities of binding sites for a particular solvent or
functional group. This elastase study is not concerned with relative binding affi-
nities of particular solvent molecules, but rather focuses on the structures of elas-
tase at the highest achievable concentrations of each solvent in order to locate the
maximum number of binding sites for the solvents. This strategy illustrates that
the MSCS method is a way of locating and mapping binding surfaces.

Altogether, a total of 60 organic molecules observed in 31 unique sites can be
identified bound to the surface of the protein. The majority (35) of the organic mo-
lecules cluster in one region of the protein surface and specifically the active site.
The remaining molecules are found distributed over the protein surface without
any obvious clustering. In general, the positions of the probe molecules are stabi-
lized through hydrogen bonds to polar groups, if possible, and van der Waal’s in-
teractions with the hydrophobic parts of protein side-chains. The implication is
that these probe molecules bind to regions of the protein surface that are more hy-
drophobic than hydrophilic. When the models of elastase in different organic sol-
vents are superimposed, a pattern becomes apparent in which a few binding sites
on the protein surface bind a variety of different types of organic solvent mole-
cules, while most other sites are individual niches for a particular type of mole-
cule. Clustering of different types of organic solvent molecules on the surface of
elastase occurs prominently in the active site, where five of the known subsites on
the protease are clearly delineated by the organic solvents (Fig. 4.1).

The active site of elastase was extensively characterized by kinetic experiments
in the mid-1970s with substrates of different length and different amino acid com-
position [27]. This study identified five subsites on the acyl enzyme intermediate
side of the active site (S1–S5) and three on the leaving group side (S�1–S�3) that play
an important role in the catalytic efficiency of peptide hydrolysis. Small aliphatic
amino acid residues were shown to be favored in the S1, and S4 subsites, with ly-
sine preferred at S2. The S3 subsite is highly exposed to solvent and has a less dis-
tinct preference for any given amino acid residue.

The active site binding pockets in which organic solvents are found in the elas-
tase structures are the S1, S4, the oxyanion hole and two sites on the leaving group
side of the catalytic triad, likely to be the S�1 and S�3 binding pockets. Since in most
of the existing crystal structures of elastase/inhibitor complexes, the inhibitor
binds in the S subsites, little is known about the exact location of the S� sites.
These five pockets are each observed to bind at least three different types of or-
ganic solvent molecules.

In addition, there is a single acetonitrile molecule at the entrance to the S2

pocket [1], making a total of six binding sites for organic solvents in the active site.

74 4 Location of Binding Sites on Proteins by the Multiple Solvent Crystal Structure Method



The clustering and distributions of the probe molecules within these sites overlays
precisely the possible binding modes of inhibitors of elastase (Fig. 4.2). For in-
stance, trifluoroacetyl-Lys-Pro-p-isopropylanilide (gray; 1ELA) binds with the tri-
fluoroacetyl group in the S1 subsite, the lysine side chain at S2, the proline side
chain at S3 and the anilide group at S4, while trifluoroacetyl-Lys-Phe-p-isopropyla-
nilide (black; 1ELC) binds with the trifluoroacetyl group in the oxyanion hole, the
phenyl side chain at S1, the lysine side chain at S2, and the anilide group at a sub-
site that had previously been observed in only one inhibited structure [2]. That
subsite was subsequently utilized in an inhibitor (Fig. 4.3; black; 1BMA) designed
specifically to place a group into it [13].

In addition to locating binding sites, solvent mapping also gives information
about the plasticity of the protein. As already mentioned, the protein may respond
locally to the presence of ligands by adjusting conformationally to their presence.
For instance, the S1 subsite of elastase is a site at which the residues Gln200 and
Ser203 show such adjustments. In the superposition of all solvent exposed struc-
tures, the positions of the backbone atoms of the strand containing these residues
are indistinguishable from one structure to the other. The side-chains, however,
are in slightly different positions in each model and provide key areas of plasticity
on either side of the probe ligand within the binding pocket. Thus the probes pro-
vide not only an identification of the active site, but also the potential plasticity of
this region of the protein.

The remaining binding sites can be characterized by the type of location on or
near the surface of the protein where they are found: at crystal contacts, in a chan-
nel or randomly distributed on the surface away from the active site or from a
crystal contact. Most of these sites do not exhibit the type of clustering that is ob-
served in the active site. For instance, organic solvent molecules binding in crystal
contacts are found near each other, defining four areas where different protein
molecules interact in the crystal. In fact, this type of clustering can be used to
identify crystal contacts and to potentially distinguish them from active sites.

4.8
Other Solvent Mapping Experiments

A more comprehensive study of crystals exposed to organic solvents, similar to
that of elastase, was aimed at mapping the binding surface of thermolysin. The
crystal structures of thermolysin in different concentrations of isopropanol [26]
and in three other organic solvents [28] were determined, the authors observing
that the organic solvents cluster in the known substrate-binding site of the enzy-
me and appear in some areas of crystal contacts. In the first set of experiments,
crystals soaked in 2–100 % isopropanol caused only minor changes to the confor-
mation of the protein. An increasing number of isopropanol interaction sites
could be identified as the solvent concentration was increased. Isopropanol occu-
pied all four of the main subsites in the active site, although this was only ob-
served at very high concentrations of isopropanol for three of the four subsites.
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Fig. 4.2
Clustering of organic solvent probe molecules in the active site
region of elastase overlaid with the models of two inhibitors.

Fig. 4.1
Solvent molecule distribution on the surface of elastase.
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Fig. 4.3
Overlay of a designed inhibitor with solvent molecule clusters.

Fig. 4.4
Water molecule distribution on elastase. A water is identified-
according to the site on the structure in which it was observed.



Such experimentally determined positions of isopropanol are consistent with the
structures of known protein–ligand complexes of thermolysin [26].

In the second set of experiments, high-resolution crystal structures of thermoly-
sin were determined with crystals soaked in 50–70 % acetone, 50–80 % acetonitrile
and 50 mM phenol. The structures of the protein in the aqueous–organic mix-
tures are essentially the same as the native enzyme; and a number of solvent in-
teraction sites were identified for each probe molecule. After superposition of the
individual models, clusters in the main specificity pocket of the active site and a
buried subsite were observed for the distribution of probe molecules. The experi-
mentally determined solvent positions were compared with predictions from two
computational functional group mapping techniques, GRID and multiple copy si-
multaneous search (MCSS). Analysis of the probe positions, computed for isopro-
panol, shows little correlation with interaction energy computed using a molecu-
lar mechanics force field. Again, the experimentally determined clusters of small
molecule positions are consistent with the structures of known protein–ligand
complexes of thermolysin [28].

In addition to crystallography, NMR can also be used to map protein-binding
sites using organic probe molecules. The original demonstration of this technique,
called SAR by NMR [18], is a linked-fragment approach and was used to discover
ligands that bind tightly to the protein that forms a complex with the potent immu-
nosuppressant FK506, the FK506-binding protein (FKBP). Small organic mole-
cules that bind to proximal subsites of the protein were identified, optimized and
linked together to produce high-affinity ligands. NMR spectroscopy has also been
used to map protein-binding sites using organic solvent probes in aqueous solution
[29]. The specificity-determining substrate-binding sites of hen egg-white lyso-
zyme, for example, could be readily identified in aqueous solution using small or-
ganic solvent molecules as probes [29]. Recently, the surface of the Escherichia coli
peptide deformylase was also mapped using organic solvents by NMR [30]. One of
the advantages of NMR over crystallography is the fact that surface regions blocked
by crystal contacts are free. However, the NMR method cannot be used with higher
solvent concentrations due to the instability of the protein in such solutions.

4.9
Binding of Water Molecules to the Surface of a Protein

The binding of organic probe molecules to a protein does not preclude the bind-
ing of water molecules to the surface [31]. In any one crystallographic experiment,
somewhere between 100 and 200 electron density peaks are interpreted as water
molecules in the electron density maps of the structures of elastase, either in aqu-
eous solution or in the presence of an organic solvent. The locations of these water
molecules are not constant from one structure determination to another. Some of
the identified waters are found in the same location in every experiment and
some are in different locations. Some regions of the surface do not have any elec-
tron density identifiable as water molecules at all. However, the complete surface
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of the protein is covered with water molecules when all of the structures being
compared in this study are superimposed [32] (Fig. 4.4).

The selectivity for water molecules on the surface is independent of the fraction
of water present in each of the 11 experimental conditions used to obtain the mod-
els discussed in the elastase study. For instance, approximately the same number of
water molecules are found in the ACN and ACE models (<1% water and 5% water,
respectively) as in the alcohol structures (20 % water) and in the DMF model (45%
water). Many of these waters are observed at the same or at a very close site on the
protein, leading to a clustering when all of the waters are superimposed on one
structural background. When counting all of these waters, no matter how often
they are observed, there are 247 water molecule clusters (within 1 Å of each other)
and 178 waters that are observed in only one structure. Similar to the classification
of solvent molecule-binding sites, these waters can be classified on the basis of their
locations relative to the protein and each other. This classification is based on loca-
tion within the protein, on the surface of the protein and in the active site, although
these last water molecules are technically on the surface of the protein.

4.10
Internal Waters

Two types of internal waters can be characterized: individual molecules in the in-
terior (Fig. 4.4; red) and those found in channels (yellow). An internal water is de-
fined as a water molecule in the interior of the protein and not in direct contact
with the surface of the protein, or as a water molecule that has at least three
strong hydrogen bonds (~2.8 Å) to the protein and, typically, a fourth hydrogen
bond to either the protein or to another crystallographic water. The characteriza-
tion of water molecules in the interior of the protein is based on the following
crystallographic criteria: these waters show little displacement within a cluster
(generally less than 0.5 Å between the farthest lying members) and those with low
average B-factors close to that for main-chain atoms. In the reference structure
(aqueous model), the internal waters are characterized as having at least three
strong hydrogen bonds to the protein and an additional interaction to either the
protein or a neighboring water molecule (Fig. 4.5). In the solvent exchanged struc-
tures, these interactions are generally conserved. However, an individual structure
containing an interaction that is not conserved typically replaces the lost interac-
tion with another one, thereby satisfying the requirement for the number of inter-
actions of an internal site, but lowering the average number of conserved interac-
tions within this classification.

The second type, channel waters, are those in which the water molecule is
within hydrogen-bonding distance to a buried water or another channel water.
The water molecules that occupy these sites typically have fewer hydrogen bonds
than buried waters and are in hydrogen-bonding distance to at least two other
water molecules. These waters typically extend inward from the surface. Such
waters are often conserved in comparing multiple structures of the same protein.
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Thus, eight of the ten channel waters that are observed in all of the structures de-
termined from crystals in aqueous medium are observed in all of the structures
determined from solvent-exchanged crystals. Four waters are observed to exist
only in the structures determined from crystals exchanged into organic solvents.
All others are sometimes observed in any one structure but not in others.

In addition to the observation of water molecules within these channel sites,
there are also solvent molecules clearly defined, including a hexenediol molecule
in one of the channels. For example, one hexenediol molecule points its polar end
towards the center of elastase inside a deep channel and thereby replaces a num-
ber of water molecules. This channel is also occupied by acetonitrile, which re-
places two water molecules. Within another channel, a dimethylformamide mole-
cule displaces one water molecule. Thus, although the binding sites at which
these waters occur are well conserved, the water molecules that occupy these sites
are exchangeable with organic solvents in at least two different channels.

4.11
Surface Waters

Several types of surface waters can be characterized. One consists of crystal contact
waters (green) in which there is a hydrogen bond (< 3.5 Å) to the reference protein
molecule and a polar interaction or a Van der Waals contact (< 4.0 Å) to a polar pro-
tein atom in a symmetry-related protein in the asymmetric unit of the crystal.
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Fig. 4.5
Example of an internal water molecule, water 301. Note the po-
tential hydrogen bonding interactions available to the molecule.



Another consists of active site waters (blue), in the case of elastase, defined as
lying within 3.5 Å of any residue known to be in the S1–S4 subsites of elastase.
Interestingly, most of these water molecules are not well conserved from one
structure to another and have slightly higher than average B-factors. This is a
general observation for water molecules in the active site regions of most en-
zymes. A total of 21 unique sites at which a water molecule is observed are found
in the active site of elastase; and most are occupied in only two to four of the sol-
vent structures. In fact, either a water molecule or a solvent molecule occupies
only two protein sites in all of the solvent structures. One is in the S1 sub-site,
and the other is located at the position of a new sub-site that had not been identi-
fied in any of the inhibitor structures. These two sites are actually very highly
conserved. A water molecule is always observed in these sites except when dis-
placed by an inhibitor.

Finally, many waters are on the surface (blue) with only one hydrogen bond to
a polar protein group. These sites are not well conserved and any one may be ob-
served in only one of the structures. A comparison of the solvent exchanged struc-
tures with the two structures of elastase with inhibitors bound shows that most of
the active site water molecules lie in regions occupied by one of the two inhibitors
(Fig. 4.2; trifluoroacetyl-Lys-Pro-p-isopropylanilide (1ELA) or trifluoroacetyl-Lys-
Phe-p-isopropylanilide (1ELC), respectively) [11]. In other words, most of the
waters in the active site area are displaced by the incoming inhibitors. In fact, it is
a general observation that these waters are displaced by incoming ligands, be they
inhibitors or solvent molecules. Thus, these waters seem to be easily displaced, a
requirement for facile binding to and recognition of a ligand by the protein.

4.12
Conservation of Water Binding Sites

Several general features of water binding sites can be used to characterize them
semiquantitatively. One is the frequency with which a water molecule is observed
in a particular water binding site. In other words, in how many of the structures
we are analyzing is a water molecule observed at a specific site. Second, does fre-
quency of observation at a site correlate with the type of water molecules as char-
acterized previously (i. e. in terms of location in or on the protein). In other words,
are internal waters found more often in an internal water binding site than are
surface waters at a surface water binding site. Finally, what type of interactions,
and how many, can a water molecule make with a water binding site? A site will
have a number of nonconserved hydrogen-bonding partners that are available to
interact with a water molecule (or an organic solvent molecule). Since water can
only make a maximum of four such interactions, two hydrogen bond-donating
and two hydrogen bond-accepting, these interaction partners must be comple-
mentary. However, any one site may have more than this number of potential
partners, allowing any one water molecule to have a set of interactions that may
not be identical every time the site is observed. A subset of these interactions may
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indeed be made every time a water molecule interacts with a particular site and
can be considered conserved (Fig. 4.5).

In general, the sites at which water molecules are observed most frequently (in
9–11 of the structures) correlate with internal and channel sites. Waters at these
sites tend to have B-factors similar to those of the surrounding protein atoms, in-
dicating that either the water site is fully occupied in a crystallographic sense, or
the water position is well defined crystallographically, or both. These sites tend to
have higher numbers of conserved interactions between protein and water and
tend to cluster tightly, in terms of the distances between member water molecules.
Sites at which a water molecule is found least frequently (in 1–4 of the structures)
correlate with surface sites. These sites are often associated with side-chains that
are found in multiple positions. Surprisingly, these sites often correlate with active
site positions.

4.13
General Properties of Solvent and Water Molecules on the Protein

Solvent mapping of elastase was originally used to map potential binding sites on
the protein with a view toward aiding rational drug design. This information not
only proves useful to aid drug design, but it also proves valuable in developing a
greater understanding of the solvent in terms of the protein structure. The impor-
tance of waters for the stability of a protein is well known, due in part to the ability
of a water molecule to act as a hydrogen bond donor or acceptor. However, it has
become increasingly apparent that other solvent molecules can substitute for this
purpose. A crystal of a functional protein mildly cross-linked with glutaraldehyde
and transferred into an organic solvent retains both the crystalline lattice and pro-
tein structure with very little change in either. There are a significant number of
water molecules that remain associated with the protein, even when the crystal is
transferred into high concentrations of water-miscible organic solvent. In addi-
tion, there are a significant number of solvent molecules that appear and even re-
place water molecules from their binding sites. Most of the solvents that have
been used in this elastase MSCS study cannot substitute equally for the hydrogen-
bonding capacity of water, despite their polar functional groups. In fact, most of
the solvents used here have some hydrophobic portion as part of the molecular
structure. All of the solvents are much larger than water and have different steric
properties than water.

The common binding sites shared between water and other organic solvent mo-
lecules appear in almost all parts of the protein, although solvent molecules are
excluded from most buried sites. It is proposed that the waters in these very
tightly bound buried sites cannot be replaced while still retaining an active protein
conformation. The MSCS analysis of a protein, however, successfully maps the
surface of a protein, identifying the locations of specific binding sites, the distribu-
tion of water-binding sites and regions of plasticity in the protein. In the case of
elastase, the organic solvents cluster in the binding site pockets that have hydro-
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phobic exposed areas. These hydrophobic anchor regions are surrounded by more
polar residues that exhibit plasticity, allowing a diversity of local interactions
within each subsite. The water molecules in the active site of elastase collectively
trace the shape of known ligands and outline the places in the active site where
polar interactions may occur. Together, the solvent-binding sites and water-binding
sites provide a detailed map that is consistent with the binding of known inhibi-
tors. Because the properties being probed have been shown to be component fea-
tures of binding sites, MSCS is likely to be a powerful method for locating and
analyzing the active sites of enzymes in terms of their essential properties. In ad-
dition, binding sites that are not part of an active site, or are part of a protein that
does not have an enzymatic function can be identified and analyzed in this way.
Ultimately, if all probes in all binding sites, both solvent and water, are modeled
as functional groups, their stereoelectronic features can be used to build larger
molecules by connecting the individual groups. This process could be useful in ra-
tional drug design.

4.14
Computational Methods

Because experimental methods such as MSCS are time-consuming, mapping of
the protein surface computationally in terms of functional groups would simplify
the process considerably. In fact, computational methods play a key role in deriv-
ing structural information for designing compounds that fit a particular site on a
protein. These methods fall into a number of categories, each distinguished by
the level of detail and the complexity of the problem [33, 34]. The process of de-
signing ligands for a protein site involves two major factors: the physical compat-
ibility of the ligand for the receptor and the interaction energy between the ligand
and the residues of the interaction site. Depending on the approach being taken,
the balance between these factors may be different. For instance, docking pro-
grams tend to emphasize complimentary shapes [34], whereas de novo design pro-
grams tend to focus on interaction energy. Ideally, both programs need to be con-
sidered simultaneously. One of the difficulties with these approaches is the role of
water in mediating protein–ligand or protein–protein interactions, since waters
are, in general, not included in such calculations owing to the complexity of the
resulting computation.

Nevertheless, the process of computational mapping of the surface of a protein
in terms of probe molecules or groups has become more reliable. Computational
mapping methods place molecular probes (small molecules or functional groups)
on a protein surface to identify the most favorable binding positions by calculating
an interaction potential. Such calculations actually predate the first solvent map-
ping experiments. For instance, Goodford mapped a receptor active site in the
drug design program GRID, followed by a fragment assembly process in which
some of the favorable positions found for individual molecular fragments were
connected into a single viable molecule [14]. This active site mapping and fragment
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assembly strategy has been implemented in a number of drug design programs.
[14–16, 35–39]. An interesting approach to mapping is the MCSS method, which
optimizes the free energy of numerous ligand copies simultaneously, each trans-
parent to the others but subject to the full force of the receptor [15, 39] (chapter 7).

The most extensive use of computational probe mapping has been developed in
the laboratory of Sandor Vajda. Algorithms developed to perform solvent mapping
computationally find the consensus site that binds the highest number of differ-
ent probes. Invariably, the consensus site found by the mapping is always a major
subsite of the substrate-binding site. This result can be compared with enzyme
structures determined experimentally in organic solvents that show that most or-
ganic molecules cluster in the active site, delineating the binding pocket. Calcula-
tions on ligand-bound and apo-structures of enzymes show that the mapping re-
sults are not very sensitive to moderate variations in the protein coordinates. The
computational probe–protein interactions at this site can then be compared to the
intermolecular interactions seen in the known complexes of the enzyme with var-
ious ligands (substrate analogs, products and inhibitors). For example, experimen-
tal mapping results are available for thermolysin [26, 28], which has also been
mapped computationally with solvent molecules as probes by Vajda’s group. The
consensus site is located at a major subsite of the substrate-binding site. In addi-
tion, the probes at this location make hydrogen bonds and nonbonded interac-
tions with the same residues that interact with the specific ligands of the enzyme.
Thus, computational solvent mapping can provide detailed and reliable informa-
tion on substrate-binding sites. [44, 45, 46, 47].

Vajda’s method relies on the computation of free energies of ligand–protein
binding through thermodynamic integration and free energy perturbation via mo-
lecular dynamics and Monte Carlo simulations. Such free energy calculations typi-
cally focus on a single molecule or a series of molecules in a pre-designated bind-
ing site. These methods have generated high-quality results, but they are time-
consuming, especially when attempting to locate all possible binding sites. A sec-
ond basic approach predicts free energies using ensemble average data from
Monte Carlo simulations in parameterized equations. The “linear interaction en-
ergy” (LIE) method of Aqvist [48] has been used by several groups to produce very
good results for large numbers of HIV inhibitors [49] and for thrombin [50]. How-
ever these methods require calibration using a set of known ligand–protein bind-
ing energies, as well as prior knowledge of the binding site.

An alternative approach in computational mapping is a derivation of a method
used by Guarnieri and Mezei to explore water binding to DNA [51, 52]. It uses
Monte Carlo sampling to construct grand canonical ensembles based on ligand–
protein free energies [53]. The method was used to illustrate the identification of
hydrophobic ligands and the rank ordering of ligand affinities to an artificial cavity
of T4 lysozyme [54, 55]. The results are in general agreement with other free en-
ergy computation methods. In addition, the method was used in a computational
version of MSCS, to map the binding of hydrophilic ligands to the surface of ther-
molysin. Comparison with the experimental results of English et al. [26] shows
good agreement [56].
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4.15
Conclusion

In the pharmaceutical industry, these types of experimental and computational
methods have been successfully applied. They have been focused on active sites of
enzymes, protein–protein interaction sites and allosteric sites that were previously
unknown in some cases. These latter cases, exploiting binding sites that are not
used by a substrate or known inhibitor, pose a more formidable challenge, while
the process of locating and characterizing such interaction sites is, in principle,
the same as for the others. First, a site needs to be identified and then character-
ized so that chemically complementary compounds can be designed, synthesized
and optimized for specificity and affinity. Since there are no known ligands that
bind to such sites, there are no templates from which to start. The combination of
solvent mapping and computational design provides an avenue to identify these
sites and to identify compounds that could interact with these sites. Standard
methods can then be used to optimize a compound to provide affinity and specifi-
city.
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5
Cheminformatics Approaches to Fragment-based
Lead Discovery
Tudor I. Oprea and Jeffrey M. Blaney

5.1
Introduction

For most of its century-old history, drug discovery has been a science-driven pro-
cess that benefited from serendipity [1]. Notable serendipitous discoveries in-
clude Penicillin V (the first antibiotic), discovered by Sir Alexander Fleming in
1929, and Sildenafil (Viagra), discovered by Andrew Bell, Nicholas Terrett and
David Brown in 1992. Originally developed as an antianginal agent [2], Sildenafil
was later [3] found to be more effective in the treatment of male erectile disfunc-
tion [4]. Among the science-driven discoveries, we note Captopril (the first angio-
tensin-converting enzyme inhibitor) by Miguel Ondetti and David Cushman in
1976 [5] and Esomeprazole (the first enantiopure proton pump inhibitor) by
Sverker von Unge in 1993 [6]. While every effort is spent to replace serendipity
with a rational workflow in drug discovery and development, the top 50 pharma-
ceutical companies have spent, on average, U.S.$ 750�106 for each of the 21
truly novel drugs launched during the 1991–2000 decade [7]. Since pharmaceuti-
cal companies need to be run as businesses, i. e., they require positive levels of
profitability, major pharmaceutical houses no longer consider a new drug for
market launch unless its sales are expected to top U.S.$ 800�106, and that
number is soon expected to pass U.S.$ 1�109. To complicate the economic as-
pects of this science-driven workflow, most major pharmaceutical companies fo-
cus on “first world” diseases. Overall, these companies attempt to address the
same (first world) clinical needs and are, in most cases, competing on the same
targets, as marketing research is done on (similar) population samples from the
industrialized world [8]. Their aim is to develop single-dose, orally available com-
pounds with no side-effects (if possible) and low dosage (e.g., not exceeding
500 mg day–1).

Thus, there is a strong impetus to minimize drug discovery costs and to reduce
the time-lapse between idea (e.g., target and lead identification) and drug, in order
to maximize the rate of success of preclinical R&D projects. The preclinical re-
search workflow is constantly reevaluated, and stronger emphasis is placed on ra-
tional efforts, rather than serendipity. However, as major pharmaceutical houses
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compete on the same therapy area, this leads to steep competition in the intellec-
tual property (IP) arena, increased costs in clinical research (due to, e. g., limited
clinical research capacity and increased regulatory demands). The unreliability of
marketing analyses forecasts has also been a contributing factor to the increased
pressure being placed on preclinical research; and all these factors – external to
preclinical R&D – play an important role in the decision making process at the
earliest level. In particular, the IP portfolio, a commodity by which most compa-
nies (continue to) attract investors, forces the entire industry to make decisions
when important issues are, too often, unquantifiable variables because of the se-
cretive nature of preclinical research. Hence, there is a justified effort to explore
novel chemistries and novel chemical spaces, as this type of research is likely to
ensure freedom of operation as long as that region of chemical space remains IP-
protected.

This chapter begins with a theoretical exploration of chemical space, as we dis-
cuss an effort to sytematically enumerate chemical graphs. To a chemist, these
graphs are single-bond carbon–hydrogen molecules (alkanes). To a computer, they
are mathematical constructs based on edges (“bonds”) and vertices (“atoms”). The
reason we address this issue relates to the efforts of seeking novel IP: How vast is
chemical space? How can we, at least from a theoretical (cheminformatics) per-
spective, begin to explore yet-unmapped regions of the chemical space of potential
drugs? We then focus on the chemical space of leads, i. e., structures that are part
of a series with known activity that are amenable for further chemistry optimiza-
tion and exhibit favorable IP situation [9, 10]. By understanding the limitations of
the chemical space for leads [11], we can further relate to the concept of fragment-
based lead discovery [12] and show how cheminformatics can provide practical
suggestions for the practicing medicinal chemist.

5.2
The Chemical Space of Small Molecules (Under 300 a.m.u.)

The vastness of chemical space cannot be better illustrated than by discussing the
total number of chemical graphs (Csp3 and H only) under 300 a.m.u. [13] (see
Table 5.1). This effort came to address a challenge posed by W.G. Richards,
namely to provide a complete list of C, N and O containing molecules with mole-
cular weight (MW) between 150 a.m.u. and 250 a.m.u. This list is required for the
screensaver-based drug discovery effort [14] that Richards initiated – where volun-
teers can download software that computationally evaluates the binding of small
molecules to certain drug targets of known structure, using software that runs in
the “screensaver” mode (i. e., when the volunteer’s desktop computer is idle). To
generate such complete lists, one needs to systematically enumerate these mole-
cules; we used GENSMI [13] to exhaustively enumerate chemical graphs with less
than 21 atoms. GENSMI [13] performs constructive enumeration of canonical
non-isomeric SMILES [15, 16]: Each time a new atom is added, connectivity is ex-
plored (e.g., branching, rings) in all possible ways until constraints are violated.
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GENSMI relies on SMILES, a linear notation for chemical structures, as this is a
very convenient and systematic way to store chemical structures; SMILES canoni-
zation is needed to ensure uniqueness, as there are multiple ways to write valid
SMILES (i. e., chemical structures), even for molecules as simple as isopentane.
Canonical non-isomeric SMILES refer to the fact that we store unique chemical
structures without taking into account chiral information.

As of August 2005, 1 503 201 444 unique non-isomeric SMILES have been
stored. We evaluated these alkanes for “drug-likeness” from a topological stand-
point only, since enumeration was unrestricted. We monitored the following topo-
logical properties (besides number of “nodes” – or atoms, and RNG, the number
of rings): branching, or the number of bonds per non-terminal atom; cyclization,
or the number of cycles per ring atom, and ring size. Of the six different databases
evaluated when restricted to 20 atoms or less and eight rings or less, the World
Drug Index (WDI) [17] was by far the most topologically diverse (covering a wider
distribution, while having comparable median values). We found 48 771 867
graphs that match the median ±2 SD (95% of the distribution for each property)
from WDI (see also Table 5.2).

While seemingly intractable from a synthetic chemical perspective, these
SMILES are stored in a database that effectively becomes a resource for mining
the entire virtual space of small molecule scaffolds. From a computational and lo-
gistic viewpoint, over 1016 molecules are anticipated. This effort is supported by
our observation that available chemicals significantly under-sample chemical
space at MW >300 [11]; in other words there are (potentially) IP-free regions that
need to be explored. Therefore we are interested in systematically mapping all
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Table 5.1 Complete scaffold enumeration by GENSMI. #C is
the number of carbons; only rows with 10–20 atoms and 0–5
rings are shown. Highlighted cells indicate molecules of possi-
ble interest for medicinal chemistry (complete enumeration
only). Cells that end in thousands (’000) represent estimates,
not actual enumeration.

#C 0 Rings 1 Ring 2 Rings 3 Rings 4 Rings 5 Rings

10 75 475 1,792 4,875 10,162 16,461

11 159 1,231 5,533 17,978 45,282 90,111

12 355 3,232 16,977 64,720 192,945 460,699

13 802 8,506 51,652 227,842 790,849 2,222,549

14 1,858 22,565 156,291 787,546 3,138,808 10,216,607

15 4,347 60,077 470,069 2,678,207 12,116,550 45,076,266

16 10,359 160,629 1,407,264 8,982,754 45,675,153 191,989,014

17 24,894 430,724 4,193,977 29,761,361 168,615,086 800,000,000

18 60,523 1,158,502 12,451,760 97,557,854 593,000,000 3,000,000,000

19 148,284 3,122,949 36,838,994 317,000,000 2,000,000,000 10,000,000,000

20 366,319 8,437,289 102,733,261 1,000,000,000 7,000,000,000 35,000,000,000



possible chemical scaffolds for such fragment-like molecules. This area is of inter-
est because of the recent trends to explore fragment-based drug discovery [12], it-
self rooted in the concept of lead-likeness [11] discussed below.

5.3
The Concept of Lead-likeness

The concept of lead-likeness is central to drug discovery [11, 18]. The pharmaceuti-
cal industry has done a poor job in documenting the decision process, e.g., why
certain chemical steps were followed to reach a particular compound, despite its
century-old history [19]. This turns out to be a particularly important question to-
day, since the industry is under pressure to reduce costs, increase productivity and
provide high quality leads in early preclinical discovery. Chemical aspects of the
history of drug discovery history are discussed in the three-volume series Chroni-
cles in Drug Discovery [20–22], in Walter Sneader’s Drug Prototypes and their Exploi-
tation [23] and in Integration of Pharmaceutical Discovery and Development: Case
Histories [24]. These accounts, while rich in historical chemical information, do
not focus explicitly on the choice of lead structures in drug discovery.

The importance of restricting small molecule synthesis in the pharmacoki-
netics-friendly property space was first emphasized by the “rule-of-five” (RO5),
which significantly changed our perception regarding leads, lead properties and
lead discovery. RO5 is a stepwise descriptor proposed by Lipinski et al. [25], based
on ClogP [26] (the calculated logarithm of the octanol–water partition coefficient),
MW, the number of hydrogen-bond donors (HDO) and acceptors (HAC). The
90th percentile [25] for the distribution of MW (�500), ClogP (�5), HDO (�5)
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Table 5.2 Topologically „drug-like“ scaffold enumeration by
GENSMI; see also Table 5.1.

#C 0 Rings 1 Ring 2 Rings 3 Rings 4 Rings 5 Rings

10 73 124 115 56 0 0

11 146 351 449 337 50 0

12 346 970 1,650 1,785 691 0

13 798 2,711 5,802 8,544 6,083 208

14 1,821 7,433 19,593 37,306 41,017 3,463

15 4,326 20,615 64,475 152,299 232,931 42,982

16 10,184 56,130 205,565 586,821 1,168,284 240,358

17 24,790 154,750 647,676 2,158,602 3,856,934

18 59,680 419,620 2,000,657 7,662,010

19 147,722 1,152,845 6,077,679

20 362,008 3,147,135 17,930,155



and the sum of nitrogen and oxygen (accounting for HAC �10) defines “RO5
compliance”, based on the property distribution of these parameters for 2245
compounds from WDI [17] that had reached phase II clinical trials or higher. If
any one of the four properties is higher than the above limits, RO5 = 1; and if any
two properties are higher, RO5 = 2, etc. Any RO5 >1 is likely to yield molecules
that are not orally available [25].

Following the RO5 criteria introduction in 1997, many library design programs
based on combinatorial chemistry or compound acquisition enforced RO5 compli-
ance. The existence of a drug-like space was established [27, 28] recently thereafter
(1998). This provided the ability to discriminate between “drugs” and “non-drugs”
based on chemical fingerprints, offering a computer-based discrimination between
“drugs”, as represented by WDI [17] or MDDR [29], and “non-drugs”, represented by
ACD [29]. Although this result was reproduced by other groups [30–32], it has yet to
become accepted by the chemistry community as a decision-enabling scheme. If it
was truly effective, it could assist chemists to quickly evaluate, for example, what
other chemists before them have considered worthy of synthesis (and patenting).

A good drug-like score does not make a molecule a drug; rather, it indicates that
more of its features are encountered in other molecules from MDDR and WDI,
and less of its features in ACD. It is often assumed that Lipinski’s RO5 criteria de-
fine drug-likeness, but the distinction between the “drug-like property space”, to
which the “rule-of-five” applies [25], and the “drug-like chemical space”, defined
by fingerprint discrimination models [27, 28], is often overlooked. More ACD
compounds, i. e., “non-drugs”, are RO5-compliant, compared to MDDR com-
pounds, or “drugs” [33]; thus, most ACD compounds are drug-like in property
space, but clearly not in chemical space. Vieth et al. [34] looked at the differences
in the properties of drugs having a variety of routes of administration and con-
firmed that oral drugs have properties associated with lower MW, fewer HAC and
HDO and fewer rotatable bonds (RTB), compared to drugs that have other routes
of administration (chapter 6). Despite this extension to RO5 criteria, there re-
mains a gulf between these rules of thumb and true discriminating power for spe-
cific design purposes. It is therefore more appropriate to think of the RO5 type cri-
teria as necessary, but not sufficient to create an oral drug-like molecule, and of
the drug-like scores as guidelines for filtering chemical libraries, not as a tool to
evaluate the quality of individual compounds. Since they are complementary, the
two filters should be combined during chemical library analysis.

Unlike drug-like scores, based on statistical analyses for large numbers
(~2�105) of chemical structures, the lead-like concept [35] relies on significantly
smaller datasets [36–38] that when combined amounts only to 894 structures (vide
infra). Despite this, the concept of lead-likeness has a significant impact in the de-
sign of chemical libraries [39–41]. This is, in part, because the concepts and meth-
ods related to lead-likeness are very intuitive and fit with the current experience of
what typically happens [42] in lead optimization. Based on current data, it appears
that, on average, effective leads have lower molecular complexity [36], when com-
pared to drugs, have fewer rings (RNG) and rotatable bonds [37], have a lower
MW and are more polar [35].

955.3 The Concept of Lead-likeness



The following computational criteria should be applied [11] for lead-like libraries:
MW �460, –4.0 � ClogP � +4.2 (–4.0 � LogD7.4 � +4.0), LogSw –5, HDO �5
and HAC �9 (where LogD7.4 is the ClogP value corrected for pH 7.4; and LogSw is
the predicted aqueous solubility [43]), as well as RTB � 9, RNG � 4. These com-
putational criteria, derived from the RO5 cut-off values, are also rooted into a distri-
bution analysis of drug-like databases [33], and in the property distribution of leads
versus drugs [19]. Additional experimental criteria [11], related to in vivo properties
(e.g., in rat), should be applied individually to lead-like compounds: Oral bioavail-
ability above 30 %, low clearance (e. g., below 30 ml min–1 kg–1), measured LogD7.4

between 0 and 3, poor (or no) inhibition of drug-metabolizing cytochrome P450 iso-
zymes, plasma protein binding below 99.5%, lack of acute toxicity at the expected
therapeutic window (e. g., assuming 500 mg day–1 P.O. regimen for 7 days), as well
as poor binding to hERG. hERG is a K+ channel implicated in sudden cardiac death
and possibly responsible for the cardiac toxicity of a wide range of compounds [44],
now withdrawn from the market.

5.4
The Fragment-based Approach in Lead Discovery

The lead-like concept served as the basis for developing screening strategies that
are complementary to more traditional screening methods. Some companies,
e.g., Astex [45, 46], Plexxikon [47],Vertex [48] and SGX Pharmaceuticals [49] have
implemented the concept of screening fragments or very small lead like entities
(in connection with X-ray crystallography or NMR) as their main lead generation
paradigm. The general approach is to find start points for the LI phase which are
“lead-like” and less complex than those derived solely on “drug-like” criteria.

The “reduced complexity” criteria [11] for a fragment-based screening set are
mostly computational, e.g., average values for MW <350, RTB �6, heavy
atoms �22, HDO �3, HAC �8 and ClogP �2.2. These criteria are consistent
with the “rule of three” (RO3) criteria [50], MW �300, ClogP �3, RTB �3,
HDO �3, HAC �3 and PSA �60 Å2, where PSA is the polar surface area. Exam-
ples of known actives (potency above 100 nM) that are RO3-compliant on a variety
of targets are given in Fig. 5.1. In this and the following figures and tables, all bio-
logical potency values are converted to –log10(activity). The examples in Fig. 5.1
are extracted from WOMBAT 2005.1.

WOMBAT (World of Molecular BioAcTivity) [51] is a bioactivity database [52]
that contains 117 007 entries (104 230 unique SMILES [15, 16]), with over 230 000
biological activities on 1021 unique targets in the 2005.1 release [53]. This release
covers 4786 series from 4773 papers published in medicinal chemistry journals
between 1975 and 2004. There are 5321 RO3-compliant molecules (807 “gener-
ics”) in WOMBAT 2005.1; and, of these, 941 entries (242 “generics”) have potency
�10 nM. The “generics” terminology covers mostly compounds that have a speci-
fic (typically unique) designation, which means they are either launched drugs, or
natural products, or otherwise in an advanced stage of development. The exam-
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ples given in Fig. 5.1 illustrate the chemotype, target and activity diversity that can
be found in RO3-compliant molecules: Neurotransmitter and nuclear hormone
receptor agonists (EC50) and antagonists (Ki, IC50 and A2), neurotransmitter trans-
porters as well as enzyme inhibitors are present, most of them with multiple activ-
ities. Based on the WOMBAT 2005.1 entries, it appears that there is a number of
interesting RO3-compliant chemotypes.

Of equal interest is the question whether lead-like (i. e., ignoring potent ligands
such as NO and CO) molecules with MW �200 (but not necessarily RO3-compli-
ant) can have potency above 10 nM. Such examples, also extracted from WOMBAT
2005.1, are given in Fig. 5.2. We found 1460 activities better than 10 nM, from 342
unique structures, acting on 98 targets: 41 enzymes, 42 receptors, six ion channels,
and nine proteins (where “proteins” are targets that cannot be classified as en-
zymes, receptors or ion channels). What is equally interesting is that, at pH 7.4,
80 % of these small molecules are likely to be charged: There are 269 cations, 22 an-
ions and 15 zwitterions in this list. This indicates that potent low-MW compounds
are likely to require salt bridge interactions with the receptor in order to achieve
high activity.

Andrews et al. were influenced by this observation, based on a limited set of 200
structures, in their efforts to define the “average intrinsic binding energy” of drugs.

975.4 The Fragment-based Approach in Lead Discovery

Fig. 5.1
Examples of RO3 compliant molecules. Target
names: D3, D4 – dopaminergic receptor types
2 and 3; AChE, BChE – acetyl- and butyryl-cho-
line esterases; PRA, PRB – progesterone recep-
tor types A and B; H1, H3 – histamine receptor
types 1 and 3; 5-HT2A, 5-HT2B, 5-HT2C, 5-HT3,
5-HT4 – serotonin receptor subtypes 2A, 2B,

2C and types 3 and 4; DAT, NET, 5-HTT – do-
pamine, norepinephrine and serotonin trans-
porter proteins; �1, �2, �, k1, k3 – opioid recep-
tor types mu-1, mu-2, delta, kappa-1 and
kappa-3; 5�-R1, 5�-R2 – 5-alpha-reductase iso-
zymes 1 and 2; Flt-1 – fms-like tyrosine kinase
receptor.



They found that coefficients for charged atom types are approximately ten times
higher compared to the coefficients for neutral atom types based on 200 molecules
[54]. However, the median MW of their dataset is below 300; and hence the “average
intrinsic binding energy” [54], an empirical scheme better known as the Andrews
binding energy (ABE), is likely to be biased towards such interactions. Used to esti-
mate the bioactivity potential of chemical libraries [35, 40], the ABE scoring scheme
parallels the increase in MW (R2 = 0.72), but not the increase in activity (R2 = 0.01)
when tested on N = 55 658 activities better than 0.1 �M from WOMBAT [19]. How-
ever, as MW increases from 150 a.m.u. to, e. g., 1200 a.m.u., the affinity of ligands
might increase from, e. g., 1 �M to 1 pM, or between 8.5 kcal mol–1 and 17 kcal -
mol–1. Thus, while MW may increase nine-fold, the free energy of binding might
only double its value. Kuntz et al. surveyed the strongest-binding ligands for a large
number of targets and concluded that binding affinity improves very little once the
number of heavy atoms increases above 15 [55]. Since the ABE scoring scheme
makes no correction for higher MW, its use to evaluate chemical libraries should be
restricted to small molecules (MW <300), where the presence of charged moieties
can indeed improve activity, as illustrated in Fig. 5.2.

Unlike the situations described in Figs. 5.1 and 5.2, the effort to identify small
MW molecules for screening is likely to result in fragment hits that have signifi-
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Fig. 5.2
Examples of small molecules (MW �200) that
have biological activity better than 10 nM. Un-
der each molecule, the following information
is included: molecule name, MW, ClogP, biolo-
gical activity type, value and target. Target
names are as follows: H3 – histamine receptor
subtype 3; m – muscarine receptor; D2 – dopa-

minergic receptor type 2; nACh – nicotine re-
ceptor; �2 – alpha adrenergic receptor subtype
2; mGLU2 – metabotropic glutamate receptor
subtype 2; GABA-B – gamma-amino butyric
acid receptor subtype B; m1 – muscarinic re-
ceptor subtype 1.



cantly lower potency (low mM to low μM range). Such hits would not always be
identifiable using more traditional screening methods, where the final com-
pound concentration is in the order of 10 μM or less. The obvious solution is to
screen compounds at higher concentrations, e.g., 50 μM. This introduces prob-
lems related to solubility, purity and interference with readout, e.g. by fluores-
cence quenching. As the expected affinity of fragments is significantly lower and
the physico-chemical properties need to be significantly different compared to
drugs, the selection criteria that focus on yet smaller molecules need to be rede-
fined and perhaps maintained more flexible, as illustrated by the RO3 or “re-
duced complexity” criteria above. With careful selection of compounds and ro-
bust screens, one can design screening approaches for biomolecular targets
(mainly enzymes) using up to 1 mM concentrations and still extract useful infor-
mation.

5.5
Literature-based Identification of Fragments: A Practical Example

Mining literature-derived data from, e. g.,WOMBAT, can provide some interesting
insights into how to assemble chemical libraries of fragments. The following ex-
amples (summarized in Tables 5.3–5.7) provide suggestions for the design of frag-
ment-based libraries related to several biochemical enzyme classes. Table 5.3 pro-
vides background information on the type of unique WOMBAT entries related to
four classes of enzymes, those having Enzyme Commission (EC) designations
[56] starting with 1, 2, 3 and 4, respectively. There was very little data related to
EC 5 and EC 6, therefore these were not included in the analysis. All entries in
Table 5.3 were filtered to remove any activities on receptors, ion channels and pro-
teins, and were further filtered to remove entries tested on another EC category.
Thus, all entries and scaffolds reported below were filtered to show biological ac-
tivity for that respective EC category only.

Table 5.3 Distribution of active WOMBATentries and related
scaffolds for the four EC categories.

Category Entries with
activity better
than 100 nM

Unique
scaffolds

Unique
scaffolds
with occurrence

Unique scaffoldsa)

compared to all
other EC classes

EC1 3501 236 64 32
EC2 4550 265 93 54
EC3 10209 460 142 95
EC4 1254 53 15 8
Total 19514 1014 238 189

a) Only scaffolds with occurrence >10 are reported.

995.5 Literature-based Identification of Fragments: A Practical Example
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The unique scaffolds analysis was performed using the ChemoSoft program
[57]. Care was given to extract only those scaffolds that did not overlap between
the various EC categories; and, in the extraction procedure, all single-bond substi-
tutions and all carbon-only cycles were ignored. Only non-overlapping scaffolds
are illustrated in Tables 5.4–5.7. The degree of overlap between various chemo-
types can be inferred from comparing columns 4 and 5 in Table 5.3. These scaf-
folds are likely to reflect a certain bias, not only in terms of the current targets of
interest in medicinal chemistry literature (as expected), but also in terms of the
amount of effort in conducting such research and reporting such results. For ex-
ample, unique EC 1 scaffolds are dominated by those active on dihydrofolate re-
ductase (EC 1.5.1.3) and 5-alpha reductase (EC 1.3.99.5), whereas unique EC 4
scaffolds are dominated by those active on carbonic anhydrase (EC 4.2.1.1). When-
ever possible, parent structures having generic names (e. g., methotrexate and
methazolamide) are reported, together with the corresponding literature reference
and the biological activity, preferably on an enzyme of human origin. This ex-
plains why not all examples given have activity better than 100 nM – however,
such activities have been reported for the same enzymes, in different species.

The types of scaffolds given here are not necessarily linked to specificity for a
certain enzyme. However, they illustrate the type of chemistry that has been, at
least in the past decade, reported specifically for, e.g., class 1 compared to class 2
etc., in medicinal chemistry literature. While not exhaustive (since we did not
cover patents), this type of search is likely to reflect certain biases derived either
from experimental reasons, e.g., the azasteroid scaffold for 5�-reductase or the
cyclic urea for HIV-1 protease. Therefore, in the context of chemical genomics,
one could envision such a library of fragments, or lead-like libraries containing
these fragments, to be used in phenotypic screening. Given their (apparent?) spe-
cificity, their observed binding could offer mechanistic insights in various bio-
chemical pathways and perhaps assist in target identification.

5.6
Conclusions

The initial publications on lead-like properties suggested that small, simple mole-
cules would have higher hit rates and lower affinities than the typical larger, more
complex molecules used in classic high-throughput screening (HTS) discovery
programs. This concept has now been demonstrated by SGX Pharmaceuticals
[49], who reported typical fragment screening hit rates of 15% for several different
target classes. Such high hit rates suggest that it is not necessary to rely on pre-
viously known chemotypes, such as those described in the earlier section, to dis-
cover hits. Indeed, one of the potential advantages of fragment-based screening is
to discover new chemotypes which might be missed by screening larger, more
complex molecules. The cheminformatic analyses presented above provide a use-
ful approach for suggesting molecules that are compatible with lead-like proper-
ties (e.g., RO3-compliant); and they further demonstrate a surprising diversity of
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known biologically active compounds that are compatible with the rather restric-
tive rules proposed for fragments. These results (specifically Fig. 5.2) also suggest
that fragment-screening libraries which are enriched in charged compounds may
increase the probability of finding higher affinity hits – since salt-bridges are likely
to contribute to binding. The target-class breakdown for the 342 unique mole-
cules, discussed earlier, indicates an equal amount of molecules binding to en-
zymes and G protein-coupled receptors, with surprisingly fewer numbers of ion
channels and proteins. Since multiple aminergic receptor-targeted drugs are pro-
tonated amines and entire classes of drugs (e.g., non-steroidal anti-inflammatory)
are acids, it is likely that oral bioavailability will not be significantly influenced by
the presence of one such center.

The experimentally observed high fragment screening hit rates also suggest
that fragment-screening libraries can be very carefully pruned to include only the
most desirable compounds. Further work defining the properties of such “most
desirable” compounds beyond lead-like, reduced screening set, or RO3 properties
will be needed and will develop as we gain more experience with fragment-based
drug discovery. It is quite likely that, as new companies enter this arena, different
flavors of “fragment-based libraries design” are likely to exist – not only in terms
of particular chemistry make-up (for intellectual property reasons), but also in
terms of screening methodology, overall molecular complexity, physico-chemical
profile, etc.

Cheminformatics and computational chemistry approaches need further devel-
opment to address the challenging problem of predicting which fragments or
HTS hits are most likely to be optimized into high activity (e.g., low-digit nM
IC50) leads. For example, can a classic HTS hit with IC50 = 10 μM which is not
compliant with lead-like criteria (e.g., MW = 550) be a better starting point for op-
timization than a 200-MW, RO3-compliant fragment with IC50 = 500 μM? This is
a key question posed by fragment-based methods. A systematic analysis of the cal-
culable physicochemical properties and diversity of virtual libraries which could
rapidly be derived in two or three synthetic steps from such fragment-based hits
could assist with the decision-making process. When using structure-based virtual
screening [58], the number of compounds in such virtual libraries might be prohi-
bitive, even for high-throughput docking, so sampling methods (e. g., pooling re-
presentatives with various chemotypes that match certain physico-chemical, or
perhaps pharmacophoric profiles) will be required to dock and score subsets of
the virtual libraries. The issue of correctly evaluating, in silico, the binding affinity
for “weak binders” remains open – as scoring functions have been known to eval-
uate better nanomolar, as opposed to millimolar, binding affinities. Overall, the
challenges raised by developing fragment-based approaches have yet to be solved.
Given the results so far, their integration into the evolutionary process of lead de-
velopment is likely to direct us towards interesting and stimulating new discov-
eries.
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Structural Fragments in Marketed Oral Drugs
Michal Vieth and Miles Siegel

6.1
Introduction

In this chapter we present a view on the chemically and pharmacologically rele-
vant fragments/building blocks of marketed drugs, with particular emphasis on
the fragments contained in oral drugs. Several recent papers have emphasized the
evolution of the physical properties of oral drugs [1–3]. Some authors have sug-
gested that the evolution of the target and chemistry space has caused small but
meaningful changes in the mean properties of newer drugs as compared with
older drugs [2, 3]. However, we have found little evidence in the literature to link
these apparent differences to specific chemical fragments that are the pharmaco-
phorically important building blocks of drugs. This chapter describes an analysis
of the fragments present in drugs and other groups of compounds, to investigate
similarities and differences between these groups. In particular, we look into the
frequency of occurrence of fragments in groups of compounds, to emphasize and
understand physical property similarities and differences between sets. By taking
this approach, we have found that the distribution of chemical fragments in inject-
able drugs differs significantly from that of oral drugs, mostly in the scaffolds con-
necting these fragments. We also use a similar comparison to look into the frag-
ment-based similarities between oral drugs and compounds in clinical and precli-
nical development. In addition to speculating on the interesting implications of
these findings, we present some practical directions on how the available data can
be utilized to guide compound development in the direction of increasing prob-
ability of pharmacokinetic success.

6.2
Historical Look at the Analysis of Structural Fragments of Drugs

Retrosynthetic combinatorial analysis procedure, or RECAP [4], was the first tool
used to generate, analyze, and suggest the utilization of a set of pharmacologically
relevant fragments from the set of molecules in a drug database. The significance
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of RECAP in comparison to other fragmentation approaches [5, 6] was the almost
immediate and clear-cut utilization of the knowledge present in the database of bio-
logically relevant compounds in the design and potential synthesis of compound li-
braries. It is worth noting the RECAP approach came before the concept of targeted
libraries [7–9] and inspired a number of approaches for de novo generation of che-
mically feasible and pharmacologically relevant structures [10–13]. The visionary
character of RECAP can be best described by the number of follow-up approaches
and companies funded around the concept, including De Novo Pharmaceuticals
(www.denovopharma.com) and Locus Discovery (www.locusdiscovery. com).

Interestingly, the RECAP analysis of the World Drug Index [14] gave signifi-
cantly different fragments from our recent analysis of marketed drugs using a si-
milar fragmentation approach. For example, of the 15 most common side-chains
in oral and injectable drugs found in our work, shown in Fig. 6.1, only six were ex-
emplified in 35 presented using the RECAP method; simple phenyl, the side-
chain we found to be most common in both sets of drugs, was not exemplified by
RECAP.
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Fig. 6.1
Comparison of the most frequent side-chains in oral (a) and in-
jectable (b) drugs. The numbers indicate the count of the drugs
containing that fragment. The means of properties are not sig-
nificantly different for a and b. Reproduced from Vieth at al. [1].



6.3
Methodology Used in this Analysis

The structural fragments analyzed in this chapter were generated using an internally
developed tool, Molecular Slicer (MS), which we routinely use to analyze the com-
mon fragments of biologically targeted compounds [1]. MS is similar to other retro-
synthetic algorithms previously described in the literature, such as RECAP [4] and
REOS [15]. Our tool decomposes compounds into core and side-chain fragments,
using a sequential set of 15 pre-assigned rules. Side-chain fragments are character-
ized by having only one “break-point”, while scaffolds have two or more. The break-
points are not always based on a logical retro-synthetic step, but are defined in a man-
ner that allows us to analyze the composition of large volumes of compounds. The
rules encoded and used in this study to generate these fragments are detailed in
Table 6.1. After the molecules are decomposed, the resulting fragments (with the ad-
dition of explicit hydrogens) are then used to perform substructure searches to deter-
mine the frequency of occurrence of these specific fragments in each set of analyzed
molecules (Fig. 6.2). We feel that, as long as the same process is used to dissect and
assemble compounds, internal consistency insures transferability of statistics.

Five different data sets were used to perform the fragment analysis: marketed
oral drugs (1192 compounds), marketed injectable drugs (308 compounds), com-
pounds in clinical trials as listed in MDDR [16] (1943 compounds; marketed drugs
were substracted from this set), and compounds from MDDR described as in “bio-
logical testing”. (137 550). In addition, we subdivided the marketed oral drugs for
which the approval date was available into a set of 332 “new oral drugs” approved
after 1982, and a set of 859 “old oral drugs” approved before 1982. The final list of
139 126 unique molecules was then subjected to the MS process. As a result of the
fragmentation, 52 131 side-chains and 15 652 scaffold fragments were identified.
19 914 fragments with four or more atoms (14 330 side-chains and 5584 scaffolds)
were present in two or more structures and were therefore considered meaningful
and used in the subsequent analysis. For each group, we computed the mean fre-
quency of all fragments present and used it to assign importance for each frag-
ment. Table 6.2 summarizes the fragment statistics for each group.

In order to compare the fragment distribution between two groups, we used all
fragments present with frequencies greater than the standard deviation from the
mean for each group. Thus, for comparison of frequencies of fragments in oral
and injectable drugs, we took 54 fragments from oral drugs and 91 fragments from
injectable drugs, for a total of 122 unique fragments (145 total with 23 in common).
For the comparisons of new vs old drugs, oral vs clinical, and oral vs MDDR biolo-
gical testing, we ended up with 52, 174, and 335 unique and significant fragments,
respectively. In order to compare the frequencies between groups, we used the fol-
lowing difference function, shown here for the oral vs injectable comparison:

Diffi � 100 	
abs freqoral

i � freqinjectable
i

� �

max freqoral
i � freqinjectable

i

� � �1�
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Table 6.1 Sequentially applied SMARTS queries used in Molecular Slicer algo-
rithm. The bond breakages occur between the indicated pair of query atoms.
The SMARTS contain locally developed extensions to the SMARTS language,
most notably the relational operator. Isotopic labels are applied to designate
previously perceived bond breakages, so the queries require non-isotopic
atoms for new breakages. Adapted from Vieth at al. [1].

Sequence SMARTS Query
atoms
bond
break

Isotopic
label for
break
atoms

Query name

1 a-[CH,CH2;R00*]-[N,O;R00*]-
[CHR0,CH2R0]-a

1 2 +1 Heteroatom beta to
a ring

2 [C0*D>1,c0*D>1]-
[NH,ND2,ND3,OD2;R00*]-
[CH,CH2;R00*]-a

1 2 +1 Heteroatom beta to
a ring

3 [R;0*]-[CH2R0,NHR0,OR0;0*]-[R] 0 1 +2 Separate two rings
connected by an atom

4 *-[CD3H,ND2;R00*](-a)-a 0 1 +3 Separate biphenyl

5 [a]-&!@[a] 0 1 +4 Break ring–ring non–
ring bonds

6 [NR;0*]-[CD3R0;0*](=O)-[R] 0 1 +5 Separate biphenone
from ring N

7 [NR;0*]-[CD2R0;0*]-[R] 0 1 +6 Ring nitrogen beta to
a ring

8 [N0*,n0*;!H2]-[SR0;0*]-
[CD>1,cD>1,ND>1]

0 1 +18 Break N-S bonds

9 [NR;0*]-[CD2R0;0*]-
[CD2,CD3,OD2,ND2,ND3,aD2,aD3]

0 1 +9 Break Ring nitrogen
– no ring carbon

10 a-[NHR0]-[CR0;0*](=O)-
[OR0,NR0;0*]

0 1 +10 Separate anilines

11 [CRD>1;0*]-[NH,O;0*]-[CR0;0*]
(=O)-[NH,O;0*]

1 2 +11 Break N-C in ureas

12 [OD1H0]=[CD3R0;0*]
(-[ND2,ND3;0*]-[CD>1,aD>1;0*])-
[CD>1,OD2,aD>1,ND>1;0*]

1 2 +11 Break amides

13 [OD1H0]=[CD3R0;0*](-[CD>1;0*])-
[CH2;R00*]-[CH,CH2;R00*]-a

1 3 +12 Gamma carbonyls

14 [a;0*]-[CD3R0;0*](=O)-
[D2,D3,D4;0*]-[D<4]-[D<4]

0 1 +6 Break phenone

15 [CR,NR]=[CR]-&!@[a] 1 2 +13 Another ring break-
age connected by
no-ring bond



If a fragment is found only in the oral drugs, the difference is 100%, however if
the fragment is found in both groups with the same frequencies, the difference is
0 %. For each of the significant fragments we computed the difference function
and binned the differences into ten bins. The plots of the difference functions are
shown in Fig. 6.3a–d for oral vs injectable, new vs old, oral vs clinical and oral vs
MDDR biological testing compounds. The specific comparisons were chosen to
understand whether the property differences between these sets would translate
into differences in the nature and frequency of the fragments derived from each
set.
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Fig. 6.2
Comparison of most frequent scaffolds in oral (a) and inject-
able (b) drugs. The numbers indicate the number of drugs con-
taining the fragment. The means of physical properties
(CLOGP, ON, rotbond) are significantly different for a and b.
Reproduced from Vieth et al. [1].



6.4
Analysis of Similarities of Different Drug Data Sets
Based on the Fragment Frequencies

The distribution of frequency differences gives a breakdown of the number of
fragments (both side-chains and scaffolds) between groups (Fig. 6.3). For example,
fragments having large differences in frequencies between the oral and injectable
drugs dominate the distribution, with median and mean differences of 90 % and
74%, respectively. A similar distribution is observed for the differences between
fragments in oral and clinical compounds. The median difference is slightly lower
at 85%, with the mean identical and indistinguishable from the oral vs injectable
group at 75%. In contrast, the distribution of differences for the new vs old mar-
keted drugs is more uniformly distributed, with no particular preference to any
difference bin. This is substantiated by the median value of 53% and the mean va-
lue of 52%. Interestingly, the distribution of frequency differences of 335 signifi-
cant fragments compared between marketed oral drugs and biological testing
shows a largely uniform character, with a slight bias towards higher difference
bins. The median of this distribution 68% and mean of 60 % suggests more oral-
like than injectable-like fragment character.

Inspection of the side-chain and scaffold structures giving the largest frequency
difference between oral drugs and the three groups injectable, clinical, and biolo-
gically active molecules reveals that many of these side-chains likely derive from
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Table 6.2 General statistics for fragments generated from different drug data
sets.

Group Number
of mole-
cules

Number
of fragments
with match
in at least
one
molecule

Mean
fragment
frequency

STD Mean +
STD

Number of
fragments
with
frequencies
greater
than 1 STD
away from
the mean

Marketed oral
drugs

1192 1630 0.27 0.70 0.97 54

Marketed injectable
drugs

308 762 1.19 1.67 2.86 91

Clinical compounds 1943 3065 0.28 0.71 0.99 157

MDDR biological
compounds

137 550 20 577 0.02 0.25 0.28 330

New oral drugs 332 779 0.59 0.98 1.57 39

Old oral drugs 859 1204 0.31 0.84 1.14 48



peptides, which are present in injectable, clinical, and biologically active molecules
but are largely absent in oral drugs. As it is difficult to determine the intended
route of administration in either the clinical or the biologically active sets, these
sets include compounds not intended for oral delivery and/or for which ADME
properties are not optimized.

In order to shed light on the specific differences and similarities between frag-
ments from different sets, we looked into the most and least different fragments
for each comparison groups. The oral vs injectable 100% difference bin contains
15 significant scaffolds and two side-chains that occur in one group but not in the
other, representatives of which are shown in Fig. 6.4a. As pointed out in our origi-
nal work, the majority of scaffolds (14) present only in the injectable drugs are
amino acids. Six fragments (three side-chains and three scaffolds) are found with
almost identical frequencies in oral and injectable drugs. These six are exempli-
fied in Fig. 6.4b. Interestingly, ethanolamine scaffolds and selected tertiary amines
are present with very similar frequencies in oral and injectable drugs.
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Fig. 6.3
Distribution of the fragment frequency differ-
ences as a function of difference bins (Eq. 1).
We added 100 difference bin (included in
90–100 bin) to separately view the structures
which occur only in one group. (a) The total
count of 122 side-chains and scaffold frag-
ments in oral vs injectable comparison.

(b) The total count of 52 side-chains and scaf-
fold fragments in new (post-1982) vs old (pre-
1982) marketed oral drug comparison. (c) The
total count of 174 side-chains and scaffolds for
oral vs clinical comparison. (d) The total count
of 335 side-chains and scaffolds for oral vs
MDDR biological comparison.



When comparing the fragments with similar and dissimilar frequencies in new
and old oral drugs, one finds some penicillin and sugar structures that are absent
in the new drugs, with unnatural amino acid present with much greater frequency
in the new drugs (Fig. 6.5). These differences reflect to some degree evolution of
targets trends within the pharmaceutical industry. The pencillin-derived beta-lac-
tam framework, common in many older antibiotics, has not been actively pursued
for some time due to several factors, including developing drug resistance and the
advent of alternative anti-infectives such as the fluoroquinolones. By contrast,
three of the five fragments appearing in newer drugs that are not reflected in
older drugs are related to homophenylalanine, a fragment common to many ACE
inhibitors, such as enalapril, that have been launched in the past 20 years. As we
and others have shown [1, 17], however, the physical property differences for new
vs old oral drugs are generally very small. These fragment differences, notably
smaller than for the other comparisons, likely reflect target-related differences.
The fragments common to both new and old drugs, such as 2-substituted pyri-
dine, isopropyl and phosphate side-chains, and propylamine, butyl, and butyl-
amine, are perhaps more generic in helping to confer favorable PK/PD properties
and biological activity on oral drugs. These conclusions, although similar in spirit
to the ones presented by Leeson [2], come from the analysis of building blocks
and thus may have more direct application particularly in the area of drug-like
library design and construction.
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Fig. 6.4
Exemplification of significant fragments most different (a) and
most similar (b) between oral and injectable drugs. The counts
and percentages of structures in which each fragment is pre-
sent are given for both groups.
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Fig. 6.5
Exemplification of significant fragments most different (a) and
most similar (b) between new (post-1982) and old (pre-1982)
drugs. The counts and percentages of structures in which each
fragment is present are given for both groups.

Fig. 6.6
Exemplification of significant fragments most different (a) and
most similar (b) between oral and clinical drugs. The counts
and percentages of structures in which each fragment is pre-
sent are given for both groups.



As noted above, fragments with the greatest oral vs clinical differences are simi-
lar to those from oral vs injectable differences (amino acid scaffolds; Fig. 6.6).
Fragments with almost identical frequencies in marketed oral and clinical com-
pounds include phenyl and 2-substituted pyridine side-chains, and para-substi-
tuted benzyl, 2-alkoxy-substituted phenyl, and 1,3 di-substituted cyclohexyl scaf-
folds.

The fragments with the largest differences between oral drugs and biologically
active compounds also include amino acid side-chains (similar to clinical and in-
jectable compounds), while the notable fragments with similar frequencies in the
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Fig. 6.7
Exemplification of significant fragments most different (a) and
most similar (b) between oral and MDDR biological testing
drugs. The counts and percentages of structures in which each
fragment is present are given for both groups.



two groups include piperidine and pyridine scaffolds, in addition to several al-
ready exemplified in earlier comparisons (Fig. 6.7).

6.5
Conclusions

As we pointed out in our earlier communication, there is some association of
properties of drug types and their derived fragments, in particular when compar-
ing oral and injectable drugs. The apparent difference in some properties (in-
creased MW by 10 %) in new vs old drugs observed by Lesson does not appear to
be related to the properties of the most commonly occurring fragments in these
groups. The 39 significant fragments in new drugs have a mean MW of 90 Da,
while the 48 significant fragments in old drugs have a slightly higher mean MW
of 93 Da. As Vieth and Leeson pointed out, there is no significant difference in
year to year mean MW of approved drugs, which seems to be consistent with
small changes in frequently used fragments in the whole groups of old and new
marketed oral drugs. It may be that the most significant differences in fragments
between older and newer drugs reflect a shifting biological target emphasis over
the past 25 years [1, 2]. Our analysis suggests that building compounds from mar-
keted oral drug fragments should increase the bioavailability of compounds, com-
pared to random selection. It is intriguing that there are many fragments com-
mon to nearly all groups and routes of administration, suggesting they may be
generally useful for obtaining biological activity while also proving beneficial for,
or at least not detrimental to, reasonable oral exposure. By contrast, many of the
fragments that appear frequently in injectable, clinical, and biologically active
compounds but not oral drugs are reflective of peptide substructures. These frag-
ments clearly have biological relevance as well. Peptides themselves frequently
display poor PK/PD properties; this however may be more a reflection of the prop-
erties of the molecules as a whole rather than the individual fragments. At the
same time, many of the particular amino acid-related side-chains that appear fre-
quently in injectable but not oral drugs derive from amino acids such as trypto-
phan and histidine that may suffer from metabolic liabilities on oral dosing.

We believe that, as researchers continue to analyze fragment differences be-
tween classes of drugs and between drugs and biologically active molecules or
non-drugs, these differences will help to shed light on property differences be-
tween the molecules as a whole. In addition, as we demonstrated here, the signifi-
cant fragments could tell the story about the resulting molecules constructed
from them.

1236.5 Conclusions
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7
Fragment Docking to Proteins with the Multi-copy
Simultaneous Search Methodology
Collin M. Stultz and Martin Karplus

7.1
Introduction

The design of compounds (leads) which bind pre-specified targets is typically one
of the first steps in the design of therapeutic compounds [1]. Thus, methods
which simplify the discovery of such compounds can accelerate the rate at which
new drugs are discovered. The finding of ligands for binding sites with known
structure can be approached efficiently by using a series of steps that include:
(1) determining optimal positions of small chemical fragments in the binding
site, (2) linking the fragments together to form molecules that are complementary
to the target, and (3) estimating the binding affinity of the resulting molecules.
The multi-copy simultaneous search (MCSS) methodology [2], which addresses
the first step in the above approach, determines energetically favorable positions
of different functional groups in a binding site of interest. The method provides
functionality maps of the binding site. Functional groups in these energetically
favorable positions can then be linked together to construct ligands de novo which
are complementary to the binding site of the target. Alternatively, these positions
can be used to modify known ligands to improve their binding affinity. The
method is quite general and can be used to construct functionality maps for pro-
teins, DNA, and RNA. Moreover, in principle, protein flexibility can be incorpo-
rated in the process in a straightforward manner. In this chapter, we describe the
main aspects of the methodology and demonstrate how the information arising
from the functionality maps can be used to design ligands.

7.2
The MCSS Method

Here we review major aspects of the MCSS methodology used for calculating
functionality maps.
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7.2.1
MCSS Minimizations

The method begins by randomly distributing many replicas (e.g., between 1000
and 10 000 copies) of a small functional group in the binding site of a target mole-
cule. The positions of the different functional group copies are then simulta-
neously minimized in the binding site, using cycles of conjugant gradient mini-
mization. Functional group replicas which are converging to a common mini-
mum energy position are removed during the minimization process to save time.
In most applications, replicas are said to be converging to the same minimum en-
ergy position if their root mean square (rms) deviation is less than 0.2 Å. Use of
such a small cutoff ensures that a variety of different functional group positions
and orientations will be kept.

A central component of the method is the time-dependent Hartree (TDH) ap-
proximation, which enables a number of molecular trajectories to be simulta-
neously determined in the field of a target molecule [3, 4]. Making use of this con-
cept, different functional group replicas do not see one another, but do see the
full field of the target molecule. Typically, the functional group replicas are fully
flexible and therefore sample different conformations during the minimization
procedure, while the target molecule is fixed. When the target is rigid, the trajec-
tories generated with the TDH approximation are exact; i. e., the MCSS mini-
mum energy positions are identical to minima that would have been obtained if
each randomly placed replica were individually minimized in the field of the fixed
protein. By contrast, if the protein is flexible, the resulting MCSS minima may
differ from positions obtained from individual minimizations [5, 6]. As such,
many of the initial applications of MCSS focused on obtaining functionality
maps to rigid targets. However, protein flexibility can be incorporated into MCSS
minimizations and the resulting data can, in principle, be post-processed to deter-
mine the minima which are most promising. In subsequent sections of this chap-
ter, we deal with the issue of including protein flexibility in MCSS calculations.
In the remaining portions of this section we focus on MCSS minimzations with
a rigid target.

7.2.2
Choice of Functional Groups

Chemical fragments used for MCSS functionality maps are typically small func-
tionalities that span the range of different chemical moieties that could be used to
build larger, more realistic, molecules, although in some applications essentially
complete ligand candidates have been used. When MCSS was first introduced,
calculations were performed with functional groups that typically contained less
than eight atoms. Popular functional groups used in prior applications include N-
methylacetamide, methanol, methyl ammonium, acetate, propane, benzene, phe-
nol, cyclohexane, and water [e.g., 2, 7, 8, 9]. These groups collectively model polar,
charged, and hydrophobic moieties of different sizes. N-Methylacetamide is cho-
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sen to model the peptide backbone and is of particular interest if the goal is to de-
sign peptide based ligands that are complementary to a given target.

As the speed of modern computers has improved, the size of functional groups
used in routine MCSS calculations has significantly increased. It is now routine to
perform MCSS calculations on rather complex chemical fragments that contain
20–30 atoms [e.g., 10]. Functional groups currently available with the standard
version of MCSS span a range of possible chemical fragments (Fig. 7.1). A num-
ber of fragments were obtained from an analysis of the structures found in a data-
base of known drug molecules (Figs. 7.2, 7.3) [11, 12]. Furthermore, adding novel
and sometimes complex functional groups to the MCSS library is relatively
straightforward and only involves creating the necessary topology, parameter, and
symmetry files. Just as in the case of the standard CHARMM topology and para-
meter files [13], the MCSS topology file lists the partial charges, atom types, and
connectivity of the atoms. The group parameter file contains the additional para-
meters that are needed for the energy calculations. MCSS runs can be performed
with both a polar hydrogen parameter set [14] and an all-atom parameter set [15]
or using a hybrid approach where the protein is represented with one particular
parameter set (e. g., all-atom) and the MCSS functionalities are represented with
the another parameter set (e.g., polar).

It is important to note that, if the chosen functional group has several rotatable
bonds, care must be taken to ensure that enough randomly placed functional
group replicas are included in the initial stages of the simulation to sample differ-
ent conformations of the chemical fragment. Undersampling of functional group
conformations makes it difficult to find functional group minima with a variety of
different conformations.

7.2.3
Evaluating MCSS Minima

Although MCSS minimizations begin with several thousand randomly placed re-
plicas, typically only a few hundred remain after repeated cycles of energy mini-
mization. The resulting interaction energy of each MCSS minimum is an impor-
tant part of the MCSS output. These interaction energies represent a sum of the
intragroup energy and the group–protein interaction energy. In current versions
of MCSS, a reference vacuum energy is subtracted from the MCSS interaction en-
ergy of each group. This correction enables one to compare interaction energies
arising from different models of the same functional group [16, 17]. For instance,
the in vacuo energy of a polar-hydrogen representation of benzene is lower than
the energy of an all-atom representation of benzene in the same conformation be-
cause the all-atom representation contains explicit hydrogens which have overlap-
ping vdw radii [17]. Hence, to correct for this, the in vacuo CHARMM energy of a
minimized conformation of benzene is subtracted from each MCSS minimum.

MCSS interaction energies are typically computed using a vacuum potential.
However, in principle, solvent effects can be accounted for at the outset of MCSS
calculations by minimizing the randomly placed functional group replicas, using
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Fig. 7.1
Functional groups included in the standard MCSS distribution.



a potential that incorporates an implicit model of solvent. A straightforward impli-
cit solvent model to implement is based on a distance-dependent dielectric con-
stant. We note that it has been argued that the use of a distance-dependent dielec-
tric constant during MCSS minimizations increases the number of minima that
one finds relative to protocols that employ a vacuum potential [18]. However, in
previous applications on endothiapepsin, minima obtained with a distance-depen-
dent dielectric constant were very similar to minima obtained with 
=1 [5]. Differ-
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Fig. 7.2
Acyclic atoms in known drug databases which are included in MCSS.



ences between the minima with implicit solvation and the minima on the vacuum
potential surface are likely to be most significant for charged groups.

A number of other implicit solvent models have been developed recently that
could be used for MCSS minimizations [19]. However, MCSS minimizations that
employ such models do require additional computational time to optimize a sys-
tem consisting of several thousand functional groups and a protein composed of
several thousand atoms. An alternate approach is to perform MCSS minimiza-
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Fig. 7.3
Cyclic functional groups included with MCSS.



tions with a vacuum potential and then post-process the resulting minimum en-
ergy positions in a manner that accounts for solvent.

The most extensively used method for post-processing MCSS results is to re-
move minima with interaction energies above some cutoff value that is based on
the solvation enthalpy of the functional group in question [2]. This provides an ap-
proximate way to account for the fact that functional groups within the binding
site are, at least, partially desolvated. Typically, only groups with interaction ener-
gies below the solvation energy are kept for further analysis. As the solvation en-
ergy of charged ions can be approximated by one-half the solvation enthalpy, in
practice, the latter value is used as a cutoff [20]. The main advantage of using an
interaction energy cutoff to account for solvent is that it does not require addi-
tional lengthy calculations. In addition, while the method may significantly reduce
the number of functional groups that are kept, it usually leaves a considerable
number of minima in the binding site for further analysis.

Alternate, more computationally intensive approaches for post-processing
MCSS minima have been developed. In one study, Caflisch [18] ranked minima
arising from an MCSS calculation on �-thrombin by estimating the binding free
energy of each minimum with an approximate free energy formula given by:

�Gbinding � �Eintra � �Einter�vdw � �Ginter
elec � �Gp

desolv � k�Gm
desolv � �Gnp �1�

where �Eintra denotes the intramolecular energy of the MCSS chemical fragment
and is the sum of the bonded, vdw, and electrostatic contributions. The inter-
molecular vdw interaction energy between the protein and the functional group
is included in an additional term denoted by �Einter,vdw. The electrostatic interac-
tion energy between the protein and functional group is denoted by �G inter

elec . The
energy required to desolvate the binding site of the protein is given by the
energy required to desolvated the surface of the functional group that interacts
with the protein and is denoted by �Gm

desolv. In this implementation, the desolva-
tion energy of the functional group is multiplied by an additional factor, k< 1,
which serves as an approximate way to account for the fact that the desolvation
contribution for a functional group which is part of a larger ligand may be smal-
ler. This is likely to be true for the majority of small functional groups that are
considered by MCSS, because in the unbound state small functional groups are
surrounded by other atoms in the ligand which prevent the group from being
completely solvated. In the work on �-thrombin, a value of k = 0.4 was used.
This value was derived from a comparison of the electrostatic desolvation energy
upon binding of NMA and a glycine containing dipeptide to a macromolecular
target [18].

The electrostatic free energy terms were computed with a continuum dielectric
model based on the linearized Poisson–Boltzmann equation and numerical solu-
tions were obtained with the program UHBD [21]. The nonpolar contribution to
the binding free energy, �Gnp, is assumed to be linearly related to the loss in sol-
vent-accessible surface area – a common approach for estimating the hydrophobic
contribution to binding [22, 23].
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The approximate binding free energy formula ignores some contributions
which are, in general, important for ligand binding. Most notably, the loss of con-
figurational entropy upon binding is not included, even in an approximate way.
This contribution is likely to be negligible for the small, relatively rigid, functional
groups considered in the initial study. However, if more flexible functional groups
are used, then additional terms are needed to approximate the change in config-
urational entropy upon binding.

For �-thrombin, application of Eq. (1) to the MCSS minima leads to consider-
able reordering of the minima relative to the ordering obtained with a vacuum po-
tential [18]. Differences between the vacuum energy rankings and the rankings
obtained with Eq. (1) are primarily due to the desolvation terms. In many cases,
apolar functional groups with favorable vacuum interaction energies have un-
favorable binding free energies because they partially desolvate charged groups on
the protein. Similarly, a number of charged groups with favorable vacuum ener-
gies have unfavorable binding free energies, primarily because of the large deso-
lvation penalty associated with the binding of charged moieties. The inclusion of
desolvation terms has the greatest effect in determining the relative affinities of
MCSS minima for different functional groups. However, any potential benefit
from such calculations must be weighed against the increase in computational
time that is incurred with such an analysis. We note that an alternate approach
would be to use the MCSS minima, and their vacuum interaction energies, to cre-
ate potential ligands and then evaluate the binding energy of the resulting ligands
with more rigorous approaches.

7.3
MCSS in Practice: Functionality Maps of Endothiapepsin

The MCSS method has been used to obtain functionality maps for the fungal pro-
tease, endothiapepsin [24]. The structure of endothiapepsin bound to the peptide-
based inhibitor H-261 reveals that the binding site of the enzyme is relatively
open and contains several hydrophobic pockets which form binding sites for hy-
drophobic moieties in the inhibitor [25] (Fig. 7.4A). MCSS minimizations were
conducted on the binding site of endothiapepsin with the functional group probes
N-methyl acetamide (NMA), methyl ammonium, methanol, and propane. Polar
minima such as NMA and methanol were found throughout the binding site and
make hydrogen bonds to polar moieties in the protein (Fig. 7.4B, C). Apolar func-
tionalities are found throughout the binding site within apolar pockets
(Fig. 7.4D). Charged groups such as methylammonium make salt bridges with
charged side-chains in the binding site and therefore they occur in smaller num-
bers (Fig. 7.4E). In addition, as charged groups tend to occur near the surface of
the protein, charged minima may be located on the surface in regions relatively
distant from the binding site.

Comparison of MCSS functionality maps with the positions of corresponding
functionalities in the inhibitor demonstrates that MCSS can reproduce the posi-
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tions and orientations of chemical fragments found in inhibitors. Propane
minima are found in hydrophobic pockets occupied by phenylalanine, leucine
and valine side chains (Fig. 7.5A, B). Methanol minima are also found near the
lone hydroxyl moiety in H-261 that forms hydrogen bonds with two catalytic as-
partates in the binding site (Fig. 7.6). Similarly, most peptide bonds within
H-261 are located near an NMA minimum (e.g., Fig. 7.7A, B). Some peptide
bonds, however, within the inhibitor are not located near an MCSS minimum.

1337.3 MCSS in Practice: Functionality Maps of Endothiapepsin

Fig. 7.4
MCSS functional group minima in the
binding site of endothiapepsin.
(A) Structure of H-261 in the endothia-
pepsin binding site (for comparison).
(B) NMA. (C) Methanol. (D) Propane.
(E) Methyl ammonium.



Figure 7.7C shows a peptide bond in the inhibitor and its closest NMA minimum.
Although the orientations of the two peptide hydrogens are similar, the NMA
minimum has a root mean square deviation (msd) that is more than 3 Å from the
peptide bond shown. Such data suggest that the peptide bond in H-261 is in an or-
ientation that does not correspond to a minimum energy position.

As MCSS determines positions for small functionalities and not complete inhi-
bitors, discrepancies between the functional group positions in co-crystal struc-
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Fig. 7.5
(A) Structure of inhibitor H-261 in
the binding site of endothiapepsin.
A loop within the protein which over-
laps the binding site has been re-
moved to reveal the inhibitor. (B)
MCSS propane minima within each
of the hydrophobic pockets occu-
pied by hydrophobic side-chains in
H-261. Propane molecules are
shown as vdw spheres and H-261 is
depicted in liquorice mode.

Fig. 7.6
Positions of MCSS methanol
minima superimposed on the back-
bone of H-261. MCSS minima are
represented as a ball and stick dia-
gram, whereas the inhibitor is shown
as a solid liquorice figure.



tures of bound inhibitors and the positions of MCSS minima are not unexpected.
What is more interesting is the fact that MCSS typically finds a number of new
minima that were not observed in known crystallographic structures, suggesting
that the affinity of these inhibitors may be improved if low energy functionalities
are incorporated into the inhibitor structures.

7.4
Comparison with GRID

One of the earliest algorithms used to determine functional group binding sites
in a target molecule is the program GRID [26]. In its initial implementation, func-
tional groups were represented as spherical probes and the interaction energy of
the probe with the target was evaluated at discrete points on a grid. The interac-
tion energy is evaluated using a simple potential energy function that is the sum
of electrostatic, van der Waals, and a hydrogen bond contribution [26, 27]. The
method has evolved since its initial stages and it now includes some multi-atom
probes in its library, where the interaction energies for such probes are evaluated

1357.4 Comparison with GRID

Fig. 7.7
NMA minima superimposed on the
structure of H-261. In (A) and (B), the
MCSS minima are in excellent agree-
ment with the positions of the cor-
responding backbone atoms in H-261.
In (C), the MCSS minimum differs
from the nearest position in the
inhibitor.



as the sum of interaction between single sphere probes and the protein. GRID
uses these calculations to produce a contour map of the binding site of interest
that can be used to identify energetically favorable positions. By contrast, MCSS
represents functional groups as an atomic model for chemical fragments and the
CHARMM potential energy function is used to evaluate the interaction energy. As
such, MCSS not only provides optimal positions for functional groups in the bind-
ing site, but it also provides information regarding the orientation of these func-
tional group minima. In addition, since MCSS functional groups may be inher-
ently flexible, the interaction energy consists of both an intragroup energy and a
group–protein interaction energy. This is an important difference, as GRID does
not account for any internal strain that may be introduced within the fragment
upon binding. Therefore, MCSS may be a more appropriate method for studying
flexible chemical fragments.

In a comparison study, MCSS and GRID functionality maps were obtained for
the hydrophobic pocket of poliovirus capsid protein and the src SH3 domain,
using a number of different functional group probes [27]. GRID and MCSS agree
very well when methane is used as a molecular probe. This is not unexpected,
given that the CHARMM polar hydrogen representation for methane is a molecu-
lar sphere – a representation similar to that in the GRID library. However, agree-
ment between MCSS and GRID is only qualitative when water is used as a func-
tional group probe. While energetically favorable positions identified by GRID are
typically found in the vicinity of MCSS minima, MCSS finds additional minima
that are not identified by low-energy GRID contours. More precisely, contours at
energies near the solvation free energy of water miss many minima found by
MCSS.

As GRID models water as a neutral sphere with implicit hydrogens, energeti-
cally favorable positions for water are primarily determined by the GRID hydro-
gen bonding potential; and orientations of water molecules in the binding site are
inferred based on an allowed set of geometric preferences. MCSS, by contrast,
uses the CHARMM potential which no longer incorporates an explicit hydrogen
bonding term; i. e., the hydrogen bond contribution in CHARMM arises from the
electrostatic term in the potential function and the angular dependence is largely
determined by the van der Waals term. As a result, some MCSS water minima
within the poliovirus capsid protein have different hydrogen bonding patterns re-
lative to corresponding GRID minima. More importantly, small changes in the
positions of some GRID minima lead to significant changes in the hydrogen
bonding patterns and the corresponding hydrogen bonding energies. This high-
lights one shortcoming of the GRID potential function and suggests that addi-
tional interactions that are not involved in direct hydrogen bonds should be in-
cluded in the GRID energy function.

As GRID only computes interaction energies for spherical probes at pre-defined
grid points in a binding site, it can compute contour maps with considerable effi-
ciency; i. e., contour maps for large binding surfaces can be computed faster with
GRID than with MCSS. Given this, one hybrid approach which may prove useful
for obtaining functionality maps of large binding sites is to first obtain GRID con-
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tour maps and use them to determine the positions that warrant additional, more
detailed, functional group mapping with MCSS.

7.5
Comparison with Experiment

In the initial test of the MCSS method, a small subset of functional groups con-
sisting of acetate, methanol, methyl ammonium, methane, and water was used to
map the binding site of the influenza coat protein, hemagglutinin [2]. It was de-
monstrated that MCSS could reproduce the positions of the corresponding func-
tionalities in a sialic acid bound to hemagglutinin. In a subsequent study, the
binding site of HIV-1 protease was mapped with the functional groups N-methyl
acetamide, acetamide, methanol, acetate, methyl ammonium, and ethyl guani-
dium. The resulting functional group minima are all within 2.4 Å of the corre-
sponding functionalities in the known HIV-1 inhibitor MVT-101, suggesting that
one could approximate functional group positions within known inhibitors with
MCSS [28]. Subsequent comparisons of MCSS minima to the structures of known
inhibitors have been used to validate the MCSS approach in a number of applica-
tions, e.g., [7, 29, 30].

More recently, an experimental approach has been developed for finding bind-
ing sites of small organic molecules within a target molecule of known three-di-
mensional structure [31] (see Chapter 4). In the multiple solvent crystal structure
(MSCS) method, the crystal structure of a given protein is determined in the pre-
sence of different organic solvents. The resulting three-dimensional structures re-
veal positions of organic solvent molecules on the surface of the protein. As such,
the positions arising from the method can be directly compared to the MCSS
minimum energy positions obtained when the same organic solvent is used as a
functional group probe.

It should be noted that experiments with organic solvent may introduce signifi-
cant alterations in the structure of the protein. In an application of MSCS, posi-
tions for acetonitrile molecules in the binding site of porcine pancreatic elastase
were obtained [31]. To ensure that protein would be stable in the organic solvent,
elastase was first cross-linked using a solution containing glutaraldehyde, prior to
being exposed to a 100% acetonitrile solution. Crystal structures of cross-linked
elastase in acetonitrile differed from the native, uncross-linked structure by al-
most 0.5 Å. Unfortunately, the original report does not detail the precise differ-
ences within the binding site; and it is just these differences that would have the
largest impact on the positions of MCSS minima. MCSS minima were obtained
by minimizing randomly placed chemical fragments, using a vacuum potential
and post-processing the data to account for the affects of aqueous solvent. There
was qualitative agreement between the MSCS solvent positions and the minima
identified by MCSS. However, it is important to note that the observed binding
sites of organic molecules in the presence of nonaqueous solvent will likely differ
as the dielectric constant of neat organic solvents will differ from the dielectric
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constant of water. These considerations suggest that comparisons between the re-
sults of MSCS experiments and MCSS calculations should be interpreted with
care.

In another application, MSCS was applied to thermolysin and the results of
those experiments were compared to results obtained with MCSS [32]. In that
work, the structure of thermolysin was determined in the presence of the organic
solvents acetone, acetronile, and phenol. All experimentally determined positions
were within 3.5 Å of a MCSS minimum energy position and most MSCS posi-
tions were within 2.8 Å of a MCSS minimum. These data again suggest that
MCSS can be used to effectively map binding positions of small functional
groups.

NMR has also been used to experimentally determine binding sites for small or-
ganic compounds within a given target [33] (see Chapter 8). Using an 15N-labeled
target, chemical shifts in pre-specified regions of the target protein are observed
when a ligand binds to the region of interest. This information is used to both
identify molecules from a database of compounds which bind the target in differ-
ent areas of the binding site. Recently, Sirockin et al. [34], identified binding sites
on FKBP12 for three functional groups [(2S)1-acetylprolinemethylester, 1-formyl-
piperidine, 1-piperidinecarboxamide] and compared these data to the correspond-
ing MCSS functionality maps. For each ligand, the MCSS functionality maps con-
tained at least one minimum energy position that satisfied the NOE restraints
arising from NMR data. Moreover, using an approximate binding free energy
function similar to that described by Caflisch et al. [18] and Eq. (1), Sirockin et al.
demonstrate that each minimum that satisfies the NOE restraints is among the
ten best minima in the corresponding functionality map. These data support the
use of MCSS for discovering the binding sites of small molecules as well as for
fragments of larger compounds.

7.6
Ligand Design with MCSS

7.6.1
Designing Peptide-based Ligands to Ras

In a recent application, Zeng et al. used MCSS to design peptides that would inhi-
bit the association of the Ras-Raf complex [35, 36]. As the Ras-Raf-GTP complex
may play a role in promoting cell growth and oncogenesis, the process of inhibit-
ing complex formation is an area of considerable interest [37].

Zheng et al. used a procedure that is similar, in spirit, to the approach described
by Caflisch et al. for constructing peptide-based ligands to HIV-1 protease [4].
They constructed peptide-based inhibitors which prevent the formation of Ras-Raf
complex in a stepwise manner: (1) they obtained energetically favorable positions
for NMA, benzene, phenol, methanol, acetate, methylammonium, methylguani-
dium, and propane with MCSS, (2) a peptide backbone was constructed from the
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NMA minimum energy positions, (3) the functional groups were connected to the
constructed backbone, and (4) the peptides arising from this procedure were
aligned to determine the probabilities of different side-chains occupying each C�
position. Calculations began with an average structure obtained from a 2ns simu-
lation of Ras bound to the Ras-Binding-Helical (RBH) domain within Raf [35].
The basic idea underlying the design strategy was to extend the RBH to obtain a
peptide that would bind at the Ras-Raf interface and prevent formation of the
complex [36]. MCSS calculations on the Ras-RBH structure identified three poten-
tial binding sites that mimic regions observed in crystal structures of a homolo-
gous protein, Rap, bound to Raf [35]. More importantly, the locations of MCSS
minima identified novel interactions that could be utilized in the design of a pep-
tide-based inhibitor.

To construct peptides from the MCSS minima, a C� trace was created from the
positions of the various NMA minima on the surface of the protein in the region
of the RBH domain. Side-chains were then added to the C� atoms of polyglycine
to construct peptide ligands using a simple distance criterion to determine which
functional groups could be attached to each C� backbone atom in the polyglycine
model. The designed peptides were then merged to the RBH domain, yielding a
total of 104 peptides which were then aligned to facilitate the creation of a consen-
sus sequence. Interestingly, the consensus sequence was similar to known effec-
tor sequences which modulate the binding of Ras to Raf. Additional sequences
were constructed using residues that occurred in the alignment with probability
> 0.3. Each of these potential leads were further modified to improve its solubility
and to take advantage of known sequence motifs that are thought to bind Ras.
Their resulting peptides were able to inhibit the Ras-Raf interaction in vitro by
23–39% using an Elisa-based assay [36].

Although the details of the peptide construction and design are similar to pre-
viously described MCSS-based peptide design methods, the approach of Zeng et
al. has some important and interesting differences. The data arising from MCSS
is used to obtain probabilities for different side-chains occupying various positions
in the bound structure rather than to design a single peptide that bound Ras with
high affinity. In this manner, Zheng et al. exploit the wealth of information con-
tained in many different functional group minima, instead of just a few that can
link up with the peptide backbone. In addition, Zeng et al. explicitly account for
water-mediated hydrogen bonds between charged functional groups and the pro-
tein by associating a small number of water molecules (i. e., 2–4) with each re-
plica. A corresponding approach was used by Joseph-MCarthy et al. [38]. Each re-
plica and its associated water molecules are treated as one functional group copy;
i. e., waters see their associated replica and the protein, but waters associated with
different functional group copies do not see one another. As a result, many of the
functional group minima are engaged in water-mediated charged bridges. One
drawback to this approach is that, given the significant conformational flexibility
associated with multi-atom functional groups and their associated water mole-
cules, a considerable number of functional group replicas are needed to ade-
quately sample the different conformations that the functional groups and their
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waters can adopt. Zheng et al. only include 400–1000 functional group replicas at
the outset of their MCSS calculations. Therefore, it is likely that the number of
possible functional group minima is undersampled and minima are missed.
Nevertheless, they obtain interesting results with the subset of minima that they
do find. Overall, this method presents an interesting example of how information
from MCSS and experiment can be combined to obtain peptides which inhibit the
association of two proteins.

7.6.2
Designing Non-peptide Based Ligands to Cytochrome P450

In another application, MCSS was used to design nonpeptide-based inhibitors to
a member of the cytochrome P450 family, lanosterol 14�-demethylase (CYP51)
[39]. Such molecules have proven to be a useful source of antifungal agents.

MCSS calculations were conducted on the substrate binding pocket of CYP51,
using the functional groups benzene, propane, butane, cyclohexane, phenol,
methanol, ethanol, ether, and water. The calculations began with structural
models of CYP51 from Mycobacterium and Candida albicans and each MCSS mini-
mization began with 5000 randomly placed functional groups in each binding
pocket. The minimizations yielded a large number of functional group minima
for both protein models. However, unlike the work of Zheng et al., for each func-
tional group considered, the lowest energy minimum in each subsite was chosen
for further analysis; i. e., of the more than 1000 functional group minima found,
only 13 minima were used to construct potential leads. The 13 different functional
group minima were connected manually to obtain putative leads. Of note, the
only constraints used during the process of connecting the various minima were
that no internal strain was introduced into the structure and that the resulting
molecules were synthetically accessible.

Four promising compounds arose from this analysis that were subsequently
shown to have IC50 values in the micromolar range against reconstituted CYP51
from Candida albicans; and the calculated CHARMM interaction energies of the
different lead compounds correlated quite well with the measured IC50 values. An
analysis of the potential leads within the CYP51 binding site suggested additional
modifications that led to an improved IC50 for some forms CYP51. This example
illustrates how MCSS can be used to design lead compounds de novo. Moreover,
this work represents the first example of de novo design of a ligand for any mem-
ber of the cytochrome P450 system.

7.6.3
Designing Targeted Libraries with MCSS

MCSS generates maps of energetically favorable positions in the binding site of a
target molecule. Such maps typically contain many functional group positions.
Given the number of potential compounds that can be designed from such data, it
is natural to use this information to construct combinatorial libraries that can effi-
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ciently explore a wide range of potential ligands. One advantage of using MCSS to
design combinatorial libraries, as opposed to designing individual molecules, is
that the scoring function used to select the most promising compounds from a
combinatorial library need not be very accurate. More precisely, the molecules
within the library are typically screened with an efficient experimental assay. In
this setting, MCSS can be used to direct the construction of relatively small
libraries that contain molecules with a high probability of being successful.

In recent work, MCSS was used to create a small targeted library from function-
ality maps to picornavirus [17, 38]. MCSS calculations on the hydrophobic binding
pocket of P3/Sabin poliovirus was obtained using NMA, methanol, water, acetic
acid, methylammonium, magnesium ion, magnesium ion+water, 3-methuloin-
dole, 5-methylimidazole, phenol, benzene, toluene, cyclohexane, propane, isobu-
tene, and methylbenzimidazole (both protonated and unprotonated forms)
[17, 38]. A comparison of the resulting MCSS minima with compounds that are
known to bind within the largely hydrophobic binding pocket showed good agree-
ment. More importantly, this comparison suggested that the bound compounds
did not take advantage of all the available low energy configurations of its asso-
ciated functional groups.

The functional group minima detail the positions and orientations of energeti-
cally favorable positions within the hydrophobic binding pocket. An analysis of
the minima reveals that they form three distinct clusters within the hydrophobic
pocket. These data were used to construct libraries of compounds that contained
three functionalities connected by different linker moieties [38]. Although the first
library contained at most 75 compounds (the exact number was not determined),
eight of these compounds bound P1/Mahoney as determined with a noncell-based
assay. Four of the eight compounds were identified and used to construct six addi-
tional molecules which were subsequently shown, using an immunoprecipitation
assay, to prevent viral transformation from the native particle to its infectious in-
termediate. A crystallographic structure of one of the compounds bound to the
P1/Mahoney structure verified that the functionalities in the designed compound
agreed well with the positions and orientations of the corresponding MCSS func-
tional groups. These results offer strong validation for the MCSS methodology
and demonstrate that MCSS functionality maps can be used to design very small
libraries that contain compounds which are complementary to the target mole-
cule.

7.7
Protein Flexibility and MCSS

It is well established that protein flexibility can have a significant effect on ligand
binding [40]. Many potential ligands are likely to be missed if only rigid targets are
considered in the design process. It is desirable, therefore, to develop methods
that can incorporate protein flexibility in the early stages of a drug design proto-
col.

1417.7 Protein Flexibility and MCSS



One straightforward approach for including protein flexibility in MCSS calcula-
tions is to perform MCSS minimizations on different X-ray crystallographic struc-
tures of a given protein target. As different crystallographic structures may sample
different side-chain conformations, such data provide insight into the different
functionality maps that one can obtain from different structures. Similarly, mole-
cular dynamics simulations could be used to position side-chains in the target in
different conformations and these structures can be used to produce functionality
maps for each protein conformation. In this manner, one obtains several different
functionality maps for a given functional group, where each map is constructed
for a different target. While such approaches are potentially quite useful, it is not
clear how to combine the data from functionality maps that arise from the differ-
ent structures.

A comparison has been made of functionality maps for HIV-1 protease, gener-
ated using both a rigid protein and a flexible protein [41]. To investigate how differ-
ent protocols for including flexibility in the target structure affect the positions of
MCSS minima, the functionality maps obtained for HIV-1 protease using stan-
dard MCSS with different protein structures were compared to functionality maps
obtained with quenched molecular dynamics. Functionality maps using the
probes methanol and methyl ammonium were obtained, as these functionalities
are representative of the polar and charged chemical fragments that are utilized in
standard MCSS runs.

All quenched molecular dynamics simulations that include functional group re-
plicas were performed with the locally enhanced sampling (LES) methodology [4].
As mentioned above, in this approximation, each functional group copy interacts
with the full field of the protein, but the functional groups do not interact with
each other and the protein interacts with the mean field of all of the functional
group replicas. Unlike the rigid protein case, when the protein is flexible, the
minima that arise from the molecular simulations are not exact; i. e., functional
group minima arising from individual minimizations of the protein with one
functional group replica may differ from the minima arising from quenched
simulations that using the LES method [5, 6]. As such, the minima arising from
these simulations are approximations to the exact result; and different metrics
have been developed to determine how far each of these “approximate” minima
are from the “true” minima that would have been obtained with repeated minimi-
zations of a single copy of the functional group [6].

Functionality maps with an alternate crystal structure yield minima with inter-
action energies that are comparable to the first crystallographic structure. How-
ever, protocols that employ quenched molecular dynamics yield minima with less
favorable interaction energies relative to the minima obtained with standard
MCSS and a crystallographic structure. In quenched molecular dynamics simula-
tions with the LES method, protein atoms in the binding site see the full field of
other residues in the protein, but see only the mean field of the functional group
replicas. As there are 1000 replicas, the field arising from any one copy is quite
small relative to the field arising from the protein atoms. Therefore, protein resi-
dues preferentially optimize their interactions with other residues and not with
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the functional group replicas themselves. The result is that the functional group
minima are less favorable relative to the minima obtained with the original crys-
tallographic structure.

Quenched dynamics involving specific functional group minima in a localized
region of the binding site was shown to find minima with significantly lower
(more favorable) interaction energies [41]. In light of this, one approach for incor-
porating protein flexibility in MCSS calculations is to perform standard MCSS
minimizations with different crystallographic structures of a given protein fol-
lowed by local optimizations of specific minima which are of particular impor-
tance. Such highly optimized chemical fragments could serve as the starting point
for designing molecules that bind their targets with high affinity.

7.8
Conclusion

MCSS has proved to be a valuable tool in the arsenal of methods used for drug dis-
covery. In this chapter, we have focused on the application of MCSS to proteins,
but it should be noted that the method has been applied to both DNA and RNA
and fruitful results have been obtained [42, 43].

As MCSS finds energetically favorable positions of chemical fragments in a
binding site of interest, additional methods are needed to construct ligands from
MCSS data. A variety of different approaches have been developed to construct
more complex compounds from MCSS minima. Some methods link NMA
minima together to form a peptide backbone which serves as the starting point
for the design of peptides that bind given targets [e.g., 7]. Other methods focus on
the design of small molecules that are not peptides. Such approaches can be di-
vided into those that find compounds through a database search and those that
build, or modify, compounds without the need for a database search. The algo-
rithm HOOK, for example, searches predefined small molecule databases to dis-
cover molecules that bind a target such that chemical fragments in the potential
ligand occupy positions corresponding to MCSS minima [44]. By contrast, the dy-
namic ligand design (DLD) method links existing MCSS functional group
minima together to form molecules de novo which are complementary to the tar-
get molecule [45, 46].

The MCSS method is a flexible strategy for finding energetically favorable posi-
tions in a binding site of interest. The data arising from this method can be used
to design individual molecules that are complementary to the given target, or to
design libraries that have a high probability of containing molecules which may
be suitable leads. Given the ease of use of the method and the wealth of data con-
tained in a functionality map, the approach is well suited for the design and opti-
mization of lead compounds.

1437.8 Conclusion



Acknowledgments

We would like to thank Vincent Zoete for help with preparing Figs. 7.1–7.3, and
Diane Joseph-McCarthy for helpful comments on the manuscript. This work was
supported, in part, by a grant from the NIH. C.M.S. is a recipient of a Burroughs
Wellcome Fund Career Award in the Biomedical Sciences.

144 7 Fragment Docking to Proteins with the Multi-copy Simultaneous Search Methodology

References

1 Anderson, A. C. 2003, The process of
structure-based drug design. Chem. Biol.
10, 787–797.

2 Miranker A., M. Karplus 1991, Function-
ality maps of binding sites: a multiple
copy simultaneous search method. Pro-
teins 11, 29–34.

3 Gerber, R. B.,V. Buch, M. A. Ratner 1982,
Time-dependent self-consistent field ap-
proximation for intramolecular energy
transfer. 1. Formulation and application
to dissociation of van der Waals mole-
cules. J. Chem. Phys. 77, 3022–3030.

4 Elber, R., M. Karplus 1990, Enhanced
sampling in molecular dynamics: use of
the time-dependent hartree approxima-
tion for a simulation of carbon monoxide
diffusion through myoglobin. J. Am.
Chem. Soc. 112, 9161–9175.

5 Ulitsky A, R. Elber 1993, The thermal
equilibrium aspects of the time-depend-
ent Hartree and the locally enhanced
sampling approximations: formal proper-
ties, a correction, and computational ex-
amples for rare gas clusters. J. Chem.
Phys. 98, 3380–3388.

6 Stultz, CM, M. Karplus 1998, On the po-
tential surface of the locally enhance
sampling approximation. J. Chem. Phys.
109, 8809–8815.

7 Caflisch, A., A. Miranker, M. Karplus
1993, Multiple copy simultaneous search
and construction of ligands in binding
sites: application to inhibitors of HIV-1
aspartic proteinase. J. Med. Chem. 36,
2142–2167.

8 Ji, H.,W. Zhang, M. Zhang, M. Kudo,Y.
Aoyama,Y. Yoshida, C. Sheng,Y. Song,
S. Yang,Y. Zhou, J. Lu, J. Zhu 2003,
Structure-based de novo design, synth-
esis, and biological evaluation of non-
azole inhibitors specific for lanosterol

14r-demethylase of fungi. J. Med. Chem.
46, 474–485.

9 Zeng, J., T. Nheu, A. Zorzet, B. Catimel,
E. Nice, H. Maruta, A. W. Burgess, H. R.
Treutlein 2001, Design of inhibitors of
Ras–Raf interaction using a computa-
tional combinatorial algorithm. Protein
Eng. Fold. Des. 14, 39–45.

10 Leonardi, A., D. Barlocco, F. Montesano,
G. Cignarella, G. Motta, R. Testa, E. Pog-
gesi, M. Seeber, P. G. De Benedetti, F. Fa-
nelli 2004, Synthesis, screening, and mo-
lecular modeling of new potent and selec-
tive antagonists at the r1d adrenergic
receptor. J. Med. Chem. 47, 1900–1918.

11 Bemis, G. W., M. Murcko 1996, Proper-
ties of known drugs. 1. Molecular frame-
works. J. Med. Chem. 39, 2887–2893.

12 Bemis, G. W., M. Murcko 1999, Proper-
ties of known drugs. 2. Side chains.
J. Med. Chem. 42, 5095–5099.

13 Brooks, B., R. Bruccoleri, B. Olafson,
D. States, S. Swaminathan, M. Karplus
1983, Charmm: a program for macromo-
lecular energy, minimization, and mole-
cular dynamics calculations. J. Comput.
Chem. 4, 187–217.

14 Neria, E., S. Fischer, M. Karplus 1997, Si-
mulation of activation free energies in
molecular systems. J. Chem. Phys. 105,
1902–1921.

15 MacKerell A. Jr., et al. 1998, All-atom em-
pirical potential for molecular modeling
and dynamics studies of protein. J. Phys.
Chem. B102, 3586–3616.

16 Evensen, E., D. Joseph-McCarthy,
M. Karplus 1997, MCSS ver. 2.1, Harvard
University, Cambridge, Mass.

17 Joseph-McCarthy, D., J. M. Hogle,
M. Karplus 1997, Use of the multiple
copy simultaneous search (MCSS)
method to design a new class of picorna-



145References

virus capsid binding drugs. Proteins
Struct. Funct. Genet. 29, 32–58.

18 Caflisch, A. 1996, Computational combi-
natorial ligand design: application to hu-
man �-thrombin. J. Comput. Aided Mol.
Des. 10, 372–396.

19 Roux, B., T. Simonson 1999, Implicit sol-
vent models. Biophys. Chem. 78, 1–20.

20 Roux, B., H. Yu, M. Karplus 1990, Mole-
cular basis for the Born model of ion sol-
vation. J. Phys. Chem. 94, 4683–4688.

21 Davis, M. E., J. A. McCammon 1989, Sol-
ving the finite difference linearized Pois-
son–Boltzmann equation: a comparison
of relaxation and conjugate gradient
methods. J. Comput. Chem. 10, 386–391.

22 Chothia, C. 1974, Hydrophobic bonding
and accessible surface area in proteins.
Nature 248, 338–339.

23 Nicholls A., KA, Sharp, B. Honig 1991,
Protein folding and association: insights
from the interfacial and thermodynamic
properties of hydrocarbons. Proteins
Struct. Funct. Genet. 11, 281–296.

24 Stultz, C.M., M. Karplus 2000, Dynamic
ligand design and combinatorial optimi-
zation: designing inhibitors to endothia-
pepsin. Proteins Struct. Funct. Genet. 40,
258–289.

25 Veerpandian, B., J. B. Cooper, A. Sali,
T. L. Blundell 1990, X-ray analyses of as-
partic proteinases: the three dimensional
structure of endothiapepsin complexed
with a transition-state isotere inhibitor of
rennin at 1.6Å resolution. J. Mol. Biol.
216, 1017–1029.

26 Goodford, P. J. 1985, A computational
procedure for determining energetically
favorable binding sites on biologically im-
portant macromolecules. J. Med. Chem.
28, 849–857.

27 Bitetti-Putzer, R., D. Joseph-McCarthy, J.
M. Hogle, M. Karplus 2001, Functional
group placement in protein binding sites:
a comparison of GRID and MCSS.
J. Comput. Aided Mol. Des. 15, 935–960.

28 Caflisch, A. C., A. Miraniker, M. Karplus
1993, Multiple copy simultaneous search
and construction of ligands in binding
sites: application to inhibitors of HIV-1
aspartic proteinase. J. Med. Chem. 36,
2142–2167.

29 Joseph-McCarthy, D., S. K. Tsang, D. J.
Filman, J. M. Hogle, M. Karplus , Use of
MCSS to design small targeted libraries:
application to picornavirus ligands. J. Am.
Chem. Soc. 123, 12758–12769.

30 Joseph-McCarthy, D., J. C. Alvarez 2003,
Automated generation of MCSS-derived
pharmacophoric DOCK site points for
searching multiconformation databases.
Proteins Struct. , Funct. Genet. 51, 189–
202.

31 Allen, K. N., C. R. Bellamacina, X. Ding,
C. J. Jeffery, C. Mattos, G. A. Petsko,
D. Ringe 1996, An experimental ap-
proach to mapping the binding surfaces
of crystalline proteins. J. Phys. Chem. 100,
2605–2611.

32 English, A. C., C. R. Groom, R. E. Hub-
bard 2001, Experimental and computa-
tional mapping of the binding surface of
a crystalline protein. Protein Eng. 14, 47–
59.

33 Shuker, S. B., P. J. Hajduk, R. P. Mea-
dows, S. W. Fesik 1996, Discovering high-
affinity ligands for proteins: SAR by
NMR, Science 274, 1531–1534.

34 Sirockin, F., C. Sich, S. Improta, M.
Schaefer,V. Saudek, N. Froloff, M. Kar-
plus, A. Dejaegere 2002, Structure
activity relationship by NMR and by com-
puter: a comparative study. J. Am. Chem.
Soc. 124, 11073–11084.

35 Zeng, J., H. R. Treutlein 1999, A method
for computational combinatorial peptide
design of inhibitors of Ras protein. Pro-
tein Eng. 12, 457–468.

36 Zeng, J., T. Nheu, A. Zorzet, B. Catimel,
E. Nice, H. Maruta, A. W. Burgess, H. R.
Treutlein 2001, Design of inhibitors of
Ras–Raf interaction using a computa-
tional combinatorial algorithm. Protein
Eng. 14, 39–45.

37 Barbacid, M. 1987, ras genes, Annu. Rev.
Biochem. 56, 779–827.

38 Joseph-McCarthy, D., S. K. Tsang, D. J.
Filman, James M. Hogle, M. Karplus
2001, Use of MCSS to design small tar-
geted libraries: application to picorna-
virus ligands. J. Am. Chem. Soc. 123,
12758–12769.

39 Haitao J.,W. Zhang, M. Zhang, M. Kudo,
Y. Aoyama,Y. Yoshida, C. Sheng,Y. Song,
S. Yang,Y. Zhou, J. Lu, J. Zhu 2003,



146 7 Fragment Docking to Proteins with the Multi-copy Simultaneous Search Methodology

Structure-based de novo design, syn-
thesis, and biological evaluation of non-
azole inhibitors specific for lanosterol
14r-demethylase of fungi. J. Med. Chem.
46, 474–485.

40 Teague, S.J. 2003, Implications of protein
flexibility for drug discovery. Nat. Rev.
Drug Discov. 2, 527–541.

41 Stultz, C. M., M. Karplus 1999, MCSS
functionality maps for a flexible protein.
Proteins Struct. Funct. Genet. 37, 512–529.

42 Leclerc, F., M. Karplus 1999, MCSS-
based predictions of RNA binding sites.
Theor. Chem. Acc. 101, 131–137.

43 Schechner, M., F. Sirockin, R. H. Stote,
A. P. Dejaegere 2004, Functionality maps
of the ATP binding site of DNA gyrase B:
generation of a consensus model of

ligand binding. J. Med. Chem. 47, 4373–
4390.

44 Eisen, M. B., D. C. Wiley, M. Karplus,
R.E. Hubbard 1994, HOOK: a program
for finding novel molecular architectures
that satisfy the chemical and steric re-
quirements of a macromolecule binding
site. Proteins Struct. Funct. Genet. 19, 199–
221.

45 Miranker, A., M. Karplus 1995, Dynamic
ligand design. Proteins Struct. Funct.
Genet. 23, 472–490.

46 Stultz, C. M., M. Karplus 2000, Dynamic
ligand design and combinatorial optimi-
zation: designing inhibitors to endothia-
pepsin. Proteins Struct. Funct. Genet. 40,
258–289.



Part 3: Experimental Techniques and Applications





8
NMR-guided Fragment Assembly
Daniel S. Sem

8.1
Historical Developments Leading to NMR-based Fragment Assembly

NMR-guided fragment assembly was first implemented in the Fesik laboratory,
using a method termed “SAR by NMR” [1]. This and related approaches are now
widely used in many different variations, but all with the goal of NMR-guided
fragment assembly to generate tight-binding inhibitors [2]. Before elaborating on
these techniques and their application, which is the topic of this chapter, a brief
background will be given on the scientific foundations upon which SAR by NMR
and related methods were built.

The notion that two weak binding ligands (now commonly referred to as “frag-
ments”) would achieve higher affinity for a protein target upon chemical linkage
dates back to seminal work by Page and Jencks describing the chelate effect in
chemistry and enzymology [3, 4]. Their work on model compounds demonstrated
an advantage on the order of 45 entropy units for chemically equivalent uni- versus
bi-molecular reactions, effectively explaining the entropic advantage of binding two
fragments versus one to a protein target. Later experimental work in the 1970s de-
monstrated that linking two weak-binding substrates can produce affinity increases
of around 105-fold for enzymes like elastase [5] and myosin ATPase [6]. More rele-
vant to the field of drug discovery is work by Abeles and Nakamura in 1985 on
HMG CoA reductase [7], the target of cholesterol-lowering statin drugs. But, up un-
til the early 1990s, chemical linkage of ligands was based either on a knowledge of
the biochemical reaction catalyzed by an enzyme (e.g. between PLP and an amino
acid), or on a crystal structure with a proximal pair of tight-binding ligands bound
in a ternary complex. It was not until the introduction of the SAR by NMR method
in 1996 [1] that it became possible to routinely link very weak-binding fragments,
which might bear no resemblance to known substrates. Since then, other methods
have been developed to link fragments [8], including a disulfide-based functional
assay [9], mass spectrometry (“SAR by MS”) [10], and X-ray crystallography [11, 12,
13]. Each of these methods has its own advantages and disadvantages. Ideally, they
are best used synergistically in combination, but this review focuses only on NMR-
based fragment assembly. Furthermore, many reviews of NMR-based fragment as-
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sembly are already available and the reader is referred to these articles for additional
perspectives on this expansive topic [2, 8, 14, 15]. This chapter attempts to provide a
broad and applied coverage of the field, useful for those implementing fragment-
based inhibitor and drug design. It also presents some of the author’s personal ex-
periences in fragment-based drug design efforts while at Triad Therapeutics, in-
cluding some new and unpublished results. The goal is therefore to provide a self-
contained and practical guide to NMR-based fragment assembly, while referring
the reader to other sources for more detailed information on experimental setup, or
examples of successful applications of the methods.

8.2
Theoretical Foundation for the Linking Effect

Page and Jencks [3, 4] provided a cogent description of the thermodynamic advan-
tage of linking two weak-binding fragments (A and B), which results in higher affi-
nity for the linked fragments (A–B) binding to an enzyme or receptor. The affinity
or rate increase can be as large as 108-fold, due largely to entropic effects. Page and
Jencks [3] noted that a bimolecular reaction is disfavored relative to a unimolecular
reaction by 45 entropy units, because of the additional three degrees of rotational
and translational entropy that are lost in forming the transition state. This “chelate
effect” is a significant contributor to the rate enhancement that enzymes provide by
proper placement of reactive groups, but it also explains the high affinity achieved
when using fragment assembly to do inhibitor design. In a later analysis [4], Jencks
discussed the specific example of two linked ligands (A–B) binding to an enzyme,
noting that the overall affinity of A–B for the receptor has contributions from:
1. �Gi

A, the intrinsic binding energy of fragment A;
2. �Gi

B, the intrinsic binding energy of fragment B;
3. �Gs, the connection energy that represents the change in probability of bind-

ing due to linkage.

The first two terms simply represent the affinities of the two fragments [–RT
ln(KAKB)], while the third term is related to the three degrees of rotational and
translation entropy that are absent for A–B relative to A and B. This latter term
provides additional affinity for the linked fragments, beyond the KAKB product, ac-
cording to:

�GAB
o = �Gi

A
o + �Gi

B
o + �Gs

But, Jencks notes that this full binding energy may not be realized for a number
of reasons, including the fact that the individual fragments in A–B may not be
oriented as optimally as in the isolated A and B fragments. Murray and Verdonk
[16] (chapter 3, see also chapter 9) extended the analysis of Jencks in light of recent
results from fragment assembly projects and concluded that loss of rigid body en-
tropy corresponds to about three orders of magnitude in affinity and that bi-li-
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gands (A–B) may often retain a significant amount of rigid body entropy while
bound to an enzyme. In practice, it is unusual to achieve an affinity increase for
linking two fragments that goes beyond the KAKB product; and this may be due to
linkers that do not optimally present fragments A and B in their binding sites, or
retain a significant amount of rigid body entropy while bound. It should be noted,
especially for fragments that are linked over a large distance, that there is an en-
tropic penalty for binding A–(–)n–B, due to the tethering of a long flexible linker
(large n) upon binding to a receptor. This is analogous to the entropic penalty ex-
perienced when a disulfide bond is formed at the ends of a long linker, as de-
scribed by Florey [17, 18] with the following equation:

�Slinker = 0.75R ln (n + 3)

where R is the gas constant and n is the number of statistical segments between
the tethering points, which are cysteine sulfurs in the case of disulfide bond for-
mation, or ligands A and B in the case of a bi-ligand A–(–)n–B binding to an
enzyme. So, the linker cannot be so short as to strain and disrupt the proper pre-
sentation of A and B in their respective binding sites, but it cannot be so long so
as to increase the entropic penalty of binding the bi-ligand. Indeed, the original
NMR-based fragment assembly results of Shuker et al. [1] demonstrated the need
for avoiding linkers that are either too long or too short (Fig. 8.1).

1518.2 Theoretical Foundation for the Linking Effect

Fig. 8.1
SAR by NMR method. (a) Surface of FKBP showing the two frag-
ments (2 and 9) before linkage, with docking pose determined
based on chemical shift perturbations and protein-ligand NOEs.
(b) Ki values for binding to FKBP for fragments before and after
linkage. The bottom table summarizes the effect of linker length
on affinity. Reproduced with permission from [1].



8.3
NMR-based Identification of Fragments that Bind Proteins

8.3.1
Fragment Library Design Considerations

All NMR-based fragment assembly strategies require a library of strategically se-
lected or designed fragments, which are ultimately screened for binding to protein
targets. Some practical considerations in designing such libraries are summarized
here, with the reader referred to other sources for more detailed information [19, 20].
Fragment libraries are subject to many of the same design constraints that are ap-
plied to any combinatorial chemistry screening library. For example, combinatorial
libraries must be highly pure, with well characterized compounds, and should con-
tain no protein-reactive compounds. In the early days of combinatorial chemistry,
this was not recognized and many hours were wasted characterizing false positives
from screening campaigns. It is now recognized that careful attention to library
quality upfront saves significant time in the long run. In this regard,Yan et al. [21] at
ChemRx note that “the urge for compound number is gradually converted to the de-
sire for compound quality”; and they recommend high-throughput purification and
characterization of every compound in a library. They recognize the value of NMR-
based characterization for such efforts, since many undesirable impurities are invi-
sible to current QC screening methods, such as UV214, UV254, and evaporative light-
scattering. But, they conclude that NMR characterization of every compound is not
practical for large libraries, due to the time-consuming nature of spectral interpreta-
tion. Kenseth and Coldiron [22] also argue that compound purity needs to be more
carefully addressed, but they advocate NMR-based characterization since NMR is
unique in its ability to elucidate compound structure and current throughput with
flow-probes permits a 96-well plate to be analyzed in just 4 h.

Libraries used in fragment assembly projects are unique relative to traditional
combinatorial chemistry libraries in that they are small enough (<10 000) that
every member can be fully characterized with NMR. In fact, libraries used in
NMR fragment assembly projects are of unusually high purity and are especially
well characterized relative to traditional combinatorial chemistry libraries [20].
This is because such initial characterization is required for the later stages of
NMR fragment assembly projects, since compounds are identified from strategi-
cally designed pools (generally of no more than ten compounds) based on their
1H chemical shifts. It is also important to pool compounds in such a way that
there is minimal spectral overlap in a 1D 1H NMR spectrum [20], thereby avoiding
downstream problems deconvoluting hits in NMR-based screening.

In addition to the above QC/purity issues, libraries are usually screened to avoid
structures that are reactive with proteins, such as Michael acceptors, anhydrides,
epoxides, alkyl halides, acyl halides, imines, aldehydes, aliphatic ketones or esters,
and other structures known to react with proteins [23]. Such prescreening avoids
false positives from fragments that act by covalent modification of the protein tar-
get, which is usually undesirable because of the lack of specificity it implies (ex-
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cept for suicide substrates). Furthermore, it is also important to avoid combina-
tions of compounds that might react with each other [24], such as electrophile/nu-
cleophile combinations. An even more comprehensive filtering of over 200 func-
tional groups can be achieved using the online REOS (Rapid Elimination Of Swill)
tool [25], but Lepre cautions against the blind application of such a strong filter
since it can reject potentially useful compounds (it rejected 73% of the com-
pounds in the CMC database). An additional filtering strategy suggested by Hann
et al. [24] is to avoid compounds containing any atom other than C, O, H, N, S, P,
F, Cl, Br, I, or anything with < 10 atoms, or anything that does not have at least
one of the following bonds: C–N, C–O, or C–S, since most drug fragments would
satisfy these criteria.

Since the goal of fragment assembly projects is to design an inhibitor that is to
become a drug lead, an especially important consideration is that the fragments
be “drug-like”, thereby increasing the likelihood that they will have good ADMET
properties (absorption, distribution, metabolism, excretion, and toxicology). Espe-
cially predictive for good oral bioavailability is the “Lipinski rule of five” [26],
which when adjusted for fragments (assuming there are two fragments in a drug
lead) translates into the rule of three [27], whereby all fragments should have:

1. molecular weight < 300
2. ClogP �3
3. hydrogen bond donors �3
4. hydrogen bond acceptors �3
5. number of rotatable bonds �3
6. polar surface area �60.

It should be noted that the small size of these fragments does not preclude the
possibility of finding compounds with reasonable affinity for a protein, since
Kuntz has shown that nanomolar affinity can be achieved with compounds having
as few as 10–20 atoms [28]. In order to assist researchers involved in fragment as-
sembly projects, we have screened databases of commercially available com-
pounds to identify those that satisfy the “rule of three”; and these compounds can
be viewed at the Chemical Proteomics Facility at Marquette website (www.
marquette.edu\cpfm) using a convenient web interface (Fig. 8.2), and sd files con-
taining these structures can be downloaded for further filtering (see below).

Additional considerations in building a drug-like fragment library are elabo-
rated below, but it is routine practice to make sure that commonly occurring sub-
structures [29–32] (chapters 5 and 6) in drug databases also occur with high fre-
quency in a fragment library. Furthermore, since fragments are ultimately going
to be subjected to chemical linkage and medicinal chemistry optimization, they
must be amenable to routine chemical modifications. This usually means that
they must also be fairly hydrophilic and small, since most chemical modifications
increase both size and hydrophobicity. Such fragments are referred to as “lead-
like” [33]. A strategy to select both drug-like building blocks and to ensure chemi-
cal tractability is RECAP (retrosynthetic combinatorial analysis procedure),
whereby building blocks are selected by computationally fragmenting compounds
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in the Derwent World Drug Index at 11 predefined bonds, which suggest the pos-
sibility of joining fragments using known chemistries [34]. Such linkages included
amide C–N, ester C–O, amine C–N (3� and 4�) and ether C–O bonds.

8.3.2
The "SHAPES"" NMR Fragment Library

The SHAPES strategy was an early NMR-based fragment assembly approach to
drug design. A unique strength of the method was the design strategy behind the
fragment library which it employed, which has served as a model for current im-
plementations of fragment-based NMR. The initial SHAPES library was designed
based on an analysis of 5120 relevant drugs in the CMC database (Comprehensive
medicinal chemistry database, version 94.1; MDL, San Leandro, Calif.) [35]. What
Bemis and Murcko [36] found was that all of these compounds could be described
by 1179 generic molecular shapes, which they refer to as frameworks. But a mere
32 of these frameworks could describe 50 % of all drugs, with the top 10 shown in
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Fig. 8.2
Online fragment library available for browsing and download
from the Chemical Proteomics Facility at Marquette (CPFM).
Fragments have been filtered initially just by the “rule of three”
[27] and for reactive groups [23]. Filtering was done using Pipe-
line Pilot software (SciTegic, San Diego, Calif.), version 3.0.6.



Fig. 8.3. A framework is a generic description of a molecule’s shape that does not
specify atom types; and it is defined as the “union of ring systems and linkers”,
where linkers join the ring systems in a molecule. What is also intriguing, from
the perspective of fragment assembly, is that the most commonly occurring ring
system (six-membered ring) is joined by linkers varying in length from zero to se-
ven atoms (Fig. 8.4 a, b), with an obvious preference for shorter linkers. But, the
longer linkers still occur with reasonable frequency, suggesting that, although
tethering with short linkers is preferred for entropic reasons, it may be acceptable
to go as high as a seven-atom linker.

In a practical sense, this information on frameworks can be used to design a
fragment library for NMR screening, by choosing actual rings/substructures that
match the most frequently occurring frameworks and are themselves highly re-
presented in existing drugs. After specifying atom types and bond orders, to con-
vert these generic shapes to “complex” frameworks, it was found that 41 of these
structures were contained in 25% of drugs, thereby providing a guide to preparing
a small yet fairly universal screening library [15]. The actual SHAPES screening
library was derived from the above analyses, then searching a database of over 106

commercially available compounds that pass the various filters. Further details of
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Fig. 8.3
The ten most commonly occurring generic “shapes” that
describe the drugs present in the Comprehensive Medicinal
Chemistry (CMC) database [36]. The relative frequency of
occurrence of drugs with each graph framework is indicated.



the library design process are described in many reviews and articles, to which the
reader is referred [20, 23, 24, 29, 30, 34, 36–38]. The SHAPES NMR screening
library is therefore composed of compounds that have these commonly occurring
drug substructures, as defined in Fig. 8.5 [37]. In terms of deciding which substi-
tuents (called “side-chains”) can be present on the fragments, the library is biased
to be substituted in a way that mimics how drugs in the CMC are commonly sub-
stituted, based on an analysis of the most commonly occurring side-chains on
drugs [39], summarized in Fig. 8.6. Compounds are also chosen based on having
high aqueous solubility and minimum spectral overlap in 1D 1H NMR spectra.

8.3.3
The "SAR by NMR" Fragment Library

The fragment library used in the SAR by NMR method was designed with some
of the same considerations mentioned above. But, library design is the central and
unique feature of the SHAPES approach to fragment assembly, whereas the
screening and linkage strategy is the unique feature of the SAR by NMR method.
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Fig. 8.4
(A) The graph framework that describes the commonly occur-
ring diphenyl group, with linker lengths of zero to seven methy-
lene carbons. (B) Number of occurrences of different linker
lengths, indicating a preference for 0–3, but with reasonably
high frequency of occurrence for linker lengths as long as seven
atoms.



As such, although the SAR by NMR method predates SHAPES, there are fewer
details available on the design strategy behind the SAR by NMR fragment library;
and available details appeared in the literature after the SHAPES publications [36,
37, 39]. In both cases (SAR by NMR and SHAPES), the full description of the
library is not publicly available, although general design philosophy and composi-
tion have been published.

The SAR by NMR library has varied in size from 1000–10 000 compounds, with
an average molecular weight of 200 g mol–1. This library is comprised of relatively
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Fig. 8.5
Atomic frameworks that are contained within compounds in
the SHAPES fragment library [37]. Attachment points are indi-
cated with dots, and X indicates N, O, S or C.



simple molecules with a small number of rotatable bonds and functional groups.
The full (99%) library of 10 080 compounds contains the 104 fragments presented
in Fig. 8.7 [40], with the frequency of occurrence specified for each substructure.
This library was also compared against the 154 000 compounds in the Derwent
World Drug Index and the Maccs Drug Data Report (MDL), as a measure of how
“drug-like” the library is, again with frequency of occurrence specified for each
substructure. It was also compared against the 177 000 compounds in the Avail-
able Chemical Directory (MDL), as a measure of availability of compounds for fol-
low-up structure–activity studies. Early library screening handled mixtures of ten
compounds at a total concentration of 10 mM (each compound at 1 mM),
although high-throughput screening was proposed with 100-compound mixtures
[41]. This library was screened against numerous targets at Abbott as part of SAR
by NMR drug discovery efforts, but also as a way to classify and characterize pro-
tein targets, as discussed in the next section. Of special note is that the Abbott
group [40] identified the most favored protein-binding substructure, besides the
more trivial R–CO2

– group (a side-chain in the language of Bemis and Murcko), as
the diphenyl group with a zero- or one-atom linker (Fig. 8.4).

8.3.4
Fragment-based Classification of Protein Targets

It has been shown previously by methods other than NMR that a useful way to
characterize proteins is by the collections of ligands that they bind [42–47]; and
this profiling of proteins based on binding sites has utility both in inhibitor/drug
design and in functional genomics. With regard to the latter [48, 49], one simply
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Fig. 8.6
The most commonly occurring side-chains [39] on drugs in the
CMC. Side-chains are attached to frameworks, such as those in
Fig. 8.3. Side-chains are specified in bold, and are sometimes
categorized differently based on what atom they are attached
to. Relative frequencies of occurrence in the CMC database are
specified.
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Fig. 8.7
Commonly occurring fragments or substruc-
tures contained within the Abbott SAR by
NMR library. Within each structure is specified
the fraction of compounds in the 10 080-mem-
ber SAR by NMR library with this substructure,

followed by the fraction of compounds in the
154 000 member Derwent World Drug Index
and Maccs Drug Data Report (MDL) with this
substructure. Fragments were computationally
generated with RECAP [34].



screens for binding of cofactors and cofactor fragments using methods described
in Section 8.4.1 (usually STD or WATERLOGSY). Once cofactor or cofactor frag-
ments are identified, this information is used to categorize the protein into an ap-
propriate gene family, such as kinase, oxidoreductase, GTPase, etc. Identification
of cofactor usage provides clues as to what type of reaction an enzyme may cata-
lyze, or what type of regulatory ligand a protein may bind. In one application, it
was shown that a protein previously thought to be a cGMP- or cAMP-dependant
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kinase, based on a bioinformatic analysis, actually bound cCMP with higher affi-
nity [49]. Since cofactors are essentially privileged scaffolds, ligands for these bind-
ing sites can then be used in gene family-focused fragment assembly projects (see
Sections 8.6.1, 8.6.2).

With regard to NMR-based ligand-profiling using a more generic fragment li-
brary, Hajduk et al. [40] have shown that, of 11 protein targets screened with their
SAR by NMR fragment library, six bound substructures with the –CO2

– group, five
with the diphenyl group (linker = 0 atoms) and three with the diphenyl group (lin-
ker = 1 atom), making these by far the most promiscuous of the substructures. In
this sense, they are considered “privileged substructures”, with utility as templates
for designing inhibitors for multiple proteins (see Section 8.6). It is noteworthy
that, although the diphenyl group is present in many known protein inhibitors, it
is also possible to achieve high levels of specificity (>250-fold) for specific protein
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Fig. 8.8
Ancillary binding sites identified in the frag-
ment-based screening of 23 targets at Abbott,
based on chemical shift perturbations. Of the
four newly discovered binding sites, only three

were somewhat distal from the known binding
site. These were sites present on: (A) the DNA
binding domain of E2, (B) survivin and (C)
CMPK. Reproduced with permission from [47].



targets, based on ring substituents. Indeed, they note that the diphenyl group is
present in 4.3% of all drugs. Other substructures were found to bind to no more
than one protein out of the 11 screened, but were still important diversity ele-
ments to be contained in the library. In later work [47], they profiled 23 protein
drug targets with the SAR by NMR library and categorized proteins based on the
inhibitors they bound as well as the binding site location. They found a correlation
between a protein’s ability to bind weak-binding fragments and the ultimate ability
to design high affinity (< 200 nM) inhibitors. After analyzing certain structural
features of these binding sites, they found these to be correlated with the ability to
bind fragments as well. These parameters included pocket dimensions, surface
complexity, and polar or apolar surface area. When these parameters were used to
computationally screen protein structures outside of the training set (of 23 struc-
tures), they were able to identify proteins that are “druggable”, defined as proteins
which have been the subject of successful drug discovery efforts. In another obser-
vation of special relevance for fragment assembly projects, they found four pre-
viously undetected binding sites with no obvious role in binding native substrates.
These ancillary sites could be pursued in drug discovery efforts as a source of ad-
ditional affinity or specificity for a given target. In one of these proteins (FKBP),
the extra binding site is close enough to the primary site where it could be used in
a fragment assembly project [1]. In the other three, the ancillary binding site is
more remote and might only be reached with very long linkers (Fig. 8.8).

8.4
NMR-based Screening for Fragment Binding

8.4.1
Ligand-based Methods

The first step of any fragment assembly project is to screen for weak-binding frag-
ments using NMR. NMR-based screening methods can be broadly divided into
those that detect protein and those that detect ligand. Both types of screening strate-
gies have already been reviewed [14, 48, 50, 51] and are described only briefly here,
with emphasis on implementing the most widely used techniques. Ligand-based
methods have the advantage of not requiring isotopically labeled protein. These
methods rely on fast exchange between the bound and free states, whereby some
NMR-observable property of the ligand in the bound state is averaged with that for
the free state. If ligand L binds to protein P, then the observed NMR signal (Sobs) is
the weighted average for signal in the bound and free states, given by [48, 51]:

Sobs = Sbound ([EL]/[Ltotal]) + Sfree (1 – [EL]/[Ltotal]) (1)

where Sobs is the observed NMR signal. Commonly used NMR signals in a screen-
ing experiment include 1/T1, 1/T2 or diffusion rates (protein-based methods
usually use chemical shift) ; and the reader is referred to other literature describing
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applications using each of these [52–54]. Perhaps the simplest to implement is T2,
by monitoring changes in linewidths [1/(T2)] in 1D 1H NMR spectra of ligand
with or without protein present. There are also ligand-based methods that rely on
magnetization transfer from protein, and these include NOE pumping and reverse
NOE pumping [55, 56], as well as STD (saturation transfer difference) [57–59]. A re-
lated method is WATERLOGSY [60], whereby magnetization is transferred from
protein-bound water molecules to ligand. Perhaps the most widely used method at
present is STD, whereby ligand is maintained in excess (10- to 20-fold) over protein
and spectra are taken with irradiation off resonance (–20 ppm) and on resonance
for a protein signal that does not overlap with ligand, such as 1.0 ppm (side-chain
methyls). The two spectra are then subtracted from each other and a signal is only
present for those ligands which come into contact with the protein. Irradiation is ty-
pically for several seconds, using a train of Gaussian-shaped pulses. This method is
extremely sensitive and fast and permits screening pools of compounds (typically
around ten), since it is possible to identify the ligand that binds based on its 1D 1H
NMR spectrum. Another widely used screening method is to look for the presence
of transferred NOEs for bound ligand. Transferred NOEs were used for some of the
SHAPES fragment screening at Vertex [37].

The main disadvantage of most ligand-based screening methods is that they do
not detect tight-binding ligands. Slow-exchanging ligands do not give a weighted
average NMR signal according to Eq. (1), and since ligand is in excess over pro-
tein, all one sees is the signal from free ligand. To address this deficiency, tight-
binding ligands are detected based on their ability to displace a weaker-binding
“spy” ligand, thereby decreasing its NMR signal [61–63]. An especially useful im-
plementation of screening by competition has been with fluorinated weak–bind-
ing ligands, since 19F sensitivity is excellent and there is no need to worry about
overlapping signal from protein, solvent or other ligands [64–66].

Since it is common to find errors or unnecessarily complicated descriptions in
the literature, with regard to the equations needed to measure Kd values, some
time is spent in this chapter on this topic, in order to aid the reader in the practical
application of fragment-based inhibitor design. Derivations and equations are pro-
vided for both ligand-based (here) and protein-based (Section 8.4.2) titrations.
A direct STD-based titration can yield a Kd for a weak-binding ligand [48, 51]. The
STD effect itself is given by:

STD = (Ioff – Ion)/Ioff (2)

which represents the percent change in signal intensity for a signal in the on-reso-
nance relative to the off-resonance irradiated spectrum. Accordingly, a Kd can be
obtained from the equation:

STD = – STDmax/(1 + [L]/Kd) + STDmax (3)

where STDmax is the maximum STD effect (or the effect multiplied by an amplifi-
cation factor [48]) and [L] is the ligand concentration. It will be true that [L] = [L]o if
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[L]o > [P]o, which is usually the case in STD experiments. But, in a competition ex-
periment, one measures an IC50, which represents the concentration of inhibitor
(I ) which decreases the STD effect for the weak-binding ligand (L) by 50 %. If the
Kd is already known for the weak-binding ligand (Kd,L), then the IC50 can then be
converted to a Kd for the tight-binding ligand (Kd,I) according to the following
equation [64]:

Kd,I = IC50/(1 + [L]/Kd,L) (4)

8.4.2
Protein-based Methods

Unlike ligand-based screening methods, protein-based methods can provide valu-
able structural information. The main disadvantage of these methods is that they
consume more protein and require isotopically labeled protein, which therefore
precludes their use for some protein drug targets. But for proteins that can be iso-
topically labeled, it is possible to implement protein-based methods in a high-
throughput screening campaign (discussed below), if adequate quantities of pro-
tein are available. Protein-based screening was central to the original SAR by
NMR fragment assembly strategy, where there was a need to screen for ligand
binding based on changes in the chemical shifts of protein atoms. If the protein
has full chemical shift assignments and a structure has been calculated, then
these chemical shift changes provide structural information that allows the proper
placement of fragments in protein binding sites (Fig. 8.1 a). This is done by moni-
toring changes in 1H, 13C, and/or 15N chemical shifts in a uniformly labeled pro-
tein, as protein is titrated with ligand. For proteins of higher molecular weight,
protein-based screening is made possible by selectively labeling amino acids in
methyl positions [67], or by selectively detecting loop (exchangeable) amides using
SEA-TROSY [68]. In cases like these where protein is quite large, full chemical
shift assignments are not available, but it is still possible to extract structural infor-
mation to guide fragment assembly [67, 69–71]. An interesting variation of the
protein-based screening method is RAMPED-UP (rapid analysis and multiplexing
of experimentally discriminated uniquely labeled proteins) NMR [72]. In this
method, three different proteins are screened in the same NMR tube by labeling
each with a different amino acid type. In this way, it is possible to screen for frag-
ments that are selective for one protein target over another, in the same NMR
tube.

In order to determine Kd values in protein-based screening, chemical shift
changes are quantitatively monitored in a titration experiment, with increasing li-
gand concentration [48, 51]. Chemical shift-based calculations of Kd rely on the
fact that the changes in chemical shift for some protein atom, upon binding
ligand L, reflect the fractional saturation of protein P according to the following
equation:

(��obs)/(��max) = [PL]/[L]o (5)
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where ��obs = �obs – �P, the difference between the measured protein chemical
shift (�obs) at some concentration of ligand L and that for protein in the complete
absence of ligand (�P). ��max is the change in chemical shift after protein is fully
saturated with ligand, [L]o is the total concentration of ligand, and [PL] is the con-
centration of the complex. This equation can only be used if binding is in fast ex-
change on the chemical-shift timescale [kex > 1/(Bo ��max)], so that �obs is the
weighted average of bound and free chemical shifts, according to Eq. (1). Other
equations needed to calculate a Kd value are [51]:

Kd = [P][L]/[PL] (6)

[L]o = [L] + [PL] (7)

[P]o = [P] + [PL] (8)

Obtaining a Kd value is simple if one of the components can be kept in large ex-
cess over the other. For example, if [L]o >> [P]o, then the equations simplify, since
[L] = [L]o at all concentrations of protein. In this case, one commonly used plot to
obtain a Kd value is given by the Scatchard equation:

��obs/[L]o = –��obs/Kd + ��max/Kd (9)

where a plot of ��obs/[L]o versus ��obs gives a slope of –1/Kd. A second commonly
used analysis is with the Benesi–Hildebrand equation:

1/��obs = (Kd/��max)(1/[L]o) + 1/��max (10)

where a plot of 1/��obs versus 1/[L]o gives a slope of Kd/��max and a y-intercept of
1/��max. Although these graphical methods are convenient, it is best to get Kd

from a non-linear least squares fit to the original equation for a rectangular hyper-
bola:

��obs = ��max[L]o/(Kd + [L]o) (11)

The above equations bear an obvious resemblance to those commonly used for
steady-state enzyme kinetic analyses.

Now if it is not possible to keep one of the components in excess over the other,
then there is no choice but to solve the full quadratic equation and then perform a
non-linear least squares fit to:

��obs �
��max 
�Kd � 
L�o � 
P�o� �

�������������������������������������������������������������
�Kd � 
L�o � 
P�o�2 � 4 
L�o
P�o

	 �
 �

2 
P�o
�12�

to get Kd. In this equation, there is the luxury of being able to use total concentra-
tions of protein and ligand, without worrying about whether one is always in ex-
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cess over the other. The reader is referred to two recent review articles for addi-
tional details on fitting NMR data to obtain Kd values [48, 51].

8.4.3
High-throughput Screening: Traditional and TINS

NMR is now routinely used in reasonably high-throughput screening efforts. It is
most practical for such screening to be done with ligand-based methods such as
STD or WATERLOGSY, since they require smaller amounts of protein. It is com-
mon to screen with 10–20 �M protein, using a 10- to 20-fold excess of ligand in
STD screening. Experiments are on the order of 5 min per sample, can be easily
performed on pooled samples (typically ten), and can be fully automated. Capillary
NMR flow probes and/or cryoprobe technology can improve sensitivity and
throughput as well. Still, it was recently estimated that to screen 10 000 com-
pounds in pools of ten would take 3 months and consume 50 mg of protein. Pro-
tein consumption for these methods is therefore still a significant concern for tar-
gets that are hard to express. For this reason, TINS (target immobilized NMR
screening) was recently developed [73], whereby a target protein is immobilized
on agarose or sepharose media and ligands are screened for T2 effects (line broad-
ening). Immobilized protein was reused for screening 2000 compounds and
found to retain full binding activity, suggesting that this approach could be used
for screening fragment libraries when protein target is only available in limited
quantities.

Protein-based methods have also been used in high-throughput screening cam-
paigns. Hajduk et al. [41] reported the acquisition of 2D 1H-15N HSQC spectra in
10 min on 50 �M protein samples using a cryoprobe on a 500-MHz instrument.
They proposed that pools of 100 compounds at a time could be screened and that
200 000 compounds could be screened in 1 month. In later work, they describe
the value of integrating NMR-based screening methods with other HTS technolo-
gies [74]. NMR is especially helpful in identifying false positives from other as-
says, thereby saving significant wasted effort pursuing undesirable compounds.
Ultimately, the Abbott group screened 23 protein targets with most of its ~10 000-
member SAR by NMR library, thereby validating the feasibility of doing moder-
ately high-throughput screening with protein-based methods [47].

8.5
NMR-guided Fragment Assembly

8.5.1
SAR by NMR

SAR by NMR was reported in 1996 by Shuker, Hajduk, Meadows, and Fesik [1] as
a fragment assembly approach to inhibitor design, using NMR as a structural
guide. It is essentially a five-step method [75] that involves screening for weak-
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binding fragments in two binding sites. In step 1, NMR is used to screen for a
weak binding ligand in a first site. In step 2, the ligand is optimized for higher af-
finity, using NMR structural assays to ensure that binding mode is retained. In
step 3, the protein is saturated with the first ligand and is then used to screen for
a “second-site” ligand. In step 4, the second ligand is optimized in the same man-
ner as in step 2 for the first ligand. In step 5, the two ligands are joined based on
structural information obtained from NMR. The screening steps are typically
done using labeled protein and monitoring chemical shift changes. The initial im-
plementation of SAR by NMR was with 15N-labeled protein, although later work
was done using 13C-labeled protein [76]. For larger proteins, it is helpful to use se-
lective labeling of side-chain methyl groups, or to improve resolution in 1H-15N
spectra with TROSY [77]. The most important step in the SAR by NMR process is
step 5, the linking step, which is enabled by determining a complete structure of
the bound ternary complex between protein, fragment 1, and fragment 2. In the
initial SAR by NMR application, a 19 nM inhibitor of FKBP was identified based
on linkage of 2 �M and 100 �M inhibitors (Fig. 8.1b). The advantage of this
linked-fragment strategy over previous SAR approaches is that fewer compounds
need to by synthesized, since there is a combinatorial advantage that is equal to
the size of the fragment library squared. So applying SAR by NMR to a 10 000-
member library is similar to screening 108 compounds. But, in some sense, it
even provides greater diversity since the method samples all possible ways of or-
ienting two fragments, whereas a single chemical linkage would sample only one
position and linker length. Over the years, SAR by NMR has been applied to
many targets, including 23 proteins at Abbott. In the screening of these proteins,
hit rates ranged from 0–0.9% for various samplings of the ~10 000-member frag-
ment library. For ten of these proteins, a potent (<300 nM) inhibitor was even-
tually identified. In recently reported implementations of SAR by NMR ([78], sum-
marized in [75]), previously identified potent inhibitors were fragmented and
these fragments were used along with new fragments, to design new core struc-
tures. This was usually done to improve bioavailability or general pharmacokinetic
behavior of drug leads. New core structures were identified with this strategy for
adenosine kinase (IC50 = 10 nM), urokinase (IC50 = 2.8 �M), stromelysin (62 nM),
and LAF-1 (leukocyte function associated antigen 1; IC50 = 20 nM).

The SAR by NMR approach to assembling fragments is conceptually similar to
some of the commonly used in silico strategies for de novo drug design, such as
the MCSS method [79]. Therefore, Sirockin et al. [80] recently compared MCSS
(using the CHARMM forcefield [81]) with experimental SAR by NMR studies, to
see whether in silico methods could accurately predict binding modes for frag-
ments. The computational strategy employed the MCSS library of fragments,
which was supplemented with relevant SAR by NMR fragments. The in silico
method was able to rank binding modes consistent with NOE data in the top 5%,
suggesting that it may be a useful complement to experimental SAR by NMR, ser-
ving possibly as an initial screen. Noteworthy is that this high level of predictabil-
ity was possible only because of the inclusion of desolvation effects in the scoring
function for binding energy [80]. Finally, efforts at docking fragments for SAR by
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NMR projects should be aided by a knowledge-based scoring function developed
for this purpose [82].

8.5.2
SHAPES

The SHAPES strategy involves screening the SHAPES library (Section 8.3.2) to
identify which fragments bind to protein targets, using ligand-based detection
methods such as transferred NOE, WATERLOGSY, and STD, which are discussed
in greater depth in Section 8.4.1. The early [37] and more recent [15, 38] applica-
tions of the SHAPES strategy in ligand design and drug discovery are summar-
ized in several articles and reviews, to which the reader is referred for more detail.
An especially exciting successful application involved identification of inhibitors
for Jnk3 (c-Jun N-terminal kinase-3), a MAP kinase that is a target for stroke and
Parkinson’s disease. In this case, three classes of inhibitors were identified (thia-
zole, uracil, and isoxazole), with inhibition as low as 800 nM for the isoxazole class
[15, 38]. The latter compound was further optimized with medicinal chemistry to
yield a < 10 nM inhibitor. The SHAPES strategy was also used for fragment as-
sembly of inhibitors for adipocyte lipid-binding protein, a possible target for type
II diabetes. In this case, the most potent inhibitors had Ki values as low as 300 nM
[15, 38]. Finally, SHAPES is even being used to identify tight-binding ligands for
structured RNA [38], which is increasingly being pursued as a drug target. In this
case, it was found that WATERLOGSY was more sensitive than STD for screening
the SHAPES library, although STD provided useful information on binding mode
based on epitope mapping (discussed further in Sections 8.4.1 and 8.5.4).

8.5.3
Second-site Binding Using Paramagnetic Probes

In steps 3 and 4 of SAR by NMR, it was necessary to saturate the first binding site
and then screen for “second-site” ligands. While the traditional SAR by NMR
strategy does this using chemical shift perturbations, one can also use paramag-
netic probes [83, 84]. In this strategy, a first ligand is labeled with an organic nitr-
oxide radical probe like TEMPO (2,2,6,6-tetramethyl-1-piperidine-N-oxyl). The lo-
cation of the second ligand, relative to the first, is established based on the dis-
tance-dependant relaxation effect of the probe on the second ligand. The signifi-
cant advantage offered by this method is that protein does not need to be labeled;
and sensitivity is quite high. The latter is true because the relaxation effect is de-
pendant upon the gyromagnetic ratio of the electron, which is 658 times larger
than that for protons. The relaxation rate enhancement is given by:

R 2para = 1/15 [S (S + 1)] [�H
2 g2 �2/r6] [4�c + 3�c/(1 + �H

2 �c
2)] (13)

where S is the electron spin on the probe, �H is the proton gyromagnetic ratio, g is
the electronic g factor, �c is the correlation time of the vector connecting the elec-
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tron and nuclear spin, � is the Bohr magneton, �H is the proton Larmor fre-
quency and r is the distance between the probe and the proton on the second-site
fragment. Depending on this distance, an estimated relaxation enhancement of
around 50-fold is possible (relative to diamagnetic enhancement). Importantly,
this has been shown to roughly correspond to the level to which protein concen-
tration can be decreased with this approach to second-site screening. The main
disadvantage of this approach is the need to label the first ligand, but this problem
is partially alleviated if one labels protein instead, on amino acids such as lysine,
tyrosine, histidine, methionine, or cysteine [83]. This method, termed SLAPSTIC
(spin labels attached to protein side chains as tools to identify interacting com-
pounds), was applied to second site screening in FKBP and the anti-apoptotic pro-
tein Bcl-xL [84]. In addition to not requiring isotopic labeling, the method avoids
false positive second-site hits, since a relaxation effect can only occur if both the
probe and the second-site ligand are bound simultaneously. It is important to note
that, like all ligand-based screening methods, it only identifies ligands if they are
binding in fast exchange because the actual R2 measured is a weighted average
for the free and bound ligand. This limitation can be removed if screening is done
in competition mode with a weak-binding ligand present [83, 84].

8.5.4
NMR-based Docking

In order to properly link two weak-binding fragments, one can determine a full
structure of the complex with NMR, or simply find a way to orient the second
ligand relative to the first, so that a linker can be designed. The latter approach is
very pragmatic, and is enabled by methods like spin labeling (above), interligand
NOE measurements [85], and some of the combinatorial methods described below
(NMR SOLVE and NMR ACE). But, beyond linking fragments, structural data can
be helpful for optimization of leads, such as engineering changes that improve
the bioavailability, metabolism, or toxicological properties of drugs. In this sense,
it is helpful to know which regions of a fragment are solvent-exposed and there-
fore available for modification. Such NMR-based docking can be implemented for
very large proteins, by looking for magnetization transfer (NOE or STD) to selec-
tively labeled side-chains, such as methyl groups, especially when the rest of the
protein has been deuterated. This strategy has been implemented, without the
need to assign protein residues, in dihydrodipicolinate reductase [67] and more re-
cently in FKBP and MurA [86]. In addition to NOE measurements, one can also
use calculated chemical shifts to aid in docking calculations [87]. Use of chemical
shift changes to guide docking was applied to a series of compounds [88] and has
been suggested as a means to score the poses that one obtains from in silico dock-
ing efforts [89]. For proteins that are larger or cannot be isotopically labeled, it is
possible to determine which portions of the protein are solvent-exposed and which
are buried, based on epitope mapping studies using STD [58, 90]. In these studies,
protons on the ligand that show the largest STD effects are thought to be buried,
while those with little or no STD effect are most likely solvent-exposed. Since re-
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laxation effects can lead to significant changes in STD values [91], thereby sug-
gesting inappropriate docking modes, it is best to do a full CORCEMA analysis
[92, 93] to generate a docked structure, if possible.

8.6
Combinatorial NMR-based Fragment Assembly

8.6.1
NMR SOLVE

Since privileged scaffolds bind to multiple members of a gene family, they are ex-
cellent templates for combinatorial libraries tailored to that gene family, as long as
diversity elements are directed into adjacent binding pockets that are likely to pro-
vide specificity for one target over another. This is especially true in cofactor-de-
pendant enzymes, since the cofactor site is always adjacent to a substrate site
(Fig. 8.9a, b). Because cofactor and substrate always react with each other, the rela-
tive relationship of the two sites is highly conserved within a gene family. Again,
the central problem that must be addressed after identifying a privileged scaffold
is where to build the library. That is, one must determine what position should be
substituted with variable fragments (Fig. 8.9a), so that the library directs the at-
tached fragments into a specificity pocket (Fig. 8.9b). NMR SOLVE (structurally-
oriented library valency engineering) was developed to provide this information
[67, 69–71, 94]. It relies on the binding of a privileged scaffold to a protein and
measuring NOEs to that scaffold from atoms that are known to be located at the
interface between the two binding sites. In this way, the best combinatorial library
expansion point is identified on the privileged scaffold, since this position is adja-
cent to the specificity site. In order to accomplish this, one can assign interface
atoms by mapping the binding site with some reference ligand, like the cofactor
that normally binds the conserved site. This approach requires labeled protein, so
although it provides rich structural information, it is limited to proteins that can
be isotopically labeled. If the interface atom is on the other substrate, then it is
not necessary to label the protein. A combination of NOEs from protein interface
atoms (13C-labeled threonines) and substrate interface atoms (2,6-pyridine-dicar-
boxylate) were used to design a dehydrogenase-focused library using the enzyme
dihydrodipicolinate reductase (DHPR). In this case, the privileged scaffold bound
weakly to three different dehydrogenases (25–100 �M). NMR SOLVE data ob-
tained with DHPR (dehydrogenase-1 in Fig. 8.9b) suggested where to build the fo-
cused combinatorial library and ~300 low-molecular-weight fragments were
attached at the identified site to create a focused combinatorial library for dehydro-
genases (Fig. 8.9 b). This library yielded inhibitors for each of the three dehydro-
genases screened, with Ki values in the 40–200 nM range (Table 8.1). It should be
noted that in the case of the dichlorophenyl fragment on the LDH inhibitor
(Table 8.1), affinity for the isolated fragment was so low that it could not be de-
tected. This suggests that this inhibitor could only have been identified in this
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combinatorial fashion and not by traditional NMR-based fragment assembly ap-
proaches. Since the potential increase in potency from fragment linkage includes
an entropic contribution, in addition to the product of Kd values for the two
ligands, affinity gains can be quite large (Section 8.2). Therefore, it should not be
surprising that individual fragments from bi-ligands may sometimes bind too
weakly for detection.
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Fig. 8.9
Description of the NMR SOLVE method. (A)
Cartoon representation, whereby a library ex-
pansion point is chosen based on NOEs from
interface atoms on either the protein or an ad-
jacent substrate. (B) Description of how NMR
SOLVE studies on one representative of a pro-
tein family can be used to focus a combinator-

ial library that can produce inhibitors for multi-
ple members of that gene family. In this case,
the proteins are dehydrogenases which all
share a common site for the NAD(P)H cofac-
tor, but the concept applies to any family of
proteins which bind a privileged scaffold. Mod-
ified from [14].



8.6.2
NMR ACE

Combinatorial fragment assembly for some proteins must be pursued without
the luxury of isotopic labeling. This is because many proteins, especially protein
kinases, cannot be expressed in E. coli at levels high enough for labeling to be
practical. For this reason, the NMR ACE (assembly of chemical entities) strategy
was developed [95]. In this approach, weak-binding ligands are initially screened
for binding to the target, which in the initial ACE project at Triad Therapeutics
was p38� MAP kinase. Competitive binding studies with a privileged scaffold/
ligand known to bind multiple members of the gene family are then used to cate-
gorize (Fig. 8.10a) weak-binding fragments as either privileged scaffolds or as po-
tential specificity ligands to be attached to the privileged scaffold. Ideally, the “spe-
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Table 8.1 Affinity and specificity achieved with combinatorial fragment assem-
bly guided by NMR SOLVE. Numbers are Kis values obtained in a steady-state
enzyme kinetic assay, except for DOXPR where an IC50 was measured. As such,
the actual Kis value for DOXPR will be lower. LDH = lactate dehydrogenase,
DHPR = dihydrodipicolinate reductase, DOXPR = 1-deox-D-xylulose-5-phos-
phate reductoisomerase.
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cificity ligands” would be directed to a subsite known to be unique to the desired
target, if structural information is available. This approach enables the construc-
tion of a small focused combinatorial library directed to all proteins that bind the
privileged scaffold, by combining the fragments in Fig. 8.10 a. NMR ACE was
used to design a potent inhibitor of p38� (Fig. 8.10b). An initial IC50 of around
326 �M was found for the privileged scaffold (competitive with SB203580). Frag-
ment assembly using various linkers (four) led to an inhibitor with an IC50 of
1.7 �M, corresponding to a Ki of ~300 nM. In all, 23 fragments were identified or
made that bound outside the ATP site, but had interactions (NOEs) with a frag-
ment in the ATP site. Many of these also showed NOEs to an ATP-site reference
compound (SB203580), such as the fragment shown in Fig. 8.10 b which had its
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Fig. 8.10
NMR ACE strategy for designing bi-ligands
and focused bi-ligand libraries, using unla-
beled protein. (A) Cartoon description of how
a privileged scaffold is joined to various speci-
ficity ligands, based on NOEs that are mea-
sured between them. In the initial p38� MAP
kinase application at Triad Therapeutics
(Huang, Jung, Kelly, Pellecchia, and Sem, un-

published data), seven structural classes of
privileged scaffolds were identified, as were 23
different specificity ligands. (B) Sample appli-
cation of NMR ACE to p38á MAP kinase,
whereby a privileged scaffold that binds in the
ATP site was joined to a fragment that binds
outside the ATP site. Linkage yielded a >100-
fold increase in affinity.



alkyl chain located within 3.0 ± 0.5 Å of the pyridine ring of SB203580. Since the
goal of this project was to specifically target p38�, it was desirable to have second-
site fragments that bind in a region of the protein structure that is unique to
p38�. To assess this, homology models were constructed for various MAP kinases
and variability in sequence was assessed at each position and mapped onto the
structure of p38� (Fig. 8.11 a). It can be seen that there is a region adjacent to the
ATP (SB203580) site that is highly variable; and this region is also outside of the
region bound by peptide substrates (Fig. 8.11a, b). Therefore, any fragment that
binds here would not be displaced by either SB203580 or peptide; and this compe-
tition strategy was used to characterize potential specificity ligands/fragments to
be added to the privileged scaffold.

Since seemingly useful specificity ligands were often identified that showed no
NOEs to the privileged scaffold, long alkyl chains were added to the scaffold,
which were sometimes terminated methyl-ether groups in order to create an iso-
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Fig. 8.11
Probing p38� binding pockets with NMR ACE
antennas (Kelly, Dong, Lee, Jung, and Sem, un-
published data). (A) The crystal structure of
p38�, with relative variability compared to
other MAP kinases mapped onto the structure,
in order to suggest possible pockets to probe
for specificity. A potentially useful pocket is

identified, which sits adjacent to both the
SB203580 and peptide pockets. (B) The specifi-
city pocket location just outside the SB203580
(ATP) site is shown in a close-up view. (C) Sam-
ple application of the use of an NMR ACE an-
tenna to probe more distal binding sites, rela-
tive to the conserved ATP/SB203580 site.



lated methyl spin system. These were then used to probe for fragments in more
distal binding sites, using NOE experiments. These “antennas” serve not only as
structural probes of distal specificity sites, but also as potential linkers for frag-
ment assembly. The antenna-variation of NMR ACE [95] has proved very useful
for probing more distal sites for specificity fragments, such as that in Fig. 8.11c.
A combination of the above methods, along with medicinal chemistry SAR stu-
dies, led to p38� inhibitors with IC50 values < 10 nM. Some of these showed very
encouraging preclinical data in a rheumatoid arthritis project.

In a related project with Jnk2�2 kinase at Triad Therapeutics (Yan, Jung, and
Lee, unpublished data), NMR ACE-based fragment assembly and subsequent
SAR studies yielded a 20 nM inhibitor (TRD-97941), containing a novel core struc-
ture. Weak-binding fragments used to create this new core were first sub-classi-
fied, based on competitive STD studies using the ATP site inhibitor, SB203580.
Fragments in different categories (ATP and non-ATP site) were then linked, based
on the observation of interligand NOEs, to produce a 100 �M inhibitor. The use of
transferred NOE data combined with modeling then allowed optimization of this
lead to a 0.91 �M inhibitor. Next, NMR-based docking combined with medicinal
chemistry SAR workup led to a further increase in potency to 20 nM. In all, with
the aid of NMR at every step, a 20 nM inhibitor was produced after synthesis of
only 30 compounds. This example clearly emphasizes the value of NMR in accel-
erating lead discovery and optimization. More importantly, it emphasizes how
crucial it is to use the whole toolbox of NMR methods in the drug discovery pro-
cess and to use the NMR information to focus and guide the efforts of traditional
medicinal chemistry.

8.7
Summary and Future Prospects

Although fragment assembly strategies for inhibitor design predate SAR by NMR,
it was that method which launched a whole series of innovative NMR-based ap-
proaches to fragment assembly. All of these methods rely on the initial screening
of a strategically designed fragment library. Although protein-based screening
methods provide the most structural information (hence the term structural
screening) and can be implemented in a high-throughput fashion, it is most com-
mon to screen for first-site ligands with ligand-based methods like STD or
WATERLOGSY. This is because protein is often not available in large quantities
and also cannot be isotopically labeled. Fortunately, there are two ligand-based
screening methods that can provide structural information: (a) screening with
paramagnetic probes and (b) screening with interligand NOEs or STDs. Paramag-
netic probes are attractive since they provide structural information along with
high sensitivity. Interligand NOEs have also been used to generate combinatorial
libraries from privileged scaffolds, tailored to gene families of proteins like dehy-
drogenases and kinases. This strategy enables a parallel approach to inhibitor and
drug design that couples well with chemo-genomics and proteomics [94].
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It is anticipated that some of the most exciting future innovations in NMR-
based fragment assembly will take advantage of interligand NOE and STD effects
to design inhibitors for extremely large proteins, or membrane-bound systems
[96, 97] which previously could not be targeted by experimental structure-based
methods. With regard to protein-based methods, it should now be possible to do
SAR by NMR studies within living cells [98]. Other exciting recent developments
include the ability to profile proteins for likelihood of success in a drug discovery
process [47], which is a significant concern in the pharmaceutical industry, given
the high cost of this process. Related to this point, it will become increasingly im-
portant to be able to use NMR-based methods to optimize drug leads or building
blocks to have better bioavailability, along with optimized metabolic and toxicolo-
gical properties [75, 78, 99]. Finally, since it has recently been shown that NMR
fragment-based screening can be used to identify previously unrecognized bind-
ing sites on proteins [47], NMR-based screening and fragment assembly may
open the door to inhibiting proteins at previously unexplored target sites or “hot
spots” (Fig. 8.8). These ancillary sites seem to be present with relatively high fre-
quency (four of 28 binding sites identified on 23 proteins screened [47]) and
might also be explored as part of a chemical proteomic approach [48, 100] to func-
tional genomics. Characterizing these ancillary sites may ultimately help to create
a more accurate “systems view” of protein target space, since they probably have
biochemical and physiological functions, such as interacting with other proteins
directly or through effectors, as part of signaling or regulatory networks.
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9
SAR by NMR: An Analysis of Potency Gains Realized Through
Fragment-linking and Fragment-elaboration Strategies for Lead
Generation
Philip J. Hajduk, Jeffrey R. Huth, and Chaohong Sun

9.1
Introduction

Fragment-based screening has become a powerful complement to traditional
high-throughput screening (HTS) technologies to identify lead compounds that
have high potential for further optimization. Unlike conventional HTS, most frag-
ment-based screening applications focus on the identification of low-molecular-
weight, low-affinity compounds from which high-affinity drug candidates can be
constructed. Such methodologies include NMR-based screening (both target-
based and ligand-based) [1, 2] (chapter 8), high-throughput X-ray crystallography
[3–5] (chapters 10 and 11), mass spectroscopy [6] (chapter 13), surface plasmon re-
sonance [7], fragment tethering [8] (chapter 14), and dynamic combinatorial
chemistry [9] (chapter 16). All of these fragment-based methods exploit the re-
duced complexity of utilizing low molecular weight (typically 100–300 Da) com-
pounds, leading to an increased probability [10] of identifying highly efficient [11],
chemically tractable ligands in well designed compound libraries of only 103–104

compounds [5, 12, 13]. However, while attractive starting points for design, frag-
ment leads tend to bind with extremely low affinity to the target (e.g., KD values
of 100 �M to >1000 �M). Thus, while the compounds may still bind “efficiently”
with respect to their size [11], there are typically at least two or three log unit gains
in potency that need to be achieved before these compounds can become truly
“useful” leads in drug discovery. Several strategies have been proposed for rapidly
increasing the potency of fragment leads into ranges where lead optimization can
begin (typically with IC50 values less than 1 �M). As shown in Fig. 9.1, two of the
more common strategies are fragment-linking, in which two fragments that bind
to proximal sites are tethered, and fragment-elaboration, in which libraries of
compounds are prepared around a fragment lead in order to increase potency.
This article explores the potency gains that have been reported or internally dis-
covered for fragment-based ligand design using these approaches. In addition, we
attempt to define some general principles that can aid the scientist in the optimal
use of fragment leads in drug discovery.
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9.2
SAR by NMR

Since the description of SAR by NMR in 1996 [14], numerous linked-fragment ap-
proaches and applications have been described, as recently reviewed by Erlanson
and co-workers [15]. As shown in Fig. 9.1, the premise of the SAR by NMR ap-
proach is the linking of two fragments that can simultaneously bind to proximal
sites on a protein to yield high-affinity ligands. In our laboratory, we have made ex-
tensive use of two-dimensional heteronuclear correlation spectra in order to detect
and characterize these weakly binding fragments. The power of using two-dimen-
sional NMR is illustrated in Fig. 9.2, where distinct chemical shift perturbation
patterns (or “fingerprints”) can be observed with compounds that bind to two dis-
tinct sites on the protein. Thus, using this approach, first- and second-site ligands
can be identified and characterized, based upon their unique patterns of induced
shifts. Eight examples of the SAR by NMR approach are schematically given in
Fig. 9.3. In each case, receptor-based NMR screening was used to identify and
characterize the binding of the first- and second-site ligands; and linked mole-
cules were designed on the basis of available structural information on the ternary
complex.
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Fig. 9.1
Illustration of the linked-fragment (A–C) and
iterative fragment elaboration (D–F) ap-
proaches. In the linked fragment approach,
first-site (A, cyan surface) and second-site (B,
green surface) ligands are identified that bind
to proximal sites and linked (C, red surface)
to yield high-affinity ligands. In iterative frag-
ment elaboration, a first-site ligand (D, cyan
surface), also called the “core,” is elaborated
using structure-based design or high-through-
put parallel synthesis to identify substituents
that improve affinity (E, red surface). These
improved compounds are then utilized in a
subsequent round of synthesis to identify ad-
ditional substituents (F, green surface) that
yield further gains in potency.



9.3
Energetic Analysis of Fragment Linking Strategies

One of the initial postulates of the SAR by NMR approach is that high-affinity (KD

< 1 �M) leads could be rapidly derived from weakly binding (KD ~1 mM) frag-
ments, due to the fact that the binding energies of each fragment would be addi-
tive in a properly linked compound [16]. Thus, linking a second-site ligand with a
KD value of 1 mM to a first-site lead could, in principle, lead to a potency gain of
three orders of magnitude, neglecting any gains in potency due to entropy or the
linker itself. Table 9.1 details 17 applications of the linked-fragment approach to
11 different target proteins, including the reported potencies for the fragment
leads and the linked compounds. Given these data, we can begin to test this addi-
tivity postulate with some statistical confidence and examine the energetics of
linking two fragment leads. For simplicity, all of the potencies are represented as
pKD values (defined here as the negative base-10 log of the reported potency) and
no distinction is made between KD, KI, or IC50 values. In this scenario, the theore-
tical gain is simply the pKD value for the second site ligand, while the actual gain
is the pKD value for the linked compound minus the pKD value for the first site
ligand. As illustrated in Fig. 9.4, four of the linked compounds exhibited potency
gains within 1.0 log unit of the expected gain (the boundaries being designated by
gray dashed lines in Fig. 9.4), while four linked compounds actually exceeded the
theoretical gain by more than an order of magnitude. The remaining nine exam-
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Fig. 9.2
Characterizing site-specific binding using
1H/13C correlation spectra on the bacterial pro-
tein murF [27]. Shown are expanded regions of
the spectra containing only the isoleucine-�1

methyl resonances in the absence (black) and
presence (red) of a test compound. Distinct

chemical shift fingerprints can be observed
for (A) ATP and (B) a novel inhibitor that does
not bind to the ATP binding site [27]. Repre-
sentative cross-peaks that exhibit differential
effects with the two compounds are indicated
with dashed boxes.
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Fig. 9.3
Schematic views of eight examples of the SAR
by NMR approach. In each case, the first-site
ligand is colored black, the second-site ligand
is colored blue, and the linking element is co-
lored red. Values for pKD were derived as de-

scribed in the text. Examples are given for ade-
nosine kinase [28], PTP-1B [29, 30], LFA [25],
stromelysin [17,19], HCV protease [31], and
FKBP [14].



ples exhibited potency gains that were at least an order of magnitude less than the
theoretical gain. On average, the actual potency gain was approximately 2.6 log
units (corresponding to a 400-fold increase in potency), while the theoretical gain
was approximately 3.3 log units.

Three of the four compounds that exceeded the theoretical potency gain by
more than an order of magnitude were for the matrix metalloproteinase stromely-
sin (MMP-3, entries 11–13 in Table 9.1) [17]. In these cases, an acetohydroxamate
group was linked to a biaryl using a simple alkyl linker; and structural studies
confirmed an additional hydrophobic interaction between the linker and the pro-
tein [17, 18]. On the other extreme, an alternate series for MMP-3 in which a
naphthylhydroxamate moiety was linked to a biaryl lead (entry 14 in Table 9.1), ex-
hibited a gain in potency that was more than two orders of magnitude less than
what could be expected based on additive energies [19]. While the naphthylhydrox-
amate group exhibited greater intrinsic potency than the acetohydroxamate (KD

value of 20 �M vs 17 mM), it was much more difficult to link this group to the
biaryl and maintain the preferred orientation of both groups. Thus, significant po-
tency losses were incurred upon linking (relative to theoretical gains) and exten-
sive modification of the linker was required to produce compounds with IC50 va-
lues less than 100 nM (e. g., entry 15 in Table 9.1) [19]. It is noteworthy that more
than half of the examples in Table 9.1 show gains in potency that are at least
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Fig. 9.4
Plot of the actual and theoretical potency gains
realized through the linked fragment approach
on 17 systems (see Table 9.1). The actual gain
in potency (in base-10 log units) is defined as
the pKD of the linked compound minus the
pKD of the first site ligand, while the theoretical
gain is defined as the pKD of the second site li-
gand. The dashed black line corresponds to
the ideal, where the actual gain is equal to the

theoretical gain, while the dotted gray lines re-
present 1.0 log unit deviations in the actual
and theoretical values. The observed correla-
tion (solid line) excludes those examples for
which the actual gain exceeded the theoretical
gain (open black diamonds), most likely due
to adventitious interactions with the linker
(see text).



10-fold less than the theoretical gains. Despite the remarkable absolute gains
achieved with these systems, these losses highlight the difficulty in linking two
fragments in the precise manner required to achieve the full energetic benefits.

Excluding the four cases where the actual gain in potency exceeded the theoreti-
cal gain by more than an order of magnitude, there is a reasonable correlation
(R2 = 0.56) between the actual and theoretical gains for these systems (see
Fig. 9.4). Thus, these data appear to support the general postulate of additivity of
binding energies when applying the linked-fragment approach. As illustrated in
Fig. 9.4, the correlation between the actual and theoretical gains falls near the line
for 1 log unit losses with respect to the theoretical gain. This guideline can be use-
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Table 9.1 Potency gains realized through the linked-fragment approach a).

Entry Target Technique pKD (1)b) pKD (2)c) pKD (link)d) Actual gaine) �f ) Compound
numberg)

1 AchE ISFLi) 7.74 5.96 12.40 4.66 –1.31 –
2 AK NMR 6.22 2.52 8.00 1.78 –0.74 3
3 Bcl-2h) NMR 4.70 3.40 6.64 1.94 –1.46 –
4 Bcl-xLh) NMR 3.52 2.22 5.85 2.33 0.11 –
5 c-Src CTGLAj) 4.40 4.39 7.19 2.80 –1.59 –
6 FKBP NMR 5.70 4.00 7.72 2.02 –1.98 24
7 GP XRC 4.90 4.90 8.22 3.32 –1.58 –
8 HCV pro NMR 3.58 3.00 6.10 2.52 –0.48 18
9 LFA (1) NMR 4.10 3.52 7.70 3.60 0.08 9

10 LFA (2) NMR 4.10 2.00 7.40 3.30 1.30 –
11 MMP-3 (1) NMR 3.55 1.77 6.51 2.96 1.19 –
12 MMP-3 (2) NMR 4.70 1.77 7.60 2.90 1.13 –
13 MMP-3 (3) NMR 4.70 1.77 7.82 3.12 1.36 12
14 MMP-3 (4) NMR 4.70 4.30 6.47 1.77 –2.53 –
15 MMP-3 (5) NMR 4.70 4.30 7.21 2.51 –1.79 15
16 PTP1B (1) NMR 5.92 2.92 7.38 1.46 –1.46 21
17 PTP1B (2) NMR 3.83 2.92 5.16 1.33 –1.59 6

a) Unless otherwise noted, all examples and potencies were taken from Erlanson and co-workers
[15], excluding the examples that did not fit the canonical linked-fragment approach (e. g., MMP-
13 and AdSS, which more closely resemble the merged fragment approach) and those for which
absolute potencies were not reported for both fragments (e. g., Bcl-xL, U1061A RNA, carbonic
anhydrase, neuraminidase, CDK2, and caspace-3).

b)The negative log (base-10) of the experimental KD (or IC50) value for the first-site ligand.
c) The negative log (base-10) of the experimental KD (or IC50) value for the second-site ligand.
d)The negative log (base-10) of the experimental KD (or IC50) value for the linked ligand.
e) The actual gain is defined as the pKD of the linked compound minus the pKD of the first-site li-

gand.
f ) Difference between the actual and theoretical gain.
g) The reference number for the linked compound (if shown) in Fig. 9.3.
h)Internal discovery [32].
i) In situ fragment linking.
j) Combinatorial target-guided ligand assembly.



ful in evaluating whether linking two compounds will in fact yield a lead with the
necessary potency for advancement. For example, if an inhibitor with sub-micro-
molar potency is an absolute requirement for further evaluation, then attempting
to link two leads with only millimolar affinities will likely not produce the desired
results. In this example, the expected potency could be calculated as:

pKD (expected) = pKD (1) + pKD (2) – 1.0,

which results in an expected pKD value of 5.0 (3.0 + 3.0 – 1.0), or an expected KD value
of 10.0 �M. While gains beyond the simple sum of the energies are possible (as illu-
strated for four examples in Table 9.1), this would appear to be a less likely occurrence
and one should instead expect some energetic losses in the initial linking phase. Op-
timization of a linked compound beyond this potency can then be performed using
traditional medicinal chemistry and structure-based drug design principles.

9.4
Fragment Elaboration

As described above, when two fragment leads can be identified that bind to proxi-
mal sites on a protein surface, remarkable gains in potency can be achieved by ap-
propriately linking these two fragments together. It is usually straightforward and
relatively easy to identify first-site fragment leads for protein targets using NMR
and other methods. However, it is not always possible to identify two fragments
that can simultaneously occupy adjacent pockets for a number of reasons. First,
the binding affinities of these second-site leads tend to be at least 10-fold weaker
than the first-site leads – requiring even more sensitive detection of these low affi-
nity ligands. Second, it is not always straightforward to rule out either competitive
binding with the first-site ligand or nonspecific association between the first- and
second-site ligands that can lead to false positive results [20]. In these cases, frag-
ment-linking is not recommended, and fragment elaboration strategies can in-
stead be employed to increase the affinity of the first-site ligand into a useful
range. As shown in Fig. 9.1, fragment elaboration involves systematically increas-
ing the size (and hopefully the potency) of the first-site ligand. This can be done
with small numbers of specific, tailored compounds, or high-throughput parallel
synthesis approaches can be employed to produce large libraries of compounds
around an appropriately functionalized core. The latter strategy allows for a much
more extensive search of compound space and can give rapid feedback on the
pragmatic utility of a given first-site lead. For example, with a library of 50–100
compounds, questions regarding the site of attachment, the observation of dis-
cernible structure–activity relationships, and the potential for large potency gains
can be addressed with reasonable confidence. Given the availability of automated
synthesis platforms and the ever-increasing diversity of chemical reactions amen-
able to high-throughput parallel synthesis [20], fragment elaboration through
library generation is becoming a powerful tool for exploring and exploiting frag-
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ment leads in drug design. An example of this strategy is shown in Fig. 9.5 for
Erm-AM [21]. In this case, a weakly binding NMR lead (compound 25) was rapidly
increased to single-digit micromolar potency (e. g. compound 27) through the use
of iterative library design.

9.5
Energetic Analysis of Fragment Elaboration Strategies

We are continuing to expand our use of high-throughput parallel synthesis in the
development of fragment leads. Shown in Table 9.2 are statistics for 11 compound
libraries designed against leads for six different protein targets. On average, these
libraries yielded compounds with a 10-fold gain in potency over the parent. It is
noteworthy, however, that gains in potency of more than two orders of magnitude
can be achieved using this library approach, as illustrated for Erm-AM in Fig. 9.5.
As with the linked-fragment approach above, rules can be derived from these data
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Fig. 9.5
The concept of iterative library design as ap-
plied to Erm-AM [21]. Starting from a weakly
binding NMR lead (compound 25), a library of
204 compounds were prepared in which an in-
dan substituent (blue) was found to increase
potency by >2.0 log units (compound 26). A

second-generation library of 81 compounds
was then prepared around a core containing
the indan group in order to exploit a different
region of the binding site (red), resulting in an
additional gain in potency of nearly 1.0 log
unit (compound 27).



to calculate the probability of achieving a desired potency gain from a given library
of compounds designed around a core. A first step in this process is shown in
Fig. 9.6, which gives the distribution of potency gains (relative to the parent com-
pound) for all 1405 compounds contained in the libraries listed in Table 9.2.

Table 9.2 Potency gains realized through fragment elaboration strategies.

Entry Target Number of pKD (core)a) Max. gain Ref.
compounds in pKD

b)

1 Bcl-xL (1) 16 3.44 2.01 32
2 Bcl-xL (2) 154 4.70 2.33 32
3 ERM (1) 204 2.30 2.62 21
4 ERM (2) 294 5.00 0.22 21
5 ERM (3) 81 4.92 0.93 21
6 HSP90 47 4.74 0.93 –c)

7 MDM2 (1) 264 4.37 0.93 –c)

8 MDM2 (2) 50 5.30 0.81 –c)

9 PTP 75 5.92 1.02 26
10 Survivin (1) 182 5.91 1.45 –c)

11 Survivin (2) 38 7.07 0.22 –c)

Average 128 4.9 1.2

a) The negative log (base-10) of the experimental KD (or IC50) value for the core.
b)Maximum gain in potency expressed in log (base-10) units.
c) Internal discovery.
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Fig. 9.6
Distribution of the potency gains observed for a set of 1405
compounds derived from libraries against six protein targets
(see Table 9.2). The potency gain is defined as the pKD of the
enumerated compounds minus the pKD of the core. The actual
percentages for each bin are displayed.



As can be appreciated from this figure, more than 80 % of all compounds in
these libraries exhibited potencies less than or equal to the parent and an addi-
tional 13% exhibited potency gains of 10-fold or less. However, approximately 5%
of the library members exhibited at least a 10-fold gain in potency, with 0.7% exhi-
biting at least a 100-fold gain in potency. Thus, for these data, approximately one
out of every 20 compounds showed at least a 10-fold gain in potency, while ap-
proximately one out of every 140 compounds exhibited a 100-fold gain. These data
can fit an exponential decay that gives the probability [P(N)] of achieving an N-fold
gain in potency from a given library:

P (N) = 27�exp (–2�N)

According to this equation, the probability of achieving at least a 2 log unit gain
in potency would be 0.5%, while achieving at least a 3 log unit gain in potency
would be 0.07%. While the compound libraries and targets represented here are
certainly limited in their diversity, these metrics can be useful for an initial evalua-
tion and prioritization of fragment leads.

As illustrated with ErmAM (Fig. 9.5), a strategy of iterative library design was
employed against four of the targets shown in Table 9.2, in which the best com-
pound from the initial library was used as the “core” for a subsequent library (see
Figs. 9.1, 9.5). In these scenarios, the potency gain realized relative to the initial
core is actually the sum of the potency gains achieved for each of the individual li-
braries. This is a powerful approach to rapidly achieve large potency gains while
minimizing the number of compounds that need to be synthesized. For example,
according to the equation given above, the probability of achieving a 100-fold gain
in potency (N = 2) from a single library of compounds is 0.5%, requiring a library
size of approximately 200 compounds. However, the probability of achieving a 10-
fold gain in potency (N = 1) is 3.7%, requiring a library of 27 compounds. Using
an iterative library approach, a 100-fold gain in potency is just as likely to be
achieved with two iterative libraries of 27 compounds (54 compounds total) as
with a single library of 200 compounds. Thus, in evaluating the utility of different
fragments, producing small compound libraries around multiple fragment leads
is a preferred strategy, as those with even modest potency gains can then be
further optimized in subsequent library design.

9.6
Summary

There is currently intense interest in the pharmaceutical community in utilizing
and exploiting fragment-based design strategies for the development of novel ther-
apeutics. In many ways, this is a reaction to the lack of productivity in producing
high-quality clinical candidates in recent years, despite the tremendous resources
that have been poured into high-throughput screening and combinatorial chemis-
try [22]. In another sense, this interest has resulted from a fundamental shift in
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our understanding and perception of chemical and receptor space. There is a bog-
gling number of chemical entities that can possibly exist (with some estimates ex-
ceeding 1060 compounds [23]); and the costs associated with producing, storing,
and distributing even a minute fraction of this number is tremendously high.
Since fragment-based screening can cover a substantially larger portion of chemi-
cal space using relatively small compound libraries, these methods serve as an in-
valuable complement to current high-throughput screening approaches for lead
identification. Given this interest, it is important to emphasize that several small
molecule inhibitors designed using fragment-based approaches have gone beyond
the pre-clinical setting into the clinic (e. g., matrix metalloproteinase inhibitors
[24] and inhibitors of the LFA-ICAM interaction [25]). This is ample validation
that fragment-based methods can be used to produce ligands not only with high
affinity, but also with the appropriate drug-like properties for use in man.
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10.1
Introduction

The past two decades have seen considerable interest in new approaches to small-
molecule drug discovery, aimed at expediting the identification of novel therapeu-
tic agents. Technologies such as high-throughput screening and combinatorial
chemistry have been widely adopted by the pharmaceutical industry, but have
failed to generate a significantly increased level of productivity, largely due to high
compound attrition rates during drug development [1]. The reasons for compound
failure are multi-factorial, but a key issue appears to lie in the nature of hits dis-
covered in high-throughput screens. Typical compound collections screened in
such campaigns have evolved to be “drug-like” in properties such as molecular
weight – roughly 350–400 Da [2, 3]. However, the addition of further functionality
during the lead optimization phase can then result in molecules with excessive
molecular weight and lipophilicity, properties widely recognized to have detrimen-
tal effects on pharmacokinetic properties such as bioavailablity [4]. In contrast, by
screening a library of significantly smaller compounds, or “fragments”, these
problems associated with excessive molecular weight can be alleviated. Fragments
are defined as small molecules of less than approximately 250 Da and are typically
composed of just a few functionalities [5–8].

Although such fragments often have low (100 �M to 10 mM) affinity, they fre-
quently exhibit high ligand efficiency, i. e. high values for the ratio of free energy of
binding to the number of heavy atoms [9]. This is largely an indication of the “high
quality” of the small number of protein–ligand interactions formed, which must
outweigh the significant entropic rotational and translational penalty of binding
[10] (chapter 3). Thus, they represent very attractive start-points in inhibitor design,
interacting with “hot-spots” within target active sites, and are therefore suitable for
rapid optimization into potent leads. It is important, however, that when a fragment
hit is identified, such optimization is performed with carefully designed iterations
consistent with maintaining good ligand efficiency. In this way, the advantages
gained from starting small can be preserved throughout the drug discovery process.
This new approach to inhibitor development, often referred to as “fragment-based
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drug discovery” [6–8, 11, 12] has a number of other advantages over conventional
screening, including a more efficient sampling of chemical space and a higher hit-
rate due to lower molecular complexity [13]. Both of these factors mean that the
number of compounds screened can be considerably reduced.

A key challenge in fragment based drug discovery is the detection of hits, be-
cause weakly binding fragments are difficult to detect reliably using “conventional”
bioassay-based screening methods. However, a variety of biophysical methods
such as X-ray crystallography [12, 14] (chapter 11), protein NMR [8, 15] (chapters 8
and 9), surface plasmon resonance [16], and mass spectrometry [17] (chapter 13)
have been successfully used to detect the binding of fragments to a variety of pro-
tein targets. The use of crystallography as a screening technique has the additional
advantage of very high sensitivity (capable of detecting binding in the millimolar
range, and therefore allowing the screening of even smaller fragments) as well as
providing precise structural details of the interaction between hit and target. Thus,
this technique not only provides an efficient means to detect weak binders, but
also allows for the most rapid and efficient hit optimization by structure-based de-
sign techniques. In addition, crystallography is less likely to suffer from the prob-
lem of false positives, which are intrinsic to most other screening techniques.

In this review, we describe how X-ray crystallography forms the central part of
our fragment-based screening platform, which we term Pyramid [18]. We present
a discussion of the issues involved in using crystallography as a screening tech-
nique, the technology developed to address these, and selected case studies. We
also discuss the evolution of the Pyramid approach in which high-throughput
crystallography is coupled with other biophysical techniques, such as NMR, re-
sulting in an integrated fragment-based discovery platform.

10.2
The Pyramid Process

10.2.1
Introduction

Protein crystallography has historically been viewed by the pharmaceutical indus-
try as a “low-throughput” technique, and hence its use and impact has been lim-
ited to the lead optimization phase. The key to transforming it into a technique
with the potential for screening was the decrease in time taken to generate struc-
tural information on protein–ligand complexes. The Pyramid screening approach
relies on the development of high-quality fragment libraries, coupled with auto-
mated protocols for rapid X-ray data collection, processing, and structure solution
[19]. A flow-chart for a typical crystallographic fragment-screening experiment is
shown in Fig. 10.1. Briefly, it involves soaking the crystals with fragments of inter-
est, followed by X-ray data collection and processing, placement of water mole-
cules in electron density and refinement of the ligand-free complex to potentially
reveal difference electron density associated with the bound ligand. The electron
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density is then automatically interpreted, fitted and the complex further refined to
give the final protein–ligand structure. The development and automation of the
various steps in our Pyramid approach are explained in more detail below.

10.2.2
Fragment Libraries

10.2.2.1 Overview
The composition of the screening libraries themselves is critical to the success of
any fragment-based method, and great care has to be taken in their design. We fol-
lowed two complementary strategies in the assembly of our libraries. The first
makes use of the assumption that “drug fragment space” can be represented by a
relatively small number of compounds based on scaffolds and functional groups
commonly found in known drugs. The second strategy is to design libraries tar-
geted to particular proteins or protein classes, by exploiting knowledge of known
ligands and key interactions with their protein targets. These targeted libraries
can be further enriched by using virtual screening to select fragments that dock
well into the active site of the target or protein family of interest.
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Fig. 10.1
Flow-chart for a crystallographic fragment-screening
experiment.



In general, fragment selection is limited to compounds with molecular weights
of 100–250 Da and with few functional groups, making them suitable for rapid
synthetic optimization. Compounds with molecular weights higher than 250 Da
are of limited value, because the increase in size and complexity generally reduces
the chance of a hit [13]. However, for targeted libraries, the inclusion of fragments
with a slightly higher molecular weight may sometimes be appropriate because
their functionality addresses key interactions made between the target and known
ligands.

10.2.2.2 Physico-chemical Properties of Library Members
When selecting compounds for screening libraries, it is important to consider
their physico-chemical properties. There is a growing body of literature defining
drug-like properties [2, 13]. For developing orally available drug candidates, Lipins-
ki’s “Rule of 5” [4], which limits the molecular weight, logP, and number of hydro-
gen bond donors and acceptors to values often found in oral drugs, provides a use-
ful framework. To further define drug-likeness, these rules have been extended to
include the number of rotatable bonds, number of rings, and heavy atoms [20].
Recently, the term “lead-like” was introduced for compounds suitable for further
optimisation that have physico-chemical properties somewhat scaled down from
the Lipinski values [3]. However, all these definitions are based on compounds
identified through conventional bioassay screening of drug-size compound
libraries and thus may not be appropriate descriptors for libraries of simple frag-
ments.

Our own analysis of the calculated physico-chemical properties of a set of
40 fragments identified by crystallographic screening against three different tar-
gets (Table 10.1) showed that these hits generally have a molecular weight lower
than 300 Da, with a number of hydrogen bond donors (HBD), hydrogen bond ac-
ceptors (HBA), and ClogP all equal to or smaller than three. In addition, the num-
ber of rotatable bonds (NROT) is equal to, or less than three and the polar surface
area (PSA) less than 60 Å2. Based on these results it appears that a “Rule of 3”
would be a more useful guideline in the design of fragment libraries [18, 21]. The
relevance of this “Rule of 3” for fragments was also supported by a recent paper
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Table 10.1 Fragment screening hits – average calculated properties suggested
a “rule of 3”.

Target Nhits "Rule of 3" properties Other properties

MWT HBA HBD ClogP NROT PSA
Aspartic protease 13 228 1.1 2.9 2.7 3.5 44
Serine protease 13 202 1.7 3.1 1.8 2.9 56
Kinase 14 204 2.5 2.0 1.6 1.7 61
“Rule of 3” guidelines <300 �3.0 �3.0 �3.0



describing the design of a set of four fragment libraries [22]. The authors point
out that their complete fragment library consisting of 1315 compounds closely ad-
heres to the Astex “Rule of 3” and claim that designing libraries of such hit-like
fragments makes the screening effort more efficient.

10.2.2.3 Drug Fragment Library
This library was based on the idea that “drug fragment space” can be sampled
with a relatively small number of compounds based on scaffolds and functional
groups frequently occurring in known drugs. Several investigations have shown
that only a small number of simple organic ring systems commonly occur in drug
molecules [15, 23, 24]. Thus the first step in constructing our “Drug Fragment
Library” was the identification of a set of low molecular weight ring systems
(Fig. 10.2a) and additionally simple carbocyclic and heterocyclic rings often found
in known drugs (Fig. 10.2b). Secondly, a set of desirable side-chains was chosen,
which in addition to those frequently observed in drug molecules (Fig. 10.3 a), in-
cluded a set of lipophilic groups intended to pick up hydrophobic interactions in a
protein binding site and a set of nitrogen substituents (Fig. 10.3b).

Based on this collection of ring systems and side-chains, a virtual library was
generated by substituting side-chains onto each of the ring systems. Each ring car-
bon atom was substituted by the side-chains found in known drugs and by lipo-
philic side-chains, whereas ring nitrogens were only substituted by side-chains
from the nitrogen-substituent group. With the exception of benzene and imida-
zole, which were allowed to be substituted at all positions with all side-chains,
each ring system was substituted at only one position at a time. The resulting vir-
tual library consisted of 4513 fragments, of which 401 were commercially avail-
able. Removal of insoluble compounds and known toxophores resulted in a final
drug fragment library of 327 compounds [19].

10.2.2.4 Privileged Fragment Library
In addition to the fragmentation of known drugs we created a so-called “Privileged
Fragment” library, which is based on fragments of good-quality lead molecules.
A broad set of drug targets (39 enzymes and 25 receptors) guided the selection of
moieties considered to be privileged from a medicinal chemistry perspective. The
library was further enriched with some of the fragment hits from our Pyramid
screening campaigns, because we considered that these compounds had shown
some pedigree as valuable fragment hits. The application of stringent physico-che-
mical property criteria guaranteed that the average properties of the library com-
plied with the “Rule of 3”, resulting in a final library of 120 compounds.

10.2.2.5 Targeted Libraries and Virtual Screening
We designed several target specific fragment libraries exploiting the knowledge
of key interactions between protein targets and known ligands. For example, a
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Fig. 10.2
(a) Low-molecular-weight ring systems and (b) simple carbocyclic
and heterocyclic ring systems chosen for the drug fragment library.



“Focused Kinase Library” was constructed containing motifs likely to bind in the
ATP pocket of kinases. An initial set of scaffolds frequently found to bind in the
ATP binding site of kinases and form hydrogen bonds with the backbone hinge
region were identified through literature and patent analysis [25]. A virtual li-
brary of candidate fragments was generated by enumeration of these scaffolds
with drug-like side-chains and commercially available compounds were then pur-
chased. This library was further improved by the chemical synthesis of certain
scaffolds and templates and by the addition of compounds suggested through
virtual screening, as described in detail elsewhere [26]. In brief, a database of
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Fig. 10.3
(a) Side-chains well represented in known drug molecules and
(b) lipophilic side-chains and nitrogen substituents chosen for
the drug fragment library.



more than 3.6 million unique compounds called ATLAS (Astex Therapeutics Li-
brary of Available Substances) has been generated from various suppliers of che-
micals and compound libraries [19]. ATLAS can be queried using substructure
filters and physico-chemical property filters (such as molecular weight, ClogP,
PSA, etc.) to produce libraries of commercially available compounds meeting
specific user requirements. These compound libraries can then be automatically
docked into the active site of the target of interest, using a proprietary version of
GOLD [27] with a variety of scoring functions [28, 29]. The best scoring function
for virtual screening of a particular target is generally selected based on test runs
with a set of ligands for which the binding mode is known. The results from vir-
tual screening runs can be queried using a web-based interface, which allows the
user to select subsets of compounds for visualization, using a variety of filters
such as molecular weight, scoring functions or components of scoring functions,
predefined pharmacophores, steric or electrostatic clashes, the formation of spe-
cific hydrogen bonds, and 2D substructures. A flow-chart summarizing the ap-
proach to virtual screening is shown in Fig. 10.4. The version of the Focused Ki-
nase Library used to obtain the results described in this review consisted of 116
compounds.
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Fig. 10.4
Flow-chart of the virtual screening process.



In addition, a “Focused Phosphatase Library” was generated that was targeted
against the phosphotyrosine binding pocket of protein tyrosine phosphatase 1B
(PTP1B) [30]. In this case, the literature was searched for potential phosphotyro-
sine and carboxylic acid mimetics and commercial databases were searched for
promising fragments. Where fragments of interest could not be obtained from
commercial suppliers these were synthesized. To further improve the library and
identify novel scaffolds, virtual screening runs were carried out against both the
open and closed conformations of PTP1B. Finally, compounds that were expected
to contain more than one negative charge at physiological pH were excluded from
the library, resulting in a Focused Phosphatase Library of 264 compounds.

10.2.2.6 Quality Control of Libraries
Due to the relatively small size of our fragment libraries, it is particularly impor-
tant that they are of the highest possible quality. In addition to compound selec-
tion based on calculated physico-chemical properties, we implemented a quality
control process to ensure the final library members are suitable for Pyramid
screening. Compounds that were less than 90% pure by LC/MS and 1H NMR in
DMSO, or were insoluble in DMSO at 100 mM were removed and replaced by
more soluble/pure analogues. Furthermore, two 1D 1H-NMR spectra were col-
lected 24 h apart for each compound in each library to further address purity, solu-
bility, and chemical stability over time in aqueous buffer. Compounds that failed
one or more of these criteria were removed from the libraries. More recently, we
expanded our quality control process by looking at aggregation of our fragments
as single compound solutions and as part of a mixture of compounds (or cocktail),
using NMR.

10.2.3
Fragment Screening

The most efficient method of obtaining structures of a protein–ligand complex is
by soaking the ligand of interest into pre-formed protein crystals. This can often
be achieved by placing a single crystal in a high concentration solution of ligand
in mother liquor for a suitable length of time, allowing the ligand to diffuse
through the solvent channels in the crystal and bind at energetically favorable
sites. When screening for low affinity fragments, the high concentration (around
50 mM) of fragment in the soak solution reflects the requirement to drive the
equilibrium towards near full occupancy of binding sites. For practical purposes,
a ligand concentration 10-fold greater than the IC50 or Kd (giving a theoretical
occupancy of approximately 90 %) is usually sufficient. Ligand stocks are often for-
mulated in DMSO, and therefore soaks generally contain 1–10% organic solvent,
which can aid solubility.

An alternative procedure to obtain structures of protein ligand complexes is
co-crystallization, in which the protein–ligand complex is prepared in aqueous
phase and then crystallized with the ligand in situ. This method is less suitable
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for high-throughput fragment screening, because effectively a separate crystalli-
zation experiment is needed for each compound. This procedure can be further
complicated if the presence of a ligand results in a change in the crystallization
conditions. Moreover, co-crystallization is not optimal for the determination of
weakly binding fragments, as the high concentration of ligand needed to fully
occupy the binding site can interfere with the crystallization process itself. It
should be noted, however, that some proteins will not crystallize without the pre-
sence of a ligand, which could be due to the ordering effect on mobile regions.
In these cases, co-crystallization is the most likely alternative option. In addition,
co-crystallization can be used in rare cases where fragment soaking causes crys-
tals to crack, presumably by inducing conformational changes or binding at crys-
tal contacts.

The efficiency of fragment screening can be increased dramatically by pooling
or cocktailing the compounds in the library [12, 19, 31]. Identification of the
bound fragment at the end of the X-ray experiment then becomes a case of deter-
mining the best fragment fit to the electron density. Excluding the trivial sce-
nario of no binding, one can imagine three possible outcomes of a cocktail X-ray
experiment. In the first scenario, only one fragment binds to the protein, its
identity being unambiguously determined from the electron density. In a second
scenario, removal of the initially identified fragment from the cocktail reveals
the binding of secondary or even tertiary binders, and in this case the soaking is
effectively a competition experiment. A third situation occurs when electron den-
sity can be explained by the simultaneous binding of two or more fragments of
roughly similar affinity. In both latter cases, rounds of “deconvolution” are ne-
cessary to extract all relevant information, which at least partially negates the
benefits of cocktailing.

For ease of deconvolution, cocktailing at Astex is usually performed in sets of
four, and the selected components are chosen to be as chemically diverse as possi-
ble within a particular cocktail. This has the effect of reducing the number of hits
per cocktail, as well as increasing the shape diversity, which expedites the auto-
mated interpretation of ligand electron density (see also Section 10.2.5, “Automa-
tion of Data Processing”). The initial partitioning of fragments into cocktails is
achieved using a computational procedure, which minimizes chemical similarity
[19].

10.2.4
X-ray Data Collection

High-throughput screening of fragments using crystallography requires fast and
efficient X-ray data collection. Recent developments in hardware have been driven
by the need to streamline and improve data collection at synchrotron beamlines
where new third-generation sources, producing brighter and better collimated
X-ray beams, allow higher quality data to be collected more rapidly [32]. Although
largely driven by the high-throughput requirements of structural genomics con-
sortia, fragment-based screening shares the need to collect good data in a short
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space of time. The rate-limiting step for third-generation synchrotrons is fre-
quently the manual intervention required to change samples, where the time ta-
ken to mount and align crystals can easily exceed half that required to collect the
data. Consequently, a significant number of synchrotrons have developed auto-
matic sample changers and integrated them into their data collection systems.
Sample changers such as ACTOR (Rigaku MSC), MARCSC (Marresearch) and
BruNo (Bruker AXS) are increasingly becoming available to the commercial la-
boratory setup and have been a key step in the realization of high-throughput data
collection in-house [33]. For example, at Astex we reported the collection of X-ray
data from 53 crystals of PTP1B in approximately 80 h, using ACTOR [34, 35], and
the system is in near-continual use on a range of projects.

Developments in technology have not been limited to sample changers. The lat-
est generation of high-intensity X-ray generators (such as Rigaku’s FR-E), coupled
with steady improvements in X-ray optics have revolutionized in-house X-ray
equipment to the point where the beam intensity is comparable to that obtainable
at some synchrotrons. Parallel advances in X-ray detector design have resulted in
a new generation of charged couple detectors (CCDs) such as the Quantum 315
Area Detector System Corporation (ADSC), which are larger, more sensitive, and
have a faster readout. Coupled with stabilization of cost, their use has increased,
and combined with brighter rotating anode generators, they are an important
component of a high-throughput setup in a commercial laboratory. At Astex the
high speed provided by two Jupiter CCDs is combined with two R-Axis HTCs
(Rigaku) to give a flexible setup for routine high-throughput data collection.

Advances in the hardware involved in automating data collection demand a par-
allel development of software to control the system. The goal is to develop a
“smart” system that can encompass control of crystal mounting and aligning, eva-
luation of experimental strategy based on initial images, data collection, and
finally integration, scaling, and reduction of experimental intensities. An example
of such a system that is currently being developed is the synchrotron software
Blu-Ice [36]. At Astex this is achieved through the ACTOR-associated software Di-
rector (Rigaku MSC), coupled with the integration and scaling software d*TREK
[37] as implemented in the CrystalClear package (Rigaku MSC).

10.2.5
Automation of Data Processing

Structure solution, refinement and analysis have traditionally been a major bottle-
neck in the rapid use of X-ray data. Automation of these steps combined with the
full integration of the resulting information within an easily queried database en-
vironment has perhaps been the single most important factor in the application
of crystallography as a primary screening technique. The different stages involved
in our automated data processing procedure are shown in Fig. 10.5 and is briefly
described below. Implicit in this approach is the availability of a suitable protein
starting model for phasing, in the same space-group as the protein–ligand com-
plex crystal.
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Automated data processing starts with the reduction and scaling of experimen-
tal intensities, followed by a combination of local 6D molecular replacement and
rigid body refinement, using a suitable protein starting model. This effectively
handles the small changes in isomorphism that can occur when protein crystals
are soaked with small molecule ligands, whilst being significantly faster than a
traditional “full” molecular replacement, as implemented in programs like Amore
[38] or Molrep [39]. Molecular replacement is followed by cycles of restrained re-
finement interspersed with automated placement of water molecules into Fo–Fc

electron density, except in a user-defined active site. The resulting Fo–Fc differ-
ence Fourier in the active site is then passed to AutoSolve [18] for ligand identifica-
tion and fitting.
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Fig. 10.5
Flow-chart of Pyramid automatic structure so-
lution cascade. The cascade starts with reduc-
tion and scaling of the collected diffraction
data, followed by a structure solution and map
calculation step. In turn, this is followed by an
automatic ligand identification and fitting step
called AutoSolve. Once the correct ligand has

been fitted, the resulting protein–ligand com-
plex is subjected to further rounds of refine-
ment followed by a structure validation step.
All steps from scaling to ligand fitting are car-
ried out within a company-wide Oracle data-
base environment.



The process of electron density analysis and interpretation as implemented by
AutoSolve has significantly accelerated crystallographic data analysis [5]. The in-
itial step comprises the generation of ligand 3D geometries from SMILES strings
using CORINA [40]. AutoSolve then identifies the bound ligand and passes the
fitted ligand coordinates on for dictionary generation and subsequent protein–li-
gand refinement. In the majority of cases, AutoSolve is able to correctly identify
the ligand in a cocktail. Ligand fitting using AutoSolve is driven via a web-based
interface which is linked to a company-wide Oracle database. This allows for a
fully automated process from data processing to examination of the final fitted so-
lution and maps using AstexViewer [18, 41]. If required, the protein and ligand
may then be further manipulated and refined manually.

The full integration of structural information with other experimental data (e.g.
cloning, purification, bioassay, chemical synthesis) is of key importance for the
most effective and timely use of data. Once identified as a “validated hit”, the pro-
tein–ligand structure becomes viewable to computational and medicinal chemists
within a number of in-house chemo- and bioinformatic platforms and allows
further cycles of ligand design.

10.2.6
Hits and Diversity of Interactions

The Pyramid process has been applied to a range of protein targets at Astex, in-
cluding kinases, proteases, and phosphatases. Three examples of typical fragment
hits are presented below and demonstrate the diversity of interactions observed,
including purely hydrophobic and those requiring conformational movement.

10.2.6.1 Example 1: Compound 1 Binding to CDK2
Cyclin-dependent kinase 2 (CDK2) is a key kinase involved in the regulation of the
cell cycle, and inhibitors of CDK2 are believed to have potential as anti-cancer thera-
peutics [42–44]. Pyramid screening of Astex’s Privileged Fragment Library identi-
fied the pyrazine based fragment, compound 1, which has a measured affinity of
360 �M in an enzyme assay [19]. Compound 1 was clearly defined in Fo–Fc electron
density, and binds at the hinge region of the ATP binding site (Fig. 10.6 a). It forms
a single hydrogen bond with the protein, between the pyrazine nitrogen and the
amide nitrogen of the hinge residue Leu83. Formation of a hydrogen bond with
this residue is a conserved interaction in nearly all hinge-binding kinase inhibitors;
and this hydrogen bond is probably a key determinant in driving binding in this
case. In addition, it forms non-classical hydrogen bonds between the aromatic
C–H’s on the pyrazine, and the backbone carbonyl oxygens of Glu81 and Leu83.
These “CHO” interactions, which are commonly observed in kinases between elec-
tron-deficient heterocycles and protein acceptors, exemplify the diverse range of in-
teractions which are formed by fragments. In addition, compound 1 forms hydro-
phobic interactions with the side-chains of Ala31, Phe80, Phe82, and Leu134 which
form the top and bottom of the lipophilic adenine site. Compound 1 represents an
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attractive medicinal chemistry start-point for the design of novel lead compounds,
with synthetically accessible and structurally useful vectors available for exploita-
tion. In addition, it exhibits a high ligand efficiency of 0.59 kcal mol–1 heavy atom–1,
which compares favorably with the ligand efficiencies of 0.20–0.30 kcal mol–1 heavy
atom–1 typically observed for hits discovered by conventional bioassay-based high-
throughput screens. Elaboration and optimization of fragment hits against
CDK2 has led to compounds which are now in the clinic.
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Fig. 10.6
(a) Binding of compound 1 to CDK2. (b) Binding of
compound 2 to p38. (c) Binding of compound 3 to
thrombin. Protein atoms are shown with carbon atoms
in light blue, oxygen atoms in red, nitrogen atoms in
dark blue, and sulfur atoms in yellow. Ligands are
shown in the same color scheme, except carbon atoms
are purple and chlorine atoms are orange. Initial Fo–Fc

electron density identifying the presence of a ligand is
shown in purple and contoured at 3�. All protein–li-
gand figures were produced with AstexViewer [41]. Che-
mical structures of the respective compounds are
shown below the panels.



10.2.6.2 Example 2: Compound 2 Binding to p38�
Pyramid screening of the enzyme p38 MAP kinase, a key modulator in the TNF
pathway, and a potential target for the development of anti-inflammatory thera-
peutics [45] also yielded several novel fragment hits. For example, compound 2
from the Astex Drug Fragment Library, was clearly defined in Fo–Fc maps, despite
an affinity of weaker than 1 mM in enzyme assays. This hit has since been opti-
mized into a lead series with compounds exhibiting nanomolar affinity [46].

The chlorophenyl portion of compound 2 occupies a lipophilic pocket adjacent
to the threonine gatekeeper, but does not form a hydrogen bond with the hinge re-
gion (Fig. 10.6 b). Targeting this pocket, which is more generally associated with
tyrosine kinases, is believed to be the crucial driving force for inhibitor binding in
this case. This result clearly indicates that it is possible to exploit key selectivity
pockets adjacent to the ATP binding site, without using the conserved donor/ac-
ceptor motif of the hinge region. The phenolic hydroxyl group ortho to the chlor-
ine atom forms a rarely observed hydrogen bond with the side-chain of Asp168,
which adopts a conformation not observed in any public domain p38� ligand
structure. This example illustrates how fragment-based screening can probe pre-
dominantly lipophilic interactions, as well as inducing conformation changes [19].

10.2.6.3 Example 3: Compound 3 Binding to Thrombin
Inhibitors of the serine protease thrombin, a key component of the blood-clotting
cascade, are potentially useful as anticoagulants [47]. Compound 3 was identified
during Pyramid screening of a “Targeted Thrombin Library” assembled using vir-
tual screening approaches as outlined earlier; and it binds with an affinity of ap-
proximately 1 mM.

Compound 3 binds to thrombin with its chlorophenyl moiety buried deep
within the S1 specificity pocket; and the chlorine atom interacting with the pi-
electrons of the Tyr 228 side-chain, which forms the bottom of the pocket
(Fig. 10.6c). Molecular recognition and binding is dominated by lipophilic con-
tacts in this pocket, although the triazole NH also forms a hydrogen bond with
the backbone carbonyl of Gly 219. Detection of this uncharged S1 binder further
validates Pyramid’s ability to detect fragment binding largely driven by hydropho-
bic interactions.

10.3
Pyramid Evolution – Integration of Crystallography and NMR

The examples described above show that the Pyramid approach, based on crystal-
lographic screening, is well suited for identifying low affinity fragments and has
been highly successful in generating hits against a number of different targets. To
further expand the potential of our fragment-based hit generation process, we
have now broadened our crystallographic screening platform by complementing it
with NMR spectroscopy, which is the primary alternative technique able to effec-
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tively detect weak binders. X-ray crystallography and NMR can be combined in a
complementary manner, ranging from screening a target in parallel, to using
NMR to reduce the number of compounds for crystallographic experiments. This
development increases flexibility in our hit generation procedure, allowing tailor-
ing to the target of interest and maximizing the structural information available
for lead optimization.

There are a number of NMR methods used to identify ligand binding to proteins,
which can be divided into target-detected methods such as SAR by NMR [8] and li-
gand-detected methods such as transverse relaxation NMR (T2) [48, 49], saturation
transfer difference NMR (STD-NMR) [50], and water–ligand observed via gradient
spectroscopy (Water-LOGSY) [51, 52]. In Water-LOGSY, the magnetisation of the
bulk water is partially and selectively transferred to the free ligand via close proton–
proton contacts in the hydrated protein–ligand complex. The resonances of bound li-
gands appear as positive peaks in the spectrum,whereas the peaks from the unbound
hydrated ligands are negative and tend to be weaker [53]. In common with other li-
gand-detected methods,Water-LOGSY has the advantage that it does not require iso-
tope labeling of the protein, uses relatively small amounts of protein (approximately
1–50 μM in a 0.5 ml sample) and can detect binding at ligand concentrations at or be-
low the dissociation constant. Since it detects ligand resonances, it is possible to
screen cocktails of fragments without the need for elaborate deconvolution which, to-
gether with an affinity range from 10–3 M to approximately 10–7 M, makes it an ideal
method for fragment screening. However, a positive signal in a Water-LOGSY experi-
ment is not always coupled with ligand binding, but can also be a sign of aggregation
of the ligand [22]. Furthermore, the absence of a LOGSYsignal can also be a sign of a
compound binding with a slow off-rate, preventing the build-up of magnetization on
the free ligand. Finally, the high concentrations of ligands typically used and the sen-
sitivity of these experiments to protein binding may lead to signals from nonspecific
binding to secondary sites on the studied target.

10.3.1
NMR Screening Using Water-LOGSY

We screened our Drug Fragment Library, Focused Kinase Library and Privileged
Fragment Library against a variety of targets including different kinases and a ser-
ine protease, using the Water-LOGSY method. Where possible, we set up the ex-
periments in a competition format in which an initial screen for fragment binding
was followed by a displacement step with a known tight binder to discriminate
fragments binding at the protein active site from nonspecific binders. In order to
identify these binders in a cocktail, all cocktail spectra were compared with spectra
of the single fragments in aqueous buffer obtained in the quality control process
of the libraries. For example, the NMR screening of our Focused Kinase Library
against the mitogen activated protein kinase p38 was carried out in cocktails of
four fragments. Pyridinylimidazole SB203580, which binds in the p38 ATP bind-
ing site with an IC50 of 48 nM [54], was used to displace bound fragments in a
subsequent competition step. Fig. 10.7 a shows the NMR data for a typical cocktail
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Fig. 10.7
(a) NMR spectra of the NMR screening of
compound 4. The bottom spectrum shows the
1D spectrum of 500 �M compound 4 dis-
solved in 50 mM phosphate/D2O buffer at
pH 7.4. The middle spectrum is the LOGSY
spectrum of the p38 solution supplemented
with the cocktail containing compound 4.
Binding of compound 4 is revealed by the posi-
tive peaks in the spectrum, which correspond
to the peaks in its 1D spectrum. The top spec-
trum shows the LOGSY spectrum of the p38–
cocktail solution after addition of SB203580.
Displacement of compound 4 is shown by the

absence of the positive peaks in the spectrum.
(b) Crystallographic confirmation of active site
binding of compound 4. p38 is displayed as a
ribbon diagram in blue. Compound 4 is shown
with carbon atoms in orange, nitrogen atoms
in dark blue, oxygen atoms in red, and its mo-
lecular surface in semitransparent orange. The
superimposed SB203580 (PDB ID code 1a9u)
is shown with carbon atoms in green, oxygen
atoms in red, nitrogen atoms in dark blue,
sulfur atoms in yellow, and fluorine atoms in
purple.



from the Focused Kinase Library in which the middle trace shows the LOGSY
spectrum of the protein–cocktail sample. The positive peaks in the spectrum are
indicative of binding of one of the compounds which was identified from the 1D
spectrum displayed at the bottom. Active site binding was confirmed by the upper
LOGSY spectrum, which shows the disappearance of the positive compound peaks
as a result of displacement with the tight active site binder. Detailed structural in-
formation, obtained by crystallographic screening, confirmed compound 4 as an
active site binder which interacts with the hinge region and the gatekeeper pocket
(Fig. 10.7b). Superposition of the p38 structure with SB203580 and compound, re-
spectively, reveals an extensive overlap in their binding modes, illustrating the
NMR displacement step in atomic detail.

10.3.2
Complementarity of X-ray and NMR Screening

The evolution of Pyramid to incorporate NMR not only provides extra flexibility in
our fragment discovery capabilities, but also allows direct comparisons with crys-
tallographic screening. Although in many cases the same hits are obtained
through X-ray and NMR screening, we found that exploiting the strengths of each
technique by their use in combination allows the detection of more hits than
would be identified through either technique alone. For example, screening of our
Focused Kinase Library against p38 using X-ray crystallography yielded a hit rate
that was 4-fold lower than that for a typical kinase target. However, NMR screen-
ing of the Focused Kinase Library against p38 yielded a hit rate which was compar-
able to hit rates observed for NMR screening this library against other kinase tar-
gets. This may reflect some constraints of the p38 protein when in the crystal en-
vironment. In contrast, for the serine protease the number of fragment hits identi-
fied using crystallography was considerably higher than the number identified
using NMR. This is probably due to the fact that the crystallographic screening is
often able to reliably detect extremely weak binders, which may fall outside the po-
tency limits for NMR experiments.

In addition to performing crystallographic and NMR fragment screening in par-
allel against a target, in some cases we have also used NMR as a pre-filter to select
compounds for crystallographic analysis. For example, NMR screening of the
Drug Fragment Library and Focused Kinase Library against one of our other
kinase targets yielded 86 hits and 32 hits, respectively, and was completed in only
3 weeks of NMR time, including data processing and analysis. Of the 32 Focused
Kinase Library NMR hits that were tested in X-ray crystallography, structures were
obtained for 19 fragments. Of the 17 DFL NMR-hits that were progressed to crys-
tallography, 13 protein–ligand structures were obtained. In most cases, those
NMR hits that failed to generate X-ray structures were of lower potency or had
poorer solubility than the average. The high number of progressed NMR-hits
yielding X-ray structures in a short period of time further illustrates the advan-
tages obtained by combining the speed of NMR screening with the highly detailed
structural information obtained by crystallography. Furthermore, using NMR
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spectroscopy and X-ray crystallography in combination, we were able to identify
secondary binding sites on the protein surface, which would have been difficult to
confirm by using either technique on its own.

10.4
Conclusions

Despite increasing attempts to improve productivity in the pharmaceutical indus-
try, the application of new technologies to drug discovery has frequently had lim-
ited impact. In contrast, fragment-based drug discovery has rapidly established it-
self as showing early promise. We have applied our integrated fragment-based ap-
proach, Pyramid, to a number of protein targets and have identified several che-
mically attractive hits. Hits from Pyramid have proved highly amenable to rapid
optimization, with a low compound attrition rate. In addition, we have shown that
fragment binding can be driven by the formation of hydrophobic as well as elec-
trostatic interactions with the protein target, and can also induce conformational
change.

The use of crystallography to screen fragment libraries brings a number of ad-
vantages, but has traditionally been impractical due to low throughput. We have
approached this issue through the combined use of compound cocktailing and
automated data processing and ligand fitting. These steps significantly reduce the
time needed to screen fragment libraries and have transformed crystallography
into a highly efficient technique, suitable for use as a primary screen. The Pyra-
mid approach has recently evolved to include the use of NMR and other biophysi-
cal techniques. In this way, it allows the detection of fragment binding in systems
not amenable to high-throughput crystallography and can provide additional hits
which complement those discovered using crystallography alone. The integration
of these techniques with medicinal chemistry, bioassays, and DMPK has produced
a highly effective drug discovery engine which has produced clinical candidates
within a short time-frame.

Acknowledgments

The Authors gratefully acknowledge the support of many people at Astex Thera-
peutics who have contributed to aspects of the work presented in this chapter. We
also thank Chris Murray, Miles Congreve, Ian Tickle, and Tom Blundell for helpful
discussions. T.G.D. and R.L.M.v.M. contributed equally to this work.

211References



212 10 Pyramid: An Integrated Platform for Fragment-based Drug Discovery

References

1 Campbell, S. F. 2000, Science, art and
drug discovery: a personal perpsective,
Clin.Sci. 99, 255–260.

2 Oprea, T. I., Davis, A. M., Teague, S. J.,
Leeson, P. D. 2001, Is there a difference
between leads and drugs? A historical
perspective, J.Chem.Inf.Comput.Sci. 41,
1308–1315.

3 Teague, S. J., Davis, A. M., Leeson, P. D.,
Oprea, T. 1999, The design of leadlike
combinatorial libraries, Angew.Chem.
Int.Ed.Engl. 38, 3743–3748.

4 Lipinski, C. A., Lombardo, F., Dominy,
B. W., Feeney, P. J. 2001, Experimental
and computational approaches to
estimate solubility and permeability in
drug discovery and development settings,
Adv.Drug Deliv.Rev. 46, 3–26.

5 Blundell, T. L., Abell, C., Cleasby, A.,
Hartshorn, M. J., Tickle, I. J., Parasini, E.,
Jhoti, H. 2002, High-throughput X-ray
crystallography for drug discovery, in
Drug Design: Special Publication, ed.
Flower, D. R., Royal Society of Chemistry,
Cambridge, pp. 53–59.

6 Erlanson, D. A., McDowell, R. S.,
O’Brien, T. 2004, Fragment-based drug
discovery, J.Med.Chem. 47, 3463–3482.

7 Rees, D. C., Congreve, M., Murray, C. W.,
Carr, R. 2004, Fragment-based lead dis-
covery, Nat.Rev.Drug Discov. 3, 660–672.

8 Shuker, S. B., Hajduk, P. J., Meadows, R.
P., Fesik, S. W. 1996, Discovering high-af-
finity ligands for proteins: SAR by NMR,
Science 274, 1531–1534.

9 Hopkins, A. L., Groom, C. R., Alex, A.
2004, Ligand efficiency: a useful metric
for lead selection, Drug Discov. Today 9,
430–431.

10 Murray, C. W.,Verdonk, M. L. 2002, The
consequences of translational and rota-
tional entropy lost by small molecules on
binding to proteins, J.Comput.Aided
Mol.Des. 16, 741–753.

11 Carr, R., Jhoti, H. 2002, Structure-based
screening of low-affinity compounds,
Drug Discov.Today 7, 522–527.

12 Nienaber,V. L., Richardson, P. L., Kligho-
fer,V., Bouska, J. J., Giranda,V. L., Greer, J.
2000, Discovering novel ligands for
macromolecules using X-ray crystallo-

graphic screening, Nat.Biotechnol. 18,
1105–1108.

13 Hann, M. M., Leach, A. R., Harper, G.
2001, Molecular complexity and its im-
pact on the probability of finding leads
for drug discovery, J.Chem.Inf.Com-
put.Sci. 41, 856–864.

14 Blundell, T. L., Jhoti, H., Abell, C. 2002,
High-throughput crystallography for lead
discovery in drug design, Nat. Rev. Drug
Discov. 1, 45–54.

15 Fejzo, J., Lepre, C. A., Peng, J. W., Bemis,
G. W., Ajay, Murcko, M. A., Moore, J. M.
1999, The SHAPES strategy: an NMR-
based approach for lead generation in
drug discovery, Chem. Biol. 6, 755–769.

16 Metz, G., Ottleben, H.,Vetter, D. 2003,
Small molecule screening on chemical
microarrays, in Protein-Ligand Interactions
from Molecular Recognition to Drug Design,
ed. Bohn, H. J., Schneider, G.,Wiley–
VCH,Weinheim, pp. 213–236.

17 Erlanson, D. A.,Wells, J. A., Braisted, A.
C. 2004, Tethering: fragment-based drug
discovery, Annu. Rev. Biophys. Biomol.
Struct. 33, 199–223.

18 The following are trademarks of Astex
Technology: Pyramid, AutoSolve, Astex
Rule of Three, AstexViewer.

19 Hartshorn, M. J., Murray, C. W., Cleasby,
A., Frederickson, M., Tickle, I. J., Jhoti,
H. 2005, Fragment-based lead discovery
using X-ray crystallography, J.Med.Chem.
48, 403–413.

20 Veber, D. F., Johnson, S. R., Cheng,
H. Y., Smith, B. R.,Ward, K. W., Kopple,
K. D. 2002, Molecular properties that in-
fluence the oral bioavailability of drug
candidates, J.Med.Chem. 45, 2615–2623.

21 Congreve, M., Carr, R., Murray, C., Jhoti,
H. 2003 A“rule of three” for fragment-
based lead discovery? Drug Discov. Today
8, 876–877.

22 Baurin, N., Aboul-Ela, F., Barril, X., Da-
vis, B., Drysdale, M., Dymock, B., Finch,
H., Fromont, C., Richardson, C., Simmo-
nite, H., Hubbard, R. E. 2004, Design
and characterization of libraries of mole-
cular fragments for use in NMR screen-
ing against protein targets, J. Chem. Inf.
Comput. Sci. 44, 2157–2166.



213References

23 Bemis, G. W. Murcko, M. A. 1996, The
properties of known drugs. 1. Molecular
frameworks, J. Med. Chem. 39, 2887–
2893.

24 Bemis, G. W., Murcko, M. A. 1999, Prop-
erties of known drugs. 2. Side chains,
J. Med. Chem. 42, 5095–5099.

25 Davies, T. G., Bentley, J., Arris, C. E.,
Boyle, F. T., Curtin, N. J., Endicott, J. A.,
Gibson, A. E., Golding, B. T., Griffin,
R. J., Hardcastle, I. R., Jewsbury, P., John-
son, L. N., Mesguiche,V., Newell, D. R.,
Noble, M. E., Tucker, J. A.,Wang, L., Whit-
field, H. J. 2002, Structure-based design
of a potent purine-based cyclin-depen-
dent kinase inhibitor, Nat.Struct.Biol. 9,
745–749.

26 Watson, P.,Verdonk, M. L., Hartshorn,
M. J. 2003, A web-based platform for vir-
tual screening, J. Mol. Graph. Model. 22,
71–82.

27 Verdonk, M. L., Cole, J. C., Hartshorn,
M., Murray, C. W., Taylor, R. D. 2003, Im-
proved protein-ligand docking using
GOLD, Proteins 52, 609–623.

28 Jones, G.,Willett, P., Glen, R. C. 1995,
Molecular recognition of receptor sites
using a genetic algorithm with a descrip-
tion of desolvation, J.Mol.Biol. 245, 43–
53.

29 Baxter, C. A., Murray, C. W., Clark, D. E.,
Westhead, D. R., Eldridge, M. D. 1998,
Flexible docking using Tabu search and
an empirical estimate of binding affinity,
Proteins 33, 367–382.

30 Groves, M. R.,Yao, Z. J., Roller, P. P.,
Burke, T. R. Jr., Barford, D. 1998, Struc-
tural basis for inhibition of the protein
tyrosine phosphatase 1B by phosphotyro-
sine peptide mimetics, Biochemistry 37,
17773–17783.

31 Verlinde, C. L. M. J., Kim, H., Bernstein,
B. E., Mande, S. C., Hol,W. G. J. 1997,
Antitrypanosomiasis drug development
based on structures of glycolitic enzymes,
in Structure-Based Drug Design, ed. Veera-
pandian, P., Marcel Dekker, New York,
pp. 365–394.

32 Blakely, M. P., Cianci, M., Helliwell, J. R.,
Rizkallah, P. J. 2004, Synchrotron and
neutron techniques in biological crystal-
lography, Chem.Soc.Rev. 33, 548–557.

33 Muchmore, S. W., Olson, J., Jones, R.,
Pan, J., Blum, M., Greer, J., Merrick,
S. M., Magdalinos, P., Nienaber,V. L.
2000, Automated crystal mounting and
data collection for protein crystallogra-
phy, Structure Fold.Des. 8, R243–R246.

34 Sharff, A. J. 2004, High throughput crys-
tallography on an in-house source, using
ACTOR, Rigaku J. 20, 10–12.

35 van Montfort, R. L., Congreve, M.,
Tisi, D., Carr, R., Jhoti, H. 2003, Oxida-
tion state of the active-site cysteine in pro-
tein tyrosine phosphatase 1B, Nature 423,
773–777.

36 McPhillips, T. M., McPhillips, S. E., Chiu,
H. J., Cohen, A. E., Deacon, A. M., Ellis,
P. J., Garman, E., Gonzalez, A., Sauter,
N. K., Phizackerley, R. P., Soltis, S. M.,
Kuhn, P. 2002, Blu-ice and the distrib-
uted control system: software for data
acquisition and instrument control at
macromolecular crystallography beam-
lines, J. Synchrotron. Radiat. 9, 401–406.

37 Pflugrath, J. W. 1999, The finer things in
X-ray diffraction data collection, Acta
Crystallogr. D55, 1718–1725.

38 Navaza, J. 2004, AMoRe: an automated
package for molecular replacement, Acta
Crystallogr. A50, 157–163.

39 Vagin, A., Teplyakov, A. 1997, MOLREP:
an automated program for molecular re-
placement, J. Appl. Crystallogr. 30, 1022–
1025.

40 Gasteiger, J., Rudolph, C., Sadowski, J.
2004, Automatic generation of 3D-atomic
coordinates for organic molecules,Tetra-
hedron Comput. Methodol. 3, 537–547.

41 Hartshorn, M. J. 2002, AstexViewer: a vi-
sualisation aid for structure-based drug
design, J. Comput. Aided Mol. Des. 16,
871–881.

42 Fischer, P. M., Lane, D. P. 2000, Inhibi-
tors of cyclin-dependent kinases as anti-
cancer therapeutics, Curr. Med. Chem. 7,
1213–1245.

43 Knockaert, M., Greengard, P., Meijer, L.
2002, Pharmacological inhibitors of cy-
clin-dependent kinases, Trends Pharmacol.
Sci. 23, 417–425.

44 Sausville, E. A., Zaharevitz, D., Gussio,
R., Meijer, L., Louarn-Leost, M., Kunick,
C., Schultz, R., Lahusen, T., Headlee, D.,
Stinson, S., Arbuck, S. G., Senderowicz,



214 10 Pyramid: An Integrated Platform for Fragment-based Drug Discovery

A. 1999, Cyclin-dependent kinases: initial
approaches to exploit a novel therapeutic
target, Pharmacol.Ther. 82, 285–292.

45 Salituro, F. G., Germann, U. A.,Wilson,
K. P., Bemis, G. W., Fox, T., Su, M. S.
1999, Inhibitors of p38 MAP kinase: ther-
apeutic intervention in cytokine-mediated
diseases, Curr.Med.Chem. 6, 807–823.

46 Gill, A. L., Frederickson, M., Cleasby, A.,
Woodhead, S. J., Carr, M. G.,Woodhead,
A. J.,Walker, M. T., Congreve, M. S., De-
vine, L. A., Tisi, D., O’Reilly, M., Seavers,
L. C. A., Davis, D. J., Curry, J., Anthony,
R., Padova, A., Murray, C. W., Carr, R. A.
E., Jhoti, H. 2004, Identification of novel
p38� MAP kinase inhibitors using frag-
ment-based lead generation, J. Med.
Chem. 2004

47 Fenton, J. W., Ofosu, F. A., Moon, D. G.,
Maraganore, J. M. 1991, Thrombin struc-
ture and function: why thrombin is the
primary target for antithrombotics, Blood
Coagul. Fibrinolysis 2, 69–75.

48 Jahnke,W., Rudisser, S., Zurini, M. 2001,
Spin label enhanced NMR screening,
J.Am.Chem.Soc. 123, 3149–3150.

49 Sarazin, M., Chauvet-Derhodhile, M.,
Bourdeaux-Pontier, M., Briand, C. 1978,
NMR Study of the interaction between

methotrexate and human serum albu-
min: the nature of the complexation site
on the drug., Proc. Eur. Conf. NMR
Macromol. 1978, 503–508.

50 Mayer, M., Meyer, B. 1999, Characteriza-
tion of ligand binding by saturation
transfer difference NMR spectra, Angew.-
Chem.Int.Ed.Engl. 38, 1784–1788.

51 Dalvit, C., Pevarello, P., Tato, M., Vero-
nesi, M.,Vulpetti, A., Sundstrom, M.
2000, Identification of compounds with
binding affinity to proteins via magneti-
zation transfer from bulk water, J.Bio-
mol.NMR 18, 65–68.

52 Dalvit, C., Fogliatto, G., Stewart, A., Vero-
nesi, M., Stockman, B. 2001, Water-
LOGSY as a method for primary NMR
screening: practical aspects and range of
applicability, J.Biomol.NMR 21, 349–359.

53 Stockman, B. J., Dalvit, C. 2002, NMR
screening techniques in drug discovery
and drug design, Progr. Nucl. Magn. Res.
Spect. 41, 187–231.

54 Wang, Z., Canagarajah, B. J., Boehm,
J. C., Kassisa, S., Cobb, M. H.,Young,
P. R., Abdel-Meguid, S., Adams, J. L.,
Goldsmith, E. J. 1998, Structural basis of
inhibitor selectivity in MAP kinases,
Structure 6, 1117–1128.



11
Fragment-based Lead Discovery and Optimization Using X-Ray
Crystallography, Computational Chemistry, and High-through-
put Organic Synthesis
Jeff Blaney,Vicki Nienaber, and Stephen K. Burley

11.1
Introduction

Traditional drug discovery usually begins with a search for small molecule “hits”
that demonstrate modest (IC50 � 10 �M) in vitro activity against the molecular
target of interest. Such hits are subsequently optimized into preclinical drug can-
didates using iterative, trial-and-error methods and/or structure-directed design.
The most commonly used approaches for finding hits include high-throughput
screening (HTS) of large compound libraries (typically 100 000–2 000 000 com-
pounds) or modification of substrate analogs and/or published active com-
pounds. Although these methods have yielded a large number of successfully
marketed drugs, optimization of HTS hits into clinical candidates remains a con-
siderable challenge. Major shortcomings of traditional approaches include an in-
herent lack of chemical diversity for the initial hits and poor compliance of most
hits with what we now recognize as advantageous lead-like properties (Chapter 1)
[1–4]. Limitations in diversity of the screening library effectively biases sampling
of potential starting points for drug discovery, and may, therefore, not yield
the best lead series. Poor compliance with the requirement for lead-like proper-
ties often complicates and prolongs the lead optimization process, and certainly
contributes to high failure rates seen in pharmaceutical discovery and develop-
ment. New methods are, therefore, required if we are to improve process effi-
ciency.

An emerging method in modern drug discovery utilizes screening for small
fragments of drug molecules. Screening of fragments has many advantages, the
most important of which is an increase in the diversity of lead-like starting points
at a cost of sampling relatively small numbers of compounds. For example, a
1000-compound fragment library can give rise to over 160�106 readily accessible
analogs, which significantly exceeds the size of a typical HTS screening collection.
Moreover, small fragments have an increased probability of binding to a given tar-
get than do larger, more complex molecules [1]. Fragments are also likely to be
more efficient ligands (i. e., more of their constituent atoms participate in interac-
tions with the target protein). Because they contain fewer compounds, fragment
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libraries may be custom-assembled to maximize fragment diversity and subse-
quently derived lead diversity.

In contrast, typical proprietary screening libraries are often biased towards cer-
tain structural classes, because these collections are composed of molecules
synthesized for targets of historical importance, rather than molecules chosen to
sample lead-like chemical space. The number of potential drug-like molecules is
predicted to be ~1060, which actually exceeds estimates for the total number of
atoms comprising the universe [5]. Typical HTS libraries also consist of larger
(i. e., less efficient) molecules that usually yield more potent starting points for
synthetic chemistry than fragments (i. e., IC50 < ~10 �M vs IC50 < ~1 mM). Opti-
mization of these larger molecules is, however, often complicated by the need to
identify and remove functional groups to minimize molecular weight and hydro-
phobicity, while other functional groups must be simultaneously added or modi-
fied to increase activity. Thus, optimization of larger HTS hits into clinical candi-
dates may require retrospective disassembly into smaller fragments. Therefore,
starting lead optimization with a smaller, more efficient, albeit more weakly
bound fragment often represents a more efficient approach to discovery of clini-
cally viable lead candidates.

Fragment-based lead discovery has been underway for more than a decade. In-
itial reports described computational screening of fragments, using tools such as
DOCK [6, 7] or MCSS [8] (Chapter 7). The concept of linking fragments together
to create lead compounds was described as early as 1992 by Verlinde et al. [9].
Petsko, Ringe, and co-workers first reported an experimental approach, wherein
small organic solvents were soaked into crystals to identify functional groups that
could be combined into a lead compound [10] (Chapter 4). Another experimental
technique for detecting fragment binding is the “SAR by NMR” technique, pio-
neered by Abbott [11] (Chapter 9). In this spectroscopic approach, fragments are
detected by NMR screening and subsequently linked by methods similar to those
described by Verlinde and co-workers [9].

Routine application of crystallography to detect and identify fragment hits using
shape-diverse mixtures was also pioneered at Abbott [12]. These hits have been op-
timized by both traditional structure-based drug design and structure-directed par-
allel synthesis [13–16]. Crystallographic screening is ideally suited to fragment-
based lead discovery, because the three-dimensional structure of the hit interact-
ing with the target is obtained upon detection. Each hit can be validated immedi-
ately by establishing that it binds to the protein target in a well defined orientation
that is compatible with synthetic optimization. Without three-dimensional struc-
ture validation, optimization of weakly binding fragments is extremely challen-
ging, because of the high propensity for non-specific binding and false positives
detected by biochemical assays. Hence, application of crystallographic screening
and/or co-crystallization with fragment hits makes the fragment-based approach
an eminently practical and highly successful means of discovering novel drug
leads.
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11.2
Overview of the SGX Structure-driven Fragment-based Lead Discovery Process

SGX Pharmaceuticals, Inc. (formerly Structural GenomiX, Inc.) has developed a
lead discovery process that combines state-of-the-art structural biology tools, in-
cluding a dedicated third-generation synchrotron beamline [SGX-CAT at the Ad-
vance Photon Source (APS)], parallel organic synthesis, and proprietary computa-
tional chemistry software. In addition to these tools, a diverse screening library of
~1000 lead-like compound fragments has been assembled. Each component of
the library has built-in synthetic handles to aid in rapid elaboration of structurally
validated fragment hits.

The SGX process (FAST, fragments of active structures) encompasses the follow-
ing steps: (1) screening by crystallography using shape-diverse mixtures of frag-
ments, (2) examination of crystallographic data to identify fragment “hits”, (3) ex-
amination of hits in situ to identify structurally accessible synthetic handles, (4) vir-
tual construction of “linear” chemical libraries that derivatize each handle, (5) com-
putational analysis of virtual libraries, (6) visual examination of libraries with favor-
able calculated binding free energies, (7) library synthesis, characterization, and
purification, (8) analysis of the results of library synthesis by crystallography and
biochemical assays, (9) synthesis of combinatorial libraries that utilize the better
fragment elaborations at each available synthetic handle, and (10) crystallographic
and biochemical and cell-based assay characterization of the resulting lead series.

Approximately one-half of the compounds in the SGX fragment library contain
one or more bromine atoms to facilitate routine synthetic elaboration of crystallo-
graphic screening hits. Furthermore, tuning the SGX-CAT beamline to the appro-
priate X-ray wavelength allows detection of anomalous dispersion signals unique
to bromine, permitting unambiguous bromine atom identification in experimen-
tal electron density maps. As a result of incorporating bromine atoms in the crys-
tallographic fragment screening library and collecting data at the appropriate wa-
velength, detection and validation of crystallographic screening hits from mixtures
has become routine.

Screening can be completed in one to two days of X-ray beam time by dividing
the ~1000-compound SGX fragment library into 100 ten-compound shape-diverse
mixtures. Typically, 100–200 preformed target protein crystals are soaked with the
100 fragment mixtures (1–2 soaking attempts per mixture). The soaked crystals
are then frozen by immersion in liquid nitrogen and shipped to the SGX-CAT
beamline via courier. Diffraction data from each soaked crystal are automatically
collected, reduced, and analyzed using custom software tools. Our hit identifica-
tion software is flexible. In many cases, the program correctly picks out the bound
fragment from the shape-diverse mixture and fits the individual ligand to the ob-
served electron density feature. For more challenging cases, the software supports
visual inspection of electron density maps and semi-automated ligand fitting.
These processes suffice for identifying the crystallographic hit in most experi-
ments. For infrequent ambiguous situations, single compound soaks are used to
confirm hit identification.
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The goal of FAST is to select fragment hits that can be modified at more than one
site (chemical handle) and to prepare, in parallel, “linear” libraries with single site
elaborations for all accessible chemical handles. Computational tools support both
library design and synthetic prioritization. After the linear libraries are synthesized,
the resulting compounds are evaluated by both biochemical assays and X-ray crys-
tallography to provide a bona fide three-dimensional structure–activity relationship
(SAR). Co-crystal structures of elaborated fragments bound to the target permit di-
rect monitoring of the mode of binding and detection of protein conformational
changes. Promising single site elaborations at each handle are then multiplexed to
give a combinatorial library of optimized compounds where, for an ideal system,
the binding energies of the single-site elaborations are additive. This phenomenon
has been demonstrated in various SGX programs and reported by others [17].
Herein, we describe details of the SGX-FAST process drawing on our preclinical
programs to exemplify each stage of our lead discovery/lead engineering process.

11.3
Fragment Library Design for Crystallographic Screening

11.3.1
Considerations for Selecting Fragments

Recent studies of hit-to-lead optimization proposed a general definition of “lead-
like” properties (Chapter 1) that increase the probability of successful optimiza-
tion of hits to clinical candidates and successful prosecution of clinical develop-
ment. General conclusions from these studies provided guidance for the design of
the SGX fragment library.

Drug- or Lead-likeness Statistical Studies
Lipinski’s “rules” [18] describe properties of approved drugs: molecular weight
(MW) < 500, calculated log P (ClogP) < 5, < 5 hydrogen-bond donors, and < 10 ni-
trogens + oxygens. However, these rules are not appropriate for either hits or leads
[3, 4]. Hits usually increase in molecular weight, ClogP, and in number of rings
and freely rotatable bonds during initial lead optimization and during subsequent
clinical candidate optimization.

Screening hits and leads should, therefore, be smaller than the MW ranges em-
bodied in Lipinski’s rules. Teague et al. [4] initially proposed MW < 350 and ClogP
< 3.0. Hann and Oprea [2] more recently proposed that lead-like molecules should
have the following properties: MW �460, ClogP < 4.2, �10 freely rotatable bonds,
�4 rings, �5 hydrogen-bond donors, and �9 hydrogen-bond acceptors. “Lead-
like” properties were originally proposed for molecules with activities in the low
μM range derived from classic HTS or combinatorial chemistry approaches.

Fragment hits have activities in the low μM to low mM range and, therefore, re-
quire selection criteria that focus on yet smaller, simpler molecules. Hann and
Oprea [2] proposed a “reduced complexity” screening set, with the following prop-
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erties: MW < 350, ClogP �2.2, �6 freely rotatable bonds, �22 heavy atoms,
�3 hydrogen-bond donors, and �8 hydrogen-bond acceptors. Congreve et al [19]
proposed a similar “Rule of Three“: MW < 300, ClogP < 3, < 3 hydrogen-bond do-
nors, and < 3 freely rotatable bonds.

Retrospective Analyses of Clinical Development Outcomes
Clinical trials select for smaller molecules; the larger the molecule, the lower the
chance it will give satisfactory results in Phase 3 studies and be approved by the
FDA [20, 21]. Specifically, recently published studies have demonstrated that clini-
cal candidates with MW < 400 have a 50 % greater probability of obtaining ap-
proval than those with MW �400.

Retrospective Analyses of HTS Outcomes
The probability of finding a screening hit is inversely proportional to compound
complexity (i. e., the number of hydrogen bond donors and acceptors, rotatable
bonds, rings, MW, etc.) [1]. Smaller, simpler compounds have higher hit rates, but
lower target-binding affinities. Larger, more complex molecules have lower hit
rates, but higher target-binding affinities.

Additional Considerations
We exploited two other important considerations when establishing our approach
to fragment-based lead discovery and optimization. First, HTS and classic drug
discovery hits are not infrequently incompatible with efficient follow-on synth-
eses, and may require substantial custom, labor-intensive chemistry for optimiza-
tion. In practice, the probability of optimizing a hit increases with the synthetic
amenability of the hit to follow-up elaboration. We therefore limited the SGX frag-
ment screening library to compounds that support rapid, 48 or 96 at a time, auto-
mated parallel synthesis using well established synthetic routes. Second, aromatic
bromine is a particularly useful substituent for an X-ray crystallographic approach
to fragment discovery and optimization. The anomalous dispersion signal from
one or more bromine atoms greatly assists in structural validation of fragment
screening hits. In addition, it can be used to form carbon–carbon bonds via Su-
zuki coupling and related reactions.

11.3.2
SGX Fragment Screening Library Selection Criteria

Selection of compounds for the SGX fragment screening library was based on the
following criteria:
� Minimizing MW, ClogP, and compound complexity.
� Maximizing synthetic accessibility by requiring fragments to include two or

three synthetic handles.
� Including a substantial fraction of brominated compounds.
� Excluding groups that are incompatible with drug-like properties [22], except for

a few specific synthetic handles (e. g., ArNO2, ArNH2).
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� Maximizing diversity by ring system (both unique rings and rings with unique
substitution patterns) and 4-point pharmacophore analysis [23].

� Including known “drug-like” ring systems represented in the MDDR [24].
� Ensuring high solubility compatible with crystallographic screening at fragment

concentrations of ~10 mM.

11.3.3
SGX Fragment Screening Library Properties

The properties of the SGX fragment screening library of ~1000 compounds can
be summarized as follows:
� 100% have �16 non-hydrogen atoms with an average MW of 174. (Bromine is

treated as a methyl group for this MW calculation, because it will ultimately be
replaced by a carbon during fragment elaboration.)

� 100% have �1 ring, with >200 unique ring systems; and ~30 % of MDDR ring
systems are present.

� 100% have �2 synthetic “handles”, chosen from 25 substituents, each of which
is compatible with parallel synthesis using at least several hundred commer-
cially available reagents.

� 50 % contain aromatic bromine.
� 90 % have �3 hydrogen bond acceptors.
� 90 % have �3 hydrogen bond donors.
� 94% have �3 freely rotatable bonds.
� 98% satisfy rules that exclude molecules and substituents that are not either

drug-like or appropriate for screening, as judged by Hann and co-workers [22].
� 90 % have clogD �2 (calculated at pH 7.4 [25]).
� 60 % are highly soluble (�500 μM).

11.3.4
SGX Fragment Screening Library Diversity: Theoretical and Experimental Analyses

Various considerations led to the selection of ~1000 compounds for the SGX frag-
ment screening library.

Coverage of Lead-like Space
As discussed earlier, the estimated number of possible drug-like molecules [5]
that could be included in a conventional HTS library is ~1060. In contrast, the esti-
mated number of possible lead-like molecules with MW < 160 is only about
14�106 [26]. A fragment library containing a modest number of compounds
(i. e., ~1000) can therefore be used to sample lead-like space much more efficiently
than a conventional HTS library samples drug-like space. A typical HTS library,
containing 105–106 compounds, encompasses ~10–55 of the total estimated drug-
like space, whereas a fragment library of only 1000–10 000 lead-like compounds
(MW < 160) represents ~0.001–0.01% of the total estimated lead-like space. We
can also expect that fragment screening hit rates will be higher than those for con-
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ventional HTS [1]. Taken together, these arguments suggest that fragment
libraries can be much smaller than HTS libraries, while providing much better
sampling of the total lead-like chemical space.

Observed Hit Rates for Crystallographic Screening
Initial crystallographic fragment screening experiments at SGX conducted with a
small, diverse pilot library of 80 compounds gave hit rates of ~1–5%, with bio-
chemical activities in the low mM to high μM range. This outcome suggests that
crystallographic screening of a modest library of ~1000 carefully selected com-
pounds would give 10–50 hits for most targets, which should be sufficient to select
4–5 structurally diverse fragments for linear library elaboration. These results also
suggest that it would be neither necessary nor desirable to bias compound selec-
tion for our fragment screening library towards any particular class of target in or-
der to obtain acceptable hit rates. We therefore elected to limit our fragment
screening library to small, structurally diverse, lead-like molecules that are amen-
able to rapid synthetic elaboration.

Potential Chemical Diversity
The number of commercial reagents available for each type of chemical handle re-
presented in our fragment screening library ranges from a minimum of ~400 to a
maximum of ~40 000. A cursory analysis of the potential diversity realizable on
synthetic elaboration of each one of the ~1000 SGX fragment screening library
compounds documents ready access to an enormous number of elaborated com-
pounds. In the worst case scenario (i. e., utilization of only two chemical handles
with only 400 possible modifications at each handle), ~1000 fragments can be ela-
borated into ~160�106 distinct compounds. In the best case scenario (i. e., utili-
zation of three chemical handles with 40 000 possible modifications at each
handle), ~1000 fragments can be elaborated into ~64�1015 distinct compounds,
which is comparable to the age of the universe in minutes. Crystallographic
screening of fragment libraries identifies starting points for lead optimization that
permit strategic, cost-effective access to enormous potential chemical diversity,
without the need to synthesize excessive numbers of compounds.

11.4
Crystallographic Screening of the SGX Fragment Library

Historically, targets have been screened for fragment binding by various methods
including NMR [11] (Chapter 9), X-ray crystallography [12], and mass spectrome-
try [27]. In some cases, these methods have complementary strengths and weak-
nesses and may be employed together to improve the probability of discovering a
favorable lead candidate. At SGX, each target is enabled for both crystallographic
screening and complementary evaluation by one of the following methods: bio-
chemical activity assays and gel filtration–mass spectrometry and surface plasmon
resonance detection of target-fragment complexes.
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11.4.1
Overview of Crystallographic Screening

To conduct crystallographic screening, SGX has adapted a method [12] in which
the ~1000-compound screening library is divided into 100 mixtures of ten shape-
diverse compounds. In addition to differentiating mixture components by shape,
compounds are further differentiated by the presence of bromine atoms for ap-
proximately 50% of library components (i. e., ~ five brominated compounds per
mixture). Using the proprietary SGX-CAT synchrotron beamline at the APS, bro-
mine-containing compounds can be readily differentiated from non-bromine-con-
taining compounds by conducting diffraction experiments at an X-ray wavelength
corresponding to the bromine element absorption edge (0.9200 eV). Under these
experimental conditions, an additional signal can be observed for each bromine
atom. Hence, for about half of the compounds in each mixture, the presence of
the bromine signal facilitates interpretation of the electron density difference map
for bound fragment identification. Control experiments were conducted to opti-
mize detection of the anomalous dispersion signal, without significant bromine
atom displacement during the time required for X-ray diffraction data collection.

A typical shape-diverse mixture is depicted in Fig. 11.1A with calculated (theore-
tical) electron density features corresponding to each mixture component. Exami-
nation of the mixture reveals the utility of incorporating bromine atoms into the
library as a source of diversity. Specifically, comparison of compounds 4, 8, and 9
shows similar three dimensional shapes, which may be differentiated by variation
in both the substitution pattern of the bromine atoms and in the number of bro-
mine substituents.

Figure 11.1B illustrates the outcome of crystallographic fragment screening,
wherein the mixture depicted in Fig. 11.1A was soaked into pre-formed crystals of
the kinase domain of a well validated oncology target, BCR-Abl [28]. Crystal screens
were conducted with crystals of both wild-type and imatinib-resistant T315I mutant
[29] kinase domains. In all, we discovered 11 fragments that interact with both wild-
type and drug-resistant BCR-Abl, four of which were taken forward into fragment
optimization. One lead series is currently in late pre-clinical development.

Examination of the (2|Fobserved|–|Fcalculated|) and anomalous (|F+|–|F–|) differ-
ence Fourier syntheses, or electron density maps, illustrated in Fig. 11.1B indi-
cates that a compound from the mixture is bound at the active site (i. e., a frag-
ment “hit” was detected) and that this compound contains one bromine atom.
Further inspection of the electron density maps indicates that the bromine atom
is para- to a bulky substituent. Compound 10 (Fig. 11.1A) represents the best
match of the electron density features shown in Fig. 11.1B. Hence, the identity of
the compound was established both by the presence of a bromine signal and by
the shape of the observed electron density feature in the BCR-Abl active site.

Crystallographic screening of shape-diverse mixtures has proven to be a power-
ful technique, in part because it largely eliminates the need for time-consuming
mixture deconvolution experiments. Rarely, however, have we encountered cases
in which more weakly binding ligands were “masked” by competition with a
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more potent fragment hit within the shape-diverse mixture. In practice, such
masked fragments can be detected by re-screening each mixture, giving a screen-
ing hit after exclusion of the crystallographically detected bound fragment (i. e.,
the most potent component). Alternatively, this problem can be overcome by con-
ducting individual crystal-soaking experiments with the other compounds com-
prising the shape-diverse mixture.

The process of crystallographic screening can be broken down into multiple
steps, including: (1) obtaining the initial target protein structure, (2) enabling the
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Fig. 11.1
(A) Chemical structures of fragments present in a
typical SGX shape-diverse crystallographic screening
mixture. Surrounding each atomic stick figure is a
mesh surface representing the electron clouds sur-
rounding each atom. (B) 2|Fobserved|–|Fcalculated| and
|Fobserved|– |Fcalculated| difference electron density
map, depicting the result of crystallographic screen-
ing of BCR-Abl with the mixture shown in (A). Also
shown is the anomalous scattering peak identifying
the location of a bromine atom.



target for crystallographic screening, (3) screening of the fragment library, and (4)
analysis of screening results. Each of these steps is discussed in detail below, fol-
lowed by an example of our experience with crystallographic screening of the coa-
gulation enzyme Factor VIIa, which has been targeted by SGX for treatment of
cardiovascular disease.

11.4.2
Obtaining the Initial Target Protein Structure

At SGX, de novo protein crystal structures are determined using a gene-to-struc-
ture platform that was developed to process multiple proteins in parallel. This
platform consists of modular robotics and a comprehensive laboratory informa-
tion management system (LIMS) that facilitates data entry and electronic data cap-
ture at all stages of the process. The LIMS system also permits comprehensive
data mining for troubleshooting and project management. The SGX gene-to-
structure platform has facilitated high-resolution (typically better than ~2 Å) struc-
ture determinations for a large number of drug discovery targets, including more
than 50 unique human protein kinases and a large number of nuclear hormone
receptor ligand-binding domains. Successes include many targets not represented
in the public domain Protein Data Bank [30], some of which are regarded as being
extremely difficult if not “impossible” to express, purify, and crystallize.

SGX platform robotics encompasses gene cloning, protein expression and puri-
fication, crystallization, and structure determination. Most of this work is con-
ducted using 96-well format liquid-handling devices to process multiple expres-
sion constructs for many protein targets in parallel. Multiple constructs for a
given target typically express various truncations of the N- and C-terminus and/or
loop deletions. Precise truncations are defined with the results of bioinformatics
analyses of target protein sequences and/or by experimental domain mapping via
limited-proteolysis combined with mass spectrometry [31]. For a typical target of
unknown structure, a minimum of 20–30 constructs are prepared in multiple ex-
pression vectors (encoding N- and C-terminal hexa-histidine tags and a removable
N-terminal hexa-histidine Smt3 tag). Well expressed, soluble forms of the target
protein are purified in parallel and then tested for crystallization, using a predeter-
mined set of ~1000 crystallization conditions.

This modular, high-capacity platform has produced high resolution X-ray struc-
tures for many challenging drug discovery targets. Our many successes with tech-
nically challenging human drug discovery targets are a direct consequence of this
impressive bandwidth. Rapid, fine sampling during the early stages of the process
allows us to express the right truncated form(s) of a difficult target that crystallize,
thereby enabling structure determination. At the other extreme, we exploit the
bandwidth of the platform to approach a very large number of targets in parallel.
The latter strategy proved particularly successful for our studies of the human
kinome, described below.

The SGX gene-to-structure platform has been applied to the human kinome
with the goal of enabling de novo crystal structure determinations of drug targets
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in this large family. To date, we have determined more than 50 unique human pro-
tein kinase structures, approximately half of which are not found in the public do-
main. Most of these structures are of important drug discovery targets, such as
the chronic myeloid leukemia target BCR-Abl (see above), the asthma/inflamma-
tion target SYK (discussed below), Met, Aurora, and Ras. The remainder represent
important kinase off-targets that are used during lead optimization to guard
against incorporation of undesirable cross-kinome effects.

11.4.3
Enabling Targets for Crystallographic Screening

Once an initial crystal structure is obtained, additional experiments are conducted
to enable the target for FAST fragment screening. This process encompasses the
transition from small-scale crystal growth and data collection, required to deter-
mine a new crystal structure, to a robust large-scale process, required for target
screening using crystallography. Typical requirements for crystallographic screen-
ing include the ability to routinely produce and soak crystals on a large-scale
(~200 diffraction quality crystals/screen) and to obtain reproducible diffraction
data to better than 2.5 Å resolution. In most cases, the crystal form used for
de novo structure determination suffices for crystallographic screening of the frag-
ment library.

In extreme cases, the process may require using information from the newly de-
termined structure to engineer a new crystal form. Such protein re-engineering
may be necessary to improve the crystal stability and/or the packing of target mo-
lecules in the crystals, such that the screen may be conducted by soaking com-
pounds through solvent channels in the crystal to the active site. Re-engineering
may also be used to improve crystal diffraction quality.

After obtaining a suitable crystal form, the system is validated by soaking “con-
trol” compounds known to bind and/or inhibit the target of interest. In the ab-
sence of reference inhibitors, substrate analogs, cofactors, or other known ligands
(i. e., ATP analogs and staurosporine for protein kinases) serve as controls. If the
reference compound(s) is visible in difference electron density maps (e.g., as illu-
strated in Fig. 11.1B), the soaking system is considered validated. After validation
of the crystal form, the ability to soak mixtures into the system is tested. In some
cases, soaking conditions must be further optimized to permit efficient soaking of
mixtures. Once the soaking process and crystal form are fully validated, the frag-
ment library (~1000 compounds) is soaked into the crystals using 100 mixtures of
ten shape-diverse compounds.

11.4.4
Fragment Library Screening at SGX-CAT

Once a target is enabled for crystallographic screening, crystals are prepared for
data collection. Crystals are soaked with compound mixtures (typically with each
fragment present at ~10 mM), flash-frozen, and stored in liquid nitrogen. All ex-
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periments are tracked in the SGX LIMS system, which is accessible from SGX-
CAT at the APS. Direct T1 line connectivity permits rapid data transfer between
the two sites. Once the frozen crystals are transported to SGX-CAT by courier, per-
tinent sample information is accessed from the LIMS system and the samples are
loaded into data collection carousels. Multiple data collection carousels may be
stored in liquid nitrogen and queued for automated data collection. When a carou-
sel is ready for analysis, it is transferred from the storage dewar to the Mar crystal
mounting robot [32].

Figure 11.2A shows the SGX-CAT X-ray diffraction facility on the 31-ID beam-
line at the APS, which includes X-ray optical elements (for focusing and wave-
length selection), beam carriage tubes, a crystal mounting robot, cryogenic nitro-
gen gas stream for crystal cooling, and a MarCCD detector. To facilitate unat-
tended data collection, crystal centering software was developed by SGX in con-
junction with Mar Research. Figure 11.2B illustrates a screen shot of a crystal un-
dergoing automated crystal-centering. The X-ray beam is coincident with the
convergence of the large cross-sight. The crystal is mounted in the loop at the top
of the panel, where it has been identified by software and marked with the small
cross-sight. At the end of the automated centering process, the small and large
cross-sights are brought into coincidence, resulting in placement of the crystal
within the X-ray beam (~0.01–0.05 mm in diameter).

Data collection/processing parameters are retrieved from the SGX LIMS system
to control both the progress of the diffraction experiment and data processing in
real time. Reduced diffraction data are automatically transferred back to SGX
headquarters in San Diego via our dedicated T1 line; and experimental para-
meters are captured by the SGX LIMS database. This system permits routine, un-
attended data collection from approximately 50 crystalline samples per day,
enabling data acquisition for the entire SGX fragment library in a matter of
1–2 days. Fragment screening results are analyzed automatically using a 400-CPU
linux cluster located at SGX–San Diego.

11.4.5
Analysis of Fragment Screening Results

Automated processing of diffraction data is performed using a system that com-
bines proprietary SGX software and the CCP4 [33] program package. For each
screening attempt with a ten-compound, shape-diverse mixture, the structure of
the target protein is automatically re-determined by molecular replacement using
a reference target structure pre-defined in the SGX LIMS. The reference structure
is generally the best representative for that target, as defined by resolution limit,
R-factor, and overall data/structure quality. Once this step is complete, difference
Fourier syntheses are calculated to reveal any superficial electron density features
that cannot be explained by either the protein or water molecules (see Fig. 11.1B
for an example). For each unexplained electron density feature, an attempt is
made to automatically identify the fragment within the mixture that best corre-
sponds to the shape of the electron density. The output of this analysis may then
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Fig. 11.2
(A) SGX-CAT beamline data collection appara-
tus at the Advanced Photon Source (APS).
Shown are the X-ray beam carriage tubes, the
cryogenic gaseous nitrogen stream, the sam-
ple stage, the Mar sample stage/automated
sample changer, and the Mar CCD X-ray area
detector. (B) Screen-shot depicting a frozen

crystal mounted on the sample stage. The
crystal is located at the small cross-sight and
the location of the X-ray beam at the large
cross-sight. Crystal-centering software automa-
tically determines the location of the crystal
and directs the Mar sample stage to make it
coincident with the X-ray beam.



be viewed for each screening attempt using the Xtalview/Xfit crystallographic
visualization package [34].

Once the automated processing/fragment identification is complete, “snap-
shots” of each difference electron density feature, with accompanying ligand
atomic stick-figure structures are accessible via the SGX LIMS system. Visual in-
spection of these images represents the first point at which manual intervention
is required.

Figure 11.3 depicts a sub-set of results for a crystallographic screen of the ser-
ine protease factor VIIa to illustrate the outcome of our approach. Difference
electron density maps are displayed in a pre-determined target-specific orienta-
tion. For factor VIIa, initial electron density maps are shown for the primary spe-
cificity (or S1 pocket). Examination of Fig. 11.3 shows significant electron density
in panels 2, 4, 6, 8, and 9, suggesting the presence of bound fragment hits. Ex-
amination of panels 1, 3, 5, and 7 shows features consistent with only water mo-
lecules bound in the S1 site (i. e., empty active sites). Visual scanning of the elec-
tron density images facilitates prioritization of the three-dimensional map view-
ing process and assessment of the results of the automated fragment fitting rou-
tine. This combination of proprietary and public domain software tools provides
an efficient process for analyzing the results of SGX fragment library crystallo-
graphic screening.

11.4.6
Factor VIIa Case Study of SGX Fragment Library Screening

Factor VIIa (FVIIa) is a trypsin-like serine protease responsible for activation of
Factors IX and X, both of which are essential for efficient blood clotting. Small
molecule inhibitors of FVIIa and FXa have been sought as potential antithrombo-
tic agents for treatment of deep venous thrombosis (a.k.a., economy class syn-
drome) [35, 36]. Development of orally active inhibitors of these targets has proved
extremely challenging, because of the apparent requirement of a positively
charged group to interact with the S1 pocket of the enzyme, leading to poor oral
bioavailability. The SGX fragment screen was conducted for FVIIa to discover no-
vel, non-basic fragments that would bind at the S1 site.

We screened the SGX fragment library by soaking fragment mixtures against
crystals of apo des-Gla FVIIa [37]; 15 fragment hits (~1.5–2.3 Å resolution) were
found at four sites (Fig. 11.4): 11 hits at S1, three at a previously identified exosite
[38], one at a separate previously identified exosite [39], and two at a novel site ad-
jacent to S1, which includes the oxyanion hole. Fragment IC50 values ranged from
190 μM to ~50 mM. The two previously identified exosites were initially detected
during screens of phage-display peptide libraries that identified certain large, cyc-
lic peptides as potent FVIIa inhibitors [38, 39]. To the best of our knowledge, the
SGX compounds depicted in Fig. 11.4 represent the only non-peptide inhibitors
that bind to either of these two exosites.

S1 fragment hits include basic aromatic compounds that are typical of serine
protease inhibitors plus several neutral haloaromatic fragments. Inhibitors con-
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taining similar haloaromatic S1 groups have been reported for FXa [40–42] and
thrombin [43–45], but not for FVIIa. In our work, we found that the haloaromatic
S1 fragment hits exploit FVIIa binding modes that resemble those observed for
the haloaromatic portions of FXa and thrombin inhibitors, all of which displace a
conserved water molecule at the bottom of the S1 pocket with a halogen. The side-
chain of Ser-190 (FXa has an alanine at residue 190) rotates about the CA–CB
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Fig. 11.3
Automated graphical output analysis for part
of the crystallographic fragment screen of Fac-
tor VIIa. Each panel shows a common, pre-
determined view of the S1 pocket of the
enzyme active site. 2|Fobserved|–|Fcalculated| and
|Fobserved|–|Fcalculated| difference electron den-

sity maps are shown for nine different crystals,
showing the specificity pocket and features
corresponding to either bound fragment hits
(panels 2, 4, 6, 8 and 9) or water molecules
(i. e., empty active sites).



bond to accommodate the halogen. Figure 11.5 shows overlaid views of FVIIa
with a SGX fragment, 2-hydroxy-3-bromo-5-chloropyridine, and benzamidine
binding in the S1 pocket.

Fragment screening of FVIIa documented that small organic molecules can in-
deed bind at the previously identified peptide-binding exosites, identified a new
site adjacent to S1, and showed for the first time that haloaromatics bind to the
FVIIa S1 pocket, analogous to FXa and thrombin. These fragment hits provided
new starting points for synthesis of novel FVIIa inhibitors.

11.5
Complementary Biochemical Screening of the SGX Fragment Library

In addition to crystallographic screening, SGX conducts biochemical screening of
the ~1000-compound fragment library, using a Beckman BioMek FX liquid-hand-
ling system equipped with a Sagian Rail. The entire SGX fragment library can be
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Fig. 11.4
Pymol molecular surface [68] of Factor VIIa,
displaying the locations of the 15 bound frag-
ments in four separate sites revealed by crys-
tallographic screening. Each site is depicted by
the combined molecular surface of the frag-
ments bound at that site: 11 fragments at S1
(Site 1), two fragments at a site which includes

the oxyanion hole (Site 2), one fragment at an
exosite (Site 3; Exosite 1), and three fragments
at the other exosite (Site 4; Exosite 2). Phage-
display cyclic peptides binding to the exosites
[38, 39] are shown as atomic stick figures
(PDB codes: 1DVA and 1JBU).



screened one compound at a time via the appropriate biochemical assay in a mat-
ter of a few hours to complement results from crystallographic screening.

It is often challenging to use biochemical assays to characterize weakly binding
ligands accurately. Specifically, many organic ligands cause spectroscopic interfer-
ence at detection wavelengths typically used for biochemical assays. At low ligand
concentrations in conventional HTS, spectral interference is usually not a signifi-
cant problem. However, for detection of weakly bound fragment hits (typical IC50

values range from ~10 μm to > 500 μM), compounds must be assayed at substan-
tially higher concentrations. We routinely screen the SGX fragment library at
500 μM ligand concentration, using biochemical assays formatted to minimize
spectral interference, while maximizing throughput. IC50 values are determined
for all biochemical hits (�50 % inhibition). Ligands with IC50 values in excess of
500 μM cannot be detected in our biochemical assays. In practice, we use crystallo-
graphic screening to detect such weakly bound fragments, which can be routinely
optimized to single-digit nanomolar IC50 values for the target of interest.

Biochemical screening at conventional HTS concentrations is plagued by false
positives [46]. Screening at elevated ligand concentrations further increases the
probability of false positives. To address these limitations of biochemical screen-
ing, fragments that show target inhibition in our biochemical assays that went un-
detected in the crystallographic screen are examined individually by soaking them
into crystals as single compounds. In most cases, the fragment is not detected in
the crystal screen, indicating that the biochemical result is either a false-positive
or that the target protein crystal lattice cannot accommodate that particular ligand.
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Fig. 11.5
Molecular surface of the S1 pocket of Factor VIIa, comparing
binding of a brominated SGX fragment (2-hydroxy-3-bromo-5-
chloropyridine; yellow bonds) with that of benzamidine (over-
layed gray bonds).



(The latter explanation is unlikely given the size of the crystal solvent channels
and our strict requirements for crystallographic screening enablement.) In either
case, the fragment is abandoned in favor of fragments that do show target binding
in the crystal. In rare cases, however, a biochemically active compound will exhibit
target binding in the crystal. This infrequent failure of the initial fragment mix-
ture screen can usually be explained by the presence of a more potent compound
in the shape-diverse fragment screening mixture, which precluded crystallo-
graphic binding of the lower-affinity true biochemical positive. Thus, combining
our crystallographic screening strategy with a high ligand concentration biochem-
ical screen represents a powerful system for detecting and validating weakly bind-
ing ligands.

11.6
Importance of Combining Crystallographic and Biochemical Fragment Screening

In practice, crystallographic fragment screening often detects ligands that bind so
weakly that they cannot be detected by our complementary biochemical assays.
Furthermore, for some targets all crystallographic screening hits have proven un-
detectable in our biochemical screen. The sensitivity of our crystallographic
screening approach derives in large part from the high local concentration of pro-
tein (~1 M) within the crystal. Typically, such high protein concentrations are not
stable in solution for most targets. Therefore, stabilization of ultra-high protein
density by the crystal lattice makes detection of weakly binding (IC50 > 5 mM)
ligands possible. Conversely, the biochemical screen directly addresses two intrin-
sic limitations of the crystallographic screen. First, the crystallographic screen pro-
vides no information about target binding affinity. In the absence of biochemical
information, selection of fragments for optimization would rest solely on the
available co-crystal structures and accessibility of chemical handles for synthesis.
Potent fragments could be overlooked. Second, biochemical screens can be con-
ducted very quickly and do not require “enabled” crystallographic systems or even
a crystal structure of the target.

At times, we have used the biochemical screen as a pre-screen during the crys-
tallographic enablement phase of a project. We do not, however, proceed with frag-
ment hit optimization in the absence of structural information. Once the crystallo-
graphic screen is enabled, the screen is conducted and fragments are selected for
optimization from among the crystallographic hits and any structurally validated
biochemically active fragments. The following section discusses criteria used to
select fragment hits for structure-guided optimization.
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11.7
Selecting Fragments Hits for Chemical Elaboration

As discussed above, a typical crystallographic screen yields approximately 10–50
hits per target with biochemical activities (IC50) ranging from low �M to low mM.
A fragment hit is only useful if it can be elaborated through efficient synthesis in
directions that rapidly lead to dramatic improvements in activity. Computational
prediction of which fragments represent the best candidates for optimization is
not feasible, because of the huge number of possible analogs that can be gener-
ated from each fragment and the computational time required for predicting bind-
ing free energies. Instead, we select four to five of the most promising fragments
to optimize in parallel. Our experience has shown that careful selection and priori-
tization of fragment hits typically provides two to three orders of magnitude en-
hancement in activity in the first round of library design and synthesis.

Because the library was designed to provide starting points suitable for elabora-
tion of fragments into early lead compounds, the quality of the fragment hit is
judged primarily by the co-crystal structure of the target-fragment complex.
Hence, a primary determinant for choosing a fragment for chemical elaboration
is a high-quality, unambiguous crystal structure of the target-fragment complex at
better than 2.5 Å resolution, which clearly reveals the orientation and conforma-
tion of the bound ligand. Fragment hits are prioritized for synthetic elaboration
based on the following criteria: location of the fragment binding site, fragment
binding mode, structural accessibility of handles for synthesis, ligand efficiency,
preliminary evaluation of synthetically accessible virtual libraries, novelty, and bio-
chemical activity.

Ideal fragment hits are located at the active site or a known allosteric site. Frag-
ments that bind at a previously unknown site remote from a lattice packing inter-
face represent important opportunities for discovery of novel/selective lead com-
pounds, but such sites do require validation through fragment elaboration into
more potent compounds. The fragment binding mode must orient synthetic han-
dles towards pockets or subsites. If the built-in synthetic handles of the fragment
are oriented only towards solvent or are sterically blocked, alternative handles may
be found by searching for available fragment analogs or introduced via synthesis
of a new fragment analog. Synthetic feasibility is assessed by considering the
diversity of available reagents that are compatible with the fragment hit and re-
lated synthons.

Ligand efficiency is assessed by examining the ratio of biochemical activity to
the size of the fragment [47]. More efficient ligands involve more of their atoms in
productive interactions with the binding site, thereby providing better starting
points for elaboration and subsequent optimization. Novelty is evaluated by the
combination of the parent fragment with its binding mode, which directs the as-
sessment of possible virtual libraries. A familiar fragment can be observed to bind
in an unusual way, which can provide novel elaboration opportunities. Observing
a common binding mode for similar fragments sometimes provides an initial
SAR and gives support, albeit indirect, for fragment hit selection. Previous experi-
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ence with the same or a related target and the same or a similar scaffold repre-
sented by the fragment hit can also help support the choice of a fragment hit.
Fragment biochemical activity is usually less important than the previously dis-
cussed criteria, because an active fragment that is poorly oriented in the site or in-
efficient will be difficult if not impossible to optimize.

A future challenge will be more thorough computational evaluation of the opti-
mization potential for fragment hits. Our current binding free energy calculation
(Section 11.8.3) is applied to compare different virtual libraries from the selected
fragment hits, select the best of these libraries, and to select the top-scoring virtual
library members for synthesis. This scoring approach is currently too expensive
from the computational standpoint to apply to all of the possible virtual libraries
for all fragment hits.

11.8
Fragment Optimization

Our goals for the first stage of fragment optimization are to improve upon parent
fragment activity by �100-fold (IC50 = ~1–10 mM 	 ~10–100 μM), to validate the
selected fragment by establishing an initial SAR with small linear libraries at each
available synthetic handle, and to correlate this SAR with observed co-crystal
structures and computational predictions of potency. The following summary of
our experience with spleen tyrosine kinase (Section 11.8.1) serves as an instructive
example, before describing our approach at each stage of lead discovery and opti-
mization in detail (Sections 11.8.2, 11.8.3, 11.8.4).

11.8.1
Spleen Tyrosine Kinase Case Study

Spleen tyrosine kinase (Syk) is a non-receptor tyrosine kinase required for signal-
ing from immunoreceptors in hematopoietic cells. Syk is an inflammatory disease
target that controls degranulation of mast cells in asthma [48, 49].

The crystal structure of Syk was obtained by SGX at 2.5 Å resolution [50] in the
context of our human protein kinase pipeline. While initial crystal forms of Syk
were undergoing optimization for crystallographic fragment screening, it was
noted that the active site of Syk closely resembled that of Pak4 [51, 52]. Pak4 is a
serine-threonine kinase oncology target, which also underwent structure determi-
nation at SGX (unpublished data). Polypeptide chain backbone atoms for 35 resi-
dues constituting the active sites of Syk and Pak4 superimpose with a root-mean-
square deviation (rmsd) of ~0.6 Å (Fig. 11.6). For comparison, the calculated rmsd
for all equivalent alpha carbon atomic pairs for the kinase domains of Syk and
Pak4 is ~2.0 Å. This result came as something of a surprise to us, because Syk
and Pak4 are members of different protein kinase families and occupy radically
different locations in the evolutionary dendrogram of the human kinome [53].
Biochemical screening of several inhibitors in different series with Pak4 and Syk
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revealed similar inhibition patterns. The combination of highly similar active site
structures and similar biochemical inhibition patterns suggested that Pak4 could
act as a crystallographic screening surrogate for Syk, while Syk crystals underwent
further optimization for crystallographic fragment screening.

Screening of a small, prototype fragment library for Syk inhibitors therefore be-
gan with crystallographic screening of Pak4 and parallel biochemical screening of
Pak4 and Syk. In all, crystallographic screening yielded five hits in the hinge re-
gion (Fig. 11.7). SGX-12981 (2-amino-3-methyl-5-bromopyridine; MW = 187), pos-
sessed two synthetic handles (bromine and methyl), both of which were ideally
positioned within the fragment binding site for further elaboration (Fig. 11.8).
SGX-12981 exhibited low millimolar biochemical inhibition of Syk. Some of the
other fragment hits were considerably more active (IC50 = ~50 μM), but had no or
only one sterically accessible handle, and none positioned their handles as opti-
mally for elaboration within the site as seen for SGX-12981.

Several possible linear libraries were evaluated for elaborating the 3 and 5 posi-
tions of SGX-12981, using the process described in detail below (Section 11.8.3).
Among the most favorable were a carboxamide library at the 3 position and an
aryl library at the 5 position. Both linear libraries produced activity increases of
~300- to 500-fold as compared to the initial fragment hit. The most active analog
at the 3 position (N-cyclopropylcarboxamide, SGX-64564) gave IC50 = 33 μM,
while the best analog at the 5 position (meta-chlorophenyl, SGX-64535) gave
IC50 = 20 μM. Co-crystal structures of 3-substituted fragment analogs, first with
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Fig. 11.6
Polypeptide chain backbone atoms for 35 residues constituting
the active sites of Syk (light blue, ~2.1 Å resolution) and Pak4 (red,
~2.8 Å resolution), each bound to staurosporine (shown nearly
edge-on in the center of the panel), superimposed with a root-
mean-square deviation (rmsd) of ~0.6 Å.
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Fig. 11.7
Pilot study of crystallographic fragment screening with Pak4,
showing five hits in the hinge region (hit rate = 5/85 = ~6%).

Fig. 11.8
Molecular surface of the hinge region of Pak4 showing a bound
fragment hit (SGX-12981: 2-amino, 3-methyl-5-bromopyridine)
detected in a crystallographic screening pilot study. The 3-
methyl and 5-bromo substituents are ideally positioned for syn-
thetic elaboration into the active site.



Pak4 and subsequently Syk, showed both the original mode of fragment binding
(Fig. 11.9) and a flipped binding mode, where the 3 and 5 substituents exchange
locations. Co-crystal structures of 5-substituted analogs consistently showed only
the original fragment binding mode (Fig. 11.10). We focused our design efforts on
the original binding mode, reasoning correctly that disubstituted analogs would
not undergo flipping, because of the presence of the larger aryl ring at the 5 posi-
tion, which is too large to fit into the pocket occupied by the 3 substituent in the
original binding mode.

Using the process described in detail below (Section 11.8.4), a small, focused
combinatorial library including these substituents and several other active substi-
tuents from the two linear libraries was designed and synthesized, producing an-
other activity increase of ~50-fold. SGX-64926 (3-N-cyclopropylcarboxamide,
5-meta-methoxyphenyl) gave IC50 = 400 nM. Binding in the predicted conforma-
tion corresponding to that of the original fragment was confirmed by X-ray crystal-
lography (Fig. 11.11).

Co-crystal structures documented that the 2-amino group hydrogen-bonded to a
backbone carbonyl oxygen in the hinge region. Modifications to improve the
strength of this hydrogen bond were considered, leading to a scaffold-swap from
2-aminopyridine to the corresponding 2-aminopyrazine (SGX-13573). Elaboration
of this pyrazine demonstrated a similar SAR to that observed for the original pyri-
dine series and converged quickly with synthesis of SGX-65372 [3-N-isopropylcar-
boxamide, 5-(3,4-dimethoxyphenyl), IC50 = 21 nM, MW = 316] and SGX-65373
(3-N-isopropylcarboxamide, 5-beta-naphthyl, IC50 = 24 nM, MW = 306), providing
consistent potency increase of ~20-fold relative to the 2-aminopyridine series.
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Fig. 11.9
Pak4 with SGX-14505 (2-amino-3-N-isopropylcarboxamide-5-
bromopyridine), showing the results of linear library elaboration
of the 3-methyl chemical handle of SGX-12981.
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Fig. 11.10
Pak4 with SGX-64535 [2-amino-3-methyl-5-(meta-chlorophenyl)-
pyridine], showing the results of linear library elaboration of the
5-bromo chemical handle of SGX-12981.

Fig. 11.11
Pak4 with SGX-64926 [2-amino-3-N-cyclopropylcarboxamide-5-
(meta-methoxyphenyl)-pyridine], showing the results of combi-
natorial elaboration of the 3 and 5 positions of SGX-12981.



Fewer than 100 analogs were made over the course of ~10 weeks to produce
SGX-65372 (IC50 = 21 nM), which increased potency by >70 000-fold as com-
pared to the original fragment hit. Co-crystal structures were obtained for SGX-
65372 and SGX-65373 with both Pak4 and Syk, demonstrating preservation of
the binding mode exhibited by the original fragment hit, SGX-12981 (Fig. 11.12).
The similarity of the resulting co-crystal structures of SGX-65372 and SGX-
65373 with Pak4 and Syk also validated earlier utilization of Pak4 as a crystallo-
graphic screening surrogate for Syk, while the Syk crystal system was under-
going optimization.

Cell-based assays demonstrated SGX-65372 inhibition of Syk target phosphory-
lation in human B-cells and inhibition of rat basophil degranulation. In vivo
ADME studies in rats showed that SGX-65372 is bioavailable and has an accepta-
ble half-life. Moreover, in vitro toxicity studies did not detect inhibition of either
Cytochrome P450s or the hERG potassium channel. Target profiling studies with
SGX-65372 documented strong selectivity for Syk compared to Zap70, the closest
relative to Syk in the human kinome [53], and other tyrosine kinases. This project
demonstrated the potential of the fragment-based approach to deliver potent and
selective compounds with excellent “lead-like” properties.

This series also demonstrated additivity of substituent effects, as expected from
the consistent binding modes exhibited by each of the series analogs. Elaboration
of the 3-methyl of SGX-12981 to N-cyclopropylcarboxamide in SGX-64564 in-
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Fig. 11.12
SGX-65372 bound to Pak4 (left) and Syk (right), showing the
results of combinatorial library elaboration of the 3-methyl and
5-bromo chemical handles of SGX-13573 (2-amino, 3-methyl-
5-bromopyrazine). The optimized compound binds both Syk
and Pak4 in the same fashion as observed for the parent frag-
ment, SGX-12981 (Fig. 11.8).



creased activity ~45-fold. Elaboration of the 5-bromo of SGX-12981 to meta-meth-
oxyphenyl in SGX-64536 increased activity ~75-fold. Simple additivity would pre-
dict that the corresponding disubstituted analog, SGX-64926, would improve activ-
ity relative to SGX-12981 by 45�75 = 3375-fold. The experimental increase in ac-
tivity is about 3750-fold. Simple additivity such as this is not always observed. We
have seen other series demonstrate super-additive effects that exceed estimates
based on the potency enhancements derived at the linear library stage. In isolated
cases, we have observed sub-additive effects going from linear to combinatorial
libraries.

11.8.2
Fragment Optimization Overview

As discussed previously, optimization of fragment hits into early leads is expected
to require an increase in binding energy of ~4–9 kcal mol–1 (3–6 orders of magni-
tude). Without appeal to structural information, this task would be daunting.
However, with timely access to the right co-crystal structures, weakly binding frag-
ments have been successfully optimized into potent early lead compounds. As
summarized in a comprehensive review article by Rees et al. [54], two common
methods have been employed to optimize fragment molecules: the fragment engi-
neering method and the fragment linking method. Although fragment linking is
very attractive in theory (Chapter 3) [55] and can yield dramatic increases in activ-
ity, the method can be quite challenging if a target screen does not yield adjacent
fragment hits that provide appropriate geometry and substituents for chemical
condensation. Fragment linking has been successfully applied and documented
in fewer than ten reported cases [54], but may become more frequently applied
through fragment-based approaches, due to increased availability of structurally
validated hits.

To date, the most successful method at SGX has been the fragment engineering
method, wherein optimization involves “growing” each fragment with “linear”
libraries at each synthetic handle through automated parallel synthesis, followed
by the synthesis of small, focused combinatorial libraries. This approach is step-
wise, systematic, and lends itself to maximizing ligand efficiency.

Once fragments have been selected for synthesis, available reagents are as-
sembled to generate a series of virtual linear libraries. Compounds are selected for
synthesis from each fragment virtual library by predicting binding free energies
based on parent fragment co-crystal structure(s). In silico docking of fragments is
not part of the SGX fragment-based lead generation strategy. Experience has
shown that much more reliable results can be obtained using experimentally de-
termined structures of protein-fragment complexes as starting points for planning
synthetic chemistry.

In principle, the best optimization approach from a statistical experimental de-
sign perspective [56–58] would be to construct combinatorial libraries based on
the original fragment hit by simultaneously varying substituents at each of its syn-
thetic “handles”. This approach would reveal both additive and non-additive sub-
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stituent effects. However, combinatorial libraries, even those based on ostensibly
simple chemistry, are not always easy to make quickly and may require significant
chemical methods development. Because the initial goal of our process is to ra-
pidly validate the choice of fragment by establishing optimization potential
through an initial SAR, it is more pragmatic to design and synthesize a series of
small, one-dimensional (“linear”) libraries from the original fragment hit, one
chemical handle at a time. Following experimental validation of optimization po-
tential, focused combinatorial libraries are designed and synthesized based on
SAR established with linear libraries.

11.8.3
Linear Library Optimization

The first stage of fragment optimization proceeds through several steps:
1. Propose potential synthetic routes for linear libraries for each fragment hit

based on chemical “room to move”. Operational considerations include the
number and type of available synthetic handle, fragment orientation in the
binding site, and availability of related analogs or synthons with additional che-
mical handles. Multiple libraries at each handle are typically proposed (e.g., an
amino chemical handle can yield carboxamides, sulfonamides, amines, etc.).

2. Select reagents compatible with each proposed synthesis from in-house and
commercial sources. This step yields hundreds to up to ~40 000 possible re-
agents. Reagent lists are computationally filtered to remove groups that could
interfere with synthesis and that are incompatible with “lead-like” properties.
Several commercial software tools support these steps, including MDL Reagent
Selector, the Available Chemicals Database [59], and proprietary tools devel-
oped using software toolkits from Daylight Chemical Information Systems [60]
and Open Eye Scientific Software [61].

3. Generate virtual libraries of all synthetically accessible analogs from the origi-
nal fragment or related synthons and corresponding reagent lists. Commercial
software tools are also used for this step, including the Optive Research Li-
braryMaker [62], and the Daylight Reaction Toolkit [60].

4. Filter all analogs with a rapid, approximate method based on the co-crystal
structure of the target-fragment complex to eliminate analogs of the fragment
hit that are unlikely to bind. We use a computational approach based on the en-
ergy minimization and docking scoring functions from Northwestern Dock
[63]. We constrain each analog to bind initially as observed for the fragment
hit, sample multiple sterically allowed, low-energy conformers of its substitu-
ents using the Open Eye [61] OMEGA software [64], and perform a rapid en-
ergy minimization for each conformer against all available structures of the tar-
get protein (up to 50 in some cases). Multiple protein structures with differing
conformations are included at this step, because our minimization/scoring ap-
proach maintains the protein structure as a rigid object and only allows ligand
movement. Elaborated fragment conformations are only rejected if they prove
sterically incompatible with ALL of the available target structures.
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5. Predict the binding free energies of each surviving analog with a more accurate
approach. Current docking scoring functions primarily provide only “yes” or
“no” results, leading to a high false-positive rate and inaccurate rank ordering
of relative binding affinities. With the utilization of additional CPU time, more
accurate approaches are available, including free-energy perturbation [65, 66],
and Molecular Mechanics/Poisson-Boltzmann Surface Area (MM/PBSA) [67].
Such approaches provide accuracy up to ~1.5–2.0 Kcal mol–1 (about 100-fold in
activity) in relative binding free energy. We have focused on MM/PBSA be-
cause it is computationally more efficient than most other approaches, pro-
vides similar accuracy, and has been successfully applied to multiple classes of
proteins and ligands. MM/PBSA uses a molecular dynamics simulation to gen-
erate an ensemble of varied protein–ligand conformations; and both the pro-
tein and the ligand are treated as mobile, flexible objects. We typically use one
to two different representative target structures for MM/PBSA calculations for
selection of top-scoring fragment analogs.

6. Select the majority of the library from the most diverse, top-scoring fragment
analogs, plus some additional elaborations chosen to include more diversity or
reflect medicinal chemistry experience. We include these additional analogs to
allow for inaccuracies in predicted binding free energies and to allow for pro-
tein flexibility not reflected within the ensemble of target structures used in
Step 4.

7. Each library is synthesized via automated parallel synthesis. All successfully
synthesized analogs of the fragment hit are purified and characterized as dis-
crete compounds with > 80% purity by LC/MS, and, for a representative subset
of each library, by proton NMR spectroscopy.

8. Each compound is biochemically evaluated for percent inhibition of the target
(typical ligand concentrations = 50–500 μM). Compounds demonstrating
> 50 % inhibition are subjected to IC50 determination.

9. Co-crystal structures of the target bound to a representative subset of active
compounds are determined to evaluate the consequences of fragment hit ela-
boration. In most cases, the mode of binding observed for the fragment hit is
preserved. In the small minority (~5%) of cases in which the original mode of
fragment binding is perturbed by the addition of a substituent to a chemical
handle, the co-crystal structure provides alternative starting points for further
chemistry.

11.8.4
Combinatorial Library Optimization

Additional fragment optimization continues with combinatorial libraries incorpor-
ating substitutions giving significant gains in ligand efficiency (not just activity)
from the first round of linear library synthesis:
1. Focused combinatorial libraries of ~50 compounds are synthesized. We typi-

cally include the top few most efficient and/or active substituents at each posi-
tion, plus a few additional substituents at each position to test for non-additiv-
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ity. Additional substituents can be selected from less-active analogs, new
diverse substituents, medicinal chemistry experience, or from more specialized
computational predictions.

2. Each focused combinatorial library is synthesized, purified, characterized, as-
sayed, and followed up with representative co-crystal structure determinations
as outlined in Steps 6 through 9 above.

3. Cell-based assays are initiated when biochemical IC50 � 1 μM.
4. Combinatorial library optimization continues for fragment series showing the

best potential for cellular activity.
5. In vitro DMPK profiling (human plasma protein binding, rat and human liver

microsome assays) is initiated at this stage to help select the best elaborated
fragment series.

11.9
Discussion and Conclusions

Conventional lead discovery and optimization typically begins with relatively po-
tent hits of ~10 μM IC50 or better, because lower potency hits are frequently diffi-
cult to optimize: they may be false-positives or have multiple binding modes,
which complicates optimization due to inconsistent and confusing SAR. Tradi-
tional lead optimization strategies implicitly rely on a consistent binding mode
and resulting SAR as analoging proceeds.

How can lead optimization possibly work starting with millimolar potency
screening hits? Crystallographic detection of weakly bound fragment hits identi-
fies only those ligands with well defined modes of target binding and eliminates
most false-positives. Fragment optimization is focused on derivatives that are
predicted to both retain the original binding mode and increase potency. Sys-
tematic crystallographic characterization of analogs in the fragment optimization
series detects alternate binding modes. Not all fragment series optimize
smoothly, but those that do not can be diagnosed quickly and set aside in favor
of other series that are being pursued in parallel. Figure 11.13 shows the in-
crease in activity from the parent fragment for SGX linear libraries for a variety
of different target classes. There is no correlation between the measured potency
of the original fragment hit and the outcome of linear library synthesis: potent
biochemical activity of the starting compound is not required for successful opti-
mization.

Conventional structure-based design usually starts with “inefficient” ligands
from HTS campaigns or partially optimized ligands that require addition of
groups to improve affinity and simultaneous removal of other portions of the mo-
lecule to minimize both MW and log P. Chemical starting points with poor “lead-
like” properties typically start out with higher potency, but do not guarantee
smooth optimization paths. Moreover, conventional approaches often employ
structure-based design only in later stages of the process, when required affinity/
activity gains are relatively modest (i. e., 10-fold transitions from IC50 values of

24311.9 Discussion and Conclusions



~100 nm to <10 nM). Given that uncertainties inherent in the best computational
methods are typically ~100-fold, in silico tools are poorly suited to guide such mod-
est affinity gains. The SGX fragment-based approach aims at large stepwise im-
provements in activity of 100-fold or greater, which helps to ensure that combined
structural and computational approaches have the desired impact. Figure 11.13
documents that fragment optimization frequently achieves 100-fold or greater ac-
tivity increases from the parent fragment with minimal increases in molecular
weight, thereby maximizing ligand efficiency.

Finally, it should be noted that our objectives in fragment-based lead discovery
go well beyond the discovery and optimization of novel hits. The overarching goal
of our approach is the discovery of fragment hits with improved potential for suc-
cessful optimization to bona fide clinical candidates. Fragment hits from crystallo-
graphic screening are inherently compatible with lead-like properties, wherein
less truly is more.

Future research directions in our technology include evaluating the impact of
more up-front effort into obtaining multiple crystal forms of the same target to in-
crease the odds of successful soaks and to reveal new binding sites. We success-
fully identified multiple fragments from the same mixture that bind at adjacent
sites on the surface of the target (e. g., Sites 1 and 2 in Fig. 11.4) and found cases
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Fig. 11.13
The increase in activity from the crystallographic screening frag-
ment hit (�) to the linearly elaborated fragment (�) for various
target classes is plotted versus the MW for each fragment hit/
elaborated fragment pair. Each line connects a parent fragment
to its corresponding linear library analog.



where adjacent fragments bind independently or cooperatively (binding of a sec-
ond fragment depends on binding of another). Systematic thermodynamic profil-
ing of analogs during the optimization process may reveal whether or not more
optimizable series have distinctive �G = �H – T�S profiles as compared to less
successfully optimized series. More thorough computational evaluation of virtual
libraries at the stage of fragment selection may also help identify fragments that
are likely to optimize smoothly, rather than hitting an affinity plateau.

11.10
Postscript: SGX Oncology Lead Generation Program

A multi-target oncology lead discovery program was recently initiated at SGX. Ex-
pertise in high-throughput structure determination of historically challenging
proteins, crystallographic fragment screening, and structure-guided fragment op-
timization are all critical to this effort. The FAST technology is being used to dis-
cover novel hits for a portfolio of more than 20 well validated oncology targets (in-
cluding both kinases and non-kinase targets). Target proteins are processed simul-
taneously, with relative priorities formally re-evaluated on a quarterly basis. Be-
cause the strategy of this project is to prosecute multiple targets in parallel, they
progress through the process at different rates with timelines for obtaining multi-
ple lead compound series for each target ranging from 6 months to 24 months.
Our strategy was designed to allow natural “evolution”, whereby the “fittest” tar-
gets are completed rapidly, with more challenging (i. e., “less fit”) targets following
in turn. Thus far, multiple targets have yielded potent (IC50 < 10 nM) with cellular
activity.
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12
Synergistic Use of Protein Crystallography and Solution-phase
NMR Spectroscopy in Structure-based Drug Design:
Strategies and Tactics
Cele Abad-Zapatero, Geoffrey F. Stamper, and Vincent S. Stoll

12.1
Introduction

Structural biology is an integral part of the drug discovery process in the pharma-
ceutical industry. Two complementary methods dominate among the experimen-
tal techniques capable of providing detailed three-dimensional (3D) structural in-
formation of therapeutically relevant targets, most often with bound ligands: pro-
tein crystallography and solution-phase NMR spectroscopy. The structural infor-
mation these techniques provide continues to grow in depth and breadth, impact-
ing every step of drug discovery from lead identification to preclinical testing
(Fig. 12.1). Used together, protein crystallography and solution-phase NMR can
significantly increase both the pace of discovery and the quality of the resulting
compounds that are moved forward into development.

The benefits to drug discovery of rapidly available, high-resolution 3D structural
information provided by protein crystallography are well established [1, 2]. While
the technique’s success depends on diffraction-quality protein crystals, significant
advances in protein biochemistry and protein crystallization technologies have dra-
matically increased the number of targets amenable to structure determination by
X-ray diffraction. Driven in large part by a number of worldwide structural geno-
mics efforts underway in both academia and industry [3], these advances include ro-
botic systems for cloning, expression, protein purification and crystallization [4]. In
addition, continued hardware and software developments, both at synchrotron and
in-house X-ray sources, have decreased the time of de novo structure solution from
months to days, while co-crystal structures are routinely obtained within hours.
Thus, once diffraction-quality crystals are obtained, structure determination is not
a bottleneck in the discovery process. In fact, a number of drugs on the market were
discovered in large part by routine use of structural information provided by protein
crystallography [2, 5], a clear indication that this technique has become a driver of
the design process and not a retrospective analysis tool.

In academia, solution-phase NMR spectroscopy continues to develop as a tech-
nique for obtaining 3D structural information of macromolecules including tar-
get–ligand complexes. Recent advances have made NMR structural work possible
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on larger proteins [6] and have improved the accuracy of the resulting models [7].
However, the technique’s most effective role in the pharmaceutical industry is in
lead discovery and validation. Indeed, solution-phase NMR is now the established
method for small-fragment library screening for lead identification [8, 9]. Further,
integration of NMR-based screening with traditional high-throughput screening
(HTS) and affinity-based mass spectrometry (AS/MS) methods [10] provides criti-
cal corroborative evidence of ligand binding to the target molecule[11], an essen-
tial component of lead validation.

Figure 12.1 illustrates the impact that both protein crystallography and solu-
tion-phase NMR have on the drug discovery process, revealing the myriad of ways
in which the techniques could be used individually or synergistically to drive
structure-based drug design. However, there is also an explicit redundancy. In a
resource-limited environment, choices must be made as to where each technique
will be employed in the most efficient way. Abbott Laboratories has solved this
problem by integrating the two techniques, exploiting the strengths of each tech-
nique for maximum impact. This approach to integration of the two techniques is
illustrated in Fig. 12.2.

Typically, lead compounds from either HTS or AS/MS are first evaluated by so-
lution-phase NMR. As indicated by the dashed line in Fig. 12.2, hits from HTS
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Fig. 12.1
A schematic diagram of how protein crystallo-
graphy and solution-phase NMR spectroscopy
interact in the drug discovery process. The
segmented arrow represents the different parts
of drug discovery from lead discovery to pre-
clinical testing. Above the arrow, techniques
where protein crystallography impacts each
segment are highlighted. Beneath the arrow,
the NMR methods used in each phase of the
process are shown. Though the primary role of
protein crystallography is in lead validation
and optimization, the technique is also used

for lead identification, via CrystaLead [38], and
is beginning to be utilized commercially to de-
sign away pharmacokinetic problems via struc-
ture determinations of compounds with both
human serum albumin [39] and cytochrome
P450s [40]. Likewise, solution-phase NMR im-
pacts all phases of drug discovery. Details of
these methods have been presented elsewhere
[41, 42]. More recently, ALARM-NMR, devel-
oped at Abbott Laboratories, has proven to be
a valuable technique for lead validation [43].



methods are rarely sent directly for co-crystal structure analysis. Rather, solution-
phase NMR provides a level of triage to these leads to further validate the binding
observed by the more high-throughput methods. Solution-phase NMR may inde-
pendently identify additional leads from fragment libraries. Information gathered
at this stage is given to both the therapeutic team for activity analysis as well as
the protein crystallography effort to establish the experimental structural bases for
subsequent structure-based lead optimization.

The purpose of this chapter is to illustrate how our laboratory has integrated
protein crystallography and solution-phase NMR to drive structure-based drug de-
sign. To do this, we present two case studies, each describing how the use of both
techniques synergistically was paramount in successfully identifying, validating
and optimizing potential drug candidates. The first case study highlights our dis-
covery of compounds that target the human protein tyrosine phosphatase 1B, an
important target for type II diabetes. Although the unique characteristics of the
target did not permit the discovery of a clinical candidate, the combination of pro-
tein crystallography and solution phase NMR-based screening methods was criti-
cal to the discovery of compounds with cellular activity. The second case study
highlights the discovery of compounds targeting the UDPMurNac-D-alanyl-D-ala-
nine adding enzyme (MurF), a potential target for antibiotics. By combining the
strengths of solution-phase NMR spectroscopy and protein crystallography, this
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Fig. 12.2
A schematic representation of the interactions
among the key participants in a structure-
based drug discovery effort. Compounds iden-
tified by HTS or other methods are fed into
protein crystallography or solution-phase
NMR spectroscopy for further validation. While
both methods can in principle validate these
leads, it is more efficient to triage the leads
first by NMR (solid arrow) and then further ex-
amine the most promising candidates by pro-

tein crystallography. Protein crystallography
then begins the iterative lead optimization pro-
cess with the project team, providing the bulk
of the 3D structural information of target–
ligand complexes. In this phase of discovery,
solution-phase NMR spectroscopy plays a
more complementary role (dashed arrow),
generally providing structural information in
specific cases [20].



discovery effort rapidly yielded compounds with 40-fold improved potency over
the lead compounds in less than 12 months, allowing for efficient target valida-
tion [37].

12.2
Case 1: Human Protein Tyrosine Phosphatase

12.2.1
Designing and Synthesizing Dual-site Inhibitors

12.2.1.1 The Target
During the past decade, protein tyrosine phosphatases (PTPs) have been consid-
ered attractive targets for therapeutic intervention because of their involvement in
regulating cell function as counterbalance to the phosphate donating and more
abundant protein kinases. Among them, human protein tyrosine phosphatase 1B
(PTP1B) has received considerable attention as a validated target for non-insulin
dependent diabetes mellitus (NIDDM) or type II diabetes. Approximately 130 mil-
lion people are currently afflicted by NIDDM and the patient population is still ex-
pected to more than double by 2025 [12]. Existing therapies alone or in combina-
tion are not fully satisfactory and more efficacious agents are needed as well as a
better understanding of the underlying causes of the disease [12].

Several lines of evidence have provided strong support for the direct role of
PTP1B in the de-phosphorylation of the insulin receptor and the corresponding
downregulation of insulin signaling [13–17]. Moreover, knockout mouse studies
of the PTP1B gene from two different laboratories [18, 19] showed that the result-
ing mice were healthy and lean. They displayed enhanced insulin sensitivity and
resistance to diet-induced obesity. These studies combined suggest that inhibition
of PTP1B would be an effective diabetes therapy.

The catalytic activity of PTP1B permitted a fast and reliable assay that provided
robust numbers for the inhibition constants (Ki) of the compounds by measuring
the rate of hydrolysis of the surrogate substrate p-nitrophenyl phosphate. The rela-
tive inhibition constant of the successive compounds against other phosphatases
was monitored using a panel of phosphatases that included the closest homolog
(T-Cell PTP, TCPTP). Crystallographic protocols have been discussed in detail pre-
viously [20].

12.2.1.2 Initial Leads
Extensive HTS screening of PTP1B using conventional methods did not provide
any viable leads. The screening results and subsequent enzymatic analysis re-
vealed the presence of several small isoquinoline diol compounds (~160 Da) that
appeared to be inhibitors of PTP1B at the low micromolar level. Repeated experi-
ments using soaking and co-crystallization protocols failed to show the presence
of any of this class of compounds in the active site. In contrast, the active site resi-
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dues appeared to be in a different conformation. More detailed work demon-
strated that these compounds inhibited PTP1B in an irreversible manner by oxi-
dizing the active site Cys215. Controlled experiments in terms of soaking time
and variable amounts of DTT permitted the characterization of the three different
states of oxidation (i. e. sulfenic, sulfinic and sulfonic) of the thiolate ion as was
described by [21]. The sulfenic acid intermediate was shown to be rapidly con-
verted into a unique sulphenyl-amide species, which might play a role in the regu-
lation of PTP1B in vivo [22].

In order to identify viable and robust reversible inhibitors as leads for subse-
quent optimization, NMR-based screening was undertaken using a library of ap-
proximately 10 000 compounds. The screening protein sample was a truncated
version of PTP1B containing 288 [20] residues as opposed to the 1–321 construct
used in the crystallography work [23]. The NMR protein was either uniformly
labeled with 15N or selectively labeled with �-13CH3 Ile. Ligand binding was moni-
tored by observing chemical shift changes in 1H/15N or 1H/13C-HSQC spectra in
the presence of test compounds [24, 25]. The experimental conditions permitted
the characterization of a high-resolution HSQC spectrum of the protein where
ligand binding could be recognized readily (Fig. 1 in [20]). This NMR screen iden-
tified a diaryloxamic acid (compound 1 in Fig. 12.3) as a ligand for PTP1B. The ob-
served shifts were similar to the ones observed for pTyr. Significant perturbations
were observed in the 15N amide resonances for Val49, Gly220 and Gly218, all de-
fining the active site, and a dramatic shift for the �-13CH3 of Ile219. An approxi-
mate Kd for the compound was estimated to be around 100 �M, using an NMR ti-
tration curve that was of the same of order of magnitude as the one obtained by
the p-nitrophenylphosphate hydrolysis assay (Ki ~300 �M). These data suggested
that the diaryloxamate (1) was a bona fide reversible inhibitor of PTP1B binding to
the active site and could be used as a pTyr mimetic for further optimization as
suggested by similar findings with monoaryloxamates [20]. Initial soaking and co-
crystallization experiments with this initial lead did not provide conclusive evi-
dence of the mode of binding in PTP1B. Only the synthesis of a ten-fold more po-
tent napthyloxamic acid analog validated the series (2). This more potent analog
had a NMR-measured Kd of approximately 30 �M, which correlated well with the
results obtained in the pNPP hydrolysis assay (Ki ~40 �M). The kinetic analysis
provided strong evidence for a competitive reversible inhibition and the X-ray
structure validated the series unambigously (Fig. 12.4a.).

The X-ray structure revealed the essential features of the binding mode for this
class of inhibitors, as shown in Fig. 12.4a. Compound 2 (napththyloxamic acid)
binds to an open form of PTP1B, distinctively different from the binding mode
observed in pTyr and analog compounds where the WPD loop (residues Trp179-
Pro180-Asp181-Phe182-Gly183-Val184; WPD loop for short) closes down and
snugly encloses the substrate. The second carboxylate in the benzoic acid of the
compound appears to hold the “jaws” of the WPD loop open (Fig. 12.4a) by inter-
acting with Arg221 and, in doing so, opens a larger space for future exploration.
Significant Van der Waals interactions are the benzene making contact with the
hydrophobic side-chain of Gln262 and the napthyl ring with the side-chain of
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Ile219. The napthyl ring could provide some binding energy by its proximity to
Tyr46 but its orientation is not optimal.

12.2.1.3 Extension of the Initial Fragment
Once the initial lead (fragment 1) has been validated, any fragment-based ap-
proach to inhibitor design needs to consider: (a) the point of attachment to the in-
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Fig. 12.3
Schematic diagrams of the structures of the inhibitors of PTP1B
discussed in the text (compounds 1–13).



itial lead (fragment 1) of any other additional chemical groups (fragment 2) and
(b) the anchoring and extending groups that will provide the scaffold for the sub-
sequent attachment. The superposition of the naphthyloxamic acid (2) with the ca-
nonical substrate (pTyr) provided initial suggestions for those three unknowns
(Fig. 4 of ref. [20]). Although binding in a different mode, compound 2 and phos-
photyrosine presented very important similarities. First, the phosphate and the ox-
amate groups of the two entities were similarly positioned. Second, the naphtha-
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Fig. 12.4
Crystal structures of PTP1B complexed with in-
hibitors of the napthyl oxamate series. (a)
Structure of PTP1B with inhibitor 2, showing
the environment of the binding pocket for this
class of inhibitors. Notice the WPD loop (dis-
cussed in the text) in the up position and inter-
action of the carboxylate of the benzoate moi-
ety interacting with Arg221. Reprinted in part
from [19], with permission from the American
Chemical Society, copyright 2003. (b) Structure
of PTP1B with inhibitor 7, showing the similar-

ity of binding of the oxamate head on the first
site (discussed in text), the linker fragment
and the environment and binding of the sec-
ond site group, specially the carboxylic acid of
the Met-like amino acid with Arg24 and
Arg254 on site 2 of PTP1B. Color scheme: or-
ange = carbon, red = oxygen, blue = nitrogen,
yellow = sulfur; inhibitor carbon atoms are
shown in green for clarity. Reprinted from [25],
with permission from Elsevier, copyright 2003.



lene ring shares the same hydrophobic space as the benzene ring of pTyr. These
coincidences suggested that a diamide extension could provide an anchor for the
napthyloxamate at the active site and provide additional potency by interacting in
a mode analogous to the phosphotyrosine-containing peptide. Initial attempts
using 5- or 6-napthyl substitutions did not provide any additional activity. How-
ever, incorporation of the diamido chain at the 4-position yielded compound 3
(Fig. 12.3) with an approximate 40-fold gain in potency (Ki ~1 �M). The active site
contacts characteristic of the phosphate-mimic oxamate group were preserved in
compounds 2 and 3, but the X-ray structure documented a critical fact: the
napthyl ring system had flipped 180 degrees (Fig. 3 b of ref. [20]). Now the dia-
mide chain extended out of the active site and hydrogen-bonded to Asp48 in a bi-
dentate interaction similar to the one observed in the canonical pTyr substrate.
Moreover, the pentyl chain extension curled gently along a narrow passage and
pointed the way towards the second, noncatalytic phosphotyrosine site. The X-ray
structures of 2 (Fig. 12.4 a) and 3 (Fig. 3b of ref. [20]) complexed with PTP1B pro-
vided critical pieces of information by validating the initial fragment, showing the
binding mode and providing an initial extension group for attaching any second-
site ligands.

12.2.1.4 Discovery and Incorporation of the Second Fragment
The available amino acid sequence data suggested that the second site was much
less conserved among PTPs and thus could provide a handle on selectivity, espe-
cially against TCPTP [26]). Some initial crystallographic experiments with some
extended di-fluorophosphonates had suggested that reaching the second, noncata-
lytic phosphotyrosine site was possible (unpublished data). However, whether this
was possible to achieve using the naphthyloxamate head was still an open ques-
tion.

The ensuing strategy was to use the diamide anchor and the alkyl extension,
characterized earlier, to position groups that could interact with the critical resi-
dues in the second site. NMR screening monitoring the labeled 13C-methionine at
Met258 was used to identify compounds capable of specific binding near site 2.
Met258 was chosen because of its strategic position in site 2 (Fig. 12.4 a). The
screening was performed on a collection of approximately 10 000 compounds.
Screening hits for this site consistently exhibited much weaker potency
(Kd >1 mM) than the ones for site 1 and soaking experiments in PTP1B crystals
resulted in weak electron density peaks near site 2, but with very low occupancy.
Typical compounds found in this round of screening were small fused ring aro-
matic acids, such as 2-benzofuran, 2-benzothiophene and 2-quinolinecarboxylic
acids (Fig. 5 of ref. [20]). The X-ray soaking experiments suggested that some ap-
pear to lie “flat” in the shallow pocket that existed in the second ligand site near
Met258 (Fig. 12.4b; data not shown).

The inference was made that, given the compounds found to be active in the
NMR screen, it was reasonable to assume that a napthoic acid could also be a
ligand for site 2. Given the chemical feasibility and ease of synthesis, compound 4

256 12 Protein Crystallography and Solution-phase NMR Spectroscopy: Strategies and Tactics



was synthesized with full stereocontrol, starting from N-Boc-(S)-3-iodoalanine
methyl ester [20]. The Ki for inhibitor 4 was approximately 22 nM (N=3 measure-
ments). Thus, the second-site ligand provided a 25-fold improvement in inhibitory
activity. The conformation and position of the active-site fragment as well as the
diamide linker region were identical to the ones found in the independent frag-
ment (compound 3) and the additional napthoic acid made interactions with
Arg254 (2.6 Å) and Arg24 (2.8 Å) in site 2 (Fig. 3 c of ref. [20]). Although modest,
the double-site compound showed a two-fold selectivity in vitro over TCPTP
(Table 12.1), providing an initial proof of concept and validity of the fragment-
based approach to inhibitor design for PTP1B.

Table 12.1 Summary of the relative inhibition constants (Ki) between PTP1B
and TCPTP for selected inhibitors of PTP1B. Data extracted and adapted from
refs. [20, 27–31].

Phosphatase Compound
(�M) 1 2 3 4 6 7 9 12 13

PTP1B 290.0 40.0 1.1 0.02 0.08 0.02 9.0 7.0 0.9
TCPTP 160.0 40.0 1.1 0.05 0.40 0.07 180.0 160.0 20.0

12.2.1.5 The Search for Potency and Selectivity
Compound 4 demonstrated that the concept of double-site ligand with an initial
selectivity was possible, additional potency and a more robust selectivity factor
were the next goals. Further structure-based efforts led to the discovery of com-
pound 6, which provided an extended alkyl carboxylic acid quite suitable for high-
throughput amide bond formation. The presence of two arginine residues (Arg24
and Arg254) combined with the results of the second site screening suggested
that a negatively charged (acid) functionality might be an important part of any
site 2 ligand. This preference was confirmed by some initial chemical couplings
to compound 3, where it was found that the amino acid phenylalanine was 24-fold
times more potent than the phenyl group alone (Table 2 of ref. [27]). This initial
observation prompted the preparation of a library of different L-amino acids to be
coupled to the core template (6). Among them, L-methionine (7) was the most po-
tent of all (Ki = 80 nM) and exhibited a superior in vitro (5-fold) selectivity over the
proof-of-concept compound (4). The result also confirmed the importance of the
acid functionality since the corresponding ester was 7-fold less potent [27]. The
X-ray crystal structure of PTP1B complexed with 7 demonstrated unambiguously
these inferences (Fig. 12.4b) and showed the mode of binding of the free carboxyl
of L-Met to the second site pocket that included Arg24. In addition, the structure
showed that the lipophilic side-chain of L-Met extended along the hydrophobic
surface provided by Phe52 and Met258.
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12.2.2
Finding More "Drug-like" Molecules

12.2.2.1 Decreasing Polar Surface Area on Site 2
The milestone compounds previously discussed (4, 7) exhibited significant potency
(20–80 nM) and the latter one had an acceptable initial selectivity in vitro. However,
both of them were marked by very large polar surface area (PSA) dominated by the ex-
posed carboxylic groups as well as significant molecular weight issues (MW >500 Da).
The second-site NMR screening discussed earlier that unveiled a variety of small or-
ganic compounds, mostly acid-containing, also revealed two salicylic acids and a qui-
naldic acid (Fig. 2 and compounds 3–5 of ref. [28]). The dissociation constants for
these compounds (Kd) were in the sub-millimolar to low-millimolar range. The sali-
cylic-based ligands identified by the earlier NMR screen were considered particularly
attractive because of their superior affinity and wider structural diversity.

The X-ray structure of PTP1B with the amino-acid L-Met in the second site (7) dis-
cussed above (Fig. 12.4b) provided critical information to guide the strategy to link
this salicylic acid analogs to the existing scaffold. The amide of the methionine could
be replaced by an ether linkage to provide the same hydrogen bonding interaction
with Gln262. In order to preserve the salicylic acid feature of the site 2 ligands, a C2
symmetrical methyl 2,6-dihydrobenzoate was selected for the initial ether forma-
tion. The resulting inhibitor (8) exhibited good inhibitory potency and acceptable se-
lectivity (Table 12.1) and, more importantly, the PSA had been reduced by 15%, by
replacing the carboxylic acid in the second site by an ether-linked salicylate.

12.2.2.2 Monoacid Replacements on Site 1
After the efforts described above, the design and synthesis of new pTyr mimetics
with a mininum number of ionizable groups at physiological pH turned out to be
a tortuous path. A few analogs with no ionizable group were explored (Table 12.1;
compounds 9–12 of ref. [29]). However, although they offered the potential to hy-
drogen bond with the catalytic pocket, none of them showed any inhibitory activ-
ity. Thus, it appeared inevitable that any design should include at least one
charged interaction that could provide an anchor to the phosphate-binding pocket
of PTP1B. After several attempts, a 2-hydroxy phenoxy acetic acid analog on site 1
linked to the established salicylate moiety on site 2 (Fig. 12.3, 9a) showed low mi-
cromolar potency (Ki = 9 �M) against PTP1B and approximately 20-fold selectivity
over TCPTP in in vitro assays (Table 12.1). More importantly, this compound ex-
hibited a high level of membrane permeability (>10�10–6 cm s–1) in Caco-2 cell
permeability assays. It should be pointed out that the presence of the 2-hydroxy in
compound 9a facilitates the formation of the lactone form, making possible the
equilibrium between the lactone and acid forms (9a, 9b; Fig. 3 of ref. [29]). The ex-
istence of this equilibrium could be of some utility in bypassing poor cell perme-
ability in certain pharmacophores directed towards PTP1B. Nonetheless, the ra-
tios of the two forms under various physiological conditions is uncertain and in
this particular case the limited potency precluded further development.
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The X-ray structure of compound 9a established that the compound existed in
the hydroxy acid form. The binding is rather tight, with the WPD flap fully closed
in a manner analogous to other complexes reported where the flap is in the down
position. The salicylate component at the second site binds in the way that was
also found for other compounds (Fig. 3 of ref. [29]).

12.2.2.3 Core Replacement
In spite of the significant gains made in the “drug-like” properties of compounds
8–9a, the latter compound still exhibited a rather large PSA and its MW was too
large for further development. A replacement of the highly charged site 1 head
group was desirable, as well as a more compact linker design. To achieve these goals
focused libraries were designed, based on various heterocycle-containing monocar-
boxylic acids with low pKa values. The compounds in the libraries were tested in
the standard colorimetric pNPP hydrolysis assay and were found to be inactive
when tested at 300 �M. The inhibition constants were estimated to be around
900 �M. Screening of these compound libraries by NMR using PTP1B (1–288) se-
lectively labeled with 13C at the methyl groups of isoleucine residues (�1 only) un-
veiled an isoxazole carboxylic acid (10; Fig. 2 of ref. [30]) as a weak binder with an es-
timated Kd of 800 �M. The X-ray structures of 10 and a related analog (11, Fig. 12.5a)
containing a four-atom extension off the meta position of the phenyl ring (Ki =
150 �M) established the mode of binding of this novel core to the PTP1B active site
and a simple solution to link the isoxazole core to the methyl salicylate piece at the
site 2 ligand. Further conformational modification of the original peptide bond lin-
ker led to the identification of 12. This class of compounds represents a novel class
of inhibitors of PTP1B consisting of smaller, monocarboxylic acid cores. The critical
physico-chemical parameters of MW and PSA had been reduced from 682 Da and
220 Å2 (for compound 7) to 410 Da and 145 Å2 (for compound 12). The X-ray struc-
ture of 12 showed that the isoxazole carboxylic acid binds to the PTP1B active site
with the WPD loop in the closed conformation, with a bidentate interaction be-
tween the carboxylic acid and the side-chain of Arg221. The entire phenyl-isoxazole
ring system fits snugly in the hydrophobic pocket occupied by the phenyl ring of
the pTyr substrate. The remaining interactions observed in earlier compounds of
the salicylate-containing classes are maintained. The X-ray structure of the most po-
tent compound of the series, compound 13, is presented in Fig. 12.5 b using a sur-
face representation. Consistent with the more favorable physico-chemical para-
meters, compound 12 showed acceptable cell permeability in Caco-2 cell mem-
brane assays. More importantly, using COS-7 cells transiently transfected with exo-
genous PTP1B, the cells exhibited a dose-dependent effect in the reversal of depho-
sphorylation of STAT3 (signal transducer and activator of transcription 3) induced
by the overexpression of PTP1B. Further extension of the SAR of this novel class of
isoxazole carboxylic acid inhibitors of PTP1B using structure-based methods low-
ered the potency to a Ki of 0.9 �M, while retaining 20-fold selectivity over TCPTP
and cellular activity in the COS-7 cell assay (13) [31].
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Fig. 12.5
Crystal structures of PTP1B complexed with in-
hibitors of the isoxazole series. (a) Structure of
PTP1B with inhibitor 11 showing the environ-
ment of the binding pocket for this class of in-
hibitors. Notice the WPD loop in the down po-
sition, covering the inhibitor and the bidentate,
coplanar, interactions of the isoxazole head
with Arg221. (b) Structure of PTP1B with inhi-

bitor 13 in a transparent surface representa-
tion showing the close interactions on site 1
(isoxazole head), the short linker to site 2 and
the different interactions of the salicylate moi-
ety with Arg24 and Arg254 on the second site
(compare with Fig. 12.4b). Color scheme as in
Fig. 12.4. Fig. 12.5b reprinted from [29], with
permission from Elsevier, copyright 2004.



12.3
Case 2: MurF

12.3.1
Pre-filtering by Solution-phase NMR for Rapid Co-crystal Structure Determinations

12.3.1.1 The Target
MurF catalyzes the ATP-dependent formation of the UDP-MurNAc-pentapeptide.
This reaction is the last step in the first stage of the peptidoglycan biosynthetic
pathway [32]. The Mur enzymes in this pathway, which include all the murein en-
zymes, are potential targets for antibacterial design; further, the success of a com-
mercial product targeting the MurA enzyme provides validation for this pathway
as a source for the discovery of new antibiotics [33].

12.3.1.2 Triage of Initial Leads
As illustrated in Fig. 12.2 by the dashed line, normally initial hits identified by
HTS and or AS/MS screens are validated by solution-phase NMR prior to co-crys-
tallization attempts. Done largely for practical reasons, attempts to co-crystallize
every hit from HTS would be resource-heavy. Therefore, identified hits from high-
throughput methods are further validated by solution-phase NMR and priorities
for crystallization are determined. In the case of MurF, initial screening for com-
pounds that bind to MurF was done by AS/MS. Eleven unique compounds were
identified by this method as potential inhibitors. Fortunately, MurF was very
amenable to NMR techniques, providing readily interpretable 1H/13C-HSQC spec-
tra [34]. Thus, solution-phase NMR was used to triage the list of AS/MS hits and
corroborated the binding of two (Fig. 12.6) of the 11 hits. This information led to
the co-crystal structure determination of both of these lead compounds, individu-
ally, by protein crystallography [34].

The crystal structure of MurF from E. coli is known [35]; however, this unli-
ganded form of the enzyme presents a very different conformational picture
compared to the Streptococcus pneumoniae enzyme with either lead compound
bound. MurF is a large three-domain enzyme that, in the unliganded form, exhi-
bits an extended, open conformation. However, the co-crystal structures obtained
with the two lead compounds (see Fig. 12.6) reveal a “closed” conformation.
Further, Yan and coworkers noted difficulty in soaking ATP into the formed crys-
tals of the unliganded enzyme [35]. Attempts to obtain unliganded crystals of the
S. pneumoniae enzyme were unsuccessful: crystals of the enzyme could only be
obtained in the presence of reasonably potent compounds (IC50 better than
150 �M). As a consequence, all subsequent crystal structure determinations of
MurF in complex with inhibitors were done using crystals obtained by co-crystal-
lization experiments.
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12.3.1.3 Solution-phase NMR as a Pre-filter for Co-crystallization Trials
Protein crystallography may act as a guide for medicinal chemistry efforts focused
on lead optimization, provided rapid access to target-ligand structural information
as well as a robust activity assay are attainable. As noted, MurF crystals could only
be obtained by co-crystallization with reasonably potent compounds. For routine
target–ligand complex structure determinations, this method is more resource-
and time-consuming than traditional soaking techniques. In addition to this rate-
limiting step, the activity assay for the enzyme was difficult and throughput was
limited. The assay used is a modified radioactive assay [36] that requires three sub-
strates, of which one had to be obtained from crude bacterial extracts. Initially, sin-
gle-point assays were used to provide an initial indication of the potency, but this
imprecise method led to several unsuccessful crystallization attempts with com-
pounds that were thought to be reasonably potent.

In order to maintain throughput consistent with providing guidance to the on-
going medicinal chemistry efforts, solution-phase NMR spectroscopy was used as
a parallel filter for co-crystallization. Given the interpretable 1H/13C-HSQC spectra
that could be obtained for MurF in solution, as many as 50 compounds day–1

could be screened for confirmation of binding. The results of the solution-phase
NMR experiments were used successfully as a predictor for co-crystallization.
Further, these same data helped corroborate the IC50 data. In general, good corre-
lation between the binding was observed, as determined by NMR and IC50 values
determined from the activity assay (see Fig. 12.7). This combination of solution-
phase NMR pre-screening and subsequent target–ligand co-crystal structure deter-
mination allowed for rapid structure determinations, which could in turn be used
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Fig. 12.6
Schematic chemical structures of the two lead compounds for
the MurF program verified by solution-phase NMR to be valid
hits.



to guide medicinal chemistry efforts, creating an efficient optimization process re-
sulting in significant (> 40-fold) potency improvement over the original lead com-
pounds [37]. The compounds’ lack of antibacterial activity in bacterial growth as-
says allowed for prompt termination of the project.

12.4
Conclusion

A brief review of the strategies and tactics used in our laboratory that combine the
use of solution-phase NMR and protein crystallography in structure-based drug
design is presented. The interwoven roles of these two critical structural methods
are discussed, with special emphasis on their use in lead identification and valida-
tion, lead optimization and the discovery of compounds with favorable PK proper-
ties. Examples from PTP1B and MurF are used to illustrate the strategies taken.

Low-affinity fragments discovered by NMR screening were progressively opti-
mized using linking strategies and structure-based methods to design and synthe-

26312.4 Conclusion

Fig. 12.7
Bar graph comparing the percentage of com-
pounds that were shown to bind by NMR, had
a normal IC50 curve and co-crystallized with
MurF. Good agreement was observed for com-
pounds that were shown to bind by NMR,
exhibited normal IC50 curves and successfully
produced co-crystals. A small percentage of

compounds that exhibited high Hill slopes
also showed binding by NMR. Of the com-
pounds that did not bind in the solution-phase
NMR experiment, a significant percentage had
normal IC50 curves, underlying the importance
of having the corroborating information from
solution-phase NMR.



size nanomolar inhibitors of PTP1B. Leads with superior PK properties were
found by more sensitive NMR-based screening methods, using selective 13C label-
ing of methyl groups of isoleucine residues. Structure-based optimization of these
more drug-like molecules using fragment assembly resulted in cell-active PTP1B
inhibitors with limited in vitro selectivity against TCPTP.

Structure-based drug design programs often encounter targets that are difficult
to crystallize, have a complicated assay, or both. Integrating the structural biology
effort in the manner shown in Fig. 12.2 greatly increases the chances for success-
ful structure-based design, even in these more difficult situations. As demon-
strated in Case 2, using solution-phase NMR spectroscopy to verify the binding of
MurF inhibitors prior to co-crystallization kept the protein crystallography and
medicinal chemistry efforts tightly coupled during the optimization process. This
allowed the 3D structural information provided by crystallography to be used as a
guide for chemical modifications of the parent compound, resulting in the suc-
cessful optimization of the lead series.
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13
Ligand SAR Using Electrospray Ionization Mass Spectrometry
Richard H. Griffey and Eric E. Swayze

13.1
Introduction

High-throughput screening for the identification of hits appropriate for further
medicinal chemistry is now well established in the drug discovery process. For
many classes of targets, screening for active site inhibitors yields a sufficient num-
ber of hits such that additional selection criteria can be applied, such as drug-like-
ness and pharmacokinetic properties. However, classes of targets with open inter-
action surfaces, such as protein–protein complexes and RNA, produce low initial
hit rates. Also, effective inhibition of these targets may require multiple interac-
tions with the ligand; and the resulting leads may have complex structures. Such
leads are unlikely to be discovered directly, and various strategies to identify and
link hits for generation of leads have been devised (as discussed elsewhere in this
book).

We describe a generic and efficient tool for the identification and elaboration of
hits against both classes of target. Electrospray ionization mass spectrometry
(ESI-MS) provides extremely gentle ionization conditions that allow low-affinity
(~100–250 �M) protein–ligand and RNA–ligand complexes to transit from solu-
tion into the gas phase. These complexes can be detected using many types of
mass analyzers, including time-of-flight, quadrupole, ion trap, or Fourier trans-
form spectrometers.

ESI-MS methods have many advantages for the characterization of hits and
leads. The utility of ESI-MS for the ionization, detection, and characterization of
non-covalent complexes of nearly every type of biomolecule has now been de-
scribed in > 400 publications and more than 20 review articles [1–4]. Mass spectro-
metry has a major advantage over other screening methods: the identities and
abundances of different complexes can be determined from direct observation,
since the mass of every molecule serves as the intrinsic detection “label”. ESI-MS
has been used to characterize various features of protein–protein, protein–DNA,
protein–RNA, and DNA–DNA complexes, including solution binding affinities,
macromolecular and ligand binding stoichiometry, and competitive versus concur-
rent binding. Molecular interactions with dissociation constants ranging from
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nanomolar to millimolar can be characterized using ESI-MS. Once isolated in the
gas phase, non-covalent complexes can be interrogated via dissociation (MS/MS)
to determine binding sites or can be probed for structural features using ion–mo-
lecule reactions (such as hydrogen–deuterium exchange). It is important to re-
member that target–ligand interactions are not at equilibria in the gas phase and
do not reform if they dissociate in the MS instrument. Hence, care must be taken
to chose and optimize the proper combination of instrument operation and solu-
tion conditions to insure success.

ESI-MS screening can be performed with a variety of ligand classes. The bind-
ing of hydrophobic and charged ligands can be detected. The size of the protein or
RNA target is limited only for direct observation, where the increased energy re-
quired for desolvation may disrupt non-covalent complexes. ESI-MS has advan-
tages over other methods for speed, specificity, sensitivity, and the ability to ob-
serve directly the stoichiometry of ligand binding. Here, we note additional advan-
tages of ESI-MS/MS to determine the structure of a ligand and to map the binding
site on the target. We do not cover the detection of non-covalent complexes using
matrix-assisted laser-desorption ionization mass spectrometry (MALDI).

13.2
ESI-MS of Protein and RNA Targets

13.2.1
ESI-MS Data

Signals from peptides, proteins, and nucleic acids are distributed in an ESI-MS
spectrum as a function of the macromolecule’s mass-to-charge ratio (m/z), rather
than the mass. Even large proteins and their complexes (up to 1 MDa) generate
signals that can be detected with high sensitivity by a variety of mass analyzers,
such as quadrupole, ion trap, Fourier transform ion cyclotron resonance (FT-ICR),
and time-of-flight (TOF) spectrometers. Typically, complexes of folded proteins or
nucleic acids in solution generate signals at a limited number of charge states
(e.g., m/z values) once moved into the gas phase. These multiple signals improve
the accurate measurement of the molecular mass, especially when a signal from
the free protein or nucleic acid is present as an internal calibrant. Several review
articles have been written describing ESI-MS parameters important for the obser-
vation of non-covalent complexes using ESI-MS [5]. We touch on these instrumen-
tal parameters and solution conditions that affect detection of non-covalent com-
plexes below.

13.2.2
Signal Abundances

Signal abundances for ligand complexes generally are dominated by the proper-
ties of the macromolecule. Hence, a comparison of the abundance of signal from
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free protein/nucleic acid and a ligand complex reflects solution equilibrium. A
variety of methods can be used to determine dissociation constants, including
Scatchard analysis or fitting to a binding polynomial [6].

Solution Conditions are Critical
Most ESI-MS instruments can produce signals from low-nanomolar concentra-
tions of proteins, and ~50–150 nM concentrations of RNA. However, ESI-MS ex-
periments must be performed using volatile buffers that prevent non-specific ad-
duction of counterions (i. e., phosphate, sodium) to the molecule of interest. Ac-
ceptable buffers include ammonium or alkylammonium acetate or formate; and a
volatile zwitterionic buffer such as glycine may also be used. Typical buffer con-
centrations range from 10 mM to 150 mM, as required to insure proper folding in
solution. Metals required for activity, such as zinc or magnesium, may be em-
ployed at concentrations (10–100 �M) below their non-specific KD for the target.
Low concentrations of reducing agents such as dithiothreitol may also be added to
the solutions. The addition of polyethylene glycol should be avoided. For RNA and
DNA, an organic co-solvent such as methanol or isopropanol may be added to en-
hance the rate of macromolecular desolvation. Care must be taken to insure that
the mixture of solvent, salt, and buffer does not alter the solution conformation of
the macromolecule of interest. However, on most types of mass spectrometers,
the ESI-MS conditions can be adjusted to take a “snapshot” of a solution binding
equilibrium. Experiments should be performed with either the target or the ligand
concentrations below the anticipated KD, to insure that a true equilibrium binding
is being measured. This limits the utility of ESI-MS for the characterization of
high-affinity interactions, but is ideal for detecting weak complexes.

Description of Basic ESI-MS Parameters
Owing to the large number of instrument configurations and electrospray source
designs presently in use, it is difficult to describe a universal set of parameters to
be used for the structure–activity relationship (SAR) studies of complexes. We de-
scribe, in general terms, the electrospray source parameters that must be properly
adjusted to achieve the requisite “gentle” source conditions to avoid unintentional
dissociation of non-covalent complexes in the electrospray source. These para-
meters are divided into three general categories; and each has a significant influ-
ence on the extent to which non-covalent complexes survive the desolvation pro-
cess. Because these parameters are interdependent, careful optimization is often
an iterative process. Below, we discuss aspects of three key source parameters: ca-
pillary–skimmer potential difference, pressure, and temperature in the interface
region.

Potential Difference
In most ESI source designs, there is a region of intermediate pressure in the first-
stage vacuum region, operating at a few torr, where collisional activation can be in-
duced when a potential difference is applied between adjacent ion-focusing ele-
ments. In ESI sources employing a heated metal capillary, the ESI emitter is nor-
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mally run at a high potential (± 1–5 kV) relative to the desolvation capillary operat-
ing at a modest potential (0–150 V). Immediately adjacent to the low-pressure end
of the desolvation capillary is the first (and often only) skimmer cone. It is the po-
tential difference between the desolvation capillary and this skimmer cone that
controls the extent of collisional activation the ions experience as they traverse the
first vacuum stage. Similarly, while ESI source designs utilizing a glass capillary
often operate with the ESI emitter grounded and the front of the capillary biased
at a high potential to establish the electrospray plume, the voltage on the low-pres-
sure side of the capillary is independently adjusted to control the extent of colli-
sional activation induced in the capillary–skimmer region. Careful control of the
capillary–skimmer potential difference allows one, for example, to detect intact
transition metal ion complexes, while an excessive potential difference can result
in complete dissociation.

Other factors, such as the amount of buffering agent present in solution, the
temperature of the interface, and the pressure in the capillary–skimmer region
also can have a significant influence on the behavior of the source, vide infra. The
reader is encouraged to become proficient with an appropriate model system be-
fore attempting studies of unknown or putative complexes.

Pressure in the Interface Region
Another important parameter that typically is not adjustable on commercial ESI
sources is the effective gas pressure in the interface region between the capillary
inlet and the mass detector. The large pressure drop in this region leads to a
supersonic expansion of the incoming ions that can result in significant ion heat-
ing (or cooling), depending on the effective pressure. Manipulating the pressure
in the first vacuum region directly affects the number of collisions the ions experi-
ence as they traverse the capillary–skimmer junction. Control of the pressure in
this region, either by throttling the rough pump that pumps the first vacuum
stage or by leaking-in additional buffer gas, can profoundly influence the extent to
which non-covalent complexes survive the desolvation process [7].

Capillary Heating
All ESI-MS instruments provide a mechanism to effect desolvation through heat-
ing the charged droplets. While the hardware designs and underlying approaches
to heating the ESI source vary substantially from vendor to vendor, the common
goal of these configurations is to allow the operator to control a key parameter
that directly influences the rate and extent of desolvation of the electrospray dro-
plets. With the heated metal capillary interface, there is generally a minimum
temperature that must be employed to effect efficient desolvation of macromole-
cules. Excessive heat disrupts non-covalent complexes and, in extreme cases, dis-
rupts covalent bonds via thermally induced dissociation. It should be noted that
the “right” temperature depends on the size of the non-covalent complex, buffer
system, and instrument. In many cases, conditions can be identified where a very
weak interaction such as binding of water molecules or ammonium/acetate ions
can be used as a measure of the “harshness” of the ESI ion desolvation process.
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Additional Considerations
In the gas phase, it is possible to detect ligand–target interactions stabilized by
many types of molecular interactions. Coulombic interactions among charged
species readily move from solution to the gas phase. However, dipole–dipole and
H-bond–mediated interactions also are detected easily, as they are strengthened in
the absence of waters of hydration. The stringency of the mass spectrometry assay
can be adjusted as described above to eliminate or facilitate detection of low-affi-
nity ligands.

Proper design of control experiments is also integral to interpretation of the
data. Low-affinity ligands can bind to the surfaces of charged macromolecules in a
non-specific fashion. Such interactions are detected readily by counterscreening
against a control target with a different geometry or structure. As discussed below,
other methods may be employed to assess binding specificity at the correct site,
such as competitive screening in solution with a known inhibitor or determina-
tion of activation energies for gas-phase dissociation.

13.3
Ligands Selected Using Affinity Chromatography

ESI-MS has established utility as a multichannel, parallel detector for the identifi-
cation of individual constituents in a mixture, based on the accurate measurement
of molecular mass. ESI-MS has been combined with a variety of chromatographic
techniques to identify ligands that bind protein targets, including frontal affinity
chromatography, capillary zone electrophoresis, pulsed ultrafiltration chromato-
graphy, and immunoaffinity chromatography. The choice of an appropriate solu-
tion–phase separation technique is a function of many considerations, but any
technique must yield fractions of compounds from a mixture in a form suitable
for ESI-MS. Hence, methods such as ion exchange chromatography that require
non-volatile salts are not easily interfaced to ESI-MS instruments, while reversed-
phase and affinity-based selection techniques with tagged proteins are adapted
readily.

Many of the concepts important for MS-based methods were highlighted by
Wieboldt et al. in studies of compounds mixtures binding to diazepam antibodies
[8]. Pools of known and unknown benzodiazepines were prepared (each at 1 �M
concentration) and screened for binding to five antibodies (100 nM solution)
raised against specific compounds. The low-affinity ligands were removed using
an ultrafiltration membrane; and bound ligands were eluted from the protein
using a trifluoroacetic acid wash step. This wash was fractionated using reversed-
phase chromatography and individual compounds eluting from the column were
identified via ESI-MS using a tandem mass spectrometer. The capture efficiency
was evaluated as a function of protein concentration, competitive inhibition of
binding by a preferred ligand, and changes in the relative affinity of the ligands
for the target. ESI-MS/MS also was used to identify an unknown component that
bound with high affinity from a mixture.
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13.3.1
Antibiotics Binding Bacterial Cell Wall Peptides

Complexation between vancomycin, ristocetin A, teicoplanin and two bacterial
cell-wall analogues, Ac2-L-Lys-D-Ala-D-Ala and Ac-D-Ala-D-Ala in aqueous solu-
tions was examined by positive-ion electrospray mass spectrometry (ESI-MS) and
capillary zone electrophoresis (CZE/ESI-MS) [9]. The ESI-MS data demonstrated
that simple complexes between monomeric antibiotics and either peptide could
be observed, along with complexes ranging from the simple homodimer of the
antibiotic to more complex associations of the type [(antibiotic)2 + (tripeptide)3].
The same data also demonstrated that the homodimers of the investigated antibio-
tics are significantly suppressed in the presence of the tripeptides. CZE/ESI-MS
was used to confirm that the complexes between the antibiotic and the tripeptide
were present in the solution prior to their introduction into the mass spectro-
meter.

Jorgensen et al. studied the effects of peptide length, stereochemistry, and pH
on the solution affinities of vancomycin and ristocetin using ESI-MS [10]. They
observed a strong correlation between solution affinities measured using CD and
ESI-MS as a function of peptide composition, length, and solution pH. The effect
of capillary desolvation conditions was determined; and a narrow operating range
was observed where the complex was desolvated, versus conditions where the
abundances of the peptide–antibiotic complex (and measured association con-
stants) were reduced due to gas-phase, collisionally activated dissociation.

Van de Kerk-van Hoof and Heck measured solution phase affinity constants for
�- and �-avoparcin for a series of bacterial cell wall receptor-mimic peptides using
ESI-MS [11]. The affinity constants were similar to those observed for vancomycin,
though �-avoparcin displayed higher affinity than �-avoparcin. Given the similari-
ties in structure with vancomycin, these results support the hypothesis that the
appearance of vancomycin-resistant enterococci might be linked to the widespread
use of avoparcin in agricultural settings.

13.3.2
Kinases and GPCRs

Annis et al. used affinity chromatography and ESI-MS to identify ligands that
bind competitively to the Akt-1 and Zap-70 kinases and a G protein-coupled recep-
tor [12]. Their method uses two chromatography steps. An initial affinity selection
is performed using a rapid (15–20 s) size-exclusion chromatography (SEC), where
compounds binding the target of interest are separated from free ligands. The
complex is identified from the UV absorption and loaded automatically onto a
C18 column. A high-temperature, reversed-phase chromatography step separates
ligands from the complex and each other prior to mass spectrometry detection.
The SEC is performed at several concentrations of a known inhibitor; and the
ESI-MS response for the ligand of interest is plotted as a function of the inhibi-
tor’s concentration. Competitive inhibitors can be distinguished from allosteric in-
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hibitors or compounds that bind concurrently from the shape of the binding
curve. The experiment can be performed with several compounds in parallel; and
their relative affinities for the target can be ranked. The authors demonstrated
mixed mode inhibition (direct competition and non-competitive binding) for a
Merck compound with the ATP binding site of Akt-1. They also identified high
affinity ligands for the acetylcholine receptor M2, a G protein-coupled receptor.
The members of the ligand pool were competed off the receptor with increasing
concentrations of atropine. Among a series of related compounds, the highest affi-
nity ligand detected with MS also showed activity in tissue, and a SAR relation-
ship could be established.

13.3.3
Src Homology 2 Domain Screening

Kelly et al. [13] were among the first to use affinity chromatography to separate li-
gand complexes for the Src homology 2 domain of phosphatidylinositol 3-kinase
from combinatorial pools of compounds, coupled with ESI-MS for identification
of the ligands. They demonstrated the critical importance of placing a methionine
residue at +3 in a 361-member hexapeptide library derived from a phosphonodi-
fluoromethylphenylalanine residue. Initial fractions were collected from a high
salt wash at pH 7.5 (unbound ligand), followed by three washes at pH 4.5, pH 3.5,
and with TFA. The pH 3.5 wash contained the majority of high-affinity ligands
and was selected for further analyses. Several mass combinations could be as-
signed to isobaric sets of potential ligands; and the authors used MS/MS to iden-
tify the high-affinity ligands, based on their fragmentation pattern.

Lyubarskaya et al. [14] demonstrated the utility of capillary isoelectric focusing
coupled with ESI-MS detection for screening a mixture of phosphorylated pep-
tides for binding to the Src homology 2 domain. The solution mixture of potential
ligands and protein was separated and concentrated using CIF. Following ioniza-
tion, the high-affinity complexes were further separated, based on mass in the gas
phase, and ligands were identified via dissociation of the complexes in the gas
phase. In another paper, Dunayevskiy et al. simultaneously measured dissociation
constants for 19 FMOC tetrapeptides to vancomycin, using affinity capillary elec-
trophoresis with ESI-MS detection, and observed a good correlation with results
obtained using capillary electrophoresis with UV detection [15].

Bligh et al. [16] used ESI-MS to measure the dissociation constants between
three classes of ligands and the Src SH2 domain. The ligands containing phos-
phonate groups bound with dissociation constants of 3–9 �M, comparable to va-
lues obtained using fluorescence depolarization. The compound with a sulfonate
group bound more weakly (~100 �M). Two binding sites, with KD values of 9.3 �M
and 193 �M, were detected for one of the phosphonate ligands. The correct bind-
ing model could only be selected based on the ligand stoichiometry data obtained
with ESI-MS.
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13.3.4
Other Systems

A combined affinity purification-mass spectrometry approach has been used to
analyze protein–peptide interactions in a mixture [17]. The affinities of mixtures
of ligands were determined for Mena protein and a tubulin-specific antibody. Pep-
tides that bound Mena were selectively purified from a tryptic digest of ActA, and
could then be mapped back onto the ActA sequence. Similarly, peptides were
identified from a digest of tubulin that bound with high affinity to a tubulin-speci-
fic antibody. Affinity mass spectrometry allowed the mapping of sequential bind-
ing motifs from two interacting proteins.

Frontal affinity chromatography coupled online to mass spectrometry (FAC/MS)
has been used to estimate binding constants for individual protein ligands present
in mixtures of compounds [18]. In this study, FAC/MS is used to determine enzyme
substrate kinetic parameters and binding constants for enzyme inhibitors. Recom-
binant human N-acetylglucosaminyltransferase V was biotinylated and adsorbed
onto immobilized streptavidin in a microcolumn (20 �l). The enzyme was shown
to be catalytically competent, transferring GlcNAc from the donor UDP-GlcNAc to
beta-d-GlcpNAc-(1	2)-alpha-d-Manp-(1	6)-beta-d-Glcp-OR acceptor giving beta-
d-GlcpNAc-(1	2)-[beta-d-GlcpNAc-(1	6)]-alpha-d-Manp-(1	6)-beta-d-Glcp-OR
as the reaction product. The kinetic parameters Km and Vmax for the immobilized
enzyme could be determined by FAC/MS and were comparable to those measured
in solution. Analysis of a mixture of eight trisaccharide analogs in a single run
yielded KD values for each of the eight compounds ranging from 0.3 �M to 36 �M.
These KD values were two to ten times lower than the inhibition constants, KI

values, determined in solution using a standard radiochemical assay. However, the
ranking order of KD was the same as the ranking of KI values. FAC/MS assays can
therefore be employed for the rapid estimation of inhibitor KD values, making it a
valuable tool for enzyme inhibitor evaluations.

Synthetic RS20 peptide and a set of its point-mutated peptide analogs have
been used to analyze the interactions between calmodulin (CaM) and the CaM-
binding sequence of smooth-muscle myosin light-chain kinase, both in the pre-
sence and the absence of Ca2+ [19]. Particular peptides, which were expected to
have different binding strengths, were chosen to address the effects of electrostatic
and bulky mutations on the binding affinity of the RS20 sequence. Relative affi-
nity constants for protein/ligand interactions have been determined using electro-
spray ionization and Fourier transform ion cyclotron resonance mass spectrome-
try. The results evidence the importance of electrostatic forces in interactions be-
tween CaM and targets, particularly in the presence of Ca2+, and the role of hydro-
phobic forces in contributing additional stability to the complexes both in the pre-
sence and the absence of Ca2+.

Zechel et al. used time-resolved ESI-MS to monitor formation of a covalent
complex between a xylanase and a UV-labeled substrate [20]. ESI-MS is very
powerful for this type of study, since signals can be observed from the free pro-
tein, the complex between the protein and substrate, the protein and the inter-
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mediate product, and the protein and the final product. A time resolution of
10–50 msec can be realized with the ESI-MS instrument. It could be demon-
strated that the steady-state concentration of the enzyme-intermediate complex
reached 95% of the available protein at saturating concentrations of substrate.
The kinetic parameters determined using ESI-MS were identical to those deter-
mined using stopped-flow UV spectroscopy.

13.4
Direct Observation of Ligand–Target Complexes

The earliest reports describing the potential of ESI-MS for screening of combina-
torial libraries were a series of papers from the laboratories of Smith and White-
sides [21, 22]. They described the competitive binding of a series of aryl sulfona-
mides to bovine carbonic anhydrase II, using FT-ICR ESI-MS. They showed that
the observed relative ion intensities from the complexes correlated with the
known solution affinities (nanomoles to micromoles). Further, the complexes
were not detected when the protein was denatured prior to the ESI-MS experi-
ment. Signals were detected from individual compounds in the mixture, based on
accurate measurement of exact mass, even for mass differences of < 14 Da in a
complex with a molecular mass >25 kDa. Further, they could observe dissociation
of the ligands from the complex. They studied series of compounds derived from
amino acids; and they were able to establish the identity of the best inhibitors by
performing MS/MS on ligands dissociated from the ions of the complex with car-
bonic anhydrase initially isolated in the gas phase using selective ion accumula-
tion methods.

In subsequent papers, Gao et al. studied the binding of much larger libraries
(256 compounds) to carbonic anhydrase (CA) [23, 24]. The first paper describes
the use of electrospray ionization–mass spectrometry (ESI-MS) to screen two
libraries of soluble compounds to search for tight binding inhibitors for CA. The
two libraries, H2NO2SC6H4C(O)NH-AA1-AA2-C(O)NHCH2CH2CO2H where AA1

and AA2 were l-amino acids (library size: 289 compounds) or d-amino acids
(256 compounds), were constructed by attaching tripeptides to the carboxyl group
of 4-carboxybenzenesulfonamide. Screening of both libraries yielded, as the tight-
est binding inhibitor, compound 1 (AA1 = AA2 = l-Leu; binding constant KA =
1.4�108 M–1). The second paper describes the use of ESI-FTICR-MS to study the
relative stabilities of noncovalent complexes of carbonic anhydrase and benzene-
sulfonamide inhibitors in the gas phase. Sustained off-resonance irradiation colli-
sion-induced dissociation was used to determine the energetics of dissociation of
these sulfonamide complexes in the gas phase. When two molecules of a benzene-
sulfonamide were bound simultaneously to one molecule of carbonic anhydrase,
one of them was found to exhibit significantly weaker binding upon sustained off-
resonance irradiation. In solution, the benzenesulfonamide group coordinated as
an anion to a zinc ion bound at the active site of the enzyme. The gas phase stabi-
lity of the complex with the weakly bound inhibitor was the same as that of the in-
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hibitor complexed with apoCA (CA with the zinc ion removed from the binding
site). These results indicate that specific interactions between the sulfonamide
group on the inhibitor and the zinc ion on CA were preserved in the gas phase.
Experiments also showed a higher gas phase stability for the complex of para-
nitro-benzenesulfonamide-CA than that for ortho-NO2-benzenesulfonamide-CA
complexes. This result is consistent with steric interactions of the inhibitors with
the binding pocket of CA paralleling those in solution.

Jorgensen et al. studied the correlation between ESI-MS determined KA values
and those obtained using solution circular dichroism (CD) [10]. They demon-
strated that vancomycin and ristocetin bound a series of d and l di- and tripep-
tides with affinities that matched the solution values. They derived equations to al-
low the calculation of binding constants for each member of a mixture of ligands
and showed that the affinities were similar for a range of peptide concentrations
around the solution KA values for vancomycin. Further, the pH-dependence of the
binding was identical for the ESI-MS and CD methods. In addition, they studied
the effect of varying the skimmer voltage on the apparent ESI-MS KA. The appar-
ent KA values were a function of the dissociation energy; and operating conditions
should be selected that optimize desolvation without inducing dissociation of the
non-covalent complex.

13.4.1
Observation of Enzyme–Ligand Transition State Complexes

Borchers et al. [25] used FTICR-ESI-MS to detect water molecules bound with
high stability to the dimer of E. coli cytidine deaminase complexed with a transi-
tion state analog. The native protein binds two zinc atoms in the active site and
forms a tight complex with 5-fluoropyrimidine-2-one (MW 246.07 Da). Through
accurate measurement of molecular mass, they determined that two waters of
hydration remained bound to the active protein dimer of the 31.5 kDa protein in
the gas phase. Complexes with one and two bound inhibitors could be observed.
Modeling shows these waters occupy the site normally filled by the departing am-
monia molecule. The data suggests that improved inhibitors of the enzyme could
be designed through incorporation of a group to fill the space of the bound water
molecule.

13.4.2
Ligands Bound to Structured RNA

The Tar RNA stem-loop of HIV is an attractive target for drug discovery. During
the viral life cycle, the Tar RNA binds tat protein and facilitates assembly of a com-
petent transcriptional complex. Mei and co-workers screened >100 000 com-
pounds for inhibitors of the Tar-tat interaction. They identified four ligands that
bound the RNA and studied them using ESI-MS [26]. The compounds were
shown to make contacts with the three-base internal UCC bulge, through chemi-
cal replacement of the upper tetraloop [27].
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Similar methods have been applied to drug discovery efforts directed toward the
5�-UTR region of the hepatitis C virus (HVC) genomic RNA. This region contains
a highly conserved structured RNA shown to be crucial for viral replication and
translation, presumably by serving as an internal ribosomal entry site (IRES).
Screening of a library of compounds for binding to a particular subdomain of the
HCV IRES led to the identification of a hit having relatively weak affinity and
modest selectivity for the target RNA. Using an MS-guided chemical optimization
approach, this weak hit was elaborated into a lead structure which had sub-micro-
molar affinity for the target RNA and activity in a cellular assay [28].

Binding of multiple 2-deoxystreptamine (2-DOS) ligands to a model of the bac-
terial 16S rRNA A site was described by Griffey et al. [29]. They detected two bind-
ing sites for the 2-DOS aminosugar to the RNA at high (100 �M) ligand concen-
trations. The binding affinity for the second site contained fewer hydrogen bonds
to the RNA, as evidenced by differences in the energy required to effect collision-
ally activated dissociation (CAD) of the binary and tertiary complexes in the gas
phase. These results were consistent with molecular models of 2-DOS binding to
the RNA, where a second binding site was identified where the D-ring of paromo-
mycin normally binds.

13.4.3
ESI-MS for Linking Low-affinity Ligands

The low hit rates for RNA targets in traditional HTS assay formats can be traced to
difficulties in detecting and accurately measuring low-affinity interactions between
small molecules and the RNA. We have developed a high-throughput MS-based as-
say that directly measures ligand affinities of 0.01–1000.0 �M for RNA targets. In
contrast to traditional HTS assays, the MS-based assay accurately quantifies binding
affinity, stoichiometry, and specificity over a wide range of ligand KD values. This
highly quantitative information allows a pattern of SARs to emerge, even among re-
latively weak binders, and guides elaboration to higher-affinity compounds.

These advances in screening methods allow extension of drug design ap-
proaches that exploit information derived from studying weak ligand–target inter-
actions such as “SAR by NMR” to RNA targets employing the MS-based assay.
This “SAR by MS” process (Fig. 13.1) begins by screening a set of compounds for
prospective binding affinity for an RNA target of interest. The new “motifs” that
bind to the RNA are identified and the specific nature of their binding is probed
through chemical elaboration and/or additional MS experiments. Ultimately, the
accumulated SAR for a particular target suggests a pharmacophore hypothesis
comprising key structural features of two or more ligands. This, in turn suggests
that these motifs be incorporated into a single chemical entity. The concept that
appropriate linking of two or more weak binding motifs will provide a large gain
in binding energy has been demonstrated in several applications of the SAR by
NMR strategy, as well as a combinatorial chemistry based approach.

The SAR by MS method has been used to identify a new class of ligand for the
1061A region of the bacterial 23S rRNA [30]. This portion of the rRNA interacts
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with the protein L11 and is the site of binding for the antibiotic thiostrepton. Our
initial attempts at lead discovery for this antibacterial target via traditional HTS as-
says afforded extremely low hit rates. Although a crystal structure of the RNA–pro-
tein interaction is available, it is not amenable to traditional structure-based ra-
tional drug design approaches due to the large and complex nature of the interac-
tion, making it an ideal target for the ligand-based approach offered by the SAR
by MS strategy.

A screen of compound libraries revealed two classes of motifs (Fig. 13.2) that
displayed an interesting SAR toward the U1061A RNA target (Fig. 13.3). The
A-series ligands (A1–A6) are peptidic in nature, with the C-terminal and N-term-
inal ends of a d-amino acid moiety substituted with piperazine and carboxamide
units, respectively. A positively charged side-chain is clearly beneficial for binding,
as unsubstituted and neutral substituted derivatives display poor affinity. The
N-substitution on the amino acid was less important, as A1, A5, and A6 all showed
similar affinity. The B-series motifs (B1–B6) contained piperazinyl-substituted aryl
carboxylic acids. From this screen, the quinoxalin-2,3-dione unit of B5 emerged as
an important pharmacophore unit, as other aryl piperazines such as B6 showed
no affinity. We next prepared a series of related structures having various substitu-
tions off the motif B quinoxalin-2,3-dione carboxyl group. The SAR indicates that
diverse substitution off the quinoxalin-2,3-dione is tolerated and that there is sub-
stantial space for attaching pendant groups at the carboxylic acid position.

In order to further study the spatial relationships of motif binding to the
U1061A construct, competition experiments were performed between several
ligands that bind the RNA when examined singly. Because the ligand classes A
(peptidic) and B (quinoxalin-2,3-dione) are distinctly different from a structural
point of view, it was postulated that they occupy different binding locations on the
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Fig. 13.1
The SAR by MS screening and lead optimization paradigm.



target RNA. That this is the case was made evident by a competition experiment,
in which a ternary complex consisting of the U1061A RNA, A1 and B1 was ob-
served (concurrent binding, Fig. 13.4). In contrast, the propyl-substituted ligand
(B2) was completely displaced from the target RNA by the stronger-binding A1
and no ternary complex was observed (competitive binding). Interestingly, the al-
lyl-substituted ligand (B3) only binds the target RNA in the presence of A1 (the
ternary U1061A:A1:B3 is observed), but no U1061A:B3 complex is evident. This
is suggestive of cooperative binding, as B3 does not bind the target in a competi-
tive setting unless A1 is also bound. A possible explanation for the differences
found between the allyl- and propyl-substituted ligands is that the alkene of the al-
lyl group interacts favorably with the aromatic furan of A1, allowing for the forma-
tion of a ternary complex despite the close proximity of binding sites indicated by
the competition of A1 and B2.
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Fig. 13.2
Structures of selected motifs screened against the 23S rRNA L11
binding site subdomain. (a) Peptidic motif (series A).
(b) Quinoxalin-2,3-diones (series B).



The information derived from these simple competition experiments provides a
“molecular ruler” with which to gauge the separation of the binding sites on the
target RNA. Based on the binding data obtained, a linking hypothesis is suggested
whereby motif A1 is separated by three atoms from the quinoxaline-dione of motif
B1. The similar affinity of A1, A5, and A6 suggests that the aromatic portion of
motif A is not critical, and may serve as an appropriate linking position. To test
this hypothesis, several rigid and flexible linkers of the appropriate length were
prepared via a solid phase synthesis, employing palladium-catalyzed cross-cou-
pling reactions as the key linker assembly step. The linked compounds 10 were
evaluated both for binding affinity to the U1061A target, as well as for their ability
to inhibit bacterial transcription/translation in a cell-free functional assay
(Fig. 13.5). The linked compounds 10a–10f all bound markedly tighter to the tar-
get RNA than the parent motifs (estimated KD values of 6–50 �M vs >100 �M for
the motifs) and also displayed considerable sensitivity to linker size and orienta-
tion. Of particular note is the lower affinity for the flexible linker 10f. This is con-
sistent with the dynamic and flexible nature of RNA targets and highlights the im-
portance of providing a rigid framework for binding elements. In contrast to the
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Fig. 13.3
Normalized binding intensities of the RNA:ligand complexes
relative to the parent RNA. (a) Screens performed using 50 �M
ligands + 2 �M RNA. (b) Screens performed using 150 �M
ligands + 2 �M RNA.
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Fig. 13.4
ESI-MS competition experiments with ligands.
Ligands A1 and B1 bind concurrently to the
RNA target. In contrast, ligands A1 and B2
bind competitively, with only the complex due
to binding of A1 observed. Ligands A1 and B3

exhibit cooperative binding, as binding of B3
to RNA is not observed unless A1 is present.
The propyl and allyl groups thus serve as
“molecular rulers”, with an optimal separation
of ligands A and B consisting of three atoms.

Fig. 13.5
Dissociation constant (KD) and bacterial transcription/trans-
lation (T/T) IC50 for linked structures.



flexible linker, the rigidly linked 10a displays a 20-fold enhancement in affinity for
the RNA target relative to the motif ligands, with a KD of 6.5 �M. Furthermore,
this compound has similar activity (IC50 = 14 �M) in the related functional assay,
indicating that 10a is binding to the target RNA in a manner that interferes with
bacterial translation.

13.5
Unique Features of ESI-MS Information for Designing Ligands

ESI-MS analysis provides unique information on the identity and binding stoi-
chiometry of ligands for protein and RNA targets. ESI-MS can be used in an indir-
ect mode to characterize ligands selected using a chromatography technique, or
as a direct method to identify and characterize the binding locations, stoichiome-
try and affinity of ligands. ESI-MS can be used to detect water molecules bound in
an active site of a protein or a protein–ligand complex, information of value for in-
creasing the potency of a lead. The relative strength of interaction can be mea-
sured for multiple ligands, bound either competitively or non-competitively. ESI-
MS screening methods have utility for drug discovery against both protein and
RNA targets, providing quantitative information on ligand binding to direct lead
optimization.
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14
Tethering
Daniel A. Erlanson, Marcus D. Ballinger, and James A. Wells

14.1
Introduction

One of the common challenges throughout this book is how to identify small che-
mical fragments that bind weakly to target biological molecules. Among frag-
ment-based approaches, Tethering is unique in using a covalent, reversible bond to
stabilize the interaction between a fragment and a target protein [1, 2].

The general process is outlined in Fig. 14.1. First, a cysteine residue is either co-
opted or introduced in a target protein. Metaphorically, the cysteine residue serves
as a fishing line to capture fragments (fish) that bind near the cysteine. The protein
is incubated with pools of thiol-containing, small molecule fragments which are
conjugated to a common, hydrophilic thiol (such as cysteamine) for improved water
solubility. By controlling the redox conditions in the experiment with exogenous re-
ducing agents, equilibria can be established so that the cysteine residue in the pro-
tein reversibly forms disulfide bonds with the individual fragments. In the absence
of any affinity between a fragment and the protein, no fragment should bind more
favorably than any other; a pool of fragments produces a statistical mixture of differ-
ent protein–fragment complexes, as well as unmodified protein and cysteamine-
modified protein. However, if a fragment has inherent affinity for the protein and
binds near the cysteine residue, the fragment–protein conjugate is stabilized, and
this complex predominates. A fragment thus selected can be easily identified by
mass spectrometry of the equilibrium mixture, and if each fragment in a pool has a
unique molecular weight, so do the resulting protein–fragment conjugates. While
the identified fragments are often weak ligands, X-ray crystallography of the pro-
tein–fragment conjugates is often facilitated by the covalent bond. These captured
fragments then serve as starting points for conversion to non-covalent ligands by
chemical optimization and removal of the thiol functionality.

In the following pages, we present an overview of the theory and uses of Tether-
ing. After first considering the basis of the technique in thermodynamic terms
(section 14.2), we show how the technology can be used in the active sites of en-
zymes to identify fragments (section 14.4), which can then be elaborated to more
potent inhibitors. Section 14.5 considers how Tethering can be used to not only
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identify fragments but also to link these fragments to more rapidly identify start-
ing points for drug discovery. In section 14.6, we consider the uses of Tethering to
identify allosteric sites as well as to probe targets typically considered unamenable
to fragment-based techniques. Finally, we consider some variations of the tech-
nique and related technologies from other laboratories (section 14.7).

14.2
Energetics of Fragment Selection in Tethering

At the core of the technology lies the thermodynamics of the disulfide bond. This
bond amplifies the binding energy between the fragment and the protein by rais-
ing the effective concentration of the fragment at the site of interest and so pays
some of the entropic cost of fragment binding. As discussed in Chapter 3 of this
book, the cost to non-covalent small-molecule ligand binding exacted by the loss
of rigid-body entropy has been estimated at 4 kcal mol–1, or three orders of magni-
tude at 298 K [3]. A powerful feature of Tethering is the ability to control the
degree to which the disulfide aids fragment binding. By modulating the ratio of
oxidized to reduced thiols in solution, the selection stringency in a screen can be
adjusted for the strength of hits expected or desired.

During Tethering, a complex equilibrium is established in which the concentra-
tions of reduced species and disulfide pairs are dictated by the reduction poten-
tials of the thiols involved and by the ratio of oxidized to reduced species in solu-
tion. The reduction potential, or, in �G terms, the conjugation energy, of a frag-
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Fig. 14.1
Tethering schematic. A fragment is selected if it has inherent
affinity for the protein and binds in the vicinity of the cysteine
residue. An example disulfide-containing fragment is shown
below, illustrating the variable “fragment” portion, the linker,
and the cysteamine “disposable piece” lost when the fragment
forms a disulfide bond with the protein.



ment thiol to the target cysteine is determined by: (a) the inherent chemical en-
ergy (redox potential) of the fragment-cysteine disulfide bond, in thiol, (b) non-
covalent interactions between the protein and fragment, and (c) the entropic and
non-covalent interaction energies associated with the linkage between the protein
and the bound fragment. The energies associated with protein–fragment conju-
gates have been presented in terms of these three factors in the context of describ-
ing the cooperativity of fragment binding to IL-2 [4]. For a single fragment–target
protein pair, these can be written as in Eq. (1):

�Gconjugation = �Gthiol + �Gnoncov + �Glinker (1)

While relative �Gconjugation estimates might be obtained for selected fragment–
protein pairs via titrations of either the reductant or fragment concentrations, esti-
mates of the three components of this energy are not possible from these experi-
ments alone.
�Gthiol depends on the inherent reduction potentials of the protein cysteine and

fragment thiols and considers the chemical bond apart from any non-covalent in-
teractions. To normalize out the contribution of �Gthiol to conjugation amongst
the fragments in a screening experiment, the library of fragments can be con-
structed such that the thiol portion of the molecules is kept constant or very simi-
lar, e.g. HS(CH2)nCONHR, with n = 1–3 but constant in any given pool. Measure-
ments of the reduction potentials of a variety of simple thiols indicate that the dis-
ulfide bonds formed by these groups have similar energies [5, 6]. They also have
energies similar to the oxidized 2-mercaptoethanol or cystamine disulfide bonds;
thus, apart from additional interactions between the fragments and the protein,
the fragments are on equal footing with the simple buffering thiols in solution.

The �Gnoncov component comprises the energies one expects to directly trans-
late from fragment preference in a Tethering experiment to ligand affinity upon
removal of the disulfide linker. This component may include contributions from
hydrophobic interactions, hydrogen bonds, charge–charge interactions, etc. While
predicting the binding affinities of non-covalently linked fragments to their target
proteins based on Tethering data is desirable, this has been difficult in practice
due to the contribution of the last component of the conjugation energy, �Glinker.
�Glinker includes any non-covalent interactions between the linker and the pro-

tein as well as the entropic effect of the tether. The non-covalent interaction is diffi-
cult to assign unequivocally to the “linker” or the “fragment”, though this could in
principle be assessed quantitatively by appropriate structure–activity relationship
(SAR) experiments on non-covalent fragment ligands. The entropic effect of the
linker refers to how the linker influences the probability that the fragment occupies
its preferred site in its preferred orientation at a given time. This is dictated not
only by the thiol linker on the fragment, but by the protein dynamics of the seg-
ment containing the target cysteine as well. The entropic component of �Glinker is
likely to vary significantly from linker to linker and may have a strong impact on
the overall conjugation strength.
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This concept is illustrated by considering three possible Tethering scenarios
(Fig. 14.2). In all three, the �Gthiol and �Gnoncov are assumed to be the same and
the linker is assumed to have no significant non-covalent interactions with the
protein. In the first case (A), the fragment–protein linkage does not allow the frag-
ment to nestle into its preferred binding mode; the �Glinker is expected to be
highly unfavorable. In (B), the linker is long and floppy; while the fragment can
bind in its preferred orientation, it is not well constrained to this position, and
�Glinker is expected to be only modestly favorable. In (C), the target cysteine is in
an ideal position, the fragment linker is small and more rigid, such that the frag-
ment is constrained into its preferred binding mode, and �Glinker is expected to
be highly favorable.

While the entropic effect of �Glinker is difficult to quantify, estimates may be
possible in some cases, by using literature calculations of the entropic cost of
freezing rotatable bonds [7]. These studies indicate that the magnitude of �Glinker

may be dramatically affected by linker structure and length. Zhou has also re-
ported a method for quantifying the entropic effect of linkers on binding interac-
tions for linked protein ligands [8, 9].

Variable �Glinker values for different target cysteines and different fragment-
binding modes severely hamper efforts to translate conjugation strengths to non-
covalently ligand affinity in either an absolute or relative sense. However, for like-
binding fragments, a relative translation is tenable. When such a series has the
same linker and is conjugated to the same cysteine residue on a protein, the
�Glinker values should be essentially constant. Thus chemical optimization of
fragments for increased disulfide conjugation strength, as long as they do not
affect the linker moiety, should yield similar improvement in non-covalently
linked ligand affinity. In other words, the disulfide linkage does not preclude frag-
ment optimization. Indeed, the linkage is necessary when a fragment’s non-cova-
lent affinity is still too weak to detect.
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Fig. 14.2
Three scenarios illustrating Tethering with the same fragment
but with different linkers and different cysteine residues. In A,
the linker is too short and the fragment does not bind effec-
tively. In B, the linker is long and the fragment receives little
entropic binding advantages. In C, the linker length provides
a large entropic contribution to fragment conjugation energy.



14.3
Practical Considerations

The reversible covalent bond formation in Tethering has both advantages and dis-
advantages. On the positive side, mass spectrometry detects hits quickly and, as a
“positive” detection method, is less prone to false positives than typical inhibition
assays [10]. In addition, covalent bond formation gives a rough indication of the
site where the fragment binds, since it must be within several Ångstroms of the
cysteine residue. The bond facilitates modeling and crystallography: if the frag-
ment is not highly soluble by itself, crystallography of the non-covalent complex
may be difficult, while the disulfide-bonded complex is more likely to yield a struc-
ture. A related advantage is that the stoichiometry of the fragment in the complex
is exactly one-to-one.

Of course, the very ability to detect weak binders is a somewhat double-edged
sword. While �Gnoncov values for typical small fragments may initially be small,
they can be improved through chemical optimization. Still, optimizing a very
weakly binding fragment can be challenging, although a second-generation ver-
sion of the technology, Tethering with Extenders, largely solves this problem (see be-
low). One potential limitation of Tethering is the need to generate cysteine-con-
taining mutant proteins, but with the modern tools of site-directed mutagenesis
and protein expression, this is rarely a significant hurdle. Tethering does require
sufficient knowledge about a protein’s structure to inform where to place the cy-
steine; while a crystal structure is not required, a good model of the protein is es-
sential. A more serious endeavor is the synthesis of the disulfide-containing frag-
ment library: very few disulfide-containing fragments are commercially available,
and introducing a disulfide onto a fragment requires at least one additional che-
mical step. And finally, although the mass spectrometry screen is rapid, it does re-
quire an expensive piece of equipment.

14.4
Finding Fragments

14.4.1
Thymidylate Synthase: Proof of Principle

We first applied Tethering to thymidylate synthase (TS). This enzyme converts
deoxyuridine monophosphate (dUMP) to thymidine monophosphate (dTMP), an
activity essential for DNA synthesis. The cancer drug 5-fluorouracil irreversibly in-
hibits TS, and a selective inhibitor of a non-human form of the enzyme could
yield a new antibiotic or antifungal drug [11].

In addition to its biological interest, TS was ideally suited for developing Tether-
ing [12]. It is well characterized both structurally and mechanistically, and the
number of inhibitors developed for the enzyme demonstrates that it is a “drug-
gable” target. Moreover, the active site contains a nucleophilic cysteine residue.
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Although the E. coli version of the enzyme that we used contains four other cy-
steine residues, crystallography revealed these to be largely non-surface exposed,
and they did not interfere with our experiments.

Initial experiments screened pools of ten compounds, each present in roughly
ten-fold excess over TS, with a total disulfide concentration of about 2 mM and a
reducing agent (2-mercaptoethanol) concentration of 1 mM. After screening about
1200 compounds, we saw a strong selection for N-phenyl-sulfonamide-substituted
proline fragments, as represented by N-tosyl-d-proline. This fragment could be
selected from a pool of 100 compounds, each present at roughly the same concen-
tration as TS. However, larger pools have more compounds with similar molecu-
lar weights, which makes the data challenging to interpet. In practice, pools of
5–10 compounds strike a balance between throughput and unambiguous inter-
pretation.

As stated previously, a critical feature of Tethering is that thermodynamics gov-
ern disulfide bond formation. This control was assured by adding a reducing
agent (2-mercaptoethanol). Without reducing agent, the active-site cysteine reacts
with whichever disulfide it encounters first, usually the solubilizing element com-
mon to all library members. Although even a small amount of reducing agent al-
lows disulfide exchange, the N-tosyl-d-proline fragment could tolerate strongly re-
ducing conditions. In fact, even in the presence of 20 mM of 2-mercaptoethanol,
where the ratio of reductant to total thiol was 10 :1, a prominent peak correspond-
ing to N-tosyl-d-proline was still observable.

Screens with chemically similar fragments showed that, although substitutions
around the aromatic moiety and in the stereochemistry of the proline residue pre-
served the fragment’s conjugation strength, the proline residue itself was essen-
tial. Crystallography of N-tosyl-d-proline covalently linked to TS explained these
SARs: the proline residue sits snugly within a hydrophobic pocket and one of the
sulfonamide oxygen atoms makes a hydrogen bond to Asn 177 on the enzyme,
but the phenyl ring is in a relatively open area (Fig. 14.3).

To learn whether the disulfide bond itself changed how the fragment binds, we
determined the crystal structure of N-tosyl-d-proline bound non-covalently to TS.
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Fig. 14.3
Structures of TS with the N-tosyl-d-proline frag-
ment bound through two different cysteine resi-
dues (red, blue) or non-covalently bound (green).
Reprinted with permission from [2].



As shown in Fig. 14.3, the “free” fragment binds in a nearly identical manner to
the disulfide-linked fragment, demonstrating that the covalent linkage does not
affect how the fragment binds.

To test whether nearby cysteines would be suitable for Tethering, we mutated
the active-site cysteine to a serine and introduced a new cysteine nearby (C146S,
L143C). When we performed Tethering on this mutant enzyme, we also strongly
selected N-tosyl-d-proline; and when we solved the X-ray crystal structure, we
found that this fragment binds in a manner very similar to the other structures,
despite the very different trajectories that the disulfide linkage takes (Fig. 14.3).
The lack of influence of the disulfide attachment on the fragment’s binding mode,
along with the fact that the fragment could be strongly selected from more than
one cysteine residue, suggested the inherent fragment affinity was more impor-
tant energetically than the specifics of how it was linked to the protein.

Enzymatic assays determined the inhibitory potential of N-tosyl-d-proline: the
fragment has a Ki of 1.1 mM, so weak that it likely would be missed in any con-
ventional screen. However, the crystal structure shows that the phenyl group
binds in a similar position to the p-amino-benzoic acid moiety of the natural co-
factor, methylenetetrahydrofolate (mTHF); and by simply grafting the glutamate
moiety from this co-factor onto N-tosyl-d-proline, we boosted the affinity 40-fold to
24 �M. A small library of compounds with substitutions off the proline yielded a
compound with a Ki of 330 nM, three orders of magnitude more potent than the
original fragment (Fig. 14.4). The crystal structures of both of these compounds
revealed that the central phenyl-sulfonamide-proline moiety remains in place,
while the added appendages reach out to make new contacts within the large ac-
tive site of the enzyme.
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Fig. 14.4
Improvements in potency of N-tosyl-d-proline. Structural
analyses revealed that the glutamate moiety from the mTHF
cofactor could be appended to the hit from Tethering, and
further elaboration led to a sub-micromolar inhibitor.



14.4.2
Protein Tyrosine Phosphatase 1B: Finding Fragments in a Fragile, Narrow Site

TS offered an accessible, hardy active site. To see whether Tethering could work
for more difficult sites, we turned to protein tyrosine phosphatase 1B (PTP1B).
The enzyme PTP1B, a key regulator of metabolism, dephosphorylates the insulin
receptor, in effect turning it off. Thus, the protein is a key drug target for both dia-
betes and obesity [13]. However, the enzyme has evolved to recognize phospho-
tyrosine, a highly negatively charged moiety for which there are very few drug-like
isosteres. We wanted to investigate whether Tethering would allow us to find a re-
placement for phosphotyrosine that binds in the active site [14].

For TS, we used the catalytic cysteine within the active site of the enzyme to cap-
ture the fragments. PTP1B also contains an active-site cysteine residue, but it is lo-
cated at the bottom of the very deep and narrow active site and is critical for inter-
acting with the phosphotyrosine. Moreover, the residues immediately around the
active site are highly conserved; and we found that mutating these to cysteine resi-
dues destroyed or severely degraded enzymatic activity. In continuing with the
fishing metaphor, we could not get a good foothold on the “marshy shore” of the
active site to cast a line.

This problem was solved by Tethering with Breakaway Extenders, illustrated in
Fig. 14.5, in which a single molecule, the Breakaway Extender, both protects the
active-site cysteine from modification and positions another thiol for Tethering.
This molecule contains an internal thioester linkage as well as an alkylating
functionality. The alkylating functionality modifies a cysteine introduced some
distance from the active site. For PTP1B, this Breakaway Extender also contains
a known phosphotyrosine mimetic that occupies the active site and sterically
blocks alkylation of the active site thiol. After alkylation of the introduced cy-
steine residue, the thioester linkage is chemically cleaved with hydroxylamine
and the phosphotyrosine mimic breaks away, revealing a new thiol near the ac-
tive site. In effect, the scheme lengthens the introduced cysteine residue so the
terminal thiol can access a fragile, conserved part of the target protein without
disrupting it.
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Fig. 14.5
Tethering with Breakaway Extenders. A Breakaway Extender
is used to modify a cysteine residue some distance from the
site of interest; this Extender can then be cleaved to reveal a
new thiol for Tethering.



Several hits were identified when the modified PTP1B was screened against our
library of disulfide-containing fragments. All selected fragments (not surprisingly)
bore a negative charge. By far the most prominent hit was a pyrazine-carboxylic
acid, which had a comparable potency to phosphotyrosine but had never been de-
scribed as a phosphotyrosine mimetic. A crystal structure of this fragment cova-
lently bound to PTP1B revealed that it binds in the active site by forcing open the
so-called WPD loop to make room for its larger bulk. This form of PTP1B is less
commonly observed than the catalytically active “closed” conformation. The fact
that Tethering selected a molecule that binds in the open conformation is typical
of the empirical nature of the approach: the protein adapts to suit the needs of the
fragment. This means Tethering can identify binding modes that are unlikely to
be predicted a priori. This ability has powerful implications for the discovery of
novel inhibitors, as we see in the next section.

14.5
Linking Fragments

14.5.1
Interleukin-2: Use of Tethering to Discover Small Molecules
that Bind to a Protein–Protein Interface

Protein–protein interactions regulate nearly every aspect of cell biology. Thus, small
molecules that can bind at protein–protein interfaces have long been sought by the
pharmaceutical industry. However, the interfaces in protein–protein interactions are
often flat and lack deep pockets that can envelop a small molecule. Functional analy-
sis of these interfaces shows that, despite the large contact interface, binding affinity
is driven by a small subset of the residues, the so-called hot spots [15, 16]. Nonethe-
less, transferring hot-spot interactions from a protein to a small molecule is daunt-
ing. Unlike enzymes, which often offer small substrates to mimic, these targets
have no such small molecule starting points. Extensive screening in the pharmaceu-
tical industry has been remarkably unsuccessful in identifying validated hits.

Nevertheless, some potent inhibitors have been found for these difficult targets
[17]. One of the best examples is the drug target interleukin-2 (IL-2), a powerful
cytokine responsible for T-cell activation. Tilley and co-workers reported the first
example of a low-micromolar compound (Ro26–4550) that bound to the cytokine
with unit stoichiometry [18]. Peptides derived from the hot spot on IL-2 were al-
tered by medicinal chemistry to find compounds that would bind to the IL-2 alpha
receptor. Surprisingly, after several cycles of chemistry the compounds that most
potently disrupted the interaction between the cytokine and the receptor bound
not to the receptor but to IL-2 itself. Nevertheless, the work shows that low micro-
molar affinity compounds can bind stoichiometrically to such targets, even when
they do not offer obvious binding sites.

To understand how this compound bound to IL-2, we solved the X-ray structure
of the complex [19]. Surprisingly, the compound traps a conformation of the IL-2
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receptor-binding site quite unlike the native structure of IL-2. Clearly this protein
surface is dynamic, so rational design using a static structure of the native cyto-
kine would not have proposed this molecule or exploited its binding site. Such
molecules need to be found empirically.

Tethering was used to identify new fragments that target this site. Twelve mu-
tants were prepared, each with a cysteine placed near the site that binds the IL-2
alpha receptor (Fig. 14.6 a); all the mutants were able to bind the IL-2 beta-recep-
tor. These were individually screened using a disulfide fragment library contain-
ing about 7000 compounds. Each cysteine mutant selected a unique set of hits
(Fig. 14.6b), with some fragments shared by neighboring cysteines. The hits re-
presented a mosaic of chemotypes that could bind the surface (Fig. 14.6c). Several
hits were chemically similar to fragments of Ro26–4550, including the guanido
and bi-aryl functionalities. The more dynamic areas of IL-2 picked up more hits,
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Fig. 14.6
(a) Location of the cysteine mutants intro-
duced into IL-2. (b) A “chemoprint” illustrating
the number of hits from different fragment li-
braries against different cysteine-containing
mutants. This graphical representation illus-
trates that some cysteines select many frag-
ments (for example, N33C) while others select

very few (F42C). (c) Examples of some of the
fragments selected from different cysteine resi-
dues, illustrating the range of functionalities
selected. (d) Structure of Ro26–4550 bound to
IL-2; residues colored blue selected relatively
few fragments when mutated to cysteine, while
residues colored red selected many.



as expected since a more dynamic surface offers more opportunities to bind a
small molecule (Fig. 14.6d).

Using information from Tethering, we assembled modules in a semi-combina-
torial approach [20–22]. A bi-aryl acetylene piece was used to anchor a series of di-
peptides to identify the optimal cyclohexyl guanido partner. The guanido fragment
then served as an anchor to identify an optimal hydrophobic piece, a tri-cyclic py-
razole fragment. Further medicinal chemistry produced Compound 1 (Fig. 14.7),
which has an IC50 of 3 �M for blocking the binding of IL-2 to the IL-2 alpha-recep-
tor. After Tethering showed that IL-2 preferred aromatic acids next to the tricyclic
pyrazole fragment, a 20-member library of aromatic acid fragments was appended
to the terminal ring. This exercise identified eight compounds having sub-micro-
molar affinity. One compound containing a carboxyl-substituted furan, Com-
pound 2, bound with unit stoichiometry to IL-2 and inhibited the interaction with
IL-2 alpha receptor with an IC50 of 60 nM. This represents the highest-affinity
small molecule compound yet reported for binding a cytokine. The compound
blocked signaling in a cell line over-expressing the IL-2 receptor, with an IC50 of
3 �M; and it showed exquisite selectivity for IL-2 versus the most closely related
cytokine, IL-15.

To better understand how this molecule bound to IL-2, we solved X-ray struc-
tures of the chemical intermediates leading up to Compound 2 (Fig. 14.8) [23].
The covalently linked guanido fragment bound with little structural rearrange-
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Fig. 14.7
Inhibitors of IL-2. See text for details.



ment to Glu-62 on IL-2 (Fig. 14.8b). Compound 1, which fuses the guanido and
tri-cyclic pyrazole, binds in a very similar manner to Ro26–4550 (Fig. 14.8 c).
These compounds require a rearrangement of side-chains to form a groove into
which the tri-cyclic pyrazole binds. Compound 2 binds to a conformation that is
even more dramatically different from free IL-2 (Fig. 14.8 d). The loop region be-
tween helices 1 and 2 completely rearranges itself so that two positively charged
residues (Lys-35 and Arg-38) sandwich the carboxy-furan piece of Compound 2.

Several aspects of this example should apply to other protein–protein targets.
The highly adaptive nature of the interface means that protein surfaces are not al-
ways as flat as they appear. Since one knows the site to engage but does not know
the full range of chemotypes that can engage it, site-directed fragment approaches
like Tethering are ideally suited to discover nucleating pieces that guide the design
process. The Tethering approach was essential for designing Compound 2, and its
utility should extend to similar challenging targets.

14.5.2
Caspase-3: Finding and Combining Fragments in One Step

One of the biggest challenges in fragment-based drug discovery is not just finding
fragments but figuring out what to do with them. In the case of IL-2 (above), we
used fragments identified from Tethering to complement medicinal chemistry
and structure-based drug design. However, other targets may not provide moder-
ate affinity starting points nor the ability to generate additional structural informa-
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Fig. 14.8
(a) Structure of IL-2 only. (b) Structure of a covalently-linked
guanidine-containing fragment bound to IL-2. (c) Structure
of Compound 1 bound non-covalently to IL-2. (d) Structure
of Compound 2 bound non-covalently to IL-2. Note the con-
formational shift in R38 and K35 to make room for the car-
boxylic acid.



tion. To find a generalizable method to link fragments, we invented Tethering
with Extenders [24].

Tethering with Extenders (Fig. 14.9) takes a fragment that binds a protein at a
desired site and modifies it so that Tethering can be performed from the frag-
ment. This fragment need only have modest affinity and could come from a pre-
vious Tethering experiment or other sources. The fragment is modified to contain
an electrophile that reacts with a cysteine on the target protein, as well as a (possi-
bly masked) thiol residue. The resulting modified fragment is called an Extender.
After the Extender forms a covalent complex with the protein target, the thioester
(if present) can be deprotected to reveal the thiol for Tethering. The two-dimen-
sional connectivity between the Extender and any fragments identified from sub-
sequent screens is known, even if the exact placement of both fragments is not.
With this knowledge, binding elements from the Extender can be easily connected
to newly discovered fragments. In theory, the resulting molecule, or diaphore,
should have two separate binding elements and bind the target molecule more
tightly than either fragment alone.

We tested this strategy on the enzyme caspase-3, a cysteine-aspartyl protease
that is one of the central “executioners“ of apoptosis. Excess apoptosis is attributed
to a variety of diseases, from stroke to Alzheimer’s disease to sepsis, making cas-
pase-3 a popular drug target [25]. The enzyme also made an ideal starting point
for constructing Extenders. It is well characterized both structurally and mechan-
istically and contains an active site cysteine residue that is irreversibly alkylated by
small molecule inhibitors.

The first Extender constructed is shown in Fig. 14.10. Mass spectrometry
showed we could modify caspase-3 cleanly and quantitatively with this molecule,
even though the large subunit of the enzyme contains four other cysteine resi-
dues. We could also fully deprotect the thioester to reveal a free thiol. Screens
against a library of about 7000 disulfide-containing fragments yielded one strong
hit, a salicylic acid sulfonamide (Fig. 14.10). By simply replacing the disulfide
bond with two methylenes and replacing the irreversible warhead with a reversi-
ble aldehyde, we created an inhibitor with Ki = 2.8 �M. By rigidifying the linker,
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Fig. 14.9
Tethering with Extenders. An Extender is used to modify
a residue in the protein; the Extender has some inherent
affinity for the protein and also contains a thiol that can
be used for Tethering. When a complementary fragment
is identified, this can be linked with binding elements from
the Extender to generate a potent inhibitor.



we boosted the affinity to 200 nM. Further medicinal chemistry allowed us to ob-
tain 20 nM inhibitors (Fig. 14.11) [24, 26].

To ensure the technique could be generalized, we constructed a second Extender
to explore a slightly different area of the protein. We modified caspase-3 with this
Extender, deprotected the thioester, and screened the conjugate against our frag-
ment library. We did not rediscover the salicylic acid hit from our first Extender
screen, but we did identify several other hits, including a thiophene sulfone.
When this fragment was linked to the Extender, the resulting inhibitor had
Ki = 330 nM [24]. These examples illustrate the speed with which Tethering with
Extenders can lead to potent inhibitors. Moreover, these inhibitors are non-pepti-
dic and so are more useful as drug leads.

We used crystallography to understand the binding mode of these fragments.
The structure of the salicylic acid fragment bound through the disulfide is shown
in Fig. 14.12a, superimposed upon the structure of a tetrapeptide-based inhibitor.
Significantly, the two inhibitors occupy roughly the same volume and make many
of the same contacts, but do so using very different chemical moieties. Moreover,
the S2 pocket in the salicylic acid structure is collapsed, while the S4 pocket ex-
pands to make room for the larger salicylic acid moiety. By introducing a substitu-
ent that binds in the S2 pocket, we boosted affinity by nearly two orders of magni-
tude (Fig. 14.11) [27].
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Fig. 14.10
Tethering with Extenders on caspase-3.
Extender 3 covalently modifies the pro-
tein and can then be deprotected to
reveal a thiol for Tethering. One of the
strongest hits was the salicylic acid
shown.



All of these features contrast with the structure of the second extender–frag-
ment complex, shown in Fig. 14.12b. Here, the extender forces itself into the S2
pocket, but the disulfide linker then curves back to place the thiophene sulfone
within the S4 pocket. The sulfone makes some of the same hydrogen bonds as
the salicylic acid and the aspartyl residue in the tetrapeptide but with completely
different chemistry. The flexibility of caspase-3 to accommodate different inhibi-
tors is similar to that observed with PTP-1B and IL-2, and again emphasizes the
ability of Tethering to identify fragments that would not have been easy to predict
using structure-based design.

14.5.3
Caspase-1

The Tethering with Extenders approach was also used to identify inhibitors to the
anti-inflammatory target caspase-1 [28]. In this case, one of the same Extenders
previously designed for caspase-3 selected an entirely different set of fragments.
This is consistent with the different substrate peptide sequence preferences:
WEHD for caspase-1 versus DEVD for caspase-3 [29].
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Fig. 14.11
Evolution of a fragment from Tethering with Extenders to a po-
tent caspase-3 inhibitor. Simple replacement of the disulfide lin-
ker with an alkyl linker resulted in a low-micromolar inhibitor
(4); and rigidification (5) and functionalization (6 and 8) of this
linker led to increasingly potent inhibitors. The salicylic acid hit
itself (7) had no detectable binding.



As with caspase-3, these hits were converted into potent, soluble inhibitors by
replacing the disulfide linkage with a simple alkyl linkage (Fig. 14.13). Substitut-
ing a hydrophobic moiety at the S2 position gave a roughly 10-fold boost in po-
tency. Several of these molecules demonstrated activity in cellular assays and se-
lectivity for caspase-1 over the closely related caspase-5. Crystallography of several
of these molecules in complex with caspase-1 revealed that they bind in an ex-
tended conformation as expected, but that the S2 pocket which collapses in cas-
pase-3 remains open in caspase-1.

14.6
Beyond Traditional Fragment Discovery

14.6.1
Caspase-3: Use of Tethering to Identify and Probe an Allosteric Site

Active sites of enzymes have traditionally provided some of the best opportunities
for drug discovery. Small substrates or cofactors serve as useful starting points for
medicinal chemistry programs. Active sites also often provide cavities to shield
the transition states from unwanted side reactions. These cavities are built to bind
small molecules and so high-throughput screening can often identify hits that
bind to active sites and inhibit the enzyme competitively.

Nonetheless, some active sites thwart drug discovery efforts. Many proteases,
phosphatases, and lipases have highly charged or lipophilic substrates that lack
drug-like properties. One example is the caspase class of aspartate cleaving pro-
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Fig. 14.12
(a) Structure of the salicylic acid fragment
covalently bound to caspase-3 (gray), superim-
posed on a tetrapeptide-based inhibitor
(green). Note the collapse of the S2 pocket
and the widening of the S4 pocket to accom-
modate the salicylic acid moiety. (b) Structure

of a second fragment covalently bound to cas-
pase-3 (blue) superimposed on the salicylic
acid fragment. Here the S2 pocket is intact
and the linker takes an alternative path to ar-
rive in the S4 pocket. Reprinted with permis-
sion from [24].



teases. As discussed above, caspases have a strict requirement for an aspartyl P1
functionality and often require an electrophillic “warhead”. This chemotype is un-
desirable from a pharmaceutical standpoint because of its instability and potential
immunogenicity. Though we found non-peptidic inhibitors for caspase-3 and -1
using Tethering with Extenders, they contained a reversible aspartyl-aldehyde or
ketone functionality. Extensive medicinal chemistry could not alter this without
significantly reducing potency. Others in the pharmaceutical industry have re-
ported similar experiences.

A Tethering screen of a 10 000-compound library on caspase-3 revealed two pro-
minent hits that fully inhibited the enzyme in a stoichiometric fashion [30]. Pep-
tide digestion and mass spectrometry showed that, surprisingly, the fragments
were captured not by the active site cysteine on the large subunit, but rather by
Cys290 on the small subunit located in a cavity at the dimer interface, some 15 Å
from the active site (Fig. 14.14) [31]. Caspase-3 and caspase-7 share about 65% se-
quence identity, but are completely conserved in this cysteine-containing cavity.
Indeed both compounds fully and stoichiometrically inhibit caspase-7 as well. The
inhibition is fully reversed by adding high concentrations of reducing agent, re-
leasing the fragments from their binding sites.

X-ray crystallography was used to understand the structural basis for inhibition
for the allosteric compounds on caspase-7. Both compounds bind in a two-fold
fashion to the cysteines, but with very different binding modes. The fluoro-indole
compound (FICA) binds across the dimer interface and makes intermolecular hy-
drogen bonds to itself. The dichloro-phenoxy compound (DICA) binds to the
same subunit to which it is covalently linked and does not make intermolecular
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Fig. 14.13
Tethering with Extenders to identify caspase-1 inhibitors. Two of
the hits from Tethering are shown, as are inhibitors derived
from them. In these cases, addition of elements to fill the S2
pocket provided boosts in affinity.



contacts. The compounds seem to inhibit by causing a concerted structural rear-
rangement (Fig. 14.15). In particular, the compounds displace Arg187 so that the
side-chain blocks substrate binding. This in turn causes a >5 Å shift in the active
site Cys186 away from the catalytically competent position, while loops involved in
binding substrate are no longer positioned to bind substrate.

This conformation may have a natural function. Caspase-3 and -7 are produced
as inactive zymogens (pro-caspases) that are proteolytically cleaved to produce the
active form. Indeed, the conformations of the allosterically inhibited and zymogen
forms of the enzymes are very similar and very different from the active form of
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Fig. 14.14
Structure of caspase-3 showing the large central cavity with
Cys290 located at the bottom. The enzyme is a dimer of dimers,
accounting for the two active sites and two Cys290 residues.

Fig. 14.15
(a) Structure of caspase-7 with a bound peptide-based active
site inhibitor. (b) Structure of caspase-7 with a covalently bound
allosteric site inhibitor (DICA). Note that Y223 and R187 have
both shifted positions. (c) Structure of caspase-7 in the zymo-
gen form, illustrating the different positions of Y223 and R187
compared to the active, inhibited form.



the enzyme (Fig. 14.15). Thus, we believe that the allosteric compounds trap the
zymogen conformation – even in the absence of the pro-peptide. It seems plausi-
ble that the site has a natural regulator as yet unidentified. In fact, many of the
other caspases contain a cavity at the dimer interface; in the case of caspase-1 this
also changes when substrate binds [32].

About a dozen allosteric sites have been discovered from high-throughput
screening and X-ray crystallography that can modulate enzyme activity [33]. Allos-
teric sites are targeted by many drugs, both approved and in clinical trials, notably
the non-nucleoside reverse transcriptase drugs (NNRTs) to treat AIDS. Not only
do allosteric sites provide additional chemical opportunities for drug discovery,
these sites may not need to compete with high concentrations of substrates in
vivo. Although allosteric regulation has been known for nearly 50 years, relatively
few of these sites have been annotated in more recently discovered classes of sig-
naling enzymes like kinases, phosphatases, and proteases with great pharmaceuti-
cal potential. Tethering could identify both these sites and nucleating fragments
for drug discovery efforts.

14.6.2
GPCRs: Use of Tethering to Localize Hits and Confirm Proposed Binding Models

The examples of Tethering above relied on structural information to guide initial
cysteine placement and fragment development. The site-directed aspect of Tether-
ing can also probe binding sites in the absence of high-resolution structures.

We first used Tethering to support a model for how a ligand binds its receptor
[34]. The G protein-coupled receptors (GPCRs) initiate cell-signaling cascades and
are implicated in many diseases. Unfortunately, a high-resolution structure is
available for only one member of this class, bovine rhodopsin [35]. This structure
was used to construct a model of how the GPCR C5a receptor (C5aE) binds to its
complement 5a-fragment (C5 a), a four-helix bundle protein. A model of the C5a
receptor was built based on threading to the bovine rhodopsin structure. Consider-
able mutagenesis and ligand NMR studies led to a more refined model of how
C5a may bind to the GPCR [36]. Mutagenesis and peptide analog studies show
that a hexameric peptide derived from the C-terminal portion of the ligand is suf-
ficient to bind and activate the receptor (EC50 ~100 nM). If the penultimate resi-
due of the ligand is altered from cyclohexyl alanine to tryptophan, the effect of
binding reverses: binding prevents signaling rather than activating it. Truncating
the first three N-terminal residues of the hexamer reduces the binding 1000-fold,
hampering efforts to home in further on the binding determinants.

Since Tethering excels at finding weak binding ligands, we reasoned that the tri-
mer peptides from the C-terminus (EC50 ~ 150 �M) could bind more strongly to
C5aR if covalently linked near their true binding site. We attached a cysteine onto
the N-terminus of the trimer and also introduced cysteines into the receptor. The
fact that the trimer sequence reverses the peptide from an agonist to an antagonist
was used as a further functional test that the covalently linked peptides mimic the
hexamer non-covalent peptides.
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We introduced four cysteines at varying distances from the site where the model
predicted the N-terminal cysteine would bind, choosing locations that mutational
analyses suggested were close to the binding site but would not interfere with bind-
ing (Fig. 14.16). For example, F93C is expected to be >10 Å from the ideal disulfide
distance (2.4 Å), L117C is somewhat intermediate at 2.8 Å, and P113C and G262C
are ideal and at the same “depth” down their respective helices, three and six.

The cysteine-containing mutants were expressed transiently in Cos-7 cells.
None of the mutations had any significant effect on ligand binding or signaling
with the full-length C5 a ligand or the hexameric peptides. However, the mutant
proteins had dramatically different responses when covalently linked with the cy-
steine-containing trimeric peptides. For peptides blocking the interaction between
the receptor and the ligand, the IC50 was the same for the most distal F293C var-
iant and the wild-type receptor (IC50 ~150–200 �M). The potencies sharply in-
creased with increasing proximity: from 45 �M for the L117C mutant to 7–8 �M
for P113C and G262C. All reactions were performed under reducing conditions to
achieve disulfide exchange and thermodynamic equilibrium. These reducing con-
ditions had no impact on the wild-type receptor binding or signaling. The effects
were fully reversible by further addition of 2-mercaptoethanol. As expected, the
concentration of reductant needed to fully reduce the peptides was inversely re-
lated to their apparent affinities.

Tethering of peptides (Cys-dCha-Trp-dArg) generated from the non-covalent an-
tagonist acted as antagonists in blocking inositol-3-phosphate accumulation by
C5 a. In contrast, Tethering of agonist-derived peptides (Cys-dCha-Cha-dArg) func-
tioned as agonists independent of C5 a [34]. Previous alanine-scanning mutational
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Fig. 14.16
(a, b) Models of C5aR showing likely distances between the cy-
steine mutations and the peptide. The views in both panels are
the same, but are split for clarity. The molecular graphics in this
and all other figures were done using the program PyMol [51].



studies on the C5aR identified an I116A mutation that switches Trp-containing
peptides from antagonists to agonists [36]. When this mutation was included with
G262C, the covalently-linked Trp antagonist peptides acted as agonists [37]. All
these data suggest the effects of the covalently linked peptides reflect the same
binding mode and functional consequences as the larger non-covalent ligands.
This is consistent with the examples (discussed above) where the structures of the
covalently bound and free compounds bind in essentially the same mode.

To determine whether Tethering could be used to find small organic substitutes
for the peptides [37], we screened a library of 10 000 disulfide-containing com-
pounds in the presence of 10 mM 2-mercaptoethanol, using functional screening
rather than mass spectrometry. Hits were defined as compounds that (a) could
block the binding of 125I-C5 a ligand by at least 15% when tested at 50 �M, (b)
were specific to specific cysteine mutants, and (c) were fully reversible with the ad-
dition of high concentrations of 2-mercaptoethanol. As expected, we found the
most hits at the same cysteines where the peptides bound most efficiently
(~40–60 hits each at G262C and P113C, fewer hits at L117C, and no hits at F63C
and wild-type C5aR). About 90 % of the hits were unique for each site. This re-
flects similar experiences with Tethering at nearby sites in other targets (e.g. see
the IL-2 example and the “chemoprint” in Fig. 14.6 b).

The hits at G262C and P113C were triaged by further functional screening.
About half the hits at each of these sites acted as agonists and the others as an-
tagonists. The hits showed sharp SAR. For example, many of the hits contained a
d-proline core. One containing a phenethyl–phenyl substituent stimulated the
C5aR to the same extent as the natural C5 a ligand and was more potent than the
covalently linked peptides. For example, in the presence of 1.5 mM 2-mercap-
toethanol, the compound could block binding of 125I-C5 a ligand with an IC50 of
2 �M. Stereoisomers of this compound showed greatly reduced potency and func-
tioned as antagonists. Moreover, the I116A mutant converted many of the antago-
nist hits to agonists. Larger substitutions at Ile116, such as I116F and I116W, con-
verted the agonist hits and peptides to antagonists. Ile116 in the receptor appears
to play a “gate keeper” function in regulating the conformational barrier between
the receptor “on” and “off ” states.

These results suggest that small organic mimics can be produced for these pep-
tides. Moreover, Tethering provides a powerful tool for trapping conformational
states in this GPCR. This is in principle similar to the trapping of “on” versus
“off ” states that rhodopsin, tethered via a Schiff ’s base, undergoes as light in-
duces cis–trans isomerization [38]. It is also similar to the trapping of allosteric
transitions that we observed with the caspases or the alternate conformations
seen in IL-2 examples. The advantage of Tethering is that it provides distance con-
straints as well as mutational and redox controls to validate that the functional
effects are from specific, site-defined interactions.
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14.7
Related Approaches

This chapter has focused mainly on Tethering as invented and developed at Sun-
esis Pharmaceuticals. However, a number of related approaches have been re-
ported recently, some of which use chemistry other than disulfides. In the follow-
ing section we examine some of these, focusing on reversible bond formation un-
der thermodynamic control. A broader review of the concept of site-directed
ligand discovery, encompassing both reversible and irreversible bond formation,
can be found elsewhere [39].

14.7.1
Disulfide Formation

The protein transthyretin (TTR) forms a homotetramer and transports two mole-
cules of the small molecule hormone thyroxine. The small molecule binds and
stabilizes the structure of TTR. If the protein unfolds, it can form amyloid fibrils,
which have been linked to a variety of diseases. Although a number of small mole-
cule inhibitors of TTR unfolding have been identified, these can bind to both thyr-
oxine binding sites, and researchers have questioned whether occupancy of a
single site would stabilize TTR sufficiently to prevent amyloidgenesis. Kelly and
coworkers introduced a cysteine residue into TTR and tethered a known small
molecule binder through a variety of different linkers [40]. Using a variety of bio-
physical techniques, they demonstrated that these covalent conjugates formed
tetramers; and crystallographic structural determination revealed that the inhibi-
tor bound as expected. In fact, covalently binding a single molecule could dramati-
cally stabilize the protein against amyloidogenesis, although the magnitude of
this effect was strongly dependent on the length of the linker. This finding has im-
portant implications for targeting the binding site therapeutically, since a single-
site binder should prevent amyloidogenesis and could be administered at a lower
dosage than an inhibitor that binds to both sites.

The mitochondrial protein Tom20 is a membrane-bound receptor responsible
for binding to a short peptide sequence, the mitochondrial presequence, that tar-
gets proteins for mitochondrial import. There is little sequence homology among
mitochondrial presequences, but a solution structure of the cytosolic domain of
Tom20 in complex with a presequence peptide did reveal a hydrophobic binding
groove on Tom20 that appears to recognize a pentapeptide [41]. Kohda and co-
workers made a series of peptide libraries, with each peptide having a cysteine re-
sidue that could form a disulfide bond with a naturally occurring cysteine on
Tom20 [42]. They then used matrix-assisted laser desorption ionization time-of-
flight mass spectrometry (MALDI-TOF-MS) to determine which peptides bind
most strongly to Tom20, and they determined that Tom20 actually recognizes a
hexapeptide rather than a pentapeptide. They were also able to refine the consen-
sus binding motif.
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14.7.2
Imine Formation

The enzyme aspartate decarboxylase (ADC) contains an N-terminal pyruvoyl
group (derived from a serine residue), which participates in the catalytic reaction
by forming an imine with substrate l-aspartate. Abell and co-workers made use of
this naturally occurring electrophile by screening the enzyme against a set of
55 separate amines and trapping the resulting imines with sodium cyanoborohy-
dride [43]. Analysis by MALDI-TOF-MS then revealed which amines were able to
form reversible covalent complexes. Two of the amines, including l-aspartate,
were found to be decarboxylated by the enzyme, but several other amino acids
were also found to bind without alteration, suggesting that these could be starting
points for inhibitor design.

A series of elegant mechanistic and biophysical studies have focused on the bac-
terial transcription termination factor rho and its interaction with the natural pro-
duct antibiotic bicyclomycin [44–46]. Bicyclomycin itself binds to rho with only
modest affinity (Ki = 21 �M, Kd = 40 �M), but Kohn,Widger, Gaskell, and co-work-
ers were able to introduce an aldehyde moiety into the molecule to form an imine
with a lysine on the protein; this can be trapped with sodium borohydride. The alde-
hyde-containing molecule binds with more than ten-fold higher affinity
(Kd = 3 �M, as judged by isothermal titration calorimetry) than unmodified bicyclo-
mycin. Interestingly though, a crystal structure of the aldehyde-containing mole-
cule bound to rho does not show the imine, but rather a hydrogen bond between
the carbonyl of the aldehyde and the terminal amine of the lysine, suggesting that
the origin of the increased affinity may not be entirely due to imine formation [47].

14.7.3
Metal-mediated

Carbonic anhydrases are active drug targets for a variety of diseases from glau-
coma to cancer, and these zinc-containing metalloenzymes also contain a deep ac-
tive site that can bind a variety of metal chelators. Simple molecules such as ben-
zenesulfonamide bind to human carbonic anhydrase I (hCA-I) with low-micromo-
lar affinity [48]. Researchers at North Dakota State University in Fargo found that
they could enhance this affinity by two orders of magnitude by making “two-
prong” inhibitors [49] containing both a benzenesulfonamide moiety and an imi-
nodiacetate (IDA) moiety; this molecule only shows increased potency in the pre-
sence of copper (II) and the authors argue that this is due to the coordination of
copper by surface histidine residues and the IDA functionality [48, 50].
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14.8
Conclusions

As a fragment identification method,Tethering is one of many possible approaches.
The technique is unique in requiring a covalent bond, which ensures that frag-
ments bind in a stoichiometric fashion and also facilitates crystallography with low-
affinity fragments. Tethering can target specific sites and wide-ranging conforma-
tions of a protein. Moreover, there is some evidence that Tethering can identify frag-
ments that bind more weakly than those identified by other methods. For example,
the guanido-fragment identified in IL-2, the salicylic acid sulfonamide fragment
identified in caspase-3, the allosteric-binders identified in caspase-3, and the GPCR
fragments showed no detectable inhibition by themselves. Although this increases
the range of fragments accessible to the medicinal chemist, it does raise the ques-
tion of whether some fragments may be so weak as to be essentially useless for
further development. Nonetheless, given the success observed thus far, we believe
there are many untapped opportunities for Tethering.
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Click Chemistry for Drug Discovery
Stefanie Röper and Hartmuth C. Kolb

15.1
Introduction

Nature’s secondary metabolites (“natural products”) capture the imagination of
the synthetic organic chemist, due to their complex structures and carbon frame-
works, and their oftentimes interesting biological properties. Despite their pro-
mise as lead structures for drug discovery, optimization efforts are usually
thwarted by complex and lengthy syntheses, which make analog generation diffi-
cult. For this reason, combinatorial chemistry approaches have been developed to
rapidly scan the chemical universe for new molecules with interesting biological
properties that may serve as lead structures for the development of new therapeu-
tics. Guida et al. estimated the size of the universe of “drug-like” compounds to
be on the order of 1063 molecules [1]. For this calculation, compounds were de-
fined as being drug-like if they were stable in water, weighed no more than 500 Da
and contained only H, C, N, O, P, S, F, Cl and Br. Obviously, only an infinitesimal
portion of the potential medicinal chemistry universe has been explored to date;
and it seems clear that a chemical toolkit containing only the most reliable and
versatile processes is needed if one is to make any kind of impact. Click chemistry,
introduced in 2001 by Sharpless, Finn and Kolb, was developed with these ideas
in mind. It is a modular approach that employs a set of highly reliable reactions
for assembling fragments to facilitate the discovery of new lead structures and
their optimization [2]. It focuses exclusively on highly energetic, “spring-loaded”
reactants and a pure, kinetically controlled outcome (Fig. 15.1). Click chemistry re-
actions are wide in scope, stereoselective, insensitive to water and oxygen and they
utilize readily available starting materials to produce the desired products in high
yields, while giving only inoffensive by-products. The reaction work-up is simple,
requiring no purification by chromatography. Click chemistry not only simplifies
compound synthesis, but also makes it more reliable, which may result in faster
lead discovery and optimization. It does not replace conventional methods for
drug discovery but rather complements and extends them.
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15.2
Click Chemistry Reactions

Inspired by how Nature performs combinatorial chemistry, click chemistry fo-
cuses on carbon–heteroatom bond forming reactions. Olefins and acetylenes pro-
vide the carbon frameworks. Sample reactions include:
� cycloaddition reactions, e.g. hetero-Diels–Alder [3] and 1,3-dipolar cycloaddition [4];
� carbonyl chemistry, e.g. the formation of hydrazones, oxime ethers and hetero-

aromatic systems;
� addition to carbon–carbon multiple bonds, such as epoxidation [5], aziridination

[6], dihydroxylation [7] and sulfenyl [8] and nitrosyl halide additions;
� nucleophilic substitution on strained compounds and intermediates, such as

epoxides, aziridines and episulfonium and aziridinium ions [2].

From the beginning, water has played an important role as a reaction medium;
and many click chemistry reactions proceed optimally in pure water, particular
when the reactants are insoluble [9]. Scheme 15.1 illustrates the phenomenon of
rate acceleration that occurs under heterogeneous conditions (the reactants are
stirred in aqueous suspension). Without water or water/alcohol mixtures, the reac-
tions are slower and less selective, and are more dangerous on a large scale, be-
cause of their highly exothermic nature. Water, owing to its large heat capacity,
has a great advantage over other solvents on safety issues, but it also facilitates
product isolation.
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Fig. 15.1
Energetically highly favorable linking reactions, which are part
of the click chemistry universe.



The triazole forming Huisgen [4] 1,3-dipolar cycloaddition of alkynes and azides
is the premier example of a click chemistry reaction. Despite the fact that the reac-
tion is thermodynamically favored by 30–35 kcal mol–1, it possesses a very high ac-
tivation barrier, which prevents it from taking place at room temperature. In its
classic form, the reaction requires elevated temperature or pressure to achieve rea-
sonable rates, yielding mixtures of regioisomers. Despite their high intrinsic
energy, azides and alkynes are surprisingly unreactive, which is very advanta-
geous, since it provides for a high degree of stability towards aqueous media and
biological molecules. In 2002, the groups of Sharpless/Fokin [10] and Meldal [11]
independently discovered a copper(I)-catalyzed, stepwise variant of the 1,3-dipolar
cycloaddition between azides and terminal acetylenes, which not only proceeds
under mild conditions, but also is regiospecific for the 1,4-disubstituted 1,2,3-tri-
azole (Scheme 15.2).

This new method has enjoyed rapid acceptance; and numerous applications for
drug discovery and material sciences have been developed, due to its reliability,
tolerance to a wide variety of functional groups, regiospecificity and the ready
availability of starting materials. The 1,4-disubstituted 1,2,3-triazole unit of the re-
action products is an interesting, if underappreciated, pharmacophore that is
nearly impossible to oxidize, reduce or cleave. It has been demonstrated to actively
engage in interactions with proteins, due to its large dipole moment of ~5 Debye,
and the ability of N-3 to function as a hydrogen bond acceptor [12]. These pharma-
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Scheme 15.1
Water-based reactions.

Scheme 15.2
The Cu(I)-catalyzed generation of 1,4-disubstituted 1,2,3-triazoles.



cophoric properties and the rigidity of 1,4-disubstituted triazoles are reminiscent
of peptide bonds, suggesting this linking unit to be useful for developing new bio-
logically active molecules.

15.3
Click Chemistry in Drug Discovery

Since the discovery of the regiospecific copper(I)-catalyzed triazole process, nu-
merous chemical biology applications of this linking reaction have been published
[13]. Simple experimental procedures, complete conversion, high yields and speci-
ficity for 1,4-disubstituted 1,2,3-triazoles make product purification easy and pro-
vide excellent opportunities for combinatorial library synthesis and natural pro-
duct modification. The inertness of azides and alkynes to biological systems
makes this ligation process interesting for a wide range of biomolecular applica-
tions, ranging from target-templated in situ chemistry to DNA and proteomics re-
search, via bioconjugation reactions.

15.3.1
Lead Discovery Libraries

The Kolb laboratory at Coelacanth Corporation [14] developed the click chemistry
approach to combinatorial chemistry. Over 170 000 individual compounds across
75 different structural themes were made on a 25–50 mg scale using semi-auto-
mated liquid phase synthesis approaches. Some of the “spring-loaded” building
blocks that were used for library generation were epoxides and aziridines, which
provided 1,2-difunctionalized compounds by nucleophilic ring opening [15], azides
and �-ketoesters, which were converted to triazoles via 1,3-dipolar cycloaddition
[15], imidoesters for the preparation of 5-membered aromatic heterocycles [17] and
3-aminoazetidines for the synthesis of non-aromatic heterocyclic libraries [18].
Also, targeted amino acid-derived libraries were made, which led to the discovery of
potent peroxisome proliferator-activated receptor � (PPAR-�) agonists [19].

Recent studies have shown that the copper-catalyzed triazole process is suitable
for the solid phase synthesis of combinatorial libraries. The group led by Gmeiner
used this process for the preparation of a polystyrene based formyl indol methyl
triazole (FIMT) resin for parallel solid phase synthesis of a series of BP-897-type
arylcarboxamides (Scheme 15.3) [20]. A library of 42 compounds was generated in
a five-step sequence that involved resin loading by reductive amination, followed
by amide coupling, deprotection, palladium-catalyzed N-arylation and acidic clea-
vage. The final products were screened for binding to monoaminergic G protein-
coupled receptors without further purification. Five library members showed ex-
cellent dopamine D3 receptor affinities; and carboxamide (Scheme 15.3; 1) dis-
played a Ki value of 0.28 nM, which exceeds the binding properties of drug candi-
date BP897.
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15.3.2
Natural Products Derivatives and the Search for New Antibiotics

Bacterial resistance to antibiotic drugs is a growing problem in antibacterial ther-
apy; and new classes of anti-infectives are desperately needed [21]. Predictions
suggested that by 2005 nearly 40 % of all Streptococcus strains will be resistant to
both penicillin and macrolide antibiotics in the United States [22]. Of special con-
cern is the drug resistance of Gram-positive pathogens such as Streptococcus pneu-
moniae to penicillin, Staphylococcus aureus (MRSA) to methicillin and in particular
Enterococcus faecium (VRE) to vancomycin. The biological activity of natural pro-
ducts is often mediated by their carbohydrate epitopes, which influence the phar-
macokinetic properties, targeting and mechanism of action in general. Conse-
quently, diversification of the carbohydrate groups may lead to new therapeutics
[23]. With the aid of the Cu(I)-catalyzed process, 15 triazole-linked monoglycosy-
lated derivatives of vancomycin were synthesized (Fig. 15.2) [24]. Antibacterial
screens of this library revealed that acid derivative 2 (Fig. 15.2; 2) was twice as ac-
tive as vancomycin against both E. faecium and S. aureus.
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Scheme 15.3
Solid-phase supported synthesis of dopamine D3 receptor ligands.



Another approach for modifying natural products was described by Marriott et
al., who synthesized a triazole derivative of Kabiramide C in the presence of a cataly-
tic amount of Cu(I) and NEt3 (Fig. 15.2) [25]. Kabiramide C is a macrolide drug that
targets actin, a highly conserved and abundant protein, which plays an essential
role in cytokinesis, cell mobility and vesicle transport. Each triazole derivative was
shown to tightly bind G-actin with the same stoichiometry as the natural product.

A new class of synthetic antibacterial agents against Gram-positive bacteria, con-
taining the oxazolidinone pharmacophore, targets bacterial protein synthesis. How-
ever, growing drug resistance has been observed with E. faecium and S. aureus. Addi-
tionally, oxazolidinone antibiotics can cause severe hypertensive crisis, an undesired
side-effect caused by the inhibition of monoamine oxidase (MAO). In an effort to ad-
dress these issues, researchers at AstraZeneca made analogues of lineozolide [26] by
replacing the acetamide functionality with a 1,2,3-triazole and the morpholine ring
by a thiapyran sulfone [27]. Both the copper-catalyzed and thermal [3+2]cycloaddi-
tion processes were employed to generate triazoles; and vinylsulfones were found to
give 1,4-disubstituted triazoles with good selectivities (Scheme 15.4).

SAR studies revealed that 5-substitued triazoles were generally inactive or only
marginally active. In contrast, many triazoles with a small substituent in the 4-po-
sition showed good antibacterial activities and at the same time displayed signifi-
cantly reduced inhibition of MAO.

Even though tyrocidine antibiotics are attractive therapeutic agents, they cause
lysis of human red blood cells. In an attempt to decrease this toxic side effect,
Walsh et al. employed a chemoenzymatic approach to make carbohydrate-modi-
fied cyclic peptide tyrocidine (tyc) antibiotics, which are nonribosomal peptides
(NRP; Scheme 15.5) [28]. They generated a library of 247 glycopeptides by con-
ducting an enzymatic macrocyclization, followed by Cu(I)-catalyzed triazole for-
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Fig. 15.2
Triazole derivatives of natural products.
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Scheme 15.4
Triazole/thiapyran analogs of the oxazolidinone antibiotic linezolid.

Scheme 15.5
Chemoenzymatic approach to glycopeptides via copper-catalyzed triazole formation.



mation with azidoalkyl glycosides in 96-well plates. The excised thioesterase (TE)
domain from the tyrocidine synthetase was used to catalyze the formation of the
head-to-tail cyclic peptide derivatives from linear, propargylglycine-containing,
peptide N-acetyl cystamine (SNAC) thioesters. The cyclization was followed by
copper-catalyzed triazole formation, which proceeded cleanly, allowing the crude
reaction mixtures to be screened in antibacterial and hemolytic assays. Screening
hits were validated by re-testing the purified compounds, leading to the identifica-
tion of two glucopeptides that displayed a 6-fold better therapeutic index than
wild-type tyrocidine while maintaining its high antibacterial potency.

15.3.3
Synthesis of Neoglycoconjugates

All cell surfaces carry oligosaccharides linked to proteins or lipids. These glyco-
conjugates modulate a number of cellular recognition processes, for example the
inflammatory response; and their importance for the generation of therapeutic
agents has been increasingly recognized in recent years. However, there are some
inherent disadvantages associated with this class of compounds that complicate
drug discovery efforts. The synthesis of N-and O-linked glycopeptides is difficult;
and the products are susceptible to chemical and enzymatic hydrolysis [29, 30].
Isosteric and metabolically stable replacements for the glycosidic linkage may
solve these issues. Triazoles have been investigated as linkers for stable glycopep-
tide analogues (Scheme 15.6). They can be made by coupling azide-functionalized
glycosides with acetylenic amino acids or acetylenic glycosides with azide-contain-
ing amino acids, using the Cu(I)-catalyzed process [31].

Copper-catalyzed triazole formation from carbohydrate-derived acetylenes and
azides is considerably faster under microwave irradiation, allowing reaction times
to be reduced from several hours at room temperature to a few minutes. This al-
lowed the preparation of a series of multivalent, triazole-linked neoglycoconju-
gates with complete regiocontrol and in high yields, using organic soluble Cu(I)-
complexes as catalysts [32]. Polyvalent mannosylated aromatic and heteroaromatic
systems were obtained in this way, in addition to a heptavalent manno-�-cyclodex-
trin (Scheme 15.7).
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Scheme 15.6
Synthesis of triazole-linked glycopeptides.



Norris et al. reported the rapid, regiospecific synthesis of various glucosyl-1,4-
disubstituted 1,2,3-triazoles in water, based on the CuSO4/ascorbate system [33].
Sabesan et al. generated a combinatorial library of triazole-linked oligosaccharide
analogs [34] by using thermal [3+2]cycloaddition to generate a variety of mimics of
natural and unnatural carbohydrates with a wide variety of substituents placed on
the carbohydrate groups.

15.3.4
HIV Protease Inhibitors

Every year, particularly in sub-Saharan Africa, human immunodeficiency virus
type 1 (HIV-1) causes the deaths of millions of people; and the number of indivi-
duals who carry the virus continues to rise. HIV-protease [35] is responsible for
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Scheme 15.7
Multivalent neoglycoconjugates.



the final stage of virus maturation and its inhibitors are used together with reverse
transcriptase inhibitors for “highly active anti-retroviral therapy” (HAART). Unfor-
tunately, numerous drug-resistant and cross-resistant mutant HIV-1 proteases
have evolved, making the development of new inhibitors necessary [36].

Cu(I)-catalyzed triazole formation was used to prepare a 100-member library
based on hydroxyethylamine peptide isosteres (Scheme 15.8; 3–6) [37]. Two differ-
ent azide cores (3 and 4), inspired by the existing drugs (aprenavir [38], nelfinavir
[39], saquinavir [40]), were connected with acetylenes for library production. Direct
screening of the aqueous reaction mixtures against HIV-protease and three mu-
tants (G48V,V82F,V82A) led to the identification of four hits with inhibition con-
stants in the 10 nM range, which were all derived from scaffold 3. In contrast,
scaffold 4 failed to provide any hits.
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Scheme 15.8
Development of HIV-1 inhibitors through combinatorial triazole
formation, combined with high-throughput screening.



15.3.5
Synthesis of Fucosyltranferase Inhibitor

Fucosyltranferases (Fuc-T) catalyze the final glycosylation step in the biosynthesis
of the sialyl Lewis x (sLex ) and sialyl Lewis a (sLea ) epitopes of cell surface glyco-
proteins and glycolipids. These fucosylated oligosaccharides mediate a variety of
crucial cell–cell recognition processes such as fertilization, embryogenisis, lym-
phocyte trafficking, immune response and cancer metastasis [41]. The trans-
ferases catalyze the attachment of L-fucose to a specific hydroxyl group of sialyl N-
acetyl-lactosamine, using guanosine diphosphate �-L-fucose (GDP-fucose) as the
fucosyl donor. Selective fucosyltransferase inhibitors may block the generation of
these fucosylated products and the pathology they trigger. However, due to low
substrate affinity and the absence of enzyme structure data, rational design of in-
hibitors has been difficult [42].

Wong et al. discovered nanomolar inhibitors from a triazole library prepared by
the copper-catalyzed reaction of 85 azides with a GDP-derived alkyne in water
[43]. High yields and the absence of protecting groups made it possible to directly
screen the crude reaction mixtures (Scheme 15.9). This led to the identification of
the biphenyl derivative 7 as a hit, which was purified and tested against a variety
of fucosyl and galactosyl tranferases and kinases, to discover that it was not only
highly selective for human �-1,3-fucosyltransferase VI but also very potent.

32315.3 Click Chemistry in Drug Discovery

Scheme 15.9
Synthesis and in situ screening of fucosyltransferase inhibitors.



15.3.6
Glycoarrays

Carbohydrate arrays (glycoarrays) are used for the high-throughput analysis of su-
gar–receptor interactions [44, 45] and for studying cell–cell recognition processes
mediated by carbohydrates. Wong et al. created a covalent array by reacting azide-
bearing saccharides with an alkyne that was bound to microtiter plates via a disul-
fide linker (Scheme 15.10) [46]. The disulfide bond survives a range of biological
assay conditions and can readily be cleaved with reducing agents, allowing charac-
terization and quantitative analysis by mass spectrometry. The utility of this
method was demonstrated by performing two binding assays with Lotus tetragono-
lobus lectin (LTL), which recognizes �-l-fuctose [47], and Erythrina cristagalli lectin
(EC) [48], which recognizes galactose.

A carbohydrate array was employed for screening a compound library of GDP
derivatives for Fuc-T inhibitors (Scheme 15.11) [49]. N-acetyllactosamine (LacNac)
was displayed on the surface of a microtiter plate by Cu(I)-catalyzed triazole for-
mation with an immobilized lipid alkyne. The compound library was mixed with
Fuc-T and GDP-fucose and then incubated in the LacNAc-containing microtiter
plate wells. The transfer of fucose to LacNAc was quantified with a lectin from Tet-
ragonolobus pupureas (TP), conjugated to a peroxidase, leading to the identification
of four compounds with nanomolar inhibition constants. Three of these hits con-
tained a biphenyl substituent. Remarkably, these hits had not been identified in a
preceding fluorescence-based assay [50].

This method can be used for high-throughput screening of large compound
libraries at low cost.
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Scheme 15.10
Glycoarray synthesis based on the copper-catalyzed triazole process.



15.4
In Situ Click Chemistry

The groups of Sharpless and Kolb developed a new strategy for drug discovery,
which relies on the irreversible, target-guided synthesis (TGS) of high infinity in-
hibitors from small click chemistry fragments (Fig. 15.3) [51–54]. The latter are as-
sembled within the biological target’s binding pockets through selective binding
and irreversible interconnection to generate potent inhibitors that engage in mul-
tiple interactions with the target. Since this target-templated, fragment-based ap-
proach requires relatively few reagents (which are sampled by the protein in thou-
sands of different ways), it promises to be more efficient than traditional combina-
torial chemistry, which involves the synthesis, purification and screening of thou-
sands of library compounds. Follow-up tests are performed only with the target-
generated hits to measure their binding affinities and specificities. These hits are
usually very potent, due to the multivalent nature of the interactions with the pro-
tein.

15.4.1
Discovery of Highly Potent AChE by In Situ Click Chemistry

The target-guided click chemistry approach was first tested with acetylcholine es-
terase (AChE) (Fig. 15.4). The enzyme plays a key role in neurotransmitter hydro-
lysis in the central and peripheral nervous system [55, 56]. It has two separate
binding sites on either end of a narrow gorge [57]. For fragment assembly by the
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Scheme 15.11
Identification of fucosyl transferase inhibitors using a glycoarray.



enzyme, the thermal 1,3-dipolar cycloaddition reaction between azides and acety-
lenes [4] was employed, since the reaction is extremely slow at room temperature
and the reactants do not react with the protein. The fragments were designed to
bind to either the peripheral anionic site or the active center. They carried azide
and acetylene groups, respectively, via flexible spacers. From a total of 52 possible
reagent combinations, the enzyme selected only four pairs, leading to the forma-
tion of four reaction products in a highly regioselective fashion. These compounds
turned out to be more potent than any other non-covalent organic AChE inhibitor,
the most potent one having a dissociation constant Kd of 99 fM in the case of eel
AChE (Fig. 15.4, left).

Additional experiments demonstrated that this fragment-based approach is suit-
able for the discovery of novel AChE inhibitors from reagents that were not pre-
viously known to interact with the enzyme’s peripheral site. Thus, a total of
24 acetylene reagents were incubated in sets of up to ten compounds with AChE
and the active site ligand, tacrine azide (Fig. 15.4, right) [58]. The triazole pro-
ducts, formed by the enzyme, were identified by HPLC-MS analysis of the crude
reaction mixtures. The enzyme selected only the two phenyltetrahydroisoquino-
line building blocks that were in the reagent library and combined them with the
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Fig. 15.3
In situ click chemistry.

Fig. 15.4
In situ click chemistry with acetylcholine esterase (AChE).



tacrine azide within the active center gorge, to form multivalent inhibitors that si-
multaneously associate with the active and peripheral binding sites. The winning
combination involved reagents that have relatively weak binding affinities for
AChE (7.8–34 μM), demonstrating that this target-guided strategy is successful
even with micromolar binders. The new inhibitors are not only more “drug-like”
than the previous phenylphenanthridinium-derived compounds, due to the lack
of permanent positive charge and aniline groups and fewer fused aromatic rings,
but they are also three times as potent. With dissociation constants as low as
33 fM, these compounds are the most potent non-covalent AChE inhibitors
known.

Recent work in the Kolb and Fokin laboratories has shown that the target-
guided lead discovery method also works with targets other than acetylcholine es-
terase, e.g. other enzymes such as carbonic anhydrase II and HIV protease [59],
and non-enzymes, such as transthyretin.

Carbonic anhydrases are Zinc–enzymes that catalyze the interconversion of
HCO3

– and CO2. They are involved in key biological processes related to respira-
tion and the transport of CO2/HCO3

–, bone resorption, calcification and tumori-
genicity [60]. Systemically and topically administered carbonic anhydrase inhibi-
tors have long been used to control the elevated intraocular pressure associated
with glaucoma [61, 62]. Most inhibitors are aromatic or heteroaromatic systems
that carry a sulfonamide functional group [63–65], which coordinates the Zn2+ ion
in the active site. Based on this information, Kolb et al. designed 4-ethynylbenze-
nesulfonamide as an anchor molecule for the target-guided formation of carbonic
anhydrase inhibitors (Fig. 15.5) [53]. The benzenesulfonamide anchor molecule
was incubated with each of 24 azide reagents in the presence of bovine carbonic
anhydrase II for 40 h. Analysis of all 24 reaction mixtures by liquid chromatogra-
phy with mass spectrometry/selected ion mode detection (LC/MS-SIM) revealed
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Fig. 15.5
In situ click chemistry with Carbonic anhydrase-II.



that 11 mixtures had formed triazoles inside the enzyme. Control experiments va-
lidated these hits: (a) no product was observed in the absence of protein, (b) no
product was generated with bovine serum albumin as a result of non-specific pro-
tein binding and (c) no product was observed when the reaction was performed in
the presence of a low-nanomolar carbonic anhydrase inhibitor. These results de-
monstrate that carbonic anhydrase is able to assemble triazoles from azide and
acetylene building blocks and that the reaction occurred inside or near its active
site. The most potent hit compound is 185 times more active (Kd = 0.2 nM) than
the acetylenic scaffold (Kd = 37 nM).

15.5
Bioconjugation Through Click Chemistry

15.5.1
Tagging of Live Organisms and Proteins

Click chemistry was recently employed to selectively tag biomolecules in living
cells or organisms to monitor their involvement in biological process and/or de-
tect their biodistribution and metabolism [66, 67].

The azido group is a very useful chemical handle for bioconjugation, since it is
largely inert in biological systems and readily undergoes highly selective reactions,
such as the Staudinger ligation with phosphines [68] as well as [3+2]cycloaddition
with strained [69] and terminal alkynes [70]. The Cu(I)-catalyzed reaction between
azides and acetylenes enables the selective tagging of virus particles [71], nucleic
acids [72], enzymes [73], cells [74] and proteins from complex tissue lysates [75].

The utility of the Cu(I)-catalyzed triazole formation for this purpose was estab-
lished by labeling intact cowpea mosaic virus particles (CPMV) [76] with fluores-
cein (Scheme 15.12). CMPV is composed of 60 identical copies of a two sub-unit
protein assembled around a single-stranded RNA. Through traditional bioconju-
gation techniques, a total of 60 azides were attached per virus particle, setting the
stage for Cu(I)-catalyzed tagging with alkynefluorescein. Finn et al. developed spe-
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Scheme 15.12
Labeling of cowpea mosaic virus particles with fluorescein.



cial conditions for the triazole formation: CuSO4 was reduced in situ with tris(2-
carboxyethyl)phosphine (TCEP) and a Cu(I)-stabilizing ligand, tris[(1-benzyl-1H-
1,2,3-triazol-4-yl)methyl]amine (TBTA), was used to stabilize Cu(I) in water and
protect the virus from Cu-triazole-induced disassembly [71].

Tirrel and Link replaced methione residues in the outer membrane protein C
(OmpC) of Escherichia coli cells by azidohomoalanine (Fig. 15.6; 8) and subsequently
reacted the azide groups with a biotinylated alkyne reagent, using the TBTA/copper-
catalyzed triazole process to tag E. coli with biotin (Scheme 15.13) [74].

Further studies revealed that highly pure (99.999%) CuBr allowed cell surface
labeling to be enhanced by a factor of 20. This led to the discovery that even azi-
doalanine (Fig. 15.6; 9), which was previously not thought to be a good replace-
ment for methionine in protein synthesis, was incorporated in cell surface pro-
teins. Also, azidonorvaline 10 and azidonorleucine 11 were detected [77].

Schultz and co-workers reported a site-specific, fast and irreversible method for
protein bioconjugation [73]. The incorporation of genetically encoded azide- or al-
kyne-containing unnatural amino acids into proteins of Saccharomyces cerevisiae,
followed by coupling with azide- or alkyne-dyes (Fig. 15.7, 12), allowed gel-fluores-
cence scanning of the modified protein. This methodology for genetically encod-
ing unnatural amino acids in prokaryotic and eukaryotic organisms was used in
conjunction with phage display to synthesize polypeptide libraries with unnatural
amino acid building blocks [78]. For this study, a pIII fusion streptavidin-binding
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Fig. 15.6
Methionine, azidoalanine, azidohomoalanine azidonorvaline, azidonorleucine.

Scheme 15.13
Tagging E. coli with biotin.



peptide was expressed in E. coli strain TTS (type III secretion) in the presence of
unnatural amino acids. The resulting phages displayed the unnatural amino acid-
carrying peptides. In order to characterize this phage display system, the resulting
phages were tagged with an alkyne dye, using the Tirrell conditions for the tria-
zole-forming process [74]. SDS-PAGE and Western blot analysis showed that the
unnatural amino acid was specifically introduced into the pIII coat protein of the
unnatural phage. This technology enables the site-specific and irreversible attach-
ment of a single PEG molecule to a protein, making possible the production of
well defined and homogenous therapeutic PEGylated proteins.

15.5.2
Activity-based Protein Profiling

The field of proteomics is engaged in the development of methods for analyz-
ing protein expression and function. Conventional methods measure protein
variations based on abundance, whereas activity-based protein profiling (ABPP)
[75], a chemical proteomics method, utilizes active site-directed probes to deter-
mine the functional state of enzymes in complex proteomes (e.g. to distinguish
an active enzyme from its inactive precursors and inhibitor-bound forms). The
ABPP probes contain two main elements: a reactive group (RG), which binds
to and covalently labels the active site, and a reporter tag (e.g. biotin and or a
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Fig. 15.7
Genetically encoded incorporation of unnatural amino acids
for site-specific tagging of proteins.



fluorophore), which enables the rapid detection and isolation of the labeled en-
zyme [66].

Sorensen et al. synthesized a series of rhodamine biotin-tagged compounds
using the Cu(I)-catalyzed triazole process to investigate the FR182877 mechanism
of action (Scheme 15.14), [78]. Incubation of the tagged derivatives with mouse
proteome in vitro led to the identification of carboxylesterase-1 (CE-1) as a specific
target of the natural product. The authors examined enzyme activity with a serine
hydrolase-directed probe fluorophosphonate rhodamine and determined that
Fr182877 is a selective inhibitor of CE-1 with an IC50 of 34 nM.

Despite the successful application of ABPP for several enzyme classes, the cur-
rently used bulky, cell wall impermeable reporter tags require cell homogenization
prior to analysis, making measurement in living cells impossible. Cravatt et al. de-
veloped a “tag-free” version of ABPP, in which the reporter group is attached to
the activity-based probe after covalent labeling of the protein targets
(Scheme 15.15) [75]. Bioorthogonal coupling partners, azides and alkynes, were
employed to join the probe and tag with the copper-catalyzed triazole process.
With this method, Cravatt et al. detected glutathione S-transferase (GSTO 1–1),
enoyl COA hydratase-1 (ECH-1) and ALDH-1 at endogenously expressed levels in
viable cells. For these studies, an azide-bearing (tag-free) phenylsulfonate ester
(PS-N3) probe was incubated with intact cells and then ligated with a rhodamine
alkyne reporter group after cell homogenization. The results were consistent with
traditional methods.
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Scheme 15.14
Rhodamine biotin-tagged compounds for ABPP of carboxylesterase-1.



This click chemistry-based approach to ABPP allowed, for the first time, the de-
termination of protein expression levels in living animals. ECH-1 was observed in
the heart tissue of mice by injecting PS-N3 into the living animal and staining the
homogenized tissue of the sacrificed animal with rhodamine alkyne.

The drawback of this methodology is a higher degree of background labeling as
compared to conventional ABPP, due to low-level non-specific labeling of abun-
dant proteins of the proteome.

Further studies demonstrated that swapping the reaction groups (i. e. PS-al-
kyne/RhN3 instead of PS-N3/Rh-alkyne) reduced the extent of background label-
ing and enabled the visualization of lower-abundance enzyme activity [80]. How-
ever, the PS-N3/Rh-alkyne combination reacts four times faster, making it the sys-
tem of choice for fast analysis.

15.5.3
Labeling of DNA

The Ju laboratory has fluorescently labeled single-stranded DNA (ssDNA), using
concerted thermal 1,3-dipolar cycloaddition [72]. Thus, DNA was azido-labeled
by reacting succinimidyl 5-azido-valerate with an amino linker-modified oligonu-
cleotide (M13–40 universal forward sequencing primer); and its cycloaddition
with 6-carboxy-fluorescein (FAM) was carried out thermally in aqueous media
(Scheme 15.16a). The resulting FAM-labeled ssDNA was successfully used in the
Sanger dideoxy chain termination reaction, using PCR-amplified DNA as a tem-
plate to produce DNA sequencing products terminated by biotinylated dideoxya-
denine triphosphate (ddATP-biotin). These fragments were analyzed by capillary
array electrophoresis and the results matched exactly the sequence of the DNA
template. An electron-withdrawing group was attached to the alkyne to optimize
the cycloaddition reaction for DNA analysis and immobilization [81]. This allowed
catalyst-free 1,3-dipolar cycloaddition to proceed smoothly at room temperature in
aqueous solution, conditions that are compatible with DNA modification under
cell-biological conditions.
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Scheme 15.15
“Tag-free” ABPP.



The Cu(I) process has been employed to immobilize DNA on a solid support
for fast sequencing (Scheme 15.16b) [82]. Thus, an alkyne-modified glass surface
was coupled with azido-labeled DNA, using the very mild and selective Cu(I) tria-
zole process. In order to determine the functionality, stability and accessibility of
the immobilized DNA, polymerase extension reactions were successfully carried
out with three unique photocleavable (PC) fluorescent nucleotides. In a sequence
involving alternate incorporation of PC fluorescent nucleotides, fluorophore detec-
tion and photolytic removal of the fluorophore, a seven-nucleotide sequence in
the DNA template was correctly identified.

15.5.4
Artificial Receptors

In polar solvents, cyclodextrins are able to bind hydrophobic molecules within
their cavities, making them useful as enzyme mimetics [83] and molecular recep-
tors [84]. Due to the large number of hydroxyl groups, selective modification of cy-
clodextrins is challenging. Most approaches to create functionalized cyclodextrins
have very low yields and often lead to complex mixtures of anomeric compounds
or to systems with different ring sizes. Gin et al. demonstrated that Cu(I)-cata-
lyzed triazole formation can be used for making functionalized cyclodextrin mi-
mics (Scheme 15.17; 14, 15), starting from azido acetylene-bearing trisaccharides
(Scheme 15.17; 13) [85]. In the presence of Cu(I), a �-cyclodextrin analog was ob-
tained in excellent yield, whereas the uncatalyzed reaction led to multiple pro-
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Scheme 15.16
(a) DNA labeling, (b) immobilization of DNA on a glass chip.



ducts. The deprotected macrocycle 15 was shown to bind 8-anilino-1-naphthalene-
sulfonate with similar affinity as regular �-cyclodextrin. This new strategy allowed
the synthesis of functionalized cyclodextrin mimics that would have been difficult
to make using traditional means.

15.6
Conclusion

In summary, click chemistry has proven to be a powerful tool in biomedical re-
search, ranging from combinatorial chemistry and target-templated in situ chem-
istry for lead discovery, to bioconjugation strategies for proteomics and DNA re-
search. A number of click chemistry reactions have been developed; and heteroge-
neous, water-based reactions as well as the formation of triazoles from azides and
acetylenes deserve special recognition. Despite their high energy content, azides
and acetylenes are stable across a broad range of organic reaction conditions and
their irreversible combination to triazoles is highly exothermic, albeit slow. The
full potential of this ligation reaction was unleashed with the discovery of Cu(I)
catalysis, which allows the reaction to proceed rapidly with near-quantitative
yields. Since no protecting groups are used, the crude triazole products can be
subjected to biological screens without purification. This triazole-forming process,
and click chemistry in general, promises to accelerate both lead finding and lead
optimization, due to its great scope, modular design and reliance on extremely
short sequences of near-perfect reactions.
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Scheme 15.17
�-Cyclodextrin analogs by cyclodimerization of trisaccharide via [3+2]-cycloaddition.
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16
Dynamic Combinatorial Diversity in Drug Discovery
Matthias Hochgürtel and Jean-Marie Lehn

16.1
Introduction

Combinatorial chemistry evolved as a key technology for the rapid generation of
large populations of structurally distinct molecules that can be screened efficiently
en masse for desirable properties. This approach, in combination with high-
throughput screening, evolved into a powerful technique capable of significantly
accelerating the drug discovery process [1]. Initially developed to produce peptide
libraries for screening against antibodies or receptors, combinatorial synthesis
and the screening of combinatorial arrays became an integral part in lead genera-
tion and optimization in drug discovery [2–5]. Furthermore, combinatorial meth-
odologies also demonstrated their potential in other areas, such as the develop-
ment and discovery of catalysts, and material science [6, 7].

Modern combinatorial libraries are characterized by the generation of numerous
different, but structurally related compounds that exist discretely as static entities,
under similar conditions, in a systematic manner. Currently, there are several dis-
tinct methodologies for the generation of combinatorial libraries [8, 9]. These com-
binatorial arrays can be produced in a parallel fashion, either as a library of indivi-
dual compounds or as pooled mixtures. In applying a parallel format, the com-
pounds are handled individually in separated compartments. This removes difficul-
ties associated with compound mixtures; and it allows for every individual com-
pound a straightforward evaluation of chemical integrity and structure–activity
relationship after biological testing. The library size handled with this methodology
is more limited than in a pooling strategy. Pooled mixture formation is straightfor-
ward and less time-consuming than the synthesis of individual compounds. More
difficult is the analysis and screening of mixtures of components. By the split and
mix technology, very large libraries can be formed progressively over multiple syn-
thetic steps. Also, several technological advances in solid phase automated synth-
esis, analysis, robotics and miniaturization allow the rapid parallel synthesis and
characterization of very large arrays of individual compounds. The substances gen-
erated are then subsequently evaluated for biological activity by high-throughput
screening, applying fully automated systems towards a chosen target protein.
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16.2
Dynamic Combinatorial Chemistry – The Principle

Dynamic combinatorial chemistry (DCC) is a recent and rapidly developing ap-
proach for ligand or receptor identification, based on the implementation of dy-
namic assembly and recognition processes [10–20]. It offers a possible alternative
to the static approaches of traditional combinatorial chemistry. The method is
based on the generation of a dynamic combinatorial library (DCL) of interchange-
able constituents. Such a DCL consists of continually interchanging library mem-
bers generated by reversible reaction between a set of building blocks (compo-
nents). The set of all potentially accessible self-assembly combinations of the com-
ponents represents a virtual combinatorial library (VCL). The interaction of the li-
brary constituents with a molecular target drives the equilibrium towards the for-
mation of those individual library members that bind to the target and thus are
thermodynamically stabilized. Such a self-screening process, by which the active
species are preferentially generated at the expense of the non-active ones and re-
trieved from the dynamic mixture, drastically simplifies the identification of effec-
tive ligands in the pool. The DCC approach is target-driven and combines two ba-
sic supramolecular themes [21]: self-assembly in generating a DCL and molecular
recognition in the interaction of all possible entities with a target species.

The DCC concept is represented schematically in Fig. 16.1 using the “lock and
key” image of Emil Fischer. The process can be divided into three simple steps:
(a) selecting the initial building blocks, capable of connecting reversibly with each
other, (b) establishing the library generation conditions, where the building blocks
are allowed to form interchanging, individual molecular entities, and (c) subject-
ing the library to selection, in this case, binding affinity to a target species. If the
target molecule acts as a trap for a good binder, the ensemble of candidates can be
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Fig. 16.1
Schematic representation of the concept underlying dynamic
combinatorial chemistry and virtual combinatorial chemistry
based on the “lock and key” image of Emil Fischer.



forced to rearrange to favor the formation of this species. The process described
where ligands are screened towards a given receptor is termed “substrate casting”;
and the corresponding process where a synthetic receptor is selected by the addi-
tion of a certain ligand can is termed “receptor molding” [22].

16.3
Generation of Diversity: DCC Reactions and Building Blocks

The generation of DCLs can be accomplished by using any type of molecular reac-
tion or supramolecular interaction. A key feature is the reversible interconnection
between the library constituents. Besides reversibility, several other criteria have
to be fulfilled by a chemical reaction for the efficient generation of a DCL. The re-
versible exchange should be sufficiently fast to reach equilibrium within a short
time. The generation of the dynamic library should proceed under thermody-
namic control. The reaction should be compatible with a broad range of functional
groups; and suitable building blocks should be accessible in order to increase the
diversity of the libraries. The reactivity of linker functionalities should be similar
in order to form unbiased, iso-energetic libraries. This will guarantee the forma-
tion of all possible combinations in comparable amounts.

Applying DCC to a biological target requires additional features. Working with
biological systems means the reaction needs to be compatible with physiological
aqueous conditions. In buffered aqueous media, there can be problems with the
solubility of the starting materials, which are used in part in excess, together with
biological molecules. The reaction conditions must be optimized for keeping the
biological targets intact in their active form. An additional desirable characteristic
of the reaction used is that, once the system has reached equilibrium, it should be
possible to freeze or lock-in the dynamic exchange process [22]. By this step, the
dynamic library is transformed into a static library which can be more easily ana-
lyzed. This can be done either by changing the reaction conditions (pH, tempera-
ture, solvent composition) or by adding a chemical quenching reagent (oxidation/
reduction reagent).

Several types of reversible reactions are known (Table 16.1). Each of them has
its own characteristics, advantages and drawbacks. For the construction of DCLs
in the presence of a biological target imine, acylhydrazone formation [13, 22–29],
disulfide exchange [30–33], transamidation [34], transthioesterification [35], enzy-
me-catalyzed aldol reaction [36, 37], cross-metathesis [38, 39] and boronate trans-
esterification [40] have been reported. The C=N bond formation processes, by con-
densation of an amino group with carbonyl functionalities, are (besides disulfide
exchange) the most important class of DCC reactions and have proven to be effi-
cient when biological systems are targeted. The library formation and exchange
kinetics can be optimized by careful selection of nucleophiles and carbonyl com-
pounds in respect to suitable conditions for the biological target. In the case of ali-
phatic amines as nucleophiles, imines are rapidly formed and exchanged with car-
bonyl compounds [41]. At neutral pH, the equilibrium favors the starting materi-
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Table 16.1 Selection of dynamic processes for potential use in
DCC. All processes represented are “self-contained” [45], except
imine formation, disulfide formation and boronic ester formation.
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als. Therefore, detection of imines may be difficult and analysis of a dynamic
imine library requires an additional quenching step by reductive amination. In
the case of acyl hydrazones or hydroxylamines, the imines are stabilized, the equi-
librium is on the product side and the exchange is much slower [25, 42], so that
efficient exchange rates require more acidic conditions. By using selected acyl-
hydrazones having electron-withdrawing groups, the formation and exchange can
be tuned for nearly neutral pH [43].

An important challenge in the development of DCC is still the search for new
or the rediscovery of known suitable reversible reactions for the generation of dy-
namic libraries. Nucleophilic addition to conjugated carbonyl compounds is
known to be a reversible reaction. Recently, the Michael addition of a thiol to etha-
crynic acid derivates was studied in a model system to evaluate their potential in
the formation of DCLs [44]. Under mild, nearly physiological conditions, the
library was rapidly equilibrated. The scrambling process was shown to be selec-
tively switched on and off by lowering the pH. To ensure the generation of near
iso-energetic libraries, enone building blocks were functionalized relatively far
from the linker Michael acceptor.

Cycloaddition represents another class of reactions which are attractive for the
application in DCC. First, a demonstration of its potential use in DCC was re-
ported recently [45]. By the reaction of dienes with a set of dienophile Diels–Alder
building blocks under mild, non-aqueous conditions, a dynamic library was ra-
pidly formed; and component exchange in adduct formation was demonstrated.
The Diels–Alder reaction allows a straightforward generation of structural and
functional diversity; and, starting from two planar constituents, a three-dimen-
sional structure is generated. As in case of the Michael and aldol reaction, the
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Table 16.1 (continued)

Reversible intramolecular processes
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Diels–Alder reaction belongs to the class of self-contained reversible reactions,
where all atoms present in the starting materials are also present in the products.

Much higher diversity may be achieved by the generation of dynamic libraries
through implementation of more than one reversible linker chemistry [13, 46]. By
using a similar number of building blocks and two or more reactions, highly com-
plex multi-dimensional dynamic libraries can be realized. Preferably, the applied
chemistry should act in an orthogonal fashion that allows independent control of
the exchange processes, for example the combination of metal coordination and
imine chemistry [46]. Within such multi-dimensional DCC experiments, the diver-
sity increases rapidly, so that a smaller number of building elements may be used,
in a compact and more easily controllable experimental setup.

16.4
DCC Methodologies

Different approaches for the generation and screening of DCLs have been devel-
oped, including the adaptive approach, the pre-equilibrated approach [25, 30] and
the iterative approach [47, 48]. These approaches differ mainly in the screening
and selection processes. The deletion approach [49–51] is only indirectly related to
DCC, because it utilizes so-called pseudo-dynamic libraries which include irrever-
sible library generation.

The adaptive approach represents the ideal case in applying DCC. The genera-
tion and screening take place simultaneously in one compartment in the presence
of the biological target. The system, because of its fully dynamic nature, is able to
respond to an external pressure, so as to adapt and amplify the best binding
library constituents. If one constituent in the DCL interacts better than the others
with a certain target species, then this constituent will be withdrawn from the
equilibrating pool and all of the components that make up this constituent will
also be masked by the binding. Because of the equilibrium situation, the system
has to rearrange so as to produce more of this constituent at the expense of the
other species in the library. On re-equilibration, the most active constituent there-
fore experiences a certain degree of amplification, in comparison with the situa-
tion in which no target molecule is added.

The pre-equilibrated approach includes the formation of a dynamic library un-
der reversible conditions and the screening for active species after freezing the
equilibration under static conditions. This approach is especially useful when sen-
sitive and delicate biological targets that are unavailable in large quantities are
used or the linker chemistry requires equilibration conditions which are not com-
patible with the biological target. The library is generated under reversible condi-
tions, before screening of the reversible exchange is stopped by changing the reac-
tion condition to yield a static library. Biological testing of the static library is then
accomplished under standard assay conditions.

Active compounds can be identified in the static library by using different de-
convolution protocols. In the iterative approach, the generation of the DCL pro-
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ceeds in one compartment under reversible conditions. In an additional step, the
library members can interact with the biological target either in the same or in an
additional reaction chamber. By using an immobilized target, the bound species
are separated from the unbound species, which are then redirected to the reaction
chamber, re-scrambled and subsequent again interact with the biological target.
After several scrambling and selection circles, the accumulated bound species on
the immobilized target is analyzed.

The deletion approach is based on a irreversible formation and destruction pro-
cess of library constituents in the presence of a biological target. These types of li-
braries are so-called pseudo-dynamic libraries (pDCLs), which involve irreversible
instead of reversible transformations, as is the case for dynamic libraries. After
irreversible library generation, the constituents are interacted with the biological
target; and the destruction process removes library constituents from the mixture
continuously, removing the unbound ligands faster than the bound ligands. By
tightly binding to the target, the library members with highest affinity are pro-
tected from destruction. Generation, destruction and selection proceed in three
different compartments separated by a dialysis membrane. Periodically, the library
is regenerated by the addition of starting material; and both the selection and the
destruction process start again. After several cycles, the tightest binders are accu-
mulated and only small amounts of the non-binders are left.

16.5
Application of DCC to Biological Systems

The applications of dynamic combinatorial chemistry, as described so far in nu-
merous reports, can be divided into two categories. One set is primarily focused
on the development of reversible chemistries, to establish optimized conditions
for a controllable rapid exchange of library constituents without subjecting these
libraries to any target-directed screening. The conditions applied are often not
suitable for biological systems; and the studies aim at understanding the basic fea-
tures of DCL formation, their characteristics and their analysis. [24, 32, 40, 52–57].
The other set addresses both the generation and the screening phases in the pre-
sence of a target; and various protocols have been developed. In particular, several
applications that target different classes of biological macromolecules, including
lectins, enzymes and polynucleotides have been reported (Table 16.2). Biological
molecules are the most interesting and the most challenging target molecules.
The dynamic libraries have been generated using a range of different building
blocks. Most of these have been based on non-natural construction elements, but
attempts have also been made with amino acids, nucleotides, and carbohydrates.

An early related case made use of a monoclonal antibody (against �-endorphin)
as a molecular target capable of driving the reversible synthesis/hydrolysis of a
peptide mixture towards the formation of the specific antibody binder [34]
(Fig. 16.2). A protease, thermolysin, exhibiting a broad specificity, was used to
equilibrate a library of oligopeptides from two initial peptides. It was shown that
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Table 16.2 Application of dynamic combinatorial chemistry to biological
systems.

Target [refs.] Reversible chemistry Library Hit(s)
size

Trypsin [40] Alcohol–boronate exchange n.d. Tripeptidyl-boronate

Carbonic anhydrase [22] Transimination 12 Sulfamoylbenzaldimine

Carbonic anhydrase [49, 50] Transamidation; pseudo-
dynamic combinatorial

8 Sulfamoyldipeptides

Acetylcholinesterase [25] Acyl hydrazone exchange 66 Bis-pyridinium

Acetylcholinesterase [35] Transthioesterfication 10 Acetylthiocholine

HPr kinase [59] Acyl hydrazone exchange 440 bis-benzimidazole

�-Galactosidase [28, 29] Transimination 8 N-Alkyl-piperidine

Neuraminidase [26, 27] Transimination >40 000 Tamiflu analogs

Hen egg white lysozyme
HEWL [58]

Transimination 12 D-glcNAc derivate

Cyclin-dependent kinase 2
(CDK2) [60]

Hydrazone exchange 30 Oxindol-sulfamoylbenz-
hydrazone

Cysteine aspartyl protease-3
(caspase 3) [31]

Disulfide exchange
“extended tethering“

7000 Salicylic acid fragment

GalNAc-specific lectins
[63, 64]

Metal coordination 4 Tris-GalNAc

Concanavalin A [30] Disulfide exchange 21 Bis-mannoside

Concanavalin A [65] Acyl hydrazone exchange 474 Tris mannoside

Weat germ agglutinin
[36, 37]

Enzyme-catalyzed aldol
reaction

4 Sialic acid

Interleukin 2 (IL-2) [61] Disulfide exchange
“extended tethering“

7000 Small aromatic acid
fragments

Anti-�-endorphin [34] Transamidation n.d. Peptide (YGG-FL)

Fibrinogen [34] Transamidation n.d. Peptides

DNA [23, 68] Transimination + metal
coordination

36 Bis-salicylaldimine-
Zn(II) complex

DNA; RNA [71, 72] Transimination 4 Naldixic acid

DNA [73] Disulfide exchange 9 Peptidic hetero- and
homodisulfides

RNA [67] Metal coordination >27 Salicylamide Cu(II)-
complex

Ac2-L-Lys-D-Ala-D-Ala [39] Metathesis/disulfide
exchange

36 Bis-vancomycin

S. aureus [33] Disulfide exchange 3828 Psammaplin A
analogues



the peptide exchange by simultaneous peptide synthesis and hydrolysis catalyzed
by the protease can take place under mild conditions. To prevent digestion of the
target molecule by thermolysin, the library generation and selection process were
performed in two compartments separated by a dialysis membrane, permeable
only for the small equilibrating peptides. Analysis of the peptide mixture by
HPLC and sequencing showed the formation of a pentapeptide known to bind to
the antibody target with low nanomolar affinity. By indirect determination, it
could be demonstrated that, by applying the protease-catalyzed reaction, the pre-
sence of the antibody leads to an amplification of a specific peptide sequence,
known as an antibody binder.

16.5.1
Enzymes as Targets

One of the most attractive reaction for dynamic library generation is the imine for-
mation from amines and carbonyl compounds, in particular aldehydes. The reac-
tion is compatible with aqueous media and is characterized by the rapid formation
of a stable equilibrium and fast exchange rates. The proof of concept was first per-
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Fig. 16.2
Generation and screening of �-endorphine peptides by prote-
ase-catalyzed transamidation.



formed with the enzyme carbonic anhydrase, subjected to a DCL generated by
means of the transimination reaction [22] (Fig. 16.3). This enzyme has an active
site comprising a Zn(II)-containing pocket and a neighboring lipophilic site; and
known potent inhibitors contain a sulfonamide coupled to a hydrophobic moiety.
The building blocks were designed to present structural features close to those of
the known efficient inhibitors. By the reaction of three different aromatic alde-
hydes and four different primary amines, a dynamic library of twelve different
compounds was generated. An excess of amine was applied to overcome the effect
from potential amino groups at the surface of the enzyme. Because imines pos-
sess low stability in aqueous solution, cyanoborohydride was added to freeze out
the formed imines by selective reduction to the corresponding secondary amines
and thus simplify analysis of the library. Two sets of experiments, wherein the dy-
namic library was formed in the presence and the absence of the enzyme followed
by reduction of library constituents, showed that the presence of target modified
the abundance of certain constituents of the library. The formation of one of the
imines resulting from a sulfonamide aldehyde and benzylamine was markedly
amplified. The structure correlated well with the structural features of one of the
strongest known inhibitors and corresponded to SAR data on the carbonic anhy-
drase active site.

Generation of dynamic combinatorial libraries by transimination has also been
successfully applied to identify inhibitors of other enzymes, �-galactosidase [28],
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Fig. 16.3
Dynamic combinatorial library of imines interacting with carbo-
nic anhydrase. One amine/aldehyde combination was selected
and amplified. The corresponding amine was analyzed by
HPLC after reduction with sodium cyanoborhydride.



neuraminidase [26, 27] and hen egg white lysozyme (HEWL) [58]. In the former
case, a dynamic imine library was generated from eight different aldehydes and
4-hydroxypiperidine, and resulted in the preliminary identification of two amines
that showed inhibitory activity after the reductive step. Neuraminidase, a key
enzyme responsible for influenza virus propagation, has been used as a template
for selective synthesis of small subsets of its own inhibitors from theoretically
highly diverse dynamic combinatorial libraries. A diamine scaffold which was
structurally similar to known inhibitors was used, together with various aldehyde
or ketones building blocks, for the generation of dynamic libraries (Fig. 16.4). The
experiment was performed in the presence and absence of the target. The imines
were frozen by reduction with sodium cyanoborhydride to secondary amines. The
distribution of formed products was analyzed by HPLC/MS. Addition of the enzy-
me target led to a dramatic amplification of selected amine peaks.

Routinely, two control experiments were performed to verify the amplification
of hits and to exclude any non-specific effects of the protein: Library generation in
the presence of bovine serum albumin (BSA) and in the presence of Neurmani-
dase together with a known potent inhibitor. Zanamivir inhibited the hit amplifi-
cation successfully in all cases except one ketone. This building block was also
amplified by BSA; and a non-specific amplification through interaction with the
protein surface can be assumed.

The neuraminidase example showed that the size of a dynamic library can
easily be made very large and that the potential diversity level of such virtual
libraries can be very high. The set of 20 aldehydes together with an amine scaffold
containing two linker units potentially yields over 40 000 constituents, as shown
in Fig. 16.5. In a recent example, the transimination was used to identify weak
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Fig. 16.4
Dynamic combinatorial library generated from a diamino scaf-
fold and ten ketones, showing the relative amounts of library
member in the absence of NA (black bars), in the presence of
NA (white bars), in the presence of BSA (stippled bars) and in
the presence of NA and Zanamivir (gray bars).



binders of HEWL. This protein belongs to the class of carbohydrate-binding pro-
teins (termed Group II proteins). Their shallow carbohydrate binding site results
in weak carbohydrate protein interactions, recorded by dissociation constants in
the millimolar range. The dynamic library was designed from two amine scaffolds
with relatively poor binding affinities and six aromatic aldehydes (Fig. 16.6). After
reductive freezing of the library, the resulting amines were analyzed by HPLC. In
the presence of the target, the distribution of amines was detectably changed. Two
amines derived from N-acetyl-glucosamine out of 12 possible were enriched. By
competition experiments with chitotriose, a good HEWL inhibitor, the amplifica-
tion could be completely suppressed. Resynthsized hits showed a 100-fold im-
proved affinity in respect to the starting scaffold N-acetyl-D-glucosamine.

Because of the imine instability, direct analysis and isolation of a DCL of imines
is difficult. Thus the exchange process needs to be frozen by the addition of a re-
ducing agent that converts labile imines into stabile amines. Other chemical reac-
tions have been studied to circumvent this problem. One of these is acylhydrazone
formation from hydrazides and aldehydes. The reaction proceeds reversibly under
mild acid catalysis and turns out to be slow enough at higher pH for analysis of
the DCLs generated. Hydrazone exchange was used to form and screen DCLs to-
wards the inhibition of acetylcholinesterase [25]. This enzyme has two binding
sites, the esterasic site at the bottom of a deep gorge and a so-called “peripheral”
site near the rim of this gorge. Both sites are selective for positively charged func-
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Fig. 16.5
Potential diversity generated from one scaffold with two linker
sites and n aldehyde components.



tionalities, such as quaternary ammonium groups; and dicationic compounds
bridging the two sites can act as very efficient inhibitors. Based on this structural
information, a set of 13 components, hydrazides and aldehydes, was used to form
a dynamic library of 66 acyl hydrazones (Fig. 16.7). A dynamic deconvolution pro-
cedure based on the sequential removal of starting building blocks revealed a very
potent inhibitor of acetylcholinesterase that contained two terminal cationic (pyri-
dinium) recognition groups separated by a spacer of appropriate length.

In a similar example, ditopic dynamic combinatorial libraries were generated
and screened toward inhibition of the bifunctional enzyme HPr kinase/phospha-
tase from Bacillus subtilis [59]. The libraries were composed of all possible combi-
nations resulting from the dynamic exchange of 16 hydrazides and five monoalde-
hyde or dialdehyde building blocks, resulting in libraries containing up to 440 dif-
ferent constituents. By using different dynamic deconvolution procedures, active
compounds could be rapidly identified. Potent inhibitors consist of two terminal
cationic heterocyclic recognition groups separated by a spacer of appropriate struc-
ture and length.

A new approach, termed dynamical combinatorial X-ray crystallography (DCX),
was used to identify rapidly potent inhibitors of cyclin-dependent kinase CDK2
[60]. A dynamic library was formed by the reaction of six hydrazines and five oxi-
ndoles in the presence of CDK2 protein crystals. The best binding ligands were di-
rectly identified by X-ray crystallography by interpreting electron-density maps
from crystals exposed to a DCL. With this approach, the direct identification of
amplified ligands from the DCL as complex with the target is possible and simul-
taneous information about the ligand binding mode is accessible.

The approach of pseudo-dynamic chemistry was first explored by targeting car-
bonic anhydrase with a library of dipeptides. Two amino acids reacted irreversibly
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Fig. 16.6
Dynamic combinatorial library of imines interacting with hen
egg white lysozyme. Highlighted amine/aldehyde combinations
were selected and amplified.



with four different polymer-supported active esters to generate a library of eight
dipeptides (Fig. 16.8). One of the amino acid contained a sulfonamide group that
was expected to bind to the Zn(II) center in the active side of carbonic anhydrase.
Non-binding dipeptides were hydrolyzed by a non-selective pronase. Library gen-
eration, ligand selection and destruction were conducted in three different com-
partments separated by a dialysis membrane to prevent degradation or inactiva-
tion of carbonic anhydrase by the pronase or the polymer-supported active ester.
By action of pronase, hydrolyzed amino acids regenerated the eight possible di-
peptides by reaction with periodically added new active ester, to form a pseudo-dy-
namic library. The process of library generation, selection and destruction was re-
peated with optimized conditions up to seven times. Finally, only the most potent
dipeptide derived from proline and a sulfonamide containing amino acid was de-
tected in an excess of 100 :1 over the second strongest binder, which was only
2.3-fold less active than the tightest binder.

A recent variation of the DCL concept, “extended tethering”, uses the known dis-
ulfide exchange reaction for library generation [31, 61] (chapter 14). This strategy
combines the technology of covalent tethering and dynamic combinatiorial chem-
istry. By protein engineering, cysteins are added specifically near to the enzyme ac-
tive side. The thiol of cystein reacts with thiol, building blocks to a dynamic set of
disulfides; and the most favored combinations are stabilized by binding to the ac-
tive side of the protein. Under thiol-exchange conditions, 7000 disulfides in pools
of 9–12 compounds were screened in the presence of cysteine aspartyl protease-3,

354 16 Dynamic Combinatorial Diversity in Drug Discovery

Fig. 16.7
Targeting of acetylcholinesterase by applying prequilibrated
libraries of acyl hydrazones. Dynamic deconvolution protocols
– sequential removal of each building block and biological test-
ing – identified the optimum combination and so the best bin-
der (highlighted).



an anti-inflammatory target. By MS analysis of the set of enzyme–disulfides, the
weak binding fragments which selectively bind to a subsite of caspase 3 were dis-
covered. By linking these fragments to aspartyl aldehyde, a bivalent inhibitor in
the low micromolar range was obtained. The same methodology was used for the
identification of structural features required for binding to interleukin-2 [61], a tar-
get in immune-disorder therapy. Traditional medicinal chemistry may make use of
this information for the design of inhibitors of IL-2 with increased potency.

16.5.2
Receptor Proteins as Targets

Molecular recognition of carbohydrates represents a research area with strong po-
tential bearing on drug discovery, as well as various biotechnology applications
[62]. Carbohydrates play central roles in many biological processes, such as cell–
cell interactions and cell communication; and numerous enzymes are involved in
various carbohydrate-mediated processes associated with cell proliferation and cell
death, for example. An early example in which DCC has been applied in gly-
coscience described the formation of a prototype library of four different inter-
changing stereoisomers from the Fe2+-assisted assembly of a carbohydrate-deco-
rated bipyridine unit [63, 64]. On interaction with a range of GalNAc-selective lec-
tins, the distribution of these isomers was adjusted depending on the lectin.
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Fig. 16.8
Pseudo dynamic combinatorial library of eight dipeptides gen-
erated by irreversible reaction between four active esters and
two amino acids. By the action of pronase, amino acids formed
by hydrolysis are recoupled by periodical addition of new active
ester. The best binding ligand is protected from destruction by
complexation with carbonic anhydrase.



More recently, the disulfide interchange was applied to produce ditopic carbohy-
drate structures with binding affinity to concanavalin A [30]. Disulfides can be
scrambled under mild conditions by controlling the redox properties of the sys-
tem. The library was generated at neutral or slightly basic pH from six different
thiol-derivatized carbohydrate head groups (Fig. 16.9). Under these conditions,
the exchange is fast. The dynamic process can be efficiently locked by lowering
the pH from pH 7 to pH 2. In the absence of the target, after equilibration, all
21 different disulfide species were generated, as determinated by HPLC. In the
presence of immobilized concanavalin A, a shift in equilibration caused an ampli-
fication of a bis-mannoside unit and, to a lesser extent, of mannose heterodimers,
at the expense of other library constituents.

Concanavalin A was also targeted by using the acylhydrazone exchange reaction
[65]. Dynamic carbohydrate libraries were generated from six carbohydrate alde-
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Fig. 16.9
Carbohydrate libraries targeting concanavaline A, showing
(A) a dynamic combinatorial library of disulfide containing car-
bohydrates and (B) a dynamic library of carbohydrates contain-
ing hydrazone spacer units.



hydes and eight hydrazide scaffolds containing one, two, or three attachment
groups through reversible hydrazone exchange, resulting in a library with up to
474 members (Fig. 16.9). As in the example with acetylcholinesterase, dynamic
deconvolution strategies were successfully utilized to identify structural features
crucial for binding to concanavalin A. As a result, a tritopic mannoside was se-
lected from the dynamic system and demonstrated to be a strong binder of conca-
navalin A, showing an IC50 of 22 μM.

Another plant lectine, wheat germ aglutidinin (WGA), was chosen as a molecu-
lar target to explore enzyme-catalyzed aldol reactions for the generation of DCLs
[36, 37]. Three different carbohydrate building blocks were mixed with an excess
pyruvate in the presents of NANA aldolase (Fig. 16.10). The known weak WGA
binder, sialic acid, was significantly amplified in the presence of the target while
others where suppressed or only slightly amplified. By applying the enzyme-cata-
lyzed reaction, the DCL was straightforwardly generated by stereoselective car-
bon–carbon bond formation. This example also demonstrates that weak binding
can be sufficient to shift the equilibrium distribution.

16.5.3
Nucleotides as Targets

Several approaches to apply nucleotides as targets to dynamic combinatorial
chemistry are reported [23, 66–68]. Oligonucleotides have been targeted with non-
nucleotide building blocks and selected metal–ligand complexes that bind DNA
with high affinity and selectivity [23, 68]. In this example, Zn2+ was used in con-
junction with a library of non-nucleotide imines and probed against binding to
immobilized duplex DNA:oligo(dA) bound to solid-phase poly(dT). A pool of up
to 36 different bidentate Zn(II) complexes with potential affinity to the DNA dou-
ble helix were generated under physiological conditions (Fig. 16.11). The immobi-
lized target was used to select zinc complexes from the equilibrating library. Two
of the salicylaldimines were active, one of which showed a higher binding to the
double-stranded polynucleotide than all of the other library constituents.

Modified oligonucleotides play an important rule in understanding the mole-
cular recognition between oligonucleotide ligands and nucleic acid targets in mo-
lecular biology and biotechnology. Natural oligonucleotides suffer from several
drawbacks – like degradation by nuclease and poor bioavailability – that prevent
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Fig. 16.10
Dynamic carbohydrate libraries generated by enzyme-catalyzed aldol reaction.



their development toward therapeutically useful drugs. Therefore, modified oli-
gonucleotides with high target affinity and enhanced bioavailability have been
the goal of many investigations. However, the generation and screening of large
arrays of oligonucleotides for the identification of new ligands is not a trivial
task. Combinatorial approaches have been tried to find new ligands [69, 70]. Re-
cent reports described the use of dynamic combinatorial chemistry for the identi-
fication of modified oligonucleotides that stabilize nucleic acid complexes [71,
72]. A small dynamic library was generated by the reaction of an oligonucleotide
ligand bearing a reactive amino group with a set of three aldehydes under phy-
siological conditions (Fig. 16.12). The addition of a nucleic acid target shifted the
equilibrium towards the formation of the strongest binder. The equilibrated li-
brary was subsequently selectively reduced with sodium cyanoborohydride to
form stable secondary amines, thus allowing isolation and analysis of the library.
A DNA duplex and a tertiary-structured RNA–RNA complex were successfully
targeted. In both cases, a chemically stable conjugated oligonucleotide ligand
with increased affinity for the target was identified. For verification of the ampli-
fication effect and to exclude non-specific effects, nucleic acid targets were re-
placed by modified nucleic acids (non-self-complementary DNA or a mutated tar-
get MiniTar 3A, respectively). No significant amplification of products was ob-
served in these control experiments.

In another example, a four-stranded G-quadruplex formed by DNA sequences
with stretches of G-nucleotides was used as molecular target [73]. For the screen-
ing of quadruplex stabilizing ligands, a dynamic library of six disulfides was gen-
erated out of three thiol-containing fragments. The thiol exchange operates under
mild conditions with high exchange rates. After reaching the equilibrium, the ex-
change was stopped by lowering the pH from pH 7.5 to pH 2.0. The quadruplex
target with bound ligands was isolated and subsequently heat-denaturated to re-
lease all bound ligands, which then were analyzed and quantified by HPLC. Re-
sults were compared with the experiment in the absence of target. One hetero-dis-
ulfide and one homodisulfide containing a small peptide fragment were specifi-
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Fig. 16.11
Dynamic libraries of 36 different bidentate Zn2+ complexes gen-
erated from six starting elements (salicylaldimine) interacting
with duplex DNA.



cally selected from the dynamic library with a good quadruplex binding affinity in
the low micromolar range.

16.6
Summary and Outlook

Compared to traditional combinatorial chemistry, dynamic combinatorial chemis-
try (DCC) is a young but fast-developing technology featuring simultaneous gen-
eration of molecular diversity and self-screening of the continuously equilibrating
library by direct interaction with a target. As a tool for drug discovery, DCC en-
ables the rapid generation of adaptive libraries, capable of responding to external
selection pressure by evolving all latent, virtual library constituents. The metho-
dology has been established and implemented with different classes of biological
molecules using various linker chemistries, targeting for example enzymes, recep-
tor proteins and polynucleotides.

The potential of a novel methodology is best demonstrated when novel features
are revealed before independent confirmation. Such is indeed the case for in-
stance for the acetylcholine inhibitor shown in Fig. 16.7 [25]. Indeed, recent work
has uncovered the presence of a binding pocket in the middle of the gorge of the
enzyme, a fact in line with the strong activity of the bis-pyridinium inhibitor con-
taining a disubstituted para-phenylene spacer [74]. The field of DCC has been the
subject of great interest and activity since the formulation of the concept, as
shown by the development of new approaches, e.g. dynamic combinatorial X-ray
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Fig. 16.12
Dynamic library of conjugated duplexes generated from self-
complementary oligonucleotides containing reactive amino
functionalities and three different aldehydes.



crystallography [60] or pseudo-dynamic chemistry [49], application of new reversi-
ble reactions for DCL generation [44, 45] and application to materials science, as
for instance in the case of dynamic polymers–dynamers [75–77] and the formation
of G-quartet-based hydrogels [78].

However, a number of challenges remain to be addressed to advance the techni-
que and make DCC a competitive drug discovery technology. Of particular value
would be new and controllable reversible chemistries, compatible with physiologi-
cal conditions and inert to sensitive biological molecules. A toolbox of ready to use
linker chemistries with diverse building blocks is desired, so as to cover a large di-
versity space in order to target different kinds of biological molecules. Actually,
most reversible reactions generate extended structures due to the size of the linker
group itself. Thus, receptors with extended binding sides are appropriate targets
for DCLs. Particularly attractive and challenging in this respect are the protein–
protein interactions in biological communication and regulation processes. For
targeting biological molecules comprising active or receptor sites of limited size,
the available connections capable of forming dynamic libraries with suitably com-
pact ligands are limited.

In addition, in most DCL protocols, the target protein is used in stoichiometric
amounts. The need for relative large amounts of sensitive proteins may be over-
come by miniaturization of the screening process and by implementation of new
analytical techniques. These are in fact needed for the rapid analysis and precise
quantification of amplified constituents within extended libraries, which are es-
sential in order to be competitive with traditional combinatorial chemistry and
high-throughput screening. In contrast, the combination of DCC with robotics
provides powerful means for the efficient exploration of dynamic diversity.

The concept of DCC offers new perspectives for ligand identification in drug
discovery. However, it is by no means limited to drug discovery processes. Dy-
namic combinatorial chemistry may be and has been extended to the field of ma-
terial science for the generation of dynamic materials like dynamic combinatorial
polymers [75–77, 79] and condensed phases [78]. In fact, it represents just the re-
versible covalent domain of the global field of constitutional dynamic chemistry
(CDC) [79] that encompasses both supramolecular entities, constitutionally dy-
namic by nature due to the lability of non-covalent interactions, and molecular en-
tities, made constitutionally dynamic by design through the introduction of rever-
sible covalent connections. CDC introduces a paradigm change with respect to
constitutionally static chemistry and enables the emergence of adaptive chemistry
[80, 81].
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