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PREFACE

As its title implies, this book has been written specifically for the
undergraduate medical student. Ifit also proves useful to non-medical
students and to medical graduates, this will be gratifying, although
quite incidental.

The authors have had three years’ experience of lecturing on normal
psychology to undergraduate medical students in their third year at
Liverpool. Most of the twenty-four lectures in the course have been
given by one or other of the authors, and these have been followed by
seminar discussions with small groups of students. It has therefore
been possible to write this book with an intimate knowledge of the
needs of medical students at this stage of their studies.

Care has been taken to relate the psychological data to the students’
own medical studies. Material which has no direct bearing on medical
theory and practice has been cursorily dealt with or omitted altogether.
The book therefore does not pretend to give a balanced view of con-
temporary psychological theory, but has tried rather to give a clear
exposition of those areas of the subject which are essential to a proper
understanding of the psychological implications of medical practice.

Liverpool, R.R. H.
September 1964 D.H. M.
J-G.N.
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Chapter 1

SCIENTIFIC PSYCHOLOGY AND ITS
RELEVANCE TO MEDICINE

Scientific Psychology

Psychology is essentially concerned with ‘‘ mental processes ™ just
as physiology is concerned with *‘ physical processes ”’. Its data are
percepts, images, thoughts, feelings, desires and the like. Because of
this, some have doubted whether such a field of study could ever
become scientific, since the data concerned are not available for public
inspection in the same way as nerve impulses, blood flow or glandular
secretions.

While it is true that we cannot inspect or examine someone else’s
thoughts, percepts or feelings directly, we can observe and record
what they do and what they say. Moreover it is open to every man to
““introspect ”’ or look inward, and thus to become aware of his own
thoughts, feelings and desires. At the same time he can observe his
own behaviour and speech, and so become aware of the kind of
thoughts, feelings and desires he has when he behaves and speaks in
certain ways. Thus when he observes someone else smile or laugh and
hears him say: 1 feel fine to-day ”’, he has some idea of what that
person is probably feeling because he remembers how he felt when he
behaved in similar ways in the past. Some writers, indeed, have
suggested that it may not even be correct to argue by analogy in this
way, but that we may well have some direct apprehension of the
feelings of others. It is suggested, for example, that a small baby
seems to sense and to respond to his mother’s mood although he is
clearly too young to argue by analogy. The same could be said of dogs,
which also seem to respond to the moods of their human masters. If
there is some direct apprehension of other people’s inner experiences,
we have no idea how it operates.

The difficulties inherent in guessing what other people are
experiencing from observation of their outward behaviour, have led
some psychologists to reject all introspective evidence of personal
experience as being unscientific, and to concern themselves only with
observing outward behaviour. Such psychologists belong to what is
known as the  behaviourist” school. In its pure form such an
approach was found to be too restrictive, and to ignore many important
data necessary to the understanding of human behaviour. Most
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2 INTRODUCTION TO PSYCHOLOGY

psychologists to-day have come to realise that the study of inner
experiences is an important source of psychological knowledge. When
a man says 1 feel depressed” we are not only concerned with his
““ verbal behaviour ”, the words he says; nor only with his physical
behaviour, his facial expression, how he stands, walks or sits; but
also with our own intuitive insight into how it feels to be depressed,
gained from our own personal experience, however slight, of that
condition. We can, of course, gain some knowledge of his thoughts
because he can tell us what he is thinking: 1 feel worthless, I've
failed, the future is hopeless *’ and so on. Yet, as we shall see in later
chapters, much thinking is non-verbal, and consists of visual, auditory
and other kinds of imagery, so that verbal description of thinking is
only a partial account of what is going on. To ignore the evidence of
one’s own Introspections in evaluating other people’s behaviour is to
reject important sources of data.

This having been said, it must be stressed that psychology is a
science, and must apply the same standards of exact, careful enquiry
as pertain to other sciences. There must be the same empirical
approach, and the same refusal to rely on armchair speculation or
anecdotal evidence when studying inner experiences, as in the study of
outward behaviour. Where possible, qualitative data must be quanti-
fied so that numerical comparisons can be made.

Scientific psychology is concerned primarily with the study of normal human
experience and behaviour, and it can offer data about human abilities
and thought-processes, about human emotions, needs and drives, and
about the complex individual differences that go to make up human
personality. We shall be concerned with much of these data in later
chapters of the book.

Cogmition, Affection and Conation

It is customary to classify both experience and behaviour into three
categories, according to whether they are concerned with cognition,
affection or conation.

Cognition is a term concerned with all types of behaviour or experience
that lead to knowing. Thus behaviour such as seeing, listening,
touching, and tasting, and the experiences to which these give rise; or
experiences associated with thinking, imagining, and remembering;
are all cognitive.

Affection 1s a term associated with emotional experience and
behaviour, and feelings of pleasure or unpleasure.

Conation 1s a term associated with striving and effort, or experiences
of craving, longing, desire or impulse.
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These three terms, or their adjectives, cognitive, affective or conative
will be used throughout the book.

Methods of Study

How can such intangible data as percepts, thoughts, feelings and
desires be studied scientifically? As we have already observed, we can
only study the external behaviour of others, obtaining intuitive insights
into their experiences, by analogy with our own in similar circum-
stances. Naturally we have to depend heavily on other people’s
“ verbal reports ”’. That is, we have to make a record of what they say
they experience, what things look like and sound like to them, what in
fact the world seems like to them. We have to depend on their telling
us how they think, how they solve problems, and what they can
remember. Data such as these can then be matched and compared,
and the relevance of various environmental factors can be studied.

In studying any piece of behaviour, whether verbal or otherwise,
we cannot rely on a single instance. In pre-scientific psychology it was
a commonplace for people to quote as acceptable evidence a single
instance of how a man behaved in a certain circumstance, and then to
generalise from that, supposing that a universal rule of human
behaviour had been discovered. Nowadays we have to be sure that
we base our statements of how people behave on a study of a representa-
tive sample of the particular population or group of people we are
concerned about. Such a representative sample would have to be a
miniature of the whole population, having a similar proportion of
people in it of various kinds, as existed in the population as a whole.
This is sometimes achieved by taking a random sample of the population.
Such a random sample could be taken from a school population by
selecting every child whose birthday fell on a Monday. In this way a
sample of roughly one-seventh of the school population would have
been selected for study, and results from this could be held to apply
with reasonable certainty to the school population as a whole. This
could never be done if only one child from the school had been selected
for study. On the other hand it is usually unnecessary and often
impossible to test everyone in a school. Another way to sample a
school population would be to choose a sample, taking care that it
contained the same proportion of boys and girls of the sort of ages,
intelligences and home backgrounds as existed in the school as a whole.
The sample would in fact, need to be matched with the total population
of the school with respect to as many of the variables as were considered
to be relevant to the particular study being undertaken. Samples of
this kind can be made as large or as small as is desired, although small
samples less accurately represent the population from which they are
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drawn. A truly random sample, if large enough, is usually adequately
matched with the population it represents.

Suppose we were interested in the effect of a certain drug on
behaviour. The hypothesis to be tested might be that this drug acted
as a sedative. In order to test this hypothesis, we should need to
administer the prescribed dose to a group of people on a number of
different occasions. We might then find that there were variations in
its effect not only between the individuals in the group, but also between
the various occasions on which the drug was administered. We should
then need to study the various factors that might be contributing to
these differences, such as time of day, body weight, relation to meals
and so on. These would then have to be controlled, and altered one by
one until the sedative effects were proved to be due to one or other or a
combination of several of these variables. The phenomenon under
study, namely the sedative properties of the drug is called the dependent
variable. The factors which are controlled and altered one by one are
known as the independent variables, because they are independent of the
sedative properties of the drug.

The factors operating in producing the effects of drugs, or indeed
the effects of treatment of any sort, are often most easily studied by
matching a group of patients on whom the treatment is being tried, with
a similar group of patients who are not being given the treatment.
These two groups are made as similar as possible with respect to all the
variables considered to be relevant such as age, diagnosis, sex and so
on. The group not being given the treatment is known as the control
group. The use of controls in this way has prevented many claims being
advanced for the efficacy of new treatments, when it has been shown
that ““ untreated >’ groups improve as fast as *‘ treated > ones. This is
particularly relevant to the treatment of neurotic illnesses which tend
to remit spontaneously in any case, whether treated or not.

The development of the branch of mathematics known as statistics
has given us many mathematical tools for assessing whether the
effects of treatment are such as could have happened by chance, or
whether the application of the treatment has made a real difference
to the course of events. Suppose for example a man has an average of
3.7 migraine attacks a week over a period of six months. If he then
takes a drug, and finds he now has an average of only 2.8 migraine
attacks a week over the next six months, it is possible to calculate
statistically whether this change is likely to have happened by chance
variation, or whether the change is sufficiently large, relative to the
chance variations up to date, to be unlikely to be due to random
changes, and so can be attributed to the effects of the drug.
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Interviewing has always been the basic method of enquiring into the
problems of the patient. We ask him what the matter is, how long he
has been ill, what his symptoms are and so on. This sort of enquiry can
be systematised into formal gquestionnaires which ensure that nothing of
importance has been omitted. On the other hand, if the enquiry is
restricted to questionnaires there is a danger that the unexpected, but
nevertheless important fact, has not been elicited because the appro-
priate question had been left unasked. In psychology, therefore, it is
more usual to employ a structured interview which provides a systematic
coverage of all the important topics, but leaves ample opportunity
for the patient to volunteer information. When the area of the problem
has been defined, more exact test procedures can be introduced. These
may be tests for clearness of thinking, memory, acquired knowledge, or
interests. These are usually well standardised: that is they have been
tried out on large groups of people which constitute representative
samples of the population as a whole, so that the patient’s score on such
a standardised test can be compared to that of the population as a
whole, or to specified groups within that population. Nowadays it is
increasingly becoming the practice to express a score on a test in such
a way that the patient’s performance is compared with the range of
scores obtained from the general population, he can then be said to
come in the top 5%, middle 50% or bottom 5%, and so on. Tests may
have to be specially chosen to examine hypotheses which have been
advanced to explain the patient’s behaviour. Suppose, for example, a
patient exhibits a poor memory. This might be due to brain damage, or
he might always have had a poor memory. The former hypothesis
could be checked by giving specific tests known to be poorly performed
when subjects have suffered brain damage. The latter hypothesis could
be examined by giving an intelligence test, a low score on which would
suggest that poor memory was part and parcel of an innate dullness.
Such an intelligence test would, of course, have to be carefully selected
only to include items which were known not to be much affected by
brain damage.

Relevance of Psychology to Medicine

Much has been written in the last ten years or so, about the tendency
of medical education to ‘ dehumanize > the patient. (See Chapter
20.) Increased pre-occupation with laboratory sciences has tended to
divert attention from the patient as a person, and to emphasise the
mechanical workings of his body. The ‘ psyche >’ has been ignored in
favour of the “ soma ”. The pendulum is now firmly swinging the
other way, and increased interest in psychosomatic medicine (see
Chapter 11) and in such phenomena as the ‘ placebo effect” of
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drugs (see Chapter 19) has focused medical interest once more on the
psychological aspects of physical illness. Psychiatrists, of course, have
necessarily had to be concerned with psychological factors, although
even in psychiatry there has perhaps been an undue emphasis on
physical and pharmacological treatments.

The relevance of psychology to medicine is therefore becoming
increasingly evident, and is reflected in the increasing amount of time
now being devoted to psychology in undergraduate medical curricula,
where in some medical schools psychology is introduced at an early
stage in the student’s training. This relevance is obvious in the field of
mental illness, and is becoming increasingly obvious in psychosomatic
medicine. But it should also be realised that every physically ill
patient, however mentally * normal ” or *“ stable , will have reacted
psychologically to his physical symptoms and to the effects of his
illness on his dependants, his work and his future prospects. Moreover,
if he has had to be admitted to hospital, he may have produced further
psychological reactions to the stresses inevitably associated with
hospitalisation. If these psychological reactions have produced changes
in the patient’s emotional state, as they are very likely to do, then his
physical condition may also have been affected, which in turn may
have affected the course of his illness (see Chapters 10, 11 and 19).
These “ psychological reactions > are likely to occur in many, if not
all normal people when they are ill, and can be expected as the normal
course of events. Many puzzling features of the behaviour of people
when they are physically ill, and the difficulties in communication with
patients and their relatives, can only be understood if the total situation,
psychological as well as physical, is taken into account. Why do some
patients recover quickly and easily from an infection, and others take
longer and only improve with many setbacks? Such differences cannot
always be accounted for in terms of the physical differences of
the patients. Psychological factors, when studied, may throw some
light on to the problem. Some patients seem to have a ““ will to survive »
and overcome massive physical handicaps and illnesses.  Others
succumb to relatively trivial injuries or infections. In primitive societies
people will die for no other reason but that they have been told they
will by the witch doctor. It is a common experience that under
emotional stress people are often unable to take in what they are told,
and it has to be repeated at intervals, or postponed to another occasion
before a proper understanding occurs. Physical illness produces
situations of emotional stress for the patient and the relatives, so that
it is not surprising that difficulties of communication arise in the
hospital ward or doctor’s surgery. (See Chapter 20.)
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Since the interaction of mind and body is now realised to be so
intimate, it is short-sighted, or worse, to imagine that nursing or
doctoring the body can be effectively performed without paying
attention to the needs and satisfactions of the mind.



Chapter 2
PERCEIVING AND IMAGINING

A person cannot react appropriately to his environment unless he is
able to perceive it. A doctor cannot treat his patient unless he can see
him, hear him, and touch him. However, the process of perception is a
complex one, heavily dependent on past experiences and future
expectations as well as present stimulation. Thus each individual
perceives his environment in his own particular way, and reacts to it
as he perceives it. This may not be as others perceive it, nor may it be
quite as it really is. It is thus clearly important for the doctor to know
something of his own perceptual processes, if only to make him wary of
relying uncritically on the evidence of his senses; and to make him
realise that two people may genuinely and sincerely disagree about
the nature of the environment they both share, and yet both be sane,
honest and intelligent witnesses.

A Definition of Perception
 Perception *’ can be defined as the “‘Awareness of objects, qualities or
relations, which ensues directly upon the stimulation of sense organs .

We say that sensory processes are involved in order to distinguish
perception from other psychological processes such as thinking,
memory, feeling or willing which are not directly dependent on external
sensory stimulation. At the same time, of course, perception is taken
to include awareness arising from all the sensory modalities, so that
we can say that we perceive pain, roughness, smoothness, hardness, and
softness, cold, heat, tastes and smells, just as we can perceive sounds and
sights. What is written in this chapter can be taken to apply to all the
various senses, although it is easiest to take examples from visual
experience.

Most people would hold that if an object can be seen in a clear light,
close enough to examine carefully and with enough time to do so, then
our awareness of it would give us an accurate representation of it.
Figure 1 appears to be a spiral. There seems no doubt about it; it
looks like a spiral however it is viewed. Yet in fact it is nothing of the
kind. This can be proved by tracing the end of a pencil or stylus along
the apparently spiral track, and it will be found that the path is a
series of concentric circles.
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It seems therefore that our awareness of the world around us is
dependent not only on the external stimulation we receive from our
sense organs, but also on a number of internal psychological factors.
It is to these that we must now turn.

The Spiral Ilusion

Fig. 1

Change or Discontinuity of Sensory Stimulation is Essential to Perception
Perception is a response to some change or difference in the environ-

ment. If the world were perfectly homogeneous, if nothing were

different from anything else, if nothing changed with the passage of
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time, then we should experience nothing. As long as atmospheric
pressure is experienced uniformly all over the body, we are not aware
of it. The 3-lb. per square inch felt by aviators at 40,000 feet is no
different from the 15-lb. per square inch felt at ground level, or the
50-1b. per square inch felt by men working in diving bells. But if the

An Impossible Perspective

Fig. 2

5o-lb. per square inch were felt on the hand alone, when the rest of the
body was being subjected to the more usual 15-1b. per square inch, it
would immediately be experienced as intense pressure. A loud clock
ticking continuously in a room ceases to be noticed after a few minutes,
but our attention is immediately drawn to it when it stops. We do not
react to stimulation as such, but rather to change in stimulation. We
make sense of our surroundings, see it in depth with objects against a
background, see it with colour and form, texture and shading, just
because there are a multitude of spatial discontinuities: changes of
colour and shade, shape and texture, edges and movement. If a
person’s visual field is rendered homogeneous by sitting him in front
of a screen which is uniformly illuminated, he rapidly becomes unaware
of the screen some distance in front of him, and experiences instead a
dense fog in which he appears to be sitting.
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Perception is Dependent on Past Experience and Learning

When we look at an object we never see it, as it were, with an innocent
eye. We always view it with a wealth of past experience behind us.
We see a chair, and we perceive that it is made of wood, that it has
four legs, that its purpose is to be sat upon, that it is smooth, heavy and
so on. Yet as we look at it, the stimulation we receive from the chair
is visual only. This can tell us nothing directly about the material it is
made of, nor its use as a piece of furniture, not its tactile properties,
weight and so on. All we can become directly aware of is its shape, size
and colour. The other properties we perceive are in fact supplied by
us from our past experience of chairs. We have learnt that objects of
this general shape and colour are designed to be sat upon, that they
are heavy to lift, and that they are smooth to the touch. Moreover the
appearance of the chair is two-dimensional, from which we infer the
third dimension receding into the distance. We infer three dimensions
from two, whenever we see a perspective drawing. Figure 2 is an
impossible perspective which makes us uneasy as we look at it because
we cannot make sense of it. We think we can interpret it, only to find
that our interpretation is faulty as we shift our eyes to another part of
the figure.

Whenever we say that ice looks cold, food looks tasty, or concrete
looks hard, we are depending on past experience to supply part of the
present perception, and this experience resides in us and not in the
object viewed. As a famous American psychologist once said: ‘“ When
we look out of the window and say that it’s going to rain, we should,
to be accurate and objective in our observation, restrict our statement
to saying that our visual field is mottled blue and grey.”” We tend then
to interpret the data supplied to us by our senses in terms of what we
have learned in the past. Figure 4 is simply figure g printed upside
down, yet the parts of the tank which appear to be bumps in one figure
appear to be dents in the other and vice versa.

Since we interpret present sense data in terms of our own past
experience, it follows that different people must have different percep-
tual worlds, each resulting from his own personal interpretation of the
sense data he receives, based on his own personal store of past
experiences. For example a married man with a family will surely
appear very differently to his mother, his wife and his daughter, since
each has had a very different set of experiences of the man in question.
He will be seen as son, husband or father as the case may be, and will
actually look different to each person.
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Bumps or Dents?

Fig. 4
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We thus perceive the world as we have learned to do. A toddler
throwing a toy away in front of him, and then crawling after it, is
learning all about the third dimension. A classic experiment on
perception demonstrated this very convincingly. A psychologist wore
prismatic spectacles which not only turned his visual field upside down,
but also reversed it from left to right. He had to learn that if he wanted

Fig. 5

something from the bottom right-hand corner of his visual field he had
to reach up to the top left-hand corner. After some time he began to
see the world for brief periods the right way up and the right way round.
And after about a month he could move about as easily as he once
could without the glasses on, because the world now looked the right
way up and the right way round all the time. However when he was
allowed to remove his spectacles the world now looked upside down
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and the wrong way round without the spectacles. He perceived the
world as he had learned to perceive it.

Sense Data are Organised by the Perceptual Process

Sense data can be distorted, modified, added to, and generally
altered in all sorts of ways during the perceptual process. Thus similar
sensations can give variable perceptions. A given figure or picture can

Old or Young?

Fig. 6

be seen in more than one way, according to how we organise it
perceptually. Figure 5 is a famous example of this, and is known as
“ Rubin’s Vase ”. This can be seen as a white vase or as two black
faces looking at one another. Figure 6 is a picture of a woman, but
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the question is ““ How old is she? 7 Some see her as young, some see her
as old. In fact there are two women in this drawing, some people see
one and some the other. Not only can similar sensations give variable
perceptions, but different or changing stimulation can be perceived in

W Z
7N

Fig. 7.

an unchanging way. If we watch a car coming towards us the retinal
_image of that car is rapidly increasing in size, but we do not see the
car as swelling. We interpret its change in size in terms of its decreasing
distance from us. It is quite easy to produce confusion between size
and distance by reducing the perceptual cues involved. If we have
someone look down a tube at a balloon illuminated from inside by a
small light bulb, we can blow the balloon up and the person is quite
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likely to think that he has seen the balloon come down the tube towards
him. This phenomenon of the unchanging perception despite the
changing retinal image it yields, is known as “size constancy .
Other constancies are easily demonstrated. If we walk round a chair
and view it from different angles, the shape of the image of that chair

S

[T

)
J

Fig. 8
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on our retinae is constantly changing, yet we do not perceive the chair
as actually changing in shape. The chair may well be illuminated so
that it is in shadow in places and is high-lighted in other parts. Yet
we do not see the chair as parti-coloured, but as variously illuminated.
The spiral illusion shown in the first figure in this chapter is a famous
example of how our eyes can be deceived by quite simple arrangements
of lines and patterns. The next two figures, Figure 7 and Figure 8,
show two well-known illusions. The first of these shows how
radiating lines can make two straight parallel lines look as if they were
bowed outwards. The second shows a perfect square placed against a
background which distorts it and makes it look out of true.
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We have already seen how we tend to interpret what we perceive in
terms of our past experience, and that our perception is largely a result
of learning. This interpretation on the basis of past experience leads
us to fill in gaps in our sensory data with data that are not actually
sensed but are nevertheless * perceived ”’. If we look at a desk covered
with books, we should be prepared to swear that the desk had a con-
tinuous surface on which the books lay. We have no direct sensory
evidence of this, because much of the surface is in fact covered by
the books, and cannot be seen. Yet the desk top “ looks » continuous
and solid. Conjurors make great use of this capacity of people to fill
in what they do not actually sense. When we see a conjuror stuffing a
silk handkerchief into a box, we assume the box is as other boxes with
solid sides, and so on. We do not realise that this particular box has
one side hollow, and that the conjuror is stuffing the handkerchief into
the space between two thin walls. Another favourite trick which again
depends on the fact that we perceive more than our senses tell us, is
played with cards which are divided diagonally from corner to corner,
one half of which is printed with spades and the other with hearts.
When the cards are fanned out all we see are the spades. We assume
that they are cards like other cards, and that the parts remaining
hidden are printed with spades like the parts we can see. Again we
might well be prepared to swear in a court of law that what we saw
was a set of spades. The conjuror has only to turn the cards round and
fan them out again, and we now see different cards in his hand, this
time a set of hearts.

Perception is Selective

We have seen how we modify sense data, distort it, and interpret it
in the light of past experience. But there is a great deal of sensory
stimulation that we ignore and do not notice. Those who wear
spectacles are usually unaware of the rims which lie well within the
field of vision. Nevertheless if they wish, they can at any time pay
attention to them, when they will again be noticed. We do not, how-
ever, walk around constantly aware of the rims of our spectacles. Most
people, if they close one eye and look straight ahead, can see the tip
of the nose within the field of vision. Yet we do not walk around aware
of our noses sticking out in front of us. We are, in fact, constantly
being bombarded by stimulation which we ignore: the clothes rubbing
on our skin, the low murmur of people talking in the room next door,
the creak of furniture, the hiss of a gas fire. We only notice those
particular patterns of stimuli which are of importance and interest to
us at the moment. Life would be intolerable if we were not able to do
this. A family looking at a shop window of mixed goods will all notice
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different items in the window. The man will notice the carpentry
tools, the woman the cosmetics or domestic goods, the schoolboy the
model railway, and the small girl the doll. There is some evidence to
show that this process of filtering off the unwanted stimulation is
mediated by the reticular system (see Chapter 6).

The Effects of Motivation and Mood on Perception

The pattern of things we perceive will be greatly modified by habit,
past experience and future intentions. For example, if a man wishes
to leave a room, he will perceive those objects relevant to his aim: the
furniture in the way, or the position of the handle on the door. He is
not likely to notice the fly on the ceiling even if it happens to be in his
field of vision, nor the pattern of the wallpaper. We all adopt percep-
tual “ sets ”’, as they are called, and these are dictated by our interests,
our desires of the moment, and even by our moods. It is everybody’s
experience how dull and drab the world seems when we are depressed,
and how cheerful and gay when we are elated. This must be partly due
to the fact that in the gay mood we notice the bright colours and the
cheerful smiles, and when we are gloomy we notice the dirt in the
gutter or the peeling paintwork.

All this has clear relevance to medical work. The doctor examining
a patient has some very definite mental sets, leading him to notice small
signs which would be completely missed by the layman. On the other
hand he must be careful not to fill in perceptually in the way described
above, and thus to perceive signs and symptoms which are not actually
sensed, but only inferred from past experience.

Percepts and Images

We can look at an object and become aware of its shape, size and
colour. We can touch it and become aware of its texture, whether it is
hard or soft, cool or warm. We can lift it and become aware of its
weight. But we can also put it down, step back from it, shut our eyes
and imagine what it looks like in the mind’s eye. We can imagine what
it would feel like to the touch, or how it would feel when we lifted it
and tested its weight. Now these two processes of perceiving and
imagining are clearly distinct and easily distinguished under normal
circumstances. We have defined perception as the awareness of objects
which ensues upon the stimulation of sense organs. Imagery is not
based on the present stimulation of sense organs, although we cannot
imagine anything we have not previously perceived. A man blind from
birth can have no idea what colour or visual shape can be like. It is
true that we can imagine creatures we have never seen, nor could ever
see, such as a lion with a giraffe’s neck and a fox’s tail. But this is
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merely the compounding of a complex image from a series of elements
each of which have been perceived in the past.

Apart from the external criterion of whether the awareness is backed
by stimulation of the sense organs or not, our experience of percepts
and images under normal circumstances is quite different. Percepts
are more real, more lively, more substantial than our images. Qur
percepts are located outside us, while our images are located “in
the head ’ as it were. Our percepts can be further examined in a way
that our images cannot. If we perceived something, and were asked
for further information about it, we could obtain this by further
examination. This is not usually possible with images. We cannot
further examine them for added information. People with good
imagery and retentive memories can give a great deal of information
-about things they have seen in the past and can now see in their mind’s
eye, but they cannot tell you about features of the object they did not
previously perceive. We can always re-examine our percepts to gain
fresh information about them we did not originally notice.

Moreover we can change our images as we please. A man can
imagine his desk in front of him in his mind’s eye, and can cover his
image of it with five-pound notes: a thing that cannot be done with
percepts. Thus images are usually under the control of the will: we
can imagine what we please. We can summon them and dismiss them.
Our percepts are only modifiable within very strict limits, as we have
seen earlier in the chapter. Such things as reversible perspectives and
ambiguous figures are changeable, but little else. Now these differences
are important when we come to study abnormal perception and
imagery. In certain circumstances the experiences of perception and
imagery become confused so that a person may think he perceives what
he only imagines, as in hallucinations, or he thinks he only imagines
what he is really perceiving, as in some half-dream or twilight states.
It is quite easy to arrange a situation when a perfectly normal person
will ““see > what in fact he is only imagining. This can occur at the
sensory thresholds, when the intensity of stimulation is such that the
stimulus is only just perceived. In this situation, it is sometimes
difficult to say whether a light has really been seen or a sound heard, or
whether such experiences have only been imagined. Under situations
of emotional stress too, percepts and images are likely to be confused,
especially when the intensity of the stimulation has been somewhat
reduced. A timid person walking down a dark lane at night will tend
to see every dark shape as a robber lurking to attack. This is a muddle
between the fearful image and the innocuous percept.

People vary widely in their ability to summon up images of past
sensory stimulation. Some can experience not only vivid scenes in the
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mind’s eye, but music and other sounds in the mind’s ear. Some can
obtain vivid imagery of touch, taste and smell. Visual imagery is the
most common, and olfactory imagery the least. As we shall see in
Chapter 3, the use and manipulation of images of one kind or another
is an important part of thinking, and although it may not be an essential
part, many people are enormously helped in their thinking by seeing
things in their mind’s eye, or hearing them in their mind’s ear. Since
people vary so widely in the type and extent of their imagery, it
follows that people with very different imagery might find difficulties
in communicating with one another if they have to exchange ideas of
any complexity. It seems clear that the widely different appeal that
certain poets have to people may be partly due to their choice of
imagery. A ““visual ” poet like Tennyson might have little appeal to a
person who had little or no visual imagery, because he might be unable
to conjure up the appropriate imagery as he read the poetry. Or when
a poet writes of the ** comfortable smell of fingers *’, this must lose much
of its appeal to the reader with no olfactory imagery.
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Chapter 3
THINKING AND LANGUAGE
Thinking in Images

We saw in the last chapter how we can entertain visual and other
forms of imagery; and we could be said to be thinking whenever we
are aware of imagery of any kind, even when we are sitting back
allowing our images to come and go in an idle fashion as we do when
we day-dream. Often we indulge in day-dreams for our own amuse-
ment as when we remember some past experience and savour it again
in retrospect. We then say we are * thinking ** of last year’s holiday,
or of the party we went to last week. This sort of recollective thinking
is very common in old people. But more strictly speaking we mean by
“ thinking " that we are entertaining a series of more or less logically
connected ideas which have been initiated by a problem we wish to
solve, and which are controlled and directed with the solved problem
as the goal in view.

Now we have seen that it is possible to control imagery and to
manipulate images as we please. Francis Galton in his classic study of
imagery, was able to show that many practical ideas and problems
could be thought about and solved by the use of images. For example
if I wanted to change the furniture about in my room, I do not have
actually to move the furniture into the various possible positions in
order to try out the effect of such moves. I need only imagine it done
in my mind’s eye, and thus arrive at an idea of what the effects of
various possible changes might be. If we had to describe the various
changes to ourselves in words, we might find it very tedious. On the
other hand, less practical and more abstract ideas are very difficult if
not impossible to think of pictorially in this way. If we wanted to
think about the concept ““ honesty * there is no single pictorial image
which would adequately express this idea to us. Galton found that the
more intellectual type of person who was used to thinking in abstract
rather than concrete terms, usually reported that he had less pictorial
imagery when he thought, than the more practical type of person.
People who think in abstract terms have to use verbal imagery when
they think: that is, words seen in the mind’s eye, or heard in the mind’s
ear, or even felt as incipient movements in the larynx and throat. Many
people talk to themselves silently when they think, or even whisper or
talk aloud if they are alone.
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Abstract and Concrete Thinking

This difference between abstract and concrete thinking is an
important one with medical implications in certain forms of psychiatric
and physical illness. One can think, for example, about a number of
particular chairs: a desk chair, an arm chair, a dentist’s chair, or a
throne. But one can also think about chairs in general and thus form
a concept of a chair which covers all the possible particular instances
of it. Once this concept is formed, one can recognise an object as a
chair although one has never seen a chair of that particular shape, size,
colour or design before. This concept ““chair ” now covers all objects
designed to be sat upon by one person, usually with a back and some-
times with arms. The concept * furniture” is more complex still,
including other types of object as well as chairs. The term now includes
all objects manufactured for use in dwellings which are not fixtures
to the building. Primitive languages tend to multiply words for
specific concrete objects, and to avoid the use of a single word to
express a concept which might cover a large number of particular
instances. Some African languages have no generic word for “‘ cattle »,
but instead employ a different word for each particular example of
cattle according to its age, sex, size, colour, species and so on. To some
extent we do the same in that farmers in various parts of the country
use a large variety of names for different kinds of sheep, pigs, or horses.
We speak of a colt, filly, mare, stallion and gelding. It is clearly more
economical to use such words than have to qualify the generic term
“horse ” every time we wished to refer to a specific instance. On the
other hand we should find it difficult if we had no generic word at all.
While we must clearly be able to name particular objects, we must also
be able to form abstract concepts of whole classes of objects.

Various forms of brain injury will reduce a patient’s capacity to
think abstractly, or to use concepts (see Chapter 19). This is revealed
when he is asked to define words which he is only able to do in concrete
terms. For example he will not define a table as an article of furniture,
but may say: °° That’s what I have my tea on.” Or he may be unable
to define an apple as a fruit, but only as  Something to eat . In the
same way he may be unable to say in what way an apple resembles an
orange, but may insist that they are totally unlike: one is an apple
and the other is an orange. As well as in cases of brain damage, this
inability to think abstractly is also seen in young children, in old
people who have become senile and in the very dull. This difficulty
in thinking abstractly takes rather a different form in some types of
mental illness. Here the difficulty is not so much that the patient cannot
think abstractly, but he does so inaccurately. His abstract notions may
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include particular instances which do not properly belong to the
concept. This is called * over-inclusion ”’. For example such a patient,
given the concept ““ house ” and a series of words such as roof, wall,
carpet, ceiling, chair, floor, window, curtain; will insist that the articles
of furniture are equally necessary to the concept of house as are the
walls, ceilings and windows. An example of this occurred when a
patient was asked to say what shapes a complex pattern of inkblots
reminded him of. He said that it looked rather like two women shop-
ping, with a bus receding into the distance between them. This was
quite a good response to the blot, but he spoilt it by adding that if the
blot that looked like the back of a bus were not in fact a bus, then the
two shapes that looked like women could not in fact be women. The
similarity of two of the blots to women was not, of course, affected in
the least by the similarity of the third shape to a bus receding into the
distance.

A high level test of abstract thinking consists in the task of matching
proverbs. Here the person may be asked to select two out of the follow-
ing seven proverbs which mean the same.

A bird in the hand is worth two in the bush.
First come, first served.

No man can serve two masters.

As the twig is bent so will the tree grow.
The early bird catches the worm.

It’s an ill wind that blows nobody any good.
Still waters run deep.

To spot that the second and the fifth proverbs mean the same involves
quite high level abstract thinking. It also involves a fair mastery of
words, and some people fail tests of this kind, not necessarily because
they cannot think abstractly, but rather because they have not been
taught to use words fluently as tools for thinking. Again, in some forms
of mental illness, patients develop a disordered form of thinking to the
extent that this sort of verbal skill is disrupted, and unlikely or illogical
connections are seen between proverbs that are not in any way similar
in meaning.

Associations

We must now discuss another type of thinking which as we shall
see in Chapter 4, has an important bearing on learning and memory.
This is the phenomenon of association. This is something which has
been noted and written about since the days of Aristotle. If we experi-
ence two things at the same time, or close together in space, they
become associated in the mind, so that if we later experience one of
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them, or think of one of them, we tend to think of the other. Word
association tests reveal the nature of these associations very quickly.
If we ask a group of people to write down the first word that comes to
their mind after each of the words: cat, black, up, chair, bat, and
knife; they are very likely to say: dog, white, down, table, ball and
fork respectively. It seems that people in the same culture, exposed to
the same environmental influences tend to form very similar associa-
tions. Needless to say many more than one word or idea is associated
with any given word or idea, but the strength of association between one
word and various others are different. Thus knife may well be strongly
associated with fork, but less so with such words as sharp, jack, or
steel, and not at all with such words as sea, child or roof.

In any case many words we think of, or ideas we have in other than
verbal form, carry with them a train or cloud of associations, some
closely associated, some more tenuously. Moreover, many such associa-
tions will be emotionally toned, and carry pleasant or unpleasant
feelings (see Chapter 7). We could never be aware of all these associa-
tions at any one time, although we may well be aware of an unpleasant
feeling attached to some word or idea without quite knowing why.
This accounts for the fact that we are sometimes aware of feelings of
pleasure or annoyance or even disgust when we think of certain ideas,
without being aware of the associations which have given rise to such
emotion. These associations need not be words, but might just as well
be visual images or memories of smells, sounds, or tastes.

Emotional Use of Words

Poets are well aware of this, and use words which are likely to have
appropriate associations for us: appropriate, that is, to the mood they
wish to engender in their readers. Thus Tennyson’s line: °° After
many a summer dies the swan ”, would be ruined if he had written
““ After many a summer dies the duck . The associations we have for
the word “ swan >’ are so very different from those of the word *‘ duck ™.
Any ribald paraphrase can reduce fine poetry to ruins. Thouless, in
his book Straight and Crooked Thinking, points out that Keats’ lines:

“ Full on this casement shone the wintry moon
And threw warm gules on Madeleine’s fair breast

could have been just as well expressed, though less poetically, by the
lines:
““ Full on this window shone the wintry moon
Making red marks on Jane’s uncoloured chest.”

Words, then, have emotional associations which impart additional
meaning to them. We may remark that we saw Smith waiting at the
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end of the road, or we might say that we saw him lurking at the end of
the road. Both words mean much the same, but have very different
emotional overtones. This could happen in medical note taking. We
might write down that Mrs. Jones complains of several symptoms, or
we might note down that she whines about her aches and pains. A
psychiatrist might note that a patient says that he does not experience
any hallucinations; or he might note down that the * patient denies
hallucinations ”’, a thing in fact which most of us would do.

With a careful choice of words it is possible to speak the literal truth
and yet give a totally different impression. This can be done without
any sarcasm whatever. A mate of a cargo boat was logged for being
persistently drunk. He reacted to this by reporting in the ship’s log
that the captain had appeared on duty sober that morning.

Unconscious and Creative Thinking

There seems to be a good deal of evidence that some problems can be
solved at the unconscious level. Many people have had the experience
of ““ sleeping on a problem >’ and waking up with their course of action
clearly mapped out for them. (See Chapter 13.) A celebrated example
of this occurred when the chemist Kekulé was doing research on the
composition of benzene. He had puzzled for some time how six
hydrogen and six carbon atoms could possibly be arranged in a chain
and yet leave all the valencies satisfied. One night he is said to have
had a dream in which he saw a long worm wriggling through water.
Suddenly it curled round and gripped its own tail with its mouth.
Kekulé woke up with a start realising that he had his answer to the
problem. The benzene molecule was a ring. This sort of thing should
teach us to be cautious about being too critical of hunches and
intuitions. They may have a good logical basis, although such may not
be immediately obvious to the thinker.

Some writers suggest that there are two distinctive types of thinking,
one realistic and the other imaginative. In the former we are bound by
logical rules and realistic possibilities; in the other we give free rein
to our fancies and play about as it were, with our ideas, regardless of
any rules of logic. Several studies have been made of the thinking of
creative artists and scientists, and it seems that both types of thinking
are employed by such people. A good deal of hard preparatory work
has to be done, then the ideas are played about with imaginatively.
This leads in some cases to new ideas or insights, which in their turn
require hard logical thinking to turn them into practical possibilities.
The successful creator can use both kinds of thinking productively.
The strict logician, bound by rules and scientific method, remains in
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his groove. The undisciplined dreamer never gets his ideas into
practical shape, and they remain only fantasies.

Problem-solving

We have seen that thinking often takes place when we have a problem
to solve, so that it is appropriate in this chapter to say something
about problem-solving. Some writers have suggested that we can only
be said to be really thinking when we are presented with a problem
that requires solution. If we are just allowing our imagination to drift
along entertaining fantasies, we cannot be said to be thinking. This
is a matter of definition, and we can get over this by speaking of
realistic and imaginative thinking. Realistic, logical thinking, is
what we have to use when solving problems, although even then, as we
have seen, it may be necessary to indulge in some free imaginative
thought, when we are seeking new leads or ideas.

One famous animal experimenter, Thorndike, put some hungry
cats into puzzle boxes, from which they could see and smell some food
through the bars. They struggled to get at the food, and sooner or
later they pulled a loop of string hanging down inside the cage which
released the latch fastening the door. This was done again every time
the cat became hungry, and it was found that gradually the cat
made fewer random movement before he pulled the string, until
finally on being put into the box he would pull the string at once
in order to get free. If a curve were drawn of the successive times
taken to escape from the box, it would look something like Figure
9. This is known as a ‘““trial and error leaning curve ”’, so called
because the animal in this sort of situation appears to learn by trial
and error. Woodworth defined this form of learning by saying that
it had six distinguishing characteristics:

The animal (or human) must have a set towards a certain goal.

There must be no obvious direct route to that goal.

The situation must be explored in a more or less random fashion.

By chance, ““ leads * or  clues ’ to the means of reaching the goal
must emerge.

5. Some of these leads must be tried out; those which work are

retained and those which are not are dropped.
6. A correct lead is found and the goal is reached.

(SN S I R

In certain situations we may use this type of behaviour in order to
solve problems. Many people quickly lose patience with those types of
puzzle consisting of two or more pieces of metal bent to odd shapes
which have to be disentangled. They juggle the two bits until
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suddenly for no obvious reason they come apart. The problem has
been solved by trial and error, with no obvious insight as to how it
works. If they were to repeat that problem many times, they might,
like the cats, produce a trial and error learning curve.

In other situations where the nature of the problem is more obvious,
and they have a better chance of seeing what is involved, they might
produce quite a different learning curve. Kéhler, who did some classic
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work with chimpanzees, was able to show that these animals can solve
problems in quite a different manner, provided that they could see all
round the problem. Kéhler placed a chimpanzee in a cage such that
bananas were only available by being pulled into reach with a stick.
Once the animal had learned to use the stick as a tool for this purpose,
he was placed in a situation where the food could only be obtained by
raking it in with a larger stick which itself was only obtainable by being
raked in by a stick too short to reach the food. The chimpanzee then
realised that he could use the shorter stick to get the longer stick, which
in turn could be used to get the food. In the final experiment the
animal was given two sticks which could only be used to rake in food
if they were fitted together to make one long stick. The animal in
question after a good deal of cogitation solved this problem too. Now
when he was given the problem to solve again the next day, he did it
without hesitation. This is obviously a very different way of learning
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from that seen in Thorndike’s cats. In the case of the chimpanzee, the
successful response appears quickly and usually rather suddenly, and
is not forgotten. In this case the learning curve would appear like
Figure 1o. This is known as an “ insight learning > curve. Some
psychologists have objected to the use of the term insight to this kind
of learning, partly on the grounds that insight involves some kind of
symbolic thinking, and there is no evidence one way or the other to
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suggest that animals are capable of symbolic thought. Nevertheless,
there is no doubt that human beings can solve problems by gaining
insight into their nature and the factors involved, and that if learning
curves were drawn of problems solved by human beings in this way,
they would look very like the ones achieved by Koéhler’s apes. To
return to the little problem referred to earlier, of trying to separate two
pieces-of metal: with a little patience it is possible to gain insight into
how the pieces of metal are entangled, and so to discover how they are
to be twisted in order to separate them. Once this is done, the problem
can be solved quickly and unhesitatingly on future occasions.
Problems are not usually solved solely by either method. Most are
solved by a mixture of both trial and error and insight. For example
we can solve a problem by trial and error, and then gain insight



THINKING AND LANGUAGE 29

retrospectively: realising afterwards how it was solved, partly perhaps
by logical reasoning, but also possibly by that sudden intuitive realisa-
tion of the nature of the problem said to be characteristic of insight.
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Chapter 4
LEARNING AND REMEMBERING

Learning, Instinct and Maturation

We saw in the last chapter that in trial and error learning those
actions which are successful are retained, and those which are not are
dropped. This was a vital factor in Thorndike’s theory of learning. He
said that those actions which were rewarded by success were *“ stamped
in”’ to the animal’s repertoire of movements, and those which were
unsuccessful were “ stamped out ”’. As we shall see, this concept of
reward appears again in more modern theories of conditioning, in the
guise of *“ reinforcement ». This is all good common sense, because we
know from our own experience that when we are learning a new skill,
or trying to solve a problem, those actions which are successful are the
ones we remember. We soon give up trying ways of solving problems
which do not pay off. Reward or reinforcement then, are vital factors
in learning.

Learning is a process whereby behaviour is changed as a result of
past experience. Such change is relatively permanent, a lesson would
not be counted as learnt if it were soon forgotten. This term has to be
distinguished from at least two others, one of these is instinct and the
other is maturation.

Instinct is a term which refers to complex, innate patterns of behaviour
which occur mainly in animals, and which do not appear to have been
learnt. An obvious example is nest building in birds. Young birds do
not see nests being built, yet the following year they build nests of a
pattern recognisably characteristic of their species both in shape, size
and the nature of the materials used. This pattern is variable within
limits, in that if the customary nesting places or the usual materials are
not available, birds will substitute other materials and choose other
nesting places. Lower down the phylogenetic scale, instinctive
behaviour is much less adaptable in insects, many of which are quite
incapable of surviving in any but the most strictly suitable circum-
stances. At the other end of the scale, man himself can hardly be said
to show instinctive behaviour in the ordinary sense of the word, but
even he shows what one psychologist called * instinctive propensities >.
That is, you do not have to teach a man to escape from danger, although
the method he chooses to do so may vary from running screaming down

30



LEARNING AND REMEMBERING 31

the street, to quietly going off to the travel agency and buying an air
ticket to Australia.

Some modifications of behaviour cannot be said to be learnt in the
ordinary sense, nor can they really be said to be instinctive, but arise
because the body of the animal or human being is developing. A child
will begin to walk when he is physically developed enough to do so, if at
that stage he is taught to do so. He cannot walk before he is mature
enough to do so, neither will he walk unless he is taught. This process is
known as maturation: without which some skills could never be learnt.

Recent work with animals has shown that many of the patterns of
behaviour which were once thought to be instinctive are not entirely
so, but are in part dependent on environmental influences. A famous
example was demonstrated by Lorenz who showed that goslings will
follow the first large moving object they see after they have been
hatched. This, of course, is usually their mother, but Lorenz was able
to get goslings to follow him by ensuring that the first large moving
object they saw was himself. This early rapid form of learning is
known as imprinting.

Classical Conditioning

Many of the modern theories of learning depend on some discoveries
made by Pavlov at the beginning of this century. He was a Russian
physiologist who had been doing various experiments on dogs. These
were fed regularly in the same sort of routine, and he noticed that the
dogs would begin to show signs of excitement and even to salivate
when they heard the attendant’s footsteps in the passage outside the
laboratory, some moments before they could see, smell or taste the
food. They had come to associate the sound of the man’s footsteps
with the meal itself. This of course is a commonplace sort of obervation,
familiar to all who have kept a dog. The word ‘‘ walk >’ or the sight
of a leash will often send a dog into a state of great excitement in antici-
pation of a walk. However, Pavlov saw that something important had
been observed, and began to study the phenomenon more closely. He
was interested, as a physiologist, in studying possible neural connections
in so-called reflex behaviour, and this seemed a possible method of
doing so. He argued that with inexperienced dogs, the sound of foot-
steps would not normally cause them to salivate. If they now salivated
when they heard footsteps, this must mean that a new stimulus had
become potent in producing the original response.

The classical experimental situation was as follows. The dogs were
given a simple surgical operation so that the salivary duct of the
parotid gland was brought to the surface of the cheek, and attached to
a tube leading to a small graduated vessel, so that the rate of flow of
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saliva could be recorded. They were then constrained by a harness and
isolated from extraneous stimuli. When they were hungry they were
shown food and then fed. The rate of flow of saliva was noted. We can
represent this situation as follows:

Food (sight, smell, taste) —— Salivation
Unconditioned stimulus Unconditioned response

On future occasions thesight, smell and taste of food was accompanied
by the sound of a bell, or the bell was sounded immediately beforehand.
Once again the dogs salivated. This situation can now be represented

thus:
Food (sight, smell, taste)
Unconditioned stimulus .
lus l — Salivation
Belllzsoun Q) J Unconditioned response
Conditioned stimulus

After this pairing of the bell and food had been done several times,
the bell is now sounded alone, and the hungry dog now salivates even
though he does not see, smell or taste the food. The situation now is:

Bell (sound) —— Salivation
Conditioned stimulus Conditioned response

Before the conditioning process the dogs produced no salivation
whatever when the bell sounded. Now they did, so a new behaviour
pattern had been learned, and the reflex behaviour of the dogs had been
modified. Pavlov went on to hypothesise about the various changes
that must have taken place in the dogs’ nervous systems to account for
this. Because this happens at the reflex level, it might seem that this is
something more than conscious association, and may happen without
the animal’s being aware of what is going on. Now it is impossible to
talk about an animal being aware or not aware of his surroundings.
We can only speak about his behaving as if he were aware. But it is
possible, though much less easy, to produce conditioned reflexes in
human beings. It is possible for example, to deliver a small puff of air
to a person’s eyelid so that he blinks reflexly. This puff of air can then
be paired to a light or a buzzer, and people can then be made to blink
when the light shines, or the buzzer sounds in the absence of the puff
of air. This can be done without the subject’s knowing that he has been
so conditioned and without his realising that people have been making
him blink in this way.

Some writers have given the impression that in conditioning, the
original stimulus has been replaced by a new one, which produces
exactly the same response as the original. They have claimed that in
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conditioning there has been a full replacement of one stimulus by
another. Reference to Pavlov’s original work shows this not to be the
case. The conditioned response is in fact something of a pale imitation
of the unconditioned one. Pavlov points out that the rate of flow of
saliva in the actual presence of food in the mouth is of the order of g to
4 c.c. a minute, but when the conditioned dog is responding merely to
the sight of food, the rate of flow is only of the order of about 0.7 c.c. a
minute. The conditioned response then, is a kind of preparatory
response, getting ready, as it were, for the expected food.

Pavlov then found that dogs who had been taught to respond to a
particular bell, would also respond to other bells, or even to sounds of
other kinds. This is the phenomenon of generalisation. Pavlov then
found that in order to maintain the conditioned reflex it was necessary
to give reinforcement in the shape of food every so often. That is, the dog
needed to be reminded, as it were, that the bell did mean food. If the
bell were repeatedly sounded in the absence of food, the reflex would
undergo extinciion and disappear altogether. This made it possible for
him to teach the dogs to respond to bells of certain pitches by reinforcing
such responses with food, and not to respond to bells of other pitches by
non-reinforcement so that the response to these became extinguished.
This is the process of differentiation. This gave Pavlov a powerful method
of discovering how acutely dogs could differentiate between various
stimuli. He found, for example, that dogs could differentiate without
difficulty between two whistles so close in pitch that no difference was
discernible to the human ear. They were also taught to salivate to a
circle, but not to an ellipse. The ellipse was then gradually broadened
so that it approximated more and more to a circle. At one point the
dogs could not tell whether the shape was really a circle and that food
was coming, or whether it was really an ellipse, and that no food was
to be expected. Some of the dogs in these conditions appeared to
produce a nervous breakdown. They went out of condition, they
snarled and snapped and had to be sent away to a farm to recover.
This was perhaps the first time that an experimental neurosis had been
produced. It might be held to throw some light on the genesis of
human neuroses: we may break down when we have to make important
decisions on the basis of inadequate evidence.

Instrumental Conditioning

Another experimenter, Skinner, has more recently been continuing
the sort of work originally pioneered by Thorndike. In this, it will be
recalled, Thorndike put hungry cats into boxes from which they
escaped when they had performed the appropriate movement. Skinner
devised a rather simpler method of doing the same sort of thing, by
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putting a hungry rat into a box in which there was a lever. The rat
would roam about restlessly looking for an exit or for food, and by
chance he would press the lever. This action would be rewarded by the
appearance of a pellet of food. The rat soon learned to press the lever
whenever it was hungry. This is known as instrumental conditioning,
and is much more akin to conscious association and takes place above
the reflex level. One can see how this sort of learning takes place all
the time. We tend to repeat those actions which pay off, and discard
those which are unsuccessful. A baby lying uncomfortable and restless
in a cot may produce a number of random movements and noises. If
mother comes every time it cries, then the child learns to cry when it
wants attention. Skinner found, as Pavlov did, that a conditioned
response can be extinguished if it is not rewarded. He also found
that if the response were reinforced only every tenth time, that is the
rat received food only at every tenth pressing of the lever, it was
much more difficult to extinguish the response. This again sounds
perfectly reasonable. If we know that we do not get the food every
time we press the lever, we are not discouraged so easily by fruitless
attempts. As long as we continue to think that occasionally we shall
be rewarded, we are prepared to go on trying for much longer.
This is a nice explanation of the success of the Football Pools. A
small prize occasionally will keep us going: even other peoples
larger prizes serve to reinforce our responses, and we go on paying out
the weekly “ investment .

Remembering

Remembering refers to the recall of previous experience, usually in
the form of imagery, verbal or otherwise, and thus has a narrower
meaning than learning. Learning can occur without actually remem-
bering as when we learn some motor skill such as cycling. We could
hardly say that we remember how to ride a bicycle. If we had not
ridden one for twenty years and were asked whether we could ride a
bicycle, we could not say that we remembered how to do so, we could
only say that we did not know until we tried.

The three phases of the memory process are often referred to as
Impression, Retention and Reproduction. That is we have to learn the
lesson, we have to record it in some way, and then it has to be recalled
or recognised later. The recording of the lesson, or its retention for
later recall, is still somewhat of a mystery, and little is known about
this part of the process. Moreover we can never examine a brain and
note the memories stored therein. Our only method of discovering
how much has been retained by the learner is to get him to repeat the
lesson later. Retention can be defined as * the process whereby a persisting
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trace is left behind as an after-effect by any experience forming the basis of
learning, memory, habit and skill, and of all development, so far as it is based
on experience  (Drever).

The Work of Ebbinghaus

In 1885 Ebbinghaus published a monograph on his studies of
memory. These are worth mentioning because they were the first
attempt to study the phenomenon in a systematic sort of way. He used
nonsense syllables as the material to be learned. These consisted of a
consonant on either side of a vowel, so that they were pronounceable,
although meaningless. Examples might be:

POF, GEP, RIJ, VEC, TEF

and so on. He chose this sort of material because in earlier experiments
he found that some material was much easier to learn than others.
He accounted for this by saying that some material had more associa-
tions for the learner than others, and thus could be more easily
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remembered. He thought that nonsense syllables would get over this
difficulty, and that the various lists of syllables used would all be of
comparable difficulty.

He used novel methods of measuring retention. He would learn
some lists of nonsense syllables until he could recite them perfectly
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twice. After an interval he would then learn them again, until he
could once more recite them perfectly twice. If he took 1,000 seconds
to learn them on the first occasion and only 600 seconds to learn them
on the second, then the saving of time was 400 seconds. This saving
could be a measure of the amount of material retained. This method
had an obvious advantage over straight recall, since it would be a
measure of retention even in cases where people could not recall any
part of a previous lesson, but who nevertheless took a shorter time to
re-learn it if they had seen it before. Ebbinghaus used several different
intervals between learning and re-learning, varying from twenty
minutes to thirty-one days. He was able to draw a curve of forgetting
which looked something like Figure 11. Each point on the learning
curve was produced by the learning and re-learning of a different list
of nonsense syllables. Thus it was important to be able to assume that
each list was of comparable difficulty. This curve of forgetting is
logarithmic: it falls sharply at first, then more slowly, and finally
levels out.

Factors in Impression

In Chapter 2 it was pointed out that attention was an important
factor in perception. We did not perceive a thing unless we paid
attention to it. It follows equally that we shall not remember anything
unless we pay attention to it, because we could hardly recall anything
we did not perceive in the first place. A stimulation is more likely to
be attended to, and therefore remembered, if it is intense or prolonged.
Shape, size and position of an object will affect whether or not it is
noticed, and contrasting colours, sounds, tastes and smells and even
textures are more likely to be noticed than when the stimulation is
homogeneous. Any initiation or cessation of movement is likely to be
attended to. This is why “ blinking ” trafficators on cars are so much
more effective than the older type of semaphore trafficator. As Ebbing-
haus discovered, material which was meaningless was more difficult
to learn than something which made sense. Compare these two lists
of words taken from Hunter’s book on Memory:

TAS-YAL-DOP-SIW-MEL-YOS-HIW-LON-MAF-GIW-
NAL-WOH
WE-ALL-SAW-A-TINY-GOLD-FISH-WHO-SWAM-IN-
MY-POOL

There is no doubt which would be the easier to learn. Another of
Ebbinghaus’ discoveries was that if material is overlearnt, it is easier
to recall later. Overlearning means learning material for longer than
is necessary to produce perfect recitation of it. Mathematical tables,
the alphabet and our own names and addresses are usually overlearnt.
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If we are learning a part in a play, especially a well-known classic
like Shakespeare in which many members of the audience will know
the lines as well as the players, it is important to be word perfect. We
have to achieve a literal reproduction of the material. This sort of
learning is called rote learning, and was the type studied by Ebbinghaus.
Mercifully we do not have to learn text-books in this way, indeed it
might be dangerous to try to do so, since learning this way may mean
that the student has little understanding of the material he has learned.
In reading text-books it is more usual to get the gist of what it is all
about, so that it can be reproduced in our own words. This second
type of learning is sometimes referred to as content learning. Both rote
and content learning arise from deliberate effort. It is sometimes
possible to find that one has learnt something without making any
deliberate effort to do so. This is called incidental learning. This is
fairly common in young children, who learn nursery rhymes and even
whole stoty books in this way. Many parents have been-thoroughly
chided by their young children for varying their reading of Peter
Rabbit by a single word. This happens often before the child can read
himself at all.

Some lessons are so striking that one is enough. ‘ Once seen never
forgotten ” applies to certain shock experiences which are so vivid that
a single experience is enough to fix the memory for a lifetime. Material
frequently experienced is more easily retained than lessons only
ocassionally learnt. If rote learning is to be undertaken, like a part
in a play, recitation is often a help. That is you learn the first line or
sentence, then recite it from memory. Then you learn the second line
and recite the first two, and so on. Thus you recall what you have
already learnt at regular intervals. This seems to be more efficient
than merely reading the speech or passage over and over. For content
learning, on the other hand, it is necessary to organise the material;
to classify, summarise, code, select, or emphasise. You have to pick
out the important points in the material, and see them as figures
standing out against the general background of argument, exposition,
or example. Mnemonics are helpful in some forms of rote learning as
all medical students know.

So far we have been discussing characteristics of the material to be
learnt, and of ways of handling it. We must now say a word about
some aspects of the learner himself. An important factor will clearly
be his interest and motivation. The incentive of a coming examination
will motivate a student to learn material which he would otherwise
reject as boring beyond measure. On the other hand material which
the learner finds intrinsically interesting, will be absorbed without
difficulty in the absence of any external incentive like examinations.
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The physiological state of the learner: excitement, fatigue, or illness,
will clearly affect his ability to assimilate new material, by making
him distractible, sleepy, and disorientated. It is an unfortunate thing
that the older we get the more difficult we find it to remember new
material. 'The absorption of new facts, unrelated to our existing
knowledge, is increasingly difficult after about the age of thirty-five
or forty. New languages are relatively easily learned by children and
young people, but they are rarely mastered in later life. The older we
get the more slowly and less efficiently we learn. The ability to learn
is of course related to intelligence. The cleverer a person is, the more
easily he learns. This applies particularly to content learning, where
the mastery of the material involves achieving an understanding of
what it is all about. Rote learning is somewhat different. Some
mentally deficient people are surprisingly good at rote learning.

Factors in Retention

Another interesting thing that Ebbinghaus discovered was that if a
lesson were learnt, its retention could be seriously impaired by learning
a second lesson in between the learning of the first lesson and its recall.
This was especially likely to happen if the two lessons concerned were
similar, for example, if they were both lists of nonsense syllables. This
is known as retroactive interference. 'The first lesson can also interfere
with the second, and this is known as proactive interference. This sort of
difficulty is less likely to occur if the lessons are very different in
character, for example if we sat down to learn a chapter in an anatomy
book, and then went out and had a driving lesson. Retroactive inter-
ference would be more likely to occur if we learnt a chapter of a book
on human bone structure, and then a chapter on the bone structure of
the anthropoid apes. We might get the two sets of similar material
muddled up.

People tend to remember things better if they do a little at a time,
with frequent but not too prolonged rest pauses. Spaced is better than
massed learning. Lessons also tend to be forgotten if they are not
frequently rehearsed. That is, memories fade with time if they are
not recalled at intervals.

Forgetting too, can be caused by sleepiness or intoxication at the
time of impression. If we wake in the morning we may remember a
dream, but unless we write it down then and there, we are apt to
forget it. More strikingly still, a patient may have to be woken in the
middle of the night for some examination, treatment or medication,
yet not know a thing about it next morning. Equally a boozy party
may only be dimly remembered next day, if at all. Concussion or
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Electro Convulsive Therapy* (E.C.T.) (see Chapter 6) can cause
people to forget events both before and after the insult. Very old or
very young people are less likely to retain impressions than people
between these extremes of age.

This amnesia, or inability to remember, is selective. It is the recent
memories that tend to be lost rather than the remote ones. Concussion
or E.C.T. tends to make a person forget a little of the immediate past
(retrograde amnesia) and sometimes rather more of events that have
happened after the accident or insult (anterograde or posi-traumatic
amnesia). These phenomena are discussed in greater detail in Chapter
6, it is only necessary to mention them here in order to provide evidence
for what is known as consolidation as an important factor in retention.
All the facts so far mentioned in connection with retention: retroactive
interference, superiority of spaced over massed learning, the effects of
sleepiness or intoxication at the time of impression, the eflfects of
extremes of youth and age, and above all the selective nature of
amnesia in that recent memories are lost more easily than remote
ones: all these facts can be explained in terms of consolidation. In
order to be retained a memory has in some way to be consolidated,
rather as a negative on a photographic plate has to be fixed, otherwise
it is lost. Indeed recent biochemical work suggests that the more
permanent kinds of retention, in our terms the ° consolidated
memories ”’, may involve actual changes in molecular structure of
brain tissue. This is a process which takes time to occur (see Chapter 6).

Thus old memories are less vulnerable to the effects of concussion or
E.C.T. because they have had more time to become consolidated.
Moreover the concussed brain is less able to consolidate its memories, so
post-traumatic amnesia occurs. The sleepy or intoxicated brain may, in
the same way, be less able to consolidate memories. This is not just
a case of the sleepy or drunk person not having assimilated the lesson
in the first place. A sleepy person can wake up and record his dream,
which he forgets later. A drunk or concussed person can behave
rationally enough at the time, but cannot recall the period later. One
study demonstrated that people who have just finished a course of
E.C.T. can look at and describe a picture in good detail immediately
afterwards, but are quite unable to recognise it later. Infants and very
old people may again be unable to recall events that happen in their
infancy or old age because their brains at that time are unable to
consolidate memories.

The person who has just completed a course of E.C.T. and who can
describe a picture he has just seen with fair accuracy, but