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Preface

The 5th KES International Conference on Innovation in Medicine and Healthcare
(InMed-17) was held on June 21–23, 2017, in Algarve, Portugal, organized by KES
International.

The InMed-17 is the 5th edition of the InMed series of conferences. The 1st, the
2nd, the 3rd, and the 4th InMed conferences were held in Italy, Spain, Japan, and
Spain, respectively. The conference focuses on major trends and innovations in
modern intelligent systems applied to medicine, surgery, healthcare, and the issues
of an aging population including recent hot topics on artificial intelligence for
medicine and healthcare. The purpose of the conference is to exchange the new
ideas, new technologies, and current research results in these research fields.

We received submissions from more than 10 countries. All submissions were
carefully reviewed by at least two reviewers of the International Program
Committee. Finally, 31 papers were accepted to be presented in this proceeding.
The major areas covered at the conference and presented in this proceedings include
the following: (1) Biomedical Engineering, Trends, Research, and Technologies;
(2) Machine learning and labeling for biomedical visual data analysis and under-
standing; (3) Advanced ICT for Medical and Healthcare; (4) Healthcare Support
System; and (5) Smart Medical and Healthcare System. In addition to the accepted
research papers, three keynote speeches by leading researchers were presented at
the conference.

We would like to thank Dr. Kyoko Hasegawa and Ms Yuka Sato of Ritsumeikan
University for their valuable editing assistance for this book. We are also grateful to
the authors and reviewers for their contributions.

June 2017 Yen-Wei Chen
Satoshi Tanaka

Robert J. Howlett
Lakhmi C. Jain
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My Health Info: An Informative mHealth App
for Healthcare and Weight Control

Carlos Hurtado Sánchez1(&), Margarita Ramírez Ramírez2,
José Sergio Magdaleno Palencia1, Bogart Yail Márquez Lobato1,

and Nora del Carmen Osuna Millán2

1 Departamento de Sistemas y Computación, Instituto Tecnológico de Tijuana,
Calzada del Tecnológico S/N, Tomas Aquino, 22414 Tijuana, BC, Mexico
{carlos.hurtado,jmagdaleno,bogart}@tectijuana.edu.mx
2 Universidad Autónoma de Baja California, Calzada Universidad 14418,

Mesa de Otay, Tijuana, Baja California, Mexico
{maguiram,nora.osuna}@uabc.edu.mx

Abstract. Health is one of the most relevant issues today, health plans and
strategies for disease prevention are made in Mexico every six years, a problem
is that approximately 70% of Mexicans are obese and overweight which causes
diseases such as diabetes mellitus and arterial hypertension among others rep-
resenting a considerable expense for health institutions in the country, to prevent
this awareness, there are programs to improve population diet and physical
activity. Information technologies and smartphone users are growing every day
and are using mobile applications for health awareness, an informative appli-
cation of health-care is developed in this paper to help with this issues, the
application is divided into four sections, one is about calories contained in most
common foods in the region, the next is about weight control which calculates
the body mass index, ideal weight and daily water intake, other show nearby
pharmacies based on your current location and last, natural treatments for hair.

Keywords: mobile Health (mHealth) � Mobile apps � Healthcare �
Smart-phones

1 Introduction

Information and communication technologies (ICT) have evolved day by day and have
changed the way we communicate and live, this evolution has been in large part by the
use of smartphones which are the most common personal computers today, because
they are always turned on, users always carry them, provide and store information in
real time, are fast, have attractive interfaces and are easy to learn [1, 2].

According to the National Institute of Statistics and Geography [3], 77.7 millions of
people use cell phones and two out of three users have a smartphone, being Android the
dominant operating system with 62% penetration in the country [4]. In projections,
nine out of every ten Mexicans will have a smartphone by 2017, due price decrease and
their increment in computing power.

© Springer International Publishing AG 2018
Y.-W. Chen et al. (eds.), Innovation in Medicine and Healthcare 2017, Smart Innovation,
Systems and Technologies 71, DOI 10.1007/978-3-319-59397-5_1



Another fundamental reason of smartphone adoption increment is due apps
development, which has been developed for entertainment, to improve lifestyles and
health among other things. One field that is constantly growing in apps development is
health, as users are becoming more aware of the benefits provided to improve their
lifestyle.

Studies carried out by the IMS Institute for Healthcare Informatics [5], show that
there are more than 165,000 mobile applications; being fitness predominant with 36%,
followed by lifestyle applications and stress management with 17% and diet and
nutrition with 12%. These software tools have helped patients manage chronic
degenerative diseases, their lifestyle and even self-diagnose. Approximately 80% of
Android operating system applications focus on diabetic patients [6].

Health through mobile devices (mHealth), has become one of health basics aspects
everywhere, including developing countries because of its portability. The doctor is no
longer the only one who decides and cares for patients health, we as patients are
responsible too for our longevity and life quality. Mobile apps can help us in this
process in a personalized and dynamic way, providing quality information and facil-
itating experiences transmission, with diabetes being the therapeutic area with the
greatest business potential, followed by cardiovascular diseases.

2 Common Diseases in Mexico

In Mexican Social Security Institute (IMSS) institutional program of 2014–2018 [7],
the population is more exposed to a series of factors related to lifestyle such as
sedentary and ingestion of industrialized foods, as well as persistence of chronic and
infectious diseases. These factors have altered diseases natural history, watching
transcending changes in death causes and an increment in diseases, such as diabetes
mellitus, cardiovascular diseases, arterial hypertension and malignant neoplasias.

Because of this, deaths from non-transferable diseases such as diabetes mellitus,
cerebrovascular diseases, hypertensive diseases and malignant neoplasias, occupied the
first places in this institutional program.

The estimated cost for diseases mentioned above is 71352 million pesos approxi-
mately, this is equivalent to 30.4% of the current expenditure of health insurance and
maternity, being diabetes mellitus and hypertension combined the largest proportion of
these expenses with a participation of 77.9%. It is expected budget increment to treat
these diseases next year.

Speaking of type 2 diabetes mellitus usually occurs in people over 40 years of age,
most of whom present obesity as a pattern, concerning arterial hypertension, factors
that contribute to their development are obesity, alcohol consumption, birth circum-
stances and work with high levels of stress. Being obesity the common denominator of
both diseases.

4 C. Hurtado Sánchez et al.



According to [8], 70% of Mexican adults suffer obesity and one in three children;
junk food and sugared drinks are the main cause of these conditions in at least half of
population.

3 Types of Mobile Applications

Within mobile health, there are different apps categories of information, education,
registration and monitoring, diagnostic help and treatment follow-up among others.
The app presented here correspond to information category; the main objective of this
kind of applications is to provide information about an illness, diet, physical activity or
area of expertise to know how to treat it and how to prevent it using multimedia
material.

Users should pay particular attention to this type of applications in case they
recommend some medicines or food supplements since international health associa-
tions do not regulate many of these, this is why this application recommends only
natural foods and shows nearby pharmacies in case that user needs a drug but does not
make drug recommendations.

4 App Details

This application is about nutrition and weight control since it is one of the leading
causes of diabetes, arterial hypertension and circulatory problems, which are the most
common diseases in Mexico.

The application is free and in its initial phase can be downloaded for the Android
operating system, to develop for iOS later, although this development is in Mexico can
be used in any country of Spanish speech.

In this section, we explain technical and software aspects that were carried out for
mobile development. This application was developed for the Android operating system
in its early phase because according to our research most users has this operating
system, Android Studio tool was used as the development environment and was pro-
grammed in Java programming language using Model View Controller (MVC) as a
design pattern, a description of its components is below.

The model component is responsible for information representation needed for the
application to operate, due to the fact it is informative a significant amount of time is
dedicated in this phase to investigate useful information for users.

The view component is responsible for application representation or user interface;
here navigation was designed together with all screens adding images, table views, and
other widgets to make the interface simple, intuitive and easy to use.

The controller component takes care of application logic and establishes commu-
nication between model and view; this is where programming calculations and inter-
action of user interface with application information were programmed.

An Informative mHealth App for Healthcare and Weight Control 5



The developed application is fast to use and can be scalable, following the prin-
ciples of software engineering and standards of good practices [9], in turn, it focuses so
that anyone can use it due its interface simplicity according to design and user inter-
action guidelines.

5 My Health Info

My Health Info, is a health application where the user can consult information such as
pharmacies, body mass index, ideal weight, hair treatment and know foods calories.

5.1 Menu

Figure 1 shows the main menu divided into four sections such as nutrition, pharmacies
nearby, health and hair treatment.

5.2 Nutrition

Inside nutrition section, there is a list of foods categories that the user can consume
daily, divided by alcoholic drinks, beverages, meat and derivatives and fast food shown
in Fig. 2. Within each category, there is a list of foods and a description of calories
contained based on its weight. Shown in Fig. 3.

Fig. 1. Main menu

6 C. Hurtado Sánchez et al.



5.3 Pharmacies

In this section, the app will get the user location and will display it on a map, then
based on its current location the nearest pharmacies will appear, as shown in Fig. 4.

5.4 Health

Figure 5 shows health section, this has three subsections, one to calculate body mass
index BMI, another to determine the ideal weight and finally water consumption
recommended according to weight.

Fig. 2. Table of foods Fig. 3. Beverages

Fig. 4. Pharmacies nearby

An Informative mHealth App for Healthcare and Weight Control 7



BMI calculation. To calculate body mass index [10] the user must capture height in
centimeters and weight in kilograms as shown in Fig. 6, then press the calculate button,
and the BMI is displayed Fig. 7, Eq. (1) show the equation to calculate the BMI.

BMI ¼ weightkg=height
2
cm ð1Þ

Ideal weight calculation. For the ideal weight [11] the user have to capture its gender
and its height Fig. 6 and press the calculate button, Fig. 9 show the result of the
calculation made. To calculate men ideal weight Eq. (2) is used and for women Eq. (3)
(Fig. 6).

Fig. 5. Health menu

Fig. 6. BMI Fig. 7. BMI table

8 C. Hurtado Sánchez et al.



men ¼ 50 kgþ 2:3 kg=each inch over 5 feet ð2Þ
women ¼ 45:5 kgþ 2:3 kg=each inch over 5 feet ð3Þ

Water consumption calculation. Figure 10 is the water consumption screen, here the
user have to type its weight in kilograms to calculate [12], Fig. 11 shows users daily
water intake recommended for its weight. Equation (4) shows the formula to calculate
daily water intake.

Water intake ¼ weightkg=25 ð4Þ

Fig. 8. Ideal weight Fig. 9. Ideal weight result

Fig. 10. Water consumption Fig. 11. Water consumption result
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5.5 Hair Treatment

Figure 12 shows hair treatment section; there is special treatment for men and women.

Natural treatment. Figure 13 shows different natural treatments for men and Fig. 14
for women. As the user navigates the app, it can be treatments for:

• Hair loss.
• Hair dandruff.
• Hair growth.
• Dry hair.
• Hair shine.

6 Conclusions

Informative mobile applications are a great help to users, thanks to them they can
consult information about specific diseases and can review at any time specialized
information for their treatments or conditions. In turn, it facilitates users who are not
very familiar with technology since the learning curve of these apps is small and they
require very few steps to observe the information they are interested in consulting,
which can reach more users. It is expected that if people knows the number of calories
contained in each food they can make a diet based on information presented by the
application, another fundamental aspect of weight care is water consumption, it is
recommended to have a weight monitor calculating their body mass index, knowing
their ideal weight so they are aware of their progress and how close they are from the
weight goal they want to reach. Because this application uses pure natural foods it does
not endanger users health at any time.

Fig. 12. Hair treatment Fig. 13. Natural treatment Fig. 14. Natural treatment for
men for women

10 C. Hurtado Sánchez et al.
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Abstract. The health sector every day requires and implements technological
tools in support prevention, prediction and treatment of diseases, as well as the
capacity of the high volume of data in storage and processing of the same, that
allow the health professional to give better attention and diagnose their patients.
The health area integrates large amounts of data, which must be stored, classified,
analyzed and consulted, all of them (with systematized and structured processes)
generate useful information for the achievement of advances in health discoveries
and in the administration of medical resources. BigData in medicine can have
many uses and applications in areas such as epidemiology, clinical records, clin‐
ical operation, administrative management, among others.

Keywords: BigData · HealthCare · TICs

1 Introduction

The use of information and communication technologies have changed the way we do
things, from an internet consultation to using technologies as work tools, are a necessity
in the world in which we live. In the health area the changes that have been presented
are many, to mention some from the storage of the information in medical records that
allow the consultation of the information at all times until the accomplishment of surgical
operations guided by technological devices. This article presents an analysis of the
characteristics of technological applications in the health area, namely the use of Big
Data and the implementation of clinical records. It presents the basis of BigData, its
features, its functions, and existing applications, as well as the creation of a BigData
model the health sector in Mexico.

2 Background

For years at a global level in the health sector, they have concentrated on curing diseases,
but scientific studies have shown that most of the diseases that are currently affecting
humanity are likely to be avoided, modified or controlled [1]. Hence the importance of
having information of the individual from his birth and during his life, with the aim of
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preventing those diseases (for their food, for their way of life, for genetic issues, or for
their culture etc.).

The WHO World Health Organization says in one of its principles: “The enjoyment
of the highest level of health that can be achieved is one of the fundamental rights of
every human being without distinction of race, religion, political ideology or economic
or social condition” [2].

Having all this information in a clinical file is a difficult task and more so, in Mexico.
This is because it was not until the National Development Plan of 1995–2000, which
emphasized the importance of systematizing, homogenizing and updating the manage‐
ment of the clinical file (which contains the records of the essential technical elements
for the rational study and solution of the user’s health problems, involving preventive,
curative and rehabilitative actions and which is constituted as a mandatory tool for the
public, social and private sectors of the System National Health [3]). This Official
Standard is for the Mexican national territory and its provisions are mandatory for
providers of medical care services in the public, social and private sectors. Having all
the information of the individual in a computer greatly benefits the doctor and the user.

2.1 TICs in Medicine

Information and communication technologies have revolutionized the way we do things
without leaving out the health area. The contributions of TICs is essential in all areas
but in medicine, it becomes essential because of the progress that it has. The main
benefits that are obtained are better quality of care, efficiency and the reduction of costs.

The use of different devices helps in the consultation and the updating of the medical
record from anywhere, having access to the information for a prompt response or making
decision as the case may be, to mention an example. Other applications TICs are: clinical
laboratories, hospital management software, medical records, surgeries, image files,
computed tomography, nuclear magnetic resonance, medical research, to name a few.

The majority of the medical population incorporates information and communication
technologies as an essential resource in their professional activities, as they offer new
methods and innovations thus improving the quality of their service.

Another important factor in the health sector and ICTs are global statistics on health.
The World Health Observatory (GHO) is the one that provides this information from its
databases of the World Health Organization [4]. The objective is:

• Provide country data and statistics with comparable estimates
• Analysis to monitor the global, regional and national situation and trends

3 BigData

The study published by The McKinsey Global Institute (MGI) in June 2011: Define
BigData as “datasets whose size goes beyond the ability to capture, store, manage and
analyze database” [5].

In 2012 Gartner defined BigData as “information assets characterized by their high
volume, high velocity and high variety, which demand innovative and efficient
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processing solutions for the improvement of knowledge and decision making in organ‐
izations.” This definition makes mention of the 3 famous “V” of the BigData: Volume,
Variety, and Velocity [6].

• Volume: The main benefit is the ability to process large amounts of information in
large analytical data. Many companies already have large amounts of data stored,
perhaps in the form of records, but do not have the ability to process them.

• Velocity: Increasing rate at which data flows into an organization has followed a
similar pattern to that of volume.

• Variety: Very few times the data does itself present itself in a perfectly ordered and
ready for processing. In the large information systems the data of origin are very
diverse and doesn’t fall into neat relational structures. It could be text from social
networks, image data, a raw feed directly from a sensor source. None of these things
come ready for integration into an application [7].

3.1 Project Focused on BigData

Every project that is structured in BigData focuses on the phases:

• The storage of data generated by transactional systems, external sources, integrated
documents and basic information to perform information analysis.

• Processing. Technological bases to operate with large volumes of information and
data flow.

• Analysis. Algorithms and methods allow to generate information from the data
records and the availability of them.

3.2 Big Data and Health

BigData in medicine can have many uses and applications, in areas such as epidemi‐
ology, clinical records, clinical operation, administrative management, among others.
The health area integrates large amounts of data, which must be stored, classified,
analyzed and consulted, all of them with systematized and structured processes generate
useful information for the achievement of advances in health discoveries and in the
administration of medical resources.

In the health sector, the data on which BigData’s analysis techniques can be applied
are as diverse as they can be (Personal data, clinical data, administrative data). The
information obtained once processed analyzed and classified the data allow the obtaining
of a preventive, predictive, personalized and effective medicine.

3.3 Big Data in Preventive Medicine

Prevention is one of the relevant objectives of any health sector in any nation, prevention
consists in identifying and anticipating the needs of patients, health centers or clinical
laboratories, means taking steps to prevent physical, mental and sensory deficiencies
(Primary prevention) or to prevent deficiencies, when they occur, have negative phys‐
ical, psychological and social consequences [2].
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BigData in medicine allows analyzing the data, conduct historical data studies to
define specific preventive policies such as:

• Prevention health campaigns (vaccination), environmental and labor health
campaigns.

• Public policies for the development of health education.
• Follow-up on epidemic outbreaks and health emergency situations.
• Development of public health research programs.

Preventive medicine is part of the data analysis to increase the social welfare of a
communit.

3.4 Personalized Medicine with Big Data

BigData’s techniques support the health sector by offering personalized treatment to
patients by providing analytical tools and techniques for creating decision-making solu‐
tions based on real data [8].

• Encourage joint planning of patient care.
• Take advantage of information received from eSalud social networks and apps.
• Provide useful information on public health, nutritional plans, information on phys‐

ical activity, etc.

The analysis of data based on BigData allows modeling the patient and provide each
individual with the information and resources necessary to improve their health condi‐
tions. Therefore an effective and efficient health system.

3.5 Medical History

A tool based on the health sector, which can be identified as a set of documents generated
from the relationship between the doctor and the patient, is conformed by the clinical
and legal points of view of all levels of health care. The data that make up clinical history
are:

• Patient filing data
• Patient medical information

According to trends, the impact of BigData on the health sector is becoming more
and more important, it is becoming a growing force in the health landscape. The possi‐
bility of combining traditional data with other new forms of data both at the individual
and the population level, i.e., the integration of structured and unstructured data. The
health sector generates a large amount of variety of data, both structured and semi-
structured. It is important to consider that structured data is data that can be stored,
queried, analyzed and manipulated by computers, usually in a data table format, e.g.:
The classic patient data (name, age, sex…) Structured are paper recipes, medical records,
doctors ‘and nurses’ notes, voice recordings, X-rays, MRIs, CT scans and other medical
images.
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Also, electronic records of accounting and administrative management can be
considered, clinical data.

The BigData, allows us to perform the transformation of data into information,
support for self-care of people, support for health care providers, grouping of data.

The trend over data usage is to work with limited datasets, combine a wide variety
of data, or pooling.

Medical research can make great strides with the proper management of unstructured
data and organize them to define causes of illness and offer solutions (Monitoring,
histories, medical treatments)

The use of BigData can be used to predict, prevent and personalize diseases, it is
possible to identify its usefulness in genomic investigations, clinical administration,
personalized attention to patients, patient monitoring,

3.6 Algorithmic Models for BigData in Health

Once a knowledge base of the experts and the integrated historical data have been
formed, it is possible to create algorithmic models in health, that allow the treatment of
information, predict the evolution of patients and their needs, and serve as Support in
the practice of health professionals.

• Disease detection systems.
• Prediction of diseases and hospital readmissions.
• Early diagnosis of diseases.
• Prognosis of disease evolution and patient follow-up.
• Control of epidemics.

4 Methodology

The methodology is important for any type of process that meets the specific require‐
ments of science [9]. A BigData is designed for the health sector which can be used as
support in areas of disease prevention and detection, as well as in the follow-up of a
clinical history. The phases of the methodology implemented in the construction of the
BigData for health are mentioned below in Table 1 and Fig. 1.

I. Types of Users in Database
• End User: the person who uses the data, this person sees data converted into

information:
• Application Developer: is the person who develops the systems that interact with

the Database.
• DBA: is the person who ensures integrity, consistency, redundancy, security this

is the Database Administrator who is responsible for performing daily or periodic
maintenance of the data.

II. People have DBMS access are categorized as follows:
• Engineer users: they are those that interact with the system through permanent

applications.
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• Sophisticated users: are those with the ability to access information by means of
query languages.

• Application programmers: are those with a broad domain of DML capable of
generating new modules or utilities capable of handling new data in the system.

• Specialized users: are those who develop modules that do not refer to data
management, but to advanced applications such as expert systems, image recog‐
nition, audio processing and so on.

Table 1. Phases in BigData design methodology in health

Storage In this phase, the information required by the system will be integrated to
identify relevant data on patients, their illnesses, treatments and physicians

Prosecution Design of the database, determination of tables, constraints and defined data
model

Analysis This phase will allow the implementation of search algorithms and
determination of patterns, for the detection of health problems

Big Data repository Data Access

Real Time Processing Triggers and alerts

Data management
Transforma on,

manipula on, correla on

Data entry
Integra on, data format

Data Analysis Data Models,
Calcula on Metrics

Fig. 1. Phases in BigData design methodology in health

In a BigData system, it is very important to consider the type of users involved in a
system of this type, for the correct design of the system [10].

• System Users

The End User. Responsible for the health sector, and specific areas that require
information and are the basis for the development of the system.

Specialized User. A user who clearly identifies the required modules and the handling
of data and advanced applications such as expert systems, image recognition, audio
processing, among others.

Sophisticated users. Users with the ability to access information through query tools.

• BigData design team. Team formed by experts in the design of systems, the database
administrator.

• Application Developers
• BigData analytics experts.
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5 Conclusions

The use of technological tools in health is becoming more useful and necessary, they
offer storage and processing capabilities that allow the health professional to give better
care and diagnosis to their patients. BigData implemented for the analysis and prediction
of diseases are very useful, allowing advance in areas so relevant to the health sector.

These new techniques lead us to hyper personalization, which is the amount of
medical data that is collected in the medical history of a person can increase exponen‐
tially and this allows us to advance in the era of knowledge where it is possible to make
decisions on the basis Of the characteristics of each patient.

Likewise, thanks to the large amount of information available, it will be possible to
apply artificial intelligence techniques to carry out advanced analyzes and make real-
time decisions in the medical field.
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Abstract. The World Health Organization indicates that the number of the elderly
population is growing worldwide, with an accelerated aging of the population and
an increase in life expectancy, so it is important to consider the incorporation of
activities that allow Improve their physical and mental health. The objective of the
article is to present the way of thinking of seniors by incorporating them into the
current technological society through a process of teaching ICT, feelings, moods and
what they expected before taking the course of basic computing. The results show
that the participants were very motivated, they felt very confident, although with a
little fear of facing the new technologies. With the passing of the weeks a change in
them was noticed, greater security, and also the feeling of belonging to a group,
stated that they have continued to use computers, some of them still feel insecure to
carry out paperwork via the internet, but comment that They can communicate more
easily with their friends and family with respect to ICT issues, and they feel part of
this digital world that they once saw alien and distant.

Keywords: Active aging · Information and Communication Technologies ·
Mental health

1 Introduction

In traditional societies the elders had a prominent and leading role in the orientation of
their respective societies. They were respected, revered, and obeyed in their role as
counselors and guides to the community; they were considered repositories of the
wisdom gained and accumulated throughout their life. [1], mentions in his article that
this situation changed radically. In today’s technologically consumed societies, partic‐
ularly in underdeveloped countries, the vast majority of the elderly are victims of help‐
lessness. From the moment they cease to be part of the productive apparatus or have an
active professional life, it seems that they cease to be part of society.

Information and Communication Technologies (ICT) has become a novel tool for
social interaction and mental health, so there has been a greater interest in learning how
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to use them. Many of the older adults do not know how to use them or do not know the
benefit that can bring them in all aspects that could be conceived in the environment.
Nowadays, programs have been created focused on teaching and training them little by
little about available ICTs and getting the most out of it [2].

This paper aims to show what older adults think about new technologies, moods,
expectations and feelings before starting the course and what they could achieve at the
end of the teaching-learning process.

2 Research Background

2.1 Active Aging

The expansion of life expectancy can be considered a success of public health policies
and socioeconomic development, making the proportion of people over 60 years old
increasing rapidly than any other age group in almost all countries.

But aging is also a challenge for society, which must be adapted to maximize the
health and functional capacity of older people, as well as their social participation and
safety, as indicated by [3].

According to [4], Mexican society must prepare itself to receive in the coming years,
more than 2.5 million adults over 60 years and 700 thousand over 75 years. In this period,
the participation of older adults of any age group will increase by about 50%, and within
20 years will double, both in absolute numbers and in their relative weight with respect
to the total population of the country. In 2010, one in 10 Mexicans is over 60, in 2020
it will be one in six people, and by 2050 one in three.

[3] states that active aging is the “process of optimizing health, participation and
safety opportunities, in order to improve the quality of life as people age.”

The term active refers to a continuous participation in social, economic, cultural,
spiritual and civic issues.

Active aging seeks to extend life expectancy in health and quality of life for all people
as they age, including those who are fragile, disabled or in need of assistance.

Active aging, as mentioned by [5], implies that this process takes place within the
context of others: friends, co-workers, neighbors and family members, where one of the
important principles is Interdependence and intergenerational solidarity, that is, giving
and receiving reciprocally between individuals, as well as between generations of old
and young.

As we age, our body experiences various morphological and physiological changes
in cognitive abilities (such as speed of learning and memory) that suffer deterioration
due to lack of use, psychological as lack of motivation and in the social aspect, the
Solitude and isolation, which are generated by changes of age and accumulated wear [6].

2.2 Mental Health

World Health Organization defines mental health as a state of well-being in which the
individual is aware of his own abilities, can cope with the normal stresses of life, can
work productively and fruitfully, and is able to make a contribution to his community.
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On the other hand, [7] indicates that positive mental health is conceived based on
the relationship between physical and mental aspects of people. Marie Jahoda developed
a model in which she proposed how to approach Positive Metal Health through the
following criteria, attitudes toward oneself, growth and self-actualization, integration,
autonomy, perception of reality and mastery of the environment.

2.3 Information and Communication Technologies in the Elderly

Examining the promises of new technologies seems a prudent way of getting into the
information society. Information and Communication Technologies, also known as ICT,
are the set of technologies developed to manage information and send it from one place
to another and encompass a wide range of solutions, including technologies to store
information and retrieve it afterwards, Send and receive information from one site to
another, or process information to be able to calculate results and produce reports. It is
currently very high, and the Internet penetration rate is increasing worldwide.

From the above, the term “Digital divide” is used to define the differences and the
separation between countries with access to new technologies and countries that do not
have access to them. From another point of view, the term “Digital divide” also refers
to differences between different social groups when using ICT, taking into account the
different levels of literacy as well as technological capacity.

In Mexico, the Institute of Statistics, Geography and Informatics [8] published in
December 2014 that the population that uses the computer in the range of 55 years or
more, totals 2,171,169 users, that is, 4.4% Of 449,448,510 of the rest of the population.
Regarding internet use, INEGI reports that of the 47,441,244 users, only 4.4%
(2,066,906) are older than 55 years of age.

The previous data show that this sector of the population is isolated from its relatives
and society by not using technological resources to communicate, socialize, update or
seek information and provoke emotions that increase the feeling of loneliness.

The vast majority of seniors do not know how to use information and communication
technologies, nor do they know the advantages offered by them, however, as part of
different mental activation programs, programs have been developed that allow adults
Greater knowledge about ICT and being part of this technological world.

3 Methodical Frameworks

The research methodology in this study is applied, qualitatively, through the case study
modality. According to [9], the interest is focused on the investigation of a phenomenon,
population or general condition. The study does not focus on a specific case, but on a
certain set of cases for the analysis of social reality, and represents the most relevant
and natural form of research oriented from a qualitative perspective. This study focuses
on a particular situation, which is the situation experienced by seniors in the elderly
regarding the use of technologies, their experiences at the end of the computer course
and how it influences the same in their daily lives.
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The sources of data collection will be the testimonies of the elderly participants and
assistants to the course taught at the Faculty of Accounting and Administration, UABC,
Tijuana, Mexico. The interview and survey were used as data collection techniques.

The research was carried out in three stages:

I. Interviews to get information on what older adults expect from the computer course,
their feelings about technology, fears, etc.

II. At the end of the course, the adults participating in the research project were inter‐
viewed to express their opinion about how they felt about what they learned and
their level of confidence with the use of ICT.

III. After two months, a final interview was made with the participants to find out how
the course influenced his daily life, his state of mind, relationship with family and
friends, and so on.

4 Results and Discussion

The first survey was applied when the older adult enrolled in the course, the results of
some of the questions are shown below:

The highest percentage of respondents aged 60–69 years was 54%, with ages ranging
from 50 to 59 with 28%, 70 to 79 with 16.17% and 80 or more with 1.83%

The highest schooling with the highest percentage of respondents is secondary level
with 37.75%, 28.30% with elementary education, 24.52% have university education and
9.43% with high school.

Regarding the occupation, 77.38% are practicing a trade, retired people represent
13.2%, 7.54% are in a profession and 1.88% do not answer.

An 84.91% of the respondents use a cell phone. 47% of the respondents said they
had used the computer on several occasions, and 51% had not been able to use a computer
(Fig. 1).

Fig. 1. Graph that shows the percentage of older adults who have used a computer.
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The 86.79% of the respondents said they had internet service in their homes. As for
the reason why the respondents entered this course, the outstanding answers were that
58.49% want to be updated, 47.16% to have more communication with family and friends
and 33.96% to understand what people are talking about the computers (Fig. 2).

Fig. 2. Graph that indicates the reason for deciding to enter the computer course.

In the same survey there are questions to measure the mood before starting the course,
some of the results were:

A 72% of respondents feel they need something in their life. Sixty percent of the
respondents said they did not feel bored out of situation frequently and 38% said other‐
wise. 100% of those polled say they feel good spirits most of the time.

Eighty-nine percent of respondents feel energized, 75% of respondents say they do
not feel worthless as they cannot do things at the same pace as before.

At the end of the course, another survey is applied, which collects information about
what they think about it and about the knowledge obtained.

A 83.36% of those surveyed think that learning to use the computer has improved
their self-esteem, 13.64% think that in some way learning to use computers has influ‐
enced their self-esteem, in addition, 1.5% are undecided if the course Has influenced in
the improvement of their self-esteem another 1.5% did not answer.

A 89.40% of those in the group think that using the computer if it helps to update
their knowledge, 6% think this contributes in a certain aspect.

The 79% think that using the computer keeps them mentally active (Fig. 3). 87.87%
of respondents think that learning about technologies gives them the opportunity to
develop as a person.

A 57.57% of the respondents think that with the use of the internet they feel less
alone, 25.75% thinks that this helps them in certain aspect, 20.60% thinks that this helps
them only a little and 4.57% that the use of the internet does not it helps me feel less
alone.

After two months of completing the course, we interviewed older adults who were
taken into account in the two previous surveys to know their state of mind and satisfac‐
tion regarding the use of ICTs.

The 100% of respondents think that using computers is important. Eighty-six percent
of those polled say they would be able to search for anything on Google.
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The 86% of respondents said they had not done online transactions lately, while the
14% said they had already done some paperwork online. Meanwhile, the 44% of the
interviewees consider that the use of social networks seems useful, 38% consider them
very useful and 18% think they are of little use.

The 92% of respondents note that using technology has helped them communicate
better with their children and other family members, while 8% do not think they will
help them.

The 20% think that the use of technologies has helped them to make more friends,
while 80% think that they have not helped them.

5 Conclusions

With this research project it was possible to know the situation of the older adult when
joining the world of ICT through a basic computer course, what he expects of him, his
fears when using new technologies and the mood.

It is concluded that the majority of the participants in the course were motivated,
they felt very sure of themselves, although with a little fear when facing the new tech‐
nologies.

With the advancement of the course, greater security, a change of attitude towards
themselves, growth and integration, and a sense of belonging to a social group with
characteristics that identify older adults today were noticed.

The weekly coexistence they lived in the course allowed them to integrate into the
knowledge society by learning to use ICT, leaving aside the feelings of loneliness and
social and emotional isolation, and they were able to feel satisfied knowing that they
can still learn, And somehow be physically and mentally active through the technologies.

After two months of completing the course, participants were again interviewed in
the previous surveys and stated that they have continued to use the technologies in their

Fig. 3. Graph showing what they think about the computer holding them mentally active.
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daily activities; although some of them still feel insecure to perform certain activities as
paperwork via the internet.

For older adults, ICT is no longer a mystery, it has become a novel tool for social
interaction and mental health; Also say that they can communicate more easily with
their children, grandchildren and new friends, with regard to ICT issues, and also think
that they are mentally active and that they feel part of this digital world that they used
to see from others and distant.

This leads us to reflect on older people who are isolated, depressed and falling out
of groups that already handle some technologies. What do we have to do to integrate
them into this technological society? As a family, are we aware that we should integrate
them into the world of ICT?
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Abstract. The main objective of this work is to determine if a computer simu‐
lator can identify the interaction between risk factors and protective factors in
relation to the emergence of substance use problems in a population of adoles‐
cents. This simulator will undoubtedly reduce time, while allowing statistics to
be used to support public, private and social initiatives in order to make agile
decisions in the area of health; by means of an accumulated knowledge base that
is based on the experience related to research and support to the community
affected or at risk of falling into the consumption of addictive substances. The
prediction and prevention of addictions in Baja California and the population of
Mexico in which it is used will be strengthened by this tool. The regulatory
framework that establishes the prevention of addictions allows different strategies
to strengthen and contribute to the Mexican government’s work in the area of
public health and addictions.

Keywords: Addictions · Social simulator · ICT

1 Introduction

1.1 Addictions

Addiction is a disorder, which by its manifestations can sometimes be used to justify
postures, declarations, emphatic, sensed pronouncements. This disorder involves a
complicated solution, which requires the articulation of different actions and from
different aspects, beyond the medical-psychological treatment of the addicts. The factors
that must be matched so that the disorder can arise as such are: personal factors such as
genetics and personality, sociocultural factors such as symbolic value and social utility
of consumption as well as the existence or not of healthy alternatives, average factors -
environmental as the geographical position of a certain community and the availability
of the substance or conduct and finally the pharmacological or addictive factors of a
certain behavior or substance [1].
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1.1.1 The Health Law
This law regulates the right to the protection of one’s health, based on Article 4. Of the
Political Constitution of the United States of Mexico and in general terms specifies the
structure that will attend to and which competes for health in the aspect of addictions.

Article 13, paragraph C, states that: “It is the responsibility of the Federation and the
federal entities to prevent narcotic use, care for addictions and prosecution of crimes
against health…”, for this purpose, in Title XII in section Against Addictions, contains
Chap. 1 and establishes the creation of the National Council against Addictions, estab‐
lished in Article 184 Bis, which says “The National Council Against Addictions is
created, which will aim to promote and support the actions of the Public, social and
private sectors aimed at preventing and combating public health problems caused by
Addictions…” [2].

1.1.2 CONADIC
The main objective and mission of the National Commission Against Addictions is to
promote and protect the health of Mexicans through the definition and conduct of
national policy in the areas of research, prevention, treatment, training and development
of human resources that support the Control of addictions, with the purpose of improving
the individual, family and social quality of life [3].

The mission of the National Commission Against Addictions CONADIC is aligned
with the National Development Plan and the National Health Program, included in the
Ministry of Health.

1.1.3 Addiction Care in Baja California, Mexico
Baja California was one of the first states in Mexico, which institutionalized attention
to addictions in all its facets. Through the Institute of psychiatry of the state of Baja
California that has a staff of professionals in the area of Health focused exclusively on
prevention, training, control and treatment of Addictions. Strategies have been imple‐
mented that have demonstrated progress in this area.

The Baja California Congress has implemented the Safe and Healthy Families
program, where one of the main actions is to focus on the issue of addictions, and to do
this creates a model of interdisciplinary care, with people who are specialized and sensi‐
tive to such problems, to attend to all the family that lives the attacks and the sequels of
this disease.

According to the WHO, addiction is a physical and psychoemotional illness, which
creates a dependency or need for a substance, activity or relationship. Its origin is multi‐
factorial, so that biological, genetic, psychological and social factors are involved.

The program safe and healthy family is committed to a new model “SECOYT”
(Awareness, awareness and treatment) created by the team that heads the Deputy and
president of the health commission Dr. Miguel Antonio Osuna Millán. The program’s
main responsibility is to provide psychological, medical and psychiatric care to the
communities and schools of Tijuana, Baja California, Mexico, through primary, secon‐
dary and tertiary prevention. Another important model is the so-called “therapeutic
community” where a therapeutic context is created for people with drug problems, that
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is to say a residential context, where they coexist between them, and where the main
objective is to achieve recovery through Abstinence, and psycho-emotional develop‐
ment that can provide you with the tools you need to stay sober for life.

To better explain what the SECOYT Model of Healthy and Safe Families Program
wants to achieve with communities and schools, it is important to know the transteoric
model of the Prochaska and Di Clemente Change. This is based on the basic premise
that behavioral change is a process and that people have different levels of motivation,
intention to change.

In order to achieve success in change, it is crucial to know in which stage the person
is in relation to his problem, in order to design specific procedures that suit each subject,
according to the Change Model (Fig. 1):

Fig. 1. Change model Prochaska and DiClemente [5–7].

Pre-contemplation: it is probable that the patient attends by external constraint
(court order, relatives, etc.), expressing denial of the problem and without actually
considering the change.

Contemplation: the subject recognizes having a problem, is more receptive to the
information regarding their problem and possible solutions.

Preparation: at this stage the person is ready for the performance, having taken
some steps towards the goal.

Action: refers to the moment when the steps taken to achieve change become more
evident. Its duration is 6 months.

Maintenance: follows the action and lasts another 6 months, the purpose at this
stage is to sustain the changes achieved through lifestyle modification and relapse
prevention.

1.2 Behavior of the Population of Baja California, Mexico, in the Consumption
of Psychoactive Substances

The State Observatory of Addictions (OAS) in the periods from 2004 to 2012, through
studies conducted, observes the following pattern of behavior in the population in Baja
California the prevalence of use of psychoactive substances: in 2004 there was a
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prevalence at the state level of 25.90%, 2005 of 33.60%, 2006 with 50.8%, in 2007 was
found 47.21%, in 2008 it was obtained 36.27%, 2009 36.67% while in 2010 41.42%,
decreased in 2011 to 39.44% in 2006. The highest prevalence rate was found, indicating
a period of decline in consumption towards the most recent years.

These studies reflect the range of chronological age in which they began to use drugs
ranging from 6 to 48 years, being between 8 and 18 years of age the largest percentage
of individuals who started to use substances, being 8.2% of The respondents. The average
age of start of consumption of the respondents is of 14.8 years. As for the drug with
which they began to use psychoactive substances, alcohol is first with 45.8%, followed
by tobacco with 17.2%, marijuana with 14.3%, sedatives, inhalants and methampheta‐
mine with 1.5% respectively, opiates 1.0%, and ecstasy, cocaine and hallucinogens with
0.5%, respectively; The rest of the percentage mention having started consumption with
combinations being 3.9% for alcohol and tobacco, 1.0% alcohol and marijuana, and 0.5%
for tobacco, methamphetamine, inhalable and cocaine, 0.5% marijuana and opiates,
0.5% inhalable, marijuana and other medical drugs, marijuana and alcohol 0.5%, and
8.9% did not answer.

Due to the patterns and results observed in the studies conducted by the OAS, it is
observed that there is a complex social and health problem, so with the support of infor‐
mation technologies, a Social Simulator will be developed to predict and prevent the
use of Harmful substances and generate addictions [1, 4, 8].

1.3 Proposal to Predict and Prevent Addictions Through a Computational
Social Simulator

Social simulation is adequate for the analysis of social phenomena that are inherently
complex. While the idea of simulation has had enormous influence in most areas of
science, and even in game programming, where there is already an emulation of societies
having a significant impact on the social sciences. The progress came when they realized
that computer programs offer the possibility of artificially creating societies in which
people and collective actors can be directly represented organizations and observe the
effect of their interactions. This provided the possibility of using experimental methods
with social phenomena, and the use of computer code as a way of formalizing social
dynamical theories [2].

The creation of a simulator of learning processes for the prediction and prevention
of addictions, contemplates the use of technology therefore uses innovation that is a
complex process, uncertain, somewhat disordered, subject to changes of many types that
underlies complex dynamics And multidimensional approaches that cover a variety of
actors and domains of knowledge in an environment, so that the actors in the environ‐
ment must improve their skills to properly handle emergent phenomena that arise.

The creation of a process simulation tool for prediction and prevention of addictions,
means that the emerging behaviors and phenomena in this domain must be modeled so
that users experience in a nonlinear way, these phenomena.

The realization of this simulator will facilitate the users that will attend to the
problem, through a tool that helps to experience different approaches of the emergent
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phenomena, in such a way that the corresponding planning and prevention for the control
of addictions is developed.

1.4 Hypothesis

A computer-based social simulator can identify the interaction between risk factors and
protective factors in relation to the emergence of substance use problems in a population
of adolescents.

1.5 General Objective

Development of a computational social simulator for the prediction of risk factors and
protective factors in relation to the appearance of substance use, problems in a population
of adolescents from third year of secondary school in District X of the city of Tijuana,
Baja California.

1.6 Specific Objectives

Identify prevalent risk factors of the study population.
Identify existing protective factors in the defined population.
Determine the correlation between risk factors and protective factors with substance

use.
Establish the pattern of combination of risk factors and protective factors and the

emergence of substance use problems.
Classify in relation to the presence of substance use in the population studied in risk

groups.
Generate a computational tool that classifies the population into groups at risk.
Elaboration of the study of art on risk factors, protective factors, addiction and related

elements.
Elaboration of computational modeling to determine factors associated with

substance use.
Construction of a simulator that implements addiction processes.
Development of a social simulator for the prediction of addictions.

1.7 Justification

With the identification of risk factors and protective factors, the appropriate classifica‐
tion of groups, in high risk groups, moderate risk and low risk, may affect public health
and provide the appropriate approach. The use of information and communication tech‐
nologies have changed the way we do things, from an internet consultation to using
technologies as work tools, are a necessity in the world in which we live. In the health
area the changes that have been presented are many, to mention some from the storage
of the information in medical records that allow the consultation of the information at
all times until the accomplishment of surgical operations guided by technological
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devices. This article presents an analysis of the characteristics of technological appli‐
cations in the health area, namely the use of Big Data and the implementation of clinical
records. It presents the basis of BigData, its features, its functions, and existing appli‐
cations, as well as the creation of a BigData model the health sector in Mexico.

2 Background and Related Work

2.1 Studies that Determine Risk Factors and Protective Factors

Research has determined how drug abuse begins and how it progresses, and there are
factors that can increase a person’s risk for drug abuse. Risk factors can increase a
person’s chances of abusing drugs while protective factors can reduce this risk. It is
important to note that most people who are at risk for drug abuse do not begin to use
them or become addicted, in the same way what constitutes a risk factor for one person,
may not be for another.

Risk and protective factors can affect children during different stages of their lives
and in each of them, risk events occur that can be changed through a preventive inter‐
vention. If untreated, negative behaviors from an early age can lead to additional risks,
such as academic failure and social difficulties, which increase children’s risk for future
drug abuse [8].

Risk factors can influence drug abuse in a number of ways. The more risks a child
is exposed to, the more likely the child is to abuse drugs. Some of the risk factors may
be more powerful than others during certain stages of development, such as peer pressure
during the adolescent years; As well as some protective factors, such as strong bond
between parents and children, they have a greater impact on reducing risks during the
early years of childhood. An important goal of prevention is to change the balance
between risk factors and protection factors so that protection factors exceed those at
risk [8].

3 Research Development

3.1 Computational Social Simulator

Social simulation can contribute to the understanding of social processes; Or some kind
of theory or model. In general, these theories are exposed in textual form, although
sometimes the theory is represented like an equation; A third way is to express theories
as computer programs. Social processes can be simulated on the computer. In some
circumstances, it is even possible to conduct experiments on social systems artificially
that would be totally impossible or unethical to carry out in human populations [10].

Each relationship with the model must be specified exactly and each parameter;
Otherwise it will be impossible to execute the simulation. This discipline also implies
that the model is potentially open to inspection by other researchers, in all its details.
These benefits of clarity and accuracy also have disadvantages, however. Simulations
of complex social processes involve estimating many for meters and adequate data to
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make estimates that may be difficult to find. Another benefit of the simulation is that, in
some circumstances, it can give ideas about the “appearance” of macro-level phenomena
of micro-level actions. For example, a simulation of the interaction of individuals may
reveal clear patterns of influence when examined on a societal scale [10].

Social simulation shows how this new methodology is adequate for the analysis of
social phenomena that are inherently complex. While the idea of simulation has had
enormous influence in most areas of science, and even in game programming, where
there is already an emulation of societies having a significant impact on the social
sciences. The breakthrough came when they realized that computer programs offer the
possibility of artificially creating societies in which people and collective actors can be
directly represented organizations and observe the effect of their interactions. This
provided the possibility of using experimental methods with social phenomena, and the
use of computer code as a way of formalizing social dynamic theories [11].

Real-world simulations including population as a target should include some means
of validation. In econometrics, in political sciences and sociology data sets for verifi‐
cation are abundant. Other areas, mainly anthropologies suffer from a lack of data. The
provision of these data are a secondary concern. The main difficulty in the datasets is
appropriate to the architecture of the agent; An example of this are studies that focused
mainly on the cognitive roots of social theory [12].

3.2 Methodology for Research and Development of the Tool

The methodology will be divided into two phases: The research methodology required
to integrate information to form the knowledge base of the computational social simu‐
lator and the methodology required for the development of the computational social
simulator.

Due to the objective and the characteristics that the research requires will be descrip‐
tive and correlational. Descriptive because it will identify psychoactive situations or
facts for a diagnostic study of a social and correlational phenomenon because they will
analyze the relationship or association of different variables in the study phenomenon.

The development of the research will be carried out in two stages:

(1) The first one that aims to determine the risk factors and protective factors in adoles‐
cents in the consumption of substances that are in the third year of high school in
the district X (11 high schools, 16 groups with 1983 adolescents) of the city of
Tijuana Baja California.
At this stage the research will be carried out under the following phases [4, 9, 13, 14]:

Preliminary research.
Development conceptual framework.
Definition of variables.
Definition and selection of the sample.
Analysis of the Posit data collection instrument. East

Instrument to use allows “Self-assessment to detect problematic areas of func‐
tioning in adolescents and that could increase the risk of consumption of psycho‐
active substances”.
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Collection of data.
Analysis and interpretation of data.
Reporting of results for each period.

(2) The second stage aims to develop the computer simulator. For the development of
the computer simulator, the Scrum methodology will be implemented, it is the most
optimal to work collaboratively in a team, and obtain the best possible result. This
methodology makes partial and regular deliveries of the final product, prioritized
by the benefit they bring to the receiver of the simulator. The phases presented are
as follows [15].

Start
Planning and Estimation
Implementation
Review and Retrospective
Launching

4 Conclusions

The support of a social simulator oriented to the prediction and prevention of addictions
or consumption of substances harmful to health, will create an advantage in detecting
and following up the risk factors and protectors that are common in various case studies,
they will feed The knowledge base of the computational social simulator and will allow
to create levels of artificial intelligence that generate scenarios and strategies of support
in diverse cases.

The use of a digital tool, the simulator as a classifier, risk stratifier and predictor of
the probability that an evaluated patient, presents substance use, in the future is certainly
a social support for a community at risk.
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Abstract. The latest developments in the computational field have promoted the
application of the Computational Fluid Dynamics (CFD) to the study of human
health. CFD has become a new tool for in-depth investigations of the human
cardiovascular and respiratory system. Therefore, this new technique provides a
better understanding of the respiratory airflow, enabling the reproduction of the
complex geometries of the breathing airways. In this research, a full extrathoracic
model of the human airways is built from TC of an adult healthy subject. Some
specific regions, as the oral cavity and the oro-pharynx, has been reconstructed
from previous articles. Moreover, the soft palate has been modelled. This tissue
is of main importance when considering the study of airflow patterns and the
oronasal partitioning. At low ranges of physical activity, the soft palate is in ante‐
rior position allowing only nasal breathing. However, when a person begins to
realize any activity, their breathing demand increases and the soft palate is
displaced to a posterior position widening the oral route. The oronasal airflow
partitioning was characterized on this research with five different positions of the
soft palate. The breathing pattern obtained was compared with experimental data
from other studies. The pressure drop and the velocity contours are analysed, to
get a more detailed understanding of the breathing process.

Keywords: CFD · Oronasal partitioning · Soft palate · Extrathoracic model

1 Introduction

In the last few years, Computational Fluid Dynamics has arisen as a new tool of research
in biomedical engineering. It allows the simulation of the airflow inside the respiratory
airways, where experimental data is difficult to record. Moreover, it can reproduce the
airflow pattern both in healthy people and in those with some respiratory disease, such
as chronic obstructive pulmonary disease, asthma or obstructive sleep apnea [1–3]. In
all of those cases, the breathing scheme is given by the complex geometry of the airways
as well as by the characteristics of the breathing cycle: flow rate and frequency. There‐
fore, the flow can change from laminar to turbulent, depending on the area of study or
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the range of airflow simulated [4]. In a healthy subject at rest, the breathing process is
done by the nasal cavity until reaching the switching point. This point is defined as the
level of flow rate at which the person changes from nasal breathing to oronasal breathing.
This value depends on the references consulted, and can vary between 22–44 L/min [5–
7]. After this point, as the level of physical activity increases the percentage of airflow
by the oral cavity begins to raise until reaching the maximum level of physical effort.
However, a minimum of 40% of the total airflow should pass through the nasal airway,
under any of the conditions mentioned before [8].

The breathing path and the airflow partitioning are of paramount interest when
studies of particle deposition are carried out [9, 10]. The level of penetration and the
concentration of delivered particles are determined by the breathing way, bearing in
mind the influence of the flow rate and the airways geometry. Moreover, the effect of
pollutant particles over the human health, and the delivery of drugs can be quantified
with CFD.

The aim of this work is to contribute to a better understanding of this breathing
process and to develop a CAD model which reproduces the airflow partitioning accu‐
racy. To obtain a high degree of reality, the geometry is extracted from a series of CT
images of an adult. Moreover, the soft palate must be added to the airways model. This
tissue, that forms the posterior roof of the mouth, is the main mechanism that controls
the breathing path. When a person is at rest, the soft palate is in opposition with the base
of the tongue, closing the oral path. However, as the level of activity rises the soft palate
moves towards the posterior wall of the pharynx, opening the oral way and narrowing
the nasal one. Therefore, this movement gives advantage to oral breathing over nasal
one. Different studies discuss this fact [11–13] and establish a relation between the soft
palate movement and the position of the person.

2 Extrathoracic Model

According to the standard nomenclature (ICRP), the full extrathoracic airway was
assembled including the nose, oral cavity, naso- and oro-pharynx, and larynx. Further‐
more, the trachea and the main bronchus bifurcation were included, which was done
previously [14, 15]. The used geometry is shown in detail in Fig. 1.

Our model was developed from the reconstruction of CT images of a 30 years old
woman, with no respiratory disease. For the treatment of these files, in .dcm format, the
software Invesalius has been used. This is a free medical program developed by the CTI
(Renato Archer´s Information Technology Center), which allows the transformation of
those images to .stl. This provides a faithful reconstruction of the geometry of the respi‐
ratory airways, as a cloud of points. The new files are treated in different programs until
achieving 3D model in .iges format. From those images, the geometries of the naso-
pharynx and larynx are reconstructed using the NURBS modelling software Rhinoceros.
Moreover, the glottal shape, that is the space between the vocal folds, is reproduced, in
order to characterize its movement with a dynamic mesh. A wrapper process was applied
in this area in order to improve the quality of elements and achieve a smoother mesh.
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The design of the oral cavity with the oro-pharynx is extracted from a previous article
[16]. The union between this new geometry with the naso-pharinx of the TC images has
been done and the palatal geometry was obtained. The palatal zone was considered as
the region of intersection of both geometries. As the CT images has been taken with the
subject in supine position, the tongue and the soft palate where displaced from their
resting position to a posterior one. Therefore, other four positions of the soft palate were
designed. In this case, the soft palate was rotated from the highest point represented as
a yellow point in Fig. 2 with a negative angle for the anterior position and a positive one
for the posterior positions. Moreover, its lateral walls were deformed in order to adjust
them to the pharynx wall.

Fig. 2. Reconstruction of the soft palate, upper respiratory tract (a), and oral cavity (b).

The development of the trachea has been made as a cylinder of 12 mm of length [17,
18] with the cross section obtained from the CT images. The result of joining of all these
parts is a fist model of the respiratory airways. To achieve a model with a high degree
of reality the main bronchus bifurcation, and the lungs cavity were designed [19, 20].
The lungs have been modelled as a cylinder of 1600 cm3. Moreover, the facial skin has
been created and the whole model was placed inside the boundaries of a sphere of high
dimensions, shown in Fig. 3. This far region will provide a constant atmospheric pressure
and null velocity as it has been studied before [21].

Fig. 1. 3D reconstruction of the human upper airway model.
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Fig. 3. Sphere that represents the far region, where the respiratory airways are located.

3 Numerical Modelling

3.1 Mesh

The mesh was generated using Hypermesh for the superficial mesh, and Fluent meshing
for the volume mesh. The finite volume method used for the simulations needs the
discretization of the fluid domain in computational cells. The 2D mesh of the nasal cavity
was improved using the wrapping tool in Fluent. A Cartesian grid was overlaid over the
original mesh. The quality was improved using the post-wrapping operation until
reaching a value similar to the one of the whole corresponding mesh. A mesh of triangle
elements of 1 mm was used as the superficial mesh of the respiratory airways. The size
was increased gradually for the facial area and the far region. This superficial mesh was
filled with 3D tetrahedral unstructured cells, apart from the lung region for which pris‐
matic cells were used. Before establishing the element size, a convergence study was
done, in order to guarantee the independence of the results from the grid size. Four
different resolutions were studied, and the results were analysed in accordance with the
pressure drop along the airways. In the end, a mesh of 106 of cells was used to conduct
the simulations of this study.

3.2 Fluid Flow Modelling

Because the airflow rate considered in this study presents both a laminar and turbulent
behaviour, the model selected for its characterization was the k-w SST model. This is
based on the RANS approach and has integrated the Shear Stress Transport (SST), which
is the most recommended model to apply with respiratory airflow [22, 23]. Different
authors defend that this is the model that captures the transition between laminar and
turbulent flow best. Furthermore, as the airflow rates considered here have low Mach
number, the hypothesis of incompressible-air flow was applied. A pressure-based solver
was configured and the pressure is related with the flow velocity throughout a correction
of the pressure field. The equations were resolved sequentially, and the coupling between
velocity and pressure was solved with the COUPLED scheme. Moment and turbulence
were solved with the upwind scheme. The Least Squares Cell Based for resolving the
gradient was used.
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3.3 Boundary Conditions

In the first model, only the respiratory airways was used. In this case, a mass flow inlet
was imposed at the entrance of the trachea. This condition was established with an UDF
that represents the ideal form of the respiratory cycle, as a sinusoidal curve where both the
inspiratory and exhalation cycle have the same length. However, conform to reality the
inspiration represents between the 30–40% of the total cycle [24]. In order to get a more
realistic condition, in the second model, the lungs were reproduced as a piston wall.
During inspiration, the diaphragm muscles are contracted, increasing the thoracic cavity
and reducing the pressure inside the lungs. The exterior air, at higher pressures, get inside
the respiratory system through the nasal, oral or oronasal cavity. Thus, the lungs as a
vacuum generator, allow the creation of a pressure gradient that governs the airflow, and
cause the unsteadiness of the flow. This piston was configured to simulate an airflow
condition between 35 L/min in the switching point up to 90 L/min at high activity. At the
outlets, a pressure outlet condition was imposed both in the test model and in the last one.
The main difference is that in the last model the pressure outlet condition was set in the
sphere walls. This far domain reproduces a constant pressure and null velocity. This has
several advantages over imposed the outlet condition at the entrance of the oral and nasal
cavity [21, 25]. The boundaries that divide the airflow domain into different volumes,
were considered interiors, which means that air can pass through it without any distur‐
bances. In this group, the entrances of both oral and nasal cavities are located. The rest of
the boundaries were configured as walls, with neither motion nor slip condition. No phys‐
iological consideration was taken into account, and the existence of a mucous layer was
neglected. To sum up, five different cases were simulated and each one represents a
different level of activity. For these cases the soft palate moved from an anterior position
in the former case, to a posterior one in the latter case. However, in all of them, an
oronasal airflow was considered with nasal and oral opening. The extreme cases of pure
nasal or oral breathing was not the point of this article.

3.4 Convergence

For achieving the convergence of the results, a double precision simulation was done.
All cases were initialized with a hybrid initialization. A first order scheme was used
during the first iterations. When the solution has reached the convergence criterion, with
all the residuals in a lower level than 10−3, the scheme model was changed to a second
order. Moreover, the flow velocity residuals was studied. The simulations were
conducted with an Intel ® Xeon ® Processor E5-2697 v4 2.6 GHz cluster with 1240 GB
of RAM. The model was solved using the CFD software Fluent Inc. ANSYS 17.1.

4 Results and Discussion

Five different positions of soft palate were simulated in this paper, each one corre‐
sponding to a concrete level of the respiratory airflow. The first position, the anterior one,
is assigned to the flow rate in the switching point. Most people change abruptly from nasal
to oronasal breathing at a flow rate around 35 L/min. This level matches a low physical
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activity, and depends on the studied subject. At this point, the main flow goes through the
nasal cavity that guarantees a better conditioning of the air that enters the lung. However,
a percentage of 43% begins to pass through the oral cavity. This percentage begins to
increase until reaching a partitioning of airflow 50–50% at a flow rate of 45 L/min. After
this level, the oral flow exceeds the nasal flow, at a moderate activity effort. Neverthe‐
less, the nasal percentage stands over 40% regardless of the case studied. In this study
mouth-breathers, those who breath oronasally at rest, were out of the scope.

Five different conditions of unsteady airflow, shown in Table 1, were calculated
modelling the lungs as a piston. The mass flow was imposed over this membrane by
applying specific movement laws. Moreover, a pressure outlet was established in the far
domain. For each solution, the soft palate was positioned in a specific situation that
determines the breathing partitioning. In all simulations, the oronasal breathing condi‐
tion was imposed.

Table 1. Characteristics of the breathing cycle and soft palate positions simulated.

Case 1 Case 2 Case 3 Case 4 Case 5
Q [L/min] 35 43 59.5 71.3 90
F [cycles/min] 12 18 30 31 43
Activity Light Moderate Moderate High Intense

Most of previous studies assume that glottis movement has no special influence
during breathing, and its movement is normally neglected. However, in this study a
series of steady simulations were made in order to study the influence of the glottal
motion over the respiratory airflow.

4.1 Glottal Movement

The effect of the glottis movement over the airflow partitioning was studied. It is shown
that the difference between both cases is less than the 1%. Therefore, its movement is
neglected in the following simulations. In Fig. 4 the oral airflow partitioning is repre‐
sented for the whole respiratory cycle, both for fixed and moving glottis.

Fig. 4. Quantification of glottal effect over the airflow partitioning.

40 C. Paz et al.



4.2 Oronasal Partitioning

The results obtained, Fig. 5, were compared with the experimental study of Niinima
et al. [8]. During the two first simulations, until a volume flows around 52 L/min, the
nasal pathway is the major contributor to the breathing flow. At this level, the oral and
nasal curve intersects each other, agreeing with a flow partitioning of 50% oral and 50%
nasal. The breathing resistance, therefore, should be the same over the two cavities. After
this point, the main flow goes through the oral cavity. However, the nasal airflow stays
over a higher percentage than the 39% of the total flow. This value is in accordance with
previous researches. In Fig. 5 the airflow partitioning calculated as the average of the
respiratory cycle is represented. The x and y axis show the volume flow in L/min and
the airflow partitioning as a percentage. The difference within the experimental data is
less than the 1%, which implies a high accuracy of the obtained results.

Fig. 5. Comparison between the CFD results obtained and the experimental ones [8], for the
airflow partitioning.

Figures 6 (a) and (b), represent the average airflow partitioning over the two cycles.
During inhalation, the oral path is the preferred one. Under this situation, the percentage
of nasal flow stays under low values. However, this tendency changes in the expiratory
cycle, where the nasal cavity in the desirable way until a flow rate of 59 L/min. For
flows higher than this level, both oral and nasal percentages present a close value, with
differences lower than the 5%. It shows that the airflow partitioning is related to the
breathing cycle. Its behaviour over the exhalation is in quite an agreement with the mean
of the whole cycle.
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Fig. 6. Comparison of airflow partitioning between inhalation and exhalation phases.

Moreover, a relation between the angle that the geometry of soft palate was rotated,
and the nasal percentage of airflow was extracted in Fig. 7 (a). A similar study was done
between the percentage of nasal cross section and the airflow partitioning, Fig. 7(b).
Both studies show a lineal relation between its magnitudes. To increase the airflow in
the nasal cavity, a mayor cross-section, it means a lower rotated angle, is needed.

Fig. 7. Relation between the nasal flow [%] and (a) the geometric angle (b) the percentage nasal
cross-section

4.3 Pressure Drop

A similar study was done in terms of total pressure in both ways, oral and nasal, calcu‐
lating the pressure drop in Pa along the two cavities. Figure 8 represents the pressure
drop versus the volume flow. During inhalation phase, the values of drop pressure are
very similar between both cavities. However, bigger differences exist during the exha‐
lation cycle. Under this condition, lower values were recorded for nasal exhalation,
independently of flow rate. These results present a low consistency with the conclusions
of the airflow partitioning during the two phases of the cycle.
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Fig. 8. Comparison of pressure drop between the inhalation and exhalation cycle.

4.4 Velocity Contours

The velocity contours of the upper respiratory airways were captured during the exha‐
lation cycle at the same time in all the simulations. Figure 9 shows the velocity contours
in the middle of sagittal plane of the respiratory airways. It shows a huge dependency
between the physical effort, in terms of flow rate, and the velocity ranges. For high
respiratory flows, highest velocity values were achieved in the soft palate region.

Fig. 9. Velocity contours in the middle sagittal plane during exhalation phase.
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5 Conclusions

A 3D model of the full extrathoracic airways has been built from CT images of a healthy
adult. Moreover, the geometry of the soft palate, responsible for the oronasal airflow
partitioning, has been reproduced. Therefore, the goal of obtaining a realistic geometry
of the human respiratory system to characterize the airflow patterns has been achieved.
Different airflow rates were discussed. For each effort level, a specific soft palate position
was studied. For low flows the palate was situated in an anterior position, narrowing the
oral path and favouring the nasal flow. However, as the demands of airflow increased
the soft palate was displaced to a posterior zone, widening the oral path. The results
obtained were compared with experimental data, before assuring the characterization of
the airflow partitioning. Notable differences on the airflow pattern were observed while
comparing the average of the whole cycle, with the one of the inhalation as exhalation
phase. The realistic results enable to predict the airflow patterns of individuals from CT
images, and to develop a more ambitious tool for virtual surgery. For further studies,
some physiological characteristics, such as the mucous layer must be included to the
current model.
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Abstract. This paper presents the development of a nutritional system using radial
basis neural networks, that is able to provide a clear and simple prediction problems
of obesity in children up to twelve years, based on your eating habits during the day.
For the development of this project has taken into account various factors that are
vital for the proper development of infants. A prediction system can offer a solution
to several factors, which are not easily determined by conventional means. The
results obtained from a sample of 186 children at primary level to obtain character‐
istic behaviors of the developed system are detailed in this paper. Currently, in view
of the serious problem of overweight and obesity worldwide, primary schools,
because of their characteristics of having a captive population and vulnerable to the
benefits of education, have been identified as a suitable area for intervention studies
with components to prevent this problem, considering the energy balance and the
ecological models. Although there are numerous studies, at present there is no
strategy that could be applied universally in schools.

Keywords: Prediction · Nutrition · Radial basis neural · Obesity ·
Backpropagation

1 Introduction

The ENSANUT 2006 warning about the risk in which there are more than 4 million
children enter 5 to 11 years, as the combined prevalence of overweight and obesity
occurs in one out of four children, also revealing that on weight and obesity has continued
to increase in all ages, regions and socioeconomic groups, which has led our country to
take second place in the world in obesity [1].
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In Mexico, based on information from two national find one built in 1999 and one
in 2006, it is known that the combined prevalence of overweight and obesity has
increased across the population, but particularly in the school-age population. During
this period, obesity in children increased 33% and 52% children [2].

The adverse effects and risks to health obesity early in life include both short-term
physical and psychosocial problems.

Longitudinal studies that childhood obesity suggest, after 3 years of age, long-term
is associated with an increased risk of obesity in adulthood and with increased morbidity,
persistence of associated metabolic disorders [3, 4].

School age and adolescence are a crucial configuration steps eating habits and other
lifestyles that persist in later, with repercussions not only at this stage as to the possible
impact as a risk factor, but also in the even in adulthood and old age.

Although there is little information regarding eating habits at school age, there are
reports that report that between 7-34% of children do not eat breakfast at home before
going to school [5].

Except in some private schools, public schools are not places where you can buy
food or spaces where they can taste. However, playtime can buy food that sells school
cooperative [6]. This name is known to the member organizations of teachers and
students, staff or parents, as allowed by the regulations in force, whose role is that
student’s appended process of production and consumption. These cooperatives are not
new and the first regulation dates from 1934, the following was issued in 1937, in 1962
appears a new, updated in 1982, which is theoretically valid [8]. It should be mentioned
that the purpose of the cooperatives are essentially related to educational and learning
teamwork, assimilation processes of production and consumption, the possibility that
the products are sold at a lower price that prevails in the promotes the market and that
earnings will be used to improve the school [7].

Nutrition is a vital issue, as vital body processes require the supply of materials and
energy to provide the necessary elements for increase and repair of body tissues.

We must be aware that food is one of the pillars on which we base our health. For
better or worse, food is loc is the mainstay of the formation and prevention of future
disease and could be atherosclerosis, hypertension, mainly diabetic and different degrees
of obesity that plague our society. Therefore, we must start from small, balanced meals,
so our body will be healthy at the same time avoiding any childhood diseases [9].

There are an important aspect to consider about the power system is that this can not
be generalized since each individual has different nutritional needs, that is why the
alimentation depend on the activities performed by an individual throughout the day,
i.e., has to be directly proportional to their activities pied otherwise fall into malnutri‐
tion [10].

In today’s society, the objectives of the child alimentation have expanded and now
not only aims to achieve optimal growth and prevent malnutrition and disease occurrence
caracals, but also, through the same, optimizer maturational development, establish
healthy habits to prevent the onset of nutritional base diseases affecting adults, trying to
get a better quality of life and longevity [11–13].

As will be seen later, to secure as soon raised, we will use the radial basis neural
network that has some differences from traditional logic as it defines the training and
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classification of data, if the theory of neural networks to predict as a data set to obtain
a desired output approach, particularly the prediction data [14].

1.1 Data Collection

Problem Statement
In Mexico, the overweight and obesity is a serious public health problem affecting school
children because of all socioeconomic classes.

He believes that schools primaries National System of Education, which have regis‐
tered more than 95% of school-age children, are a platform that can help reverse the
serious problem of overweight if it is recognized that, for now, the school is closer to
being an genetic obesity environment healthy, and that part of its mission is to promote,
in various educational activities, the acquisition of styles of healthy eating and physical
activity. While the building has to be aimed primarily at children, also has to involve all
social actors of change factors, such as parents, family, educational institutions,
community authorities and, in particular, industry producing food and beverage
processing, and by advertising industry print and online.

1.2 Justification

This research grew out of the need to consider one of the possible factors that cause
overweight and obesity in children, and the relationship of this with the consumption of
foods that are sold within the school cooperatives, hygiene, food handling, prepare
hygienic measures, proper sanitation requirements and frequency of food consumption.

Hypothesis
The cooperative school meets the hygienic-Nutrient, where the food consumed within
the school are a determining factor in the nutritional status of children, and applying
neural network techniques can predict the behavior of infant obesity.

1.3 Theoretical Framework

This research grew out of the need to consider one of the possible factors that cause
overweight and obesity in children, and the relationship of this with the consumption of
foods that are sold within the school cooperatives, hygiene, food handling, prepare
hygienic measures, proper sanitation requirements and frequency of food consumption.

We assessed the nutritional status of students using the criteria of the NOM-008-
SSA2-1993, Control of Nutrition, Growth and Development of Children and Adoles‐
cents and evaluation form containing: Name, Grade and Group age, weight, height, Hips
(cm) Waist (cm), BMI and food intake.

We evaluated the school cooperative consider through a direct observation assess‐
ment tool designed to evaluate the conditions of this, both hygienically and nutritionally
about the products that are sold at recess.
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Identified the relationship between the consumption of foods that is sold in the
Cooperative School with nutritional status of students, as it is a very important factor
for the primary students.

We developed a numerical prediction system with neural networks artificial radial
basis for prediction and reinforcement of the theoretical data acquired on the job [15],
obtained comparative tests with the results of observations made, based on a sheet of
data and theory a biological neuron, and subsequently implement the system of artificial
neural network with Backpropagation learning algorithm (Backpropagation) character‐
ized by the Eq. (1):

a4 = f 4(w4f 3(w3f 2(w2f 1(w1p + b1) + b2) + b3) + b4) (1)

1.4 Neural Networks

Neural networks consist of a simulation of the observed properties of the biological
diversity of neuronal systems through mathematical models recreated through artificial
mechanisms (an integrated circuit or a computer). The aim is to ensure that the machines
give similar answers to which are able to give to the brain [1, 2].

A neural network consists of units called neurons, a neural network consists of units
called neurons, and each neuron receives a set of inputs through interconnections and
makes an exit. This output is given by three functions:

• A propagation function, which generally consists of the sum of each input multiplied
by but their interconnection. If the weight is positive, the connection is called exci‐
tatory, if negative, is called inhibitor.

• An activation function that modifies the former can not exist, being here the diffusion
of the same function.

• A transfer function, which applies to the value returned by the output function of the
neuron and generally is given by the understanding that we can give to the outputs.

1.5 Structure

Most scientists agree that an artificial neural network ANN is very different in terms of
structure of an animal brain (Fig. 1). As brain, an ANN consists of a set of simple units
massively parallel processing and connections between these units where the network
intelligence. Biologically the brain learns through the reorganization of synaptic connec‐
tions between individual neurons [1]. Similarly, RNA having a large number of virtual
processors interconnected in a simplified manner to simulate the functionality of biolog‐
ical neurons. In this simulation, the mechanism reorganization synaptic connections
biological models with weights that are adjusted during the learning phase. An ANN
trained, the weights determined set of knowledge of RNA and is capable of solving a
problem.

Furthermore, each neuron is associated with a mathematical function called transfer
function. This function generates the signal output from the neuron input signals. The
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entry of the function is the sum of all input signals but by the connection associated with
that signal.

Fig. 1. Schematic drawing of biological neurons.

1.6 The Multilayer Perceptron

It basically consists of a layer of neurons with weights and adjustable threshold; this
neural system may be called a neural network because existing connections in its
entirety. The Perceptron training is to determine the adjustment to be performed each
neuron weight to the output error is zero.

Backpropagation algorithm is a generalization of the LMS algorithm; both algo‐
rithms perform its task of updating weights and profits based on the mean square error.
The network works under supervised learning and therefore requires an array of workout
that will describe each output and expected output value. The structure Backpropagation
neural network algorithm shown in Fig. 2.

Fig. 2. Architecture multilayer perceptron with backpropagation algorithm.
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1.7 Results

The Table 1 Pattern Data from the savannah of data, should be read as described
promptly: results output with a neural network on equal 1.9119 and 0.9326 for girl
children; regarding this outcome data savannah Girls has a degree 3 of obesity and the
child would have an obesity grade 2; dependent on the age, BMI. ICC and food intake.

Table 1. Prediction result of the neural network designed and implemented in a first data with a
sample of 50 children at primary school level.

Prediction of neural network backpropagation
Girl Boy
1.8056 0.8640
0.1258 0.8645
0.8229 0.6847
0.5027 0.8641
2.2126 0.8641
1.7740 0.8641
0.1314 0.8641
0.5692 0.8690
1.9183 0.9065
1.2402 0.8977
2.2782 0.9295
1.9119 0.9326

The following Figs. 3a to c show numerical results of the prediction system being used.

Fig. 3. a. Prediction for women with different age, BMI, WHR and food intake. 3b. Prediction
for men with different age, BMI, WHR and food intake. 3c.Prediction for men with different age,
BMI, WHR and food intake.

The following Figs. 4a to d shows the neuronal behavior prediction system.
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Fig. 4. a. Training of the ANN-BP. 4b. Performance of the RNA-BP in sampling error. 4c. State
of training of the ANN-BP characterizing the system output. 4d.Training Regression-BP RNA.

Figure 5 shows the pseudocode for the processing of the information by Radial Base
Neural Network.

Fig. 5. Pseudocode predictive system RNA-BP.

Equation characteristic of system development for prediction the nutrition is:
System Prediction = b1 + w114*tanh(conj(b1) + conj(w113)/(exp(- b1 -

w112*tanh(conj(b1) + Age*conj(w11) + ingestion*conj(w14) + (mass*conj(w12))/
height + (waist*conj(w13))/hip) - w122*tanh(conj(b2) + Age*conj(w21) + inges‐
tion*conj(w24) + (mass*conj(w22))/height + (waist*conj(w23))/hip) -
w132*tanh(conj(b3) + Age*conj(w31) + ingestion*conj(w34) + (mass*conj(w32))/
height + (waist*conj(w33))/hip) - w142*tanh(conj(b4) + Age*conj(w41) + inges‐
tion*conj(w44) + (mass*conj(w42))/height + (waist*conj(w43))/
hip)) + 1) + conj(w123)/(exp(- b2 - w212*tanh(conj(b1) + Age*conj(w11) + inges‐
tion*conj(w14) + (mass*conj(w12))/height + (waist*conj(w13))/hip) -
w222*tanh(conj(b2) + Age*conj(w21) + ingestion*conj(w24) + (mass*conj(w22))/
height + (waist*conj(w23))/hip) - w232*tanh(conj(b3) + Age*conj(w31) + inges‐
tion*conj(w34) + (mass*conj(w32))/height + (waist*conj(w33))/hip) -
w242*tanh(conj(b4) + Age*conj(w41) + ingestion*conj(w44) + (mass*conj(w42))/
height + (waist*conj(w43))/hip)) + 1) + conj(w133)/(exp(- b3 -
w312*tanh(conj(b1) + Age*conj(w11) + ingestion*conj(w14) + (mass*conj(w12))/
height + (waist*conj(w13))/hip) - w322*tanh(conj(b2) + Age*conj(w21) + inges‐
tion*conj(w24) + (mass*conj(w22))/height + (waist*conj(w23))/hip) -
w332*tanh(conj(b3) + Age*conj(w31) + ingestion*conj(w34) + (mass*conj(w32))/
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height + (waist*conj(w33))/hip) - w342*tanh(conj(b4) + Age*conj(w41) + inges‐
tion*conj(w44) + (mass*conj(w42))/height + (waist*conj(w43))/
hip)) + 1)) + w124*tanh(conj(b2) + conj(w213)/(exp(- b1 -
w112*tanh(conj(b1) + Age*conj(w11) + ingestion*conj(w14) + (mass*conj(w12))/
height + (waist*conj(w13))/hip) - w122*tanh(conj(b2) + Age*conj(w21) + inges‐
tion*conj(w24) + (mass*conj(w22))/height + (waist*conj(w23))/hip) -
w132*tanh(conj(b3) + Age*conj(w31) + ingestion*conj(w34) + (mass*conj(w32))/
height + (waist*conj(w33))/hip) - w142*tanh(conj(b4) + Age*conj(w41) + inges‐
tion*conj(w44) + (mass*conj(w42))/height + (waist*conj(w43))/
hip)) + 1) + conj(w223)/(exp(- b2 - w212*tanh(conj(b1) + Age*conj(w11) + inges‐
tion*conj(w14) + (mass*conj(w12))/height + (waist*conj(w13))/hip) -
w222*tanh(conj(b2) + Age*conj(w21) + ingestion*conj(w24) + (mass*conj(w22))/
height + (waist*conj(w23))/hip) - w232*tanh(conj(b3) + Age*conj(w31) + inges‐
tion*conj(w34) + (mass*conj(w32))/height + (waist*conj(w33))/hip) -
w242*tanh(conj(b4) + Age*conj(w41) + ingestion*conj(w44) + (mass*conj(w42))/
height + (waist*conj(w43))/hip)) + 1) + conj(w233)/(exp(- b3 -
w312*tanh(conj(b1) + Age*conj(w11) + ingestion*conj(w14) + (mass*conj(w12))/
height + (waist*conj(w13))/hip) - w322*tanh(conj(b2) + Age*conj(w21) + inges‐
tion*conj(w24) + (mass*conj(w22))/height + (waist*conj(w23))/hip) -
w332*tanh(conj(b3) + Age*conj(w31) + ingestion*conj(w34) + (mass*conj(w32))/
height + (waist*conj(w33))/hip) - w342*tanh(conj(b4) + Age*conj(w41) + inges‐
tion*conj(w44) + (mass*conj(w42))/height + (waist*conj(w43))/hip)) + 1))

2 Conclusions

The findings of the predictive system based on a radial basis neural network is an
effectiveness of about 99.99% of the comparative data, generating predictions on the
prospects of effective school nutrition, dependent variables mentioned above charac‐
teristics.

One explanation for the results contained in this paper is that the problem of obesity
transcends the school environment and, if the school becomes a healthy environment,
the obesogenic environments probably persist in the home and in the community where
it is possible Acquire all kinds of food and practice sedentarism as a form of well-being.
So obesity has ceased to be a personal and family matter and has become a public health
problem that requires the coordinated support of all social sectors.
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Abstract. Graph cut is one of segmentation method that can give us the good
result on natural image and large organ segmentation of medical image. However,
we cannot get the correct or accurate results by using graph cut on detailed struc‐
tures such as, tree branch, or blood vessel because the property of smoothness in
graph cuts energy function will completely remove the small branch of the
detailed structure to minimize its cost. We propose the vessel extraction method
which combine graph cut and concept of submodular function. The conventional
graph cuts will be use to obtain initial segmentation while graph cut with submod‐
ular function will be use to refine the initial segmentation. Submodular function
can solve the problem of smoothness of graph cut in detail structure as shown in
result that less segment and more united vessel tree than conventional graph
cuts. The experimental result shows that our method can segment blood vessels
of liver with higher accuracy while graph cut lead to a lot of loss of the detail
branches in the liver vessel. With submodular constraint, we can connect the
segment branch of vessel into united vessel tree which conventional graph cut
still remain the segment of vessel’s branches.

Keywords: Graph cuts · Submodular · Vessel segmentation · Automatic
segmentation

1 Introduction

Medical image processing has been a research field attracting researcher from various
field. It has been an important part and process of clinical routine. Various methods are
researched and applied on computer tomography (CT), and magnetic resonance imaging
(MRI), such as, segmentation, extraction, analysis, visualization, computer-aided diag‐
nostic (CAD), and surgical planning to support doctor [1]. Blood vessel segmentation
in the organ is a challenging task for medical image processing. It is really difficult to
get accurate vessel segmentation results even with manually labeling by human being
since blood vessels have very detailed structure. The low contrast of intensity informa‐
tion on the vessels and its surroundings make them hard to recognize. The segmentation
of different tissues in the medical images is therefore the pre-requisite procedure for
most CAD systems and visualization systems. Manually segmentation is the most
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accurate method in image segmentation however, it also known as the most time
consuming and expensive process and extremely hard when perform on the detail struc‐
ture in medical image such as vessels. Vessel segmentation methods and techniques vary
depending on the image modality. Due to the variety dependency, many vessel segmen‐
tation methods are proposed.

A multi-scale approach has been widely used for vessel segmentation in various
cases. Multi-scale approach uses the cylindrical structure of the vessel and segment them
with a line enhancement filter with different orientation and scales. This approach is a
three dimensional efficient automatic method for vessel segmentation that can be used
in multiple scans and has better result with thinner slice [2]. Sato et al. [3] introduce a
Three-dimensional multi-scale line filter for segmentation and visualization of curvi‐
linear structures in medical images. The method which based on the second derivative
of image using Gaussian kernel that applied on multi-scale with adaptive orientation
selection using the Hessian matrix.

Graph cuts is a conventional method is now various used and developed in segmen‐
tation field on both natural and medical images [4, 5]. Graph cuts represent the image
as graph G =< V , E > where V  and E correspond to nodes and edges. There are two
special nodes called terminals: an “object” and “background” which used to separate
the graph. A two type of user’s constraints; object and background seeds; are giving to
the graph by the user and those constraints are used to determine the cutting edge of the
graph. Minimum cut, or min-cut, algorithm is used to divide the graph into two parts:
the foreground and the background. Graph cuts are efficient finding the minimum energy
and work well in not detailed structures. However, it’s difficult to use those methods to
segment detailed structures such as vessel.

More method and technique have been proposed for vessel extraction, such as inten‐
sity ridge traversal [6, 7], tubular filter [8, 9], skeletonization [10, 11], and active
contours [12–15]. Some review can be found in [16]

The main contribution of this paper is to improve the accuracy of graph cuts method
that generally cannot segment a detail structure. To improve method of graph cuts
method, submodular constraint is used to improve the smoothness term of the graph
cuts. The detailed of improvement method is given through the rest of this paper. The
proposed graph cuts method with submodular constraint is introduced in Sect. 2. Exper‐
imental results of the proposed method and conclusions are described in Sects. 3 and 4,
respectively.

2 Proposed Method

The conventional graph cut based segmentation method’s energy function consisted of
two properties; region and boundary property, which boundary property can consider
as smoothness term. This smoothness term is the term that minimizes the cost of energy
function of segmented image, which work well on many image but not in detailed struc‐
ture image such as trees on natural image and vessels on medical volume. The branches
of the trees and vessels are removed to minimize the cost. The required seed points for
graph cuts on vessel segmentation are difficult to assign due to the structure vessels, data
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size, intensity information and contract. The graph cuts segmentation proposed by
Jegelka [17] performed segmentation on detailed structure of natural images with high
accuracy by integrated the submodular. All these graph cuts methods are generally
obtained seed constraints using manual seed point from users. It is a tedious and time
consuming task to use graph cuts by putting manual seed constraints for segment vessel
on high-resolution medical volumes from users.

In this paper, we propose graph cut method integrates the submodular constraint to
solve the problem of graph cuts smoothness term that specifically occurs on detailed
structure in medical data and to improve the accuracy of segmented result. We concen‐
trate our efforts in the following two-folds: First, the proposed method extracts the
feature points from CT volume using multi-scale filter method and turning it into the
seed point constraints (object and background seeds) in graph cut. As a result, it runs
automatically without seed point constraints assigned by the users, which gets rid of
time consuming task. Second, the proposed method integrates the submodular constraint
to solve the problem of graph cuts smoothness term that specifically occurs on detailed
structure in medical data and to improve the accuracy of segmented result. Figure 1,
illustrates the flow diagram of the proposed framework, the flow start by using the multi-
scale filter to extract background seeds and object seeds which both type of seed point
will be used as constraints in graph cuts. After obtain the seed points we use graph cut
to extract the initial segmentation, and use graph cuts with submodular constraint refine
the segmentation result. The detail of each process will be describe in the rest of the
paper.

Fig. 1. The process flow diagram of the proposed automatic 3-D vessel extraction framework
using graph cut and submodular constraint which consists of two main parts: (1) seed point creation
process and (2) 3D graph cuts with submodular constraint.

2.1 Graph Cuts

Graph cuts arise via the relationship between cost function and set function on graph’s
node G =< V , E > as aforementioned in the Sect. 1. The cost function of graph cut E(I)
defined in Eqs. (1) and (2) consist of two terms: (1) region term R(A) and (2) boundary
or smoothness term R(B):

E(I) =
∑

R(A) + 𝜆 ⋅

∑
B(A) (1)
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=
∑

p∈V

𝜙p(ip) + 𝜆 ⋅

∑
𝜙p,q(ip, iq) (2)

where the coefficient 𝜆 specifies a relative importance of the region term(B(A)), versus
smoothness term(R(A)) and Pr(a|b) is the probability of voxel a in intensity model b. The
smoothness term of graph cuts will cause problem when it is used to segment the detailed
structure, which sample result of graph cut is shown in Fig. 2. Vessel region are elimi‐
nated when we add the boundary term into the cost function. Therefore, the concept of
submodular will be used here to solve the problem of smoothness (min-cut Γ).

Bp,q = exp

⎛
⎜
⎜
⎜⎝

|||ip − iq

|||
2

2𝜎2

⎞
⎟
⎟
⎟⎠

⋅

1
dp,q

(3)

dp,q = xspace ⋅

(
xp − xq

)2
+ yspace ⋅

(
yp − yq

)2
+ zspace ⋅

(
zp − zq

)2 (4)

(5)

(6)

(a)     (b)

Fig. 2. (a) Result by the conventional graph cuts; (b) result of our improved graph cuts with
submodular constraint.

2.2 Graph Cuts with Submodular Constraints

Submodular function is a set function whose value, informally, has the property that
the difference in the incremental value of the function that a single element makes
when added to an input set decreases as the size of the input set increases. In many
case of image segmentation, the true boundary might have complex shape and
segmentation methods such as Graph Cuts wrong identify those boundaries as back‐
ground instead of object because the complexity of boundary and method try to
minimize the cost function.

In the submodular function, A function f :2Ω
→ R is submodular if every S, T ⊆ Ω

we have that f (S) + f (T) ≥ f (S ∩ T) + f (S ∪ T). To apply the submodular function in
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graph cuts, we define weighted graph G =< V , E, w > where V  and E correspond to
nodes and edges of the graph cuts, respectively. w} represents the weights w:2E

→ R

define on subset of edge E. This set function is a non-decreasing function that will used
to find a new minimum cutting cost between object and background.

By integrating submodular function in to the graph cut, we can rewrite boundary
term in the cost function:

Bp,q = exp

⎛
⎜
⎜
⎜⎝

|||ip − iq

|||
2

2𝜎2

⎞
⎟
⎟
⎟⎠

⋅

1
dp,q

+ 𝛼 ⋅ f (p, q) (7)

where

f (p, q) = w(Γ ∩ Sp,q)

Γ is min-cut between object and background, and Sp,q is the class of similar edges
and node. The f (x) is used to reward the similarity class. To classify the class of each
edge, we use the log intensity ration log(ip/iq) and linear gradients of intensity’s proba‐
bility of object Rp(“obj”) − Rq(“obj”) and background Rp(“bkc”) −Rq(“bkc”). 𝛼 is used
to balance between intensity information and class edge information.

2.3 Designed Seed Points

To avoid the difficulty of assign seed point on detail structure, feature point extract is
used as a tool to assign seed points in our method. The feature points are extracted from
CT volume by computing vesselness probability map form. A multiscale-scale method
[4] can consider as a vesselness probability map method that is used to enhance the
vessel information in medical image. The normalization (vesselness) value has been
proposed by Fringi [4].

V(𝜎) =

⎧
⎪
⎨
⎪⎩

0 if 𝜆2 > 0 or 𝜆1 > 0(
1 − exp

(
−

R2
𝜀

2𝜀2

))
exp

(
−

R2
𝜂

2𝜂2

)(
1 − exp

(
−

𝜌2

2C2

))
⎫
⎪
⎬
⎪⎭

(8)

V = max
𝜎min≤𝜎≤𝜎max

V(𝜎)

where 𝜀, 𝜂, C are parameters that control the sensitivity of filter for balance between
plate (R 𝜀), blob (R 𝜂), and background (𝜌), and can be formulated as follows

R𝜀 =
||𝜆2

||
||𝜆1

||
, 0 ≤ R𝜂 ≤ 1 (9)
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R𝜂 =
||𝜆3

||
||𝜆2

||||𝜆1
||
, 0 ≤ R𝜂 ≤ 1 (10)

𝜌 =

√∑

j≤3

𝜆2
j
, 0 ≤ R𝜂 ≤ 1 (11)

To select seed point vesselness image for our segmentation method, the background
and object seeds can be generating by applying threshold, intensity information, inten‐
sity histogram models Pr(A|B), and liver boundary with the result computed from
vesselness function. Because of large intensity variance of background, we represent
background intensity by using two models: (1) the darkness model consisting of air
region background, liver and darkness organs and (2) the brightness model consisting
of bone, spleen and brightness organs and so on. The intensity model will be used to
separate the vesselness information into an initial object and background seeds. Further‐
more, we refine the initial object seed by applying liver boundary and mean of intensity
models as threshold (Tm). The boundary is used to limit the object seeds nearby boundary,
while applying the threshold (Tb) will eliminate ambiguous seed points in both object
seeds, and background seeds to obtain final seed points:

Seedp =

⎧
⎪
⎨
⎪⎩

obj

bkg

−

if

if

otherwise

Vp > Vo, Op = 1 and Bp = 0
Vbl ≥ Vp > Vbh, Op = 0 and Bp = 1 (12)

Op =

{
1
0

if

otherwise

Pr(ip | ”obj”) > Tm (13)

Bp =

{
1
0

if

otherwise

Pr(ip | ”bkg” > Tm and dist(ip, b) < Tb (14)

where Pr (ip | “obj”) and Pr (ip | “bkg”) are likelihood functions (intensity histograms)
of the vessel (object) and liver (background). Vo is the threshold to select the object seed,
the value of object seed threshold will effect to the number and quality of selected of
seed points which we normally set to 0.4 to avoid the select background seed as object
seed. While Vbl and Vbh are used to limit the number of background seeds which we set
as 0 and 0.05, respectively.

Figure 3, show process of seed point generation of our proposed method. Figure 3(b)
show the vesselness image which we apply multi-scale filter on Fig. 3(a). Figure 3(c)
show the seed points after seed point generation. We can see that the object seeds (blue)
are gather around center of liver which those voxels have high probability of vessel
while background seeds (white) are selected around liver boundary.
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(a)                (b)                       (c)

Fig. 3. (a) Original image data; (b) vesselness image after applying [2] on original image data;
(c) assignment of seed points blue color is object vessel seeds and white color is background (non-
vessel) seeds.

3 Experimental Results

In the experimental, we use 8 CT volumes for evaluation where all of the data have
tumors as shown in Fig. 3. The manually segmented vessels are used as ground truth for
quantitative evaluations. We set coefficient 𝜆 equal to 0.3, 𝛼 is 0.1, Tm is 0.4, and Tb  < 5.

Figure 4, show detailed comparisons of automatically extracted vessels and manually
extracted vessels. Figure 4(a) is the manually extracted vessel, which is used as a ground
truth, from the slice CT image. Figure 4(b) shows comparison of multi-scale result (red)
and the ground truth (white). Figure 4(c) shows comparison of the result of conventional
graph cuts (red) and the ground truth (white). Figure 4(d) shows comparison of the result
of our proposed method (red) and the ground truth (white). As shown in Fig. 5, the
conventional graph cuts cannot extract an accurate vascular structure, while our
improved graph cuts with the submodular constraint can extract more accurate than
multi-scale, and also connect more branch than conventional graph cuts.

(a) (b) (c)  (d) 

Fig. 4. The vessel segmentation results in red (a) manual segmentation in white, (b) multi-scale
(vesselness) result, (c) graph cut segmentation result (d) our proposed segmentation result

Figure 5, show visualization of segmentation result from each method. Figure 5(a)
is a slice CT image. Figure 5(b) is 3D visualization from multi-scale result and Fig. 5(c),
and (d) are 3D vessels extracted by conventional graph cuts and our proposed method,
respectively. The visualization results show that our improved graph cuts with the
submodular constraint can extract a nearly perfect vascular structure.

We compare vessel extraction results generated by our proposed method and by the
manual method which is used as a ground truth. The evaluation measures used in this
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experiments are the mean performance curve (Dice coefficient) as shown in Eq. (14).
The experimental results are shown in Fig. 6.

DICE =
2|A ∩ B|
|A| + |B| (15)

Fig. 6. Result comparison between our method and Graph Cuts: (red) result from the
conventional graph cuts, (blue) our proposed method, and (green) result is multi-scale

The average accuracy of segmentation result on liver’s vessels using the conven‐
tional method is only 35% while our proposed method reached 76%. It should be
addressed that applying submodular in our method can enhance segmenting the detailed
structure. However, there is still some problem in vessel connectivity which shown in
Fig. 4(d). Comparing with conventional multi-scale filter, the best result can achieve
only 0.68, lowest result is 0.48 and average result is around 0.6. Our proposed method
can reach better result in all best, lowest, and average results which are 0.79, 0.71 and
0.76, respectively.

We also calculate false positive fraction (FPF) and compare our method, conven‐
tional graph cut, and multi-scale method to find liver voxel in vessel segmentation
results.

FPF =
FP

FP + TN
(16)

(a)          (b) (c)        (d)

Fig. 5. The visualization of vessel segmentation result and CT data, (a) the original data, (b) the
visualization multiscale result, (c) the visualization of graph cuts method’s result, (d) the
visualization of our proposed method’s result.
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Figure 7, show that the multi-scale method has high FPF than graph cuts, and our
proposed method. The comparison of our method and convention graph cut show that
our method has less FPF that convention graph cut because our method used to refine
the result from graph cut.

Fig. 7. False positive fraction between our method and Graph Cuts: (red) FPF from the
convensional graph cuts, (blue) our proposed method, and (green) result is multi-scale
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Abstract. Segmentation of cellular and nuclear boundaries in differential inter‐
ference contrast microscopy images is an important pre-processing step for
biological image analysis. It is considered as a challenging task because of the
interference of cell walls, blurs, nonuniform intensity background, and poor
contrast between the foreground and the background. In this paper, we present a
novel scheme on cellular boundary segmentation. Based on shape index (SI), the
proposed method focuses on the detection of cytoplasm granules inside cellular
regions. With several geometric post-processing techniques, the SI thresholding
results are integrated into the segmented images. Because the size of the cyto‐
plasm granules is usually too small comparing with the thickness of focal planes
in Z-stack, we can not calculate SI values according to the method of constructing
the intensity isosurface in 3D images. Consequently, we regard intensity as Z
coordinate and compute SI values within each slice. A computed SI represents
the shape of intensity surface or the variation of intensity near to a target pixel.
Furthermore, we also show the proposed method can be applied to nuclear
segmentation with a different post-processing step. Experimental results show the
proposed algorithm has higher accuracy than existing schemes despite the exis‐
tence of cell walls with different shapes and fluctuated intensities.

Keywords: Segmentation · Shape index · C. elegans · Curvature · Cellular
boundary

1 Introduction

High-throughput genome-wide RNA interference (RNAi) screening is emerging as an
essential tool to assist biologists in analyzing embryonic development, morphology, and
phenotypes in single cell level. The large number of images produced in these studies
make manual analysis intractable. Hence, automatic cellular image processing and anal‐
ysis becomes an important task, where segmentation is one of the most important
steps [1].

To automatically analyze the nuclear development in a 4D way based on only differ‐
ential interference contrast (DIC) microscopy images, we need to trace the relative
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position of nuclei within cellular boundaries, which requires to compute the location
changes of cells in advance during their lifetimes. To align cells among different time
points, we need to segment their boundaries accurately at first. When using the RNAi
screening to systematically disrupt gene expression, observing the development of C.
elegans is a good choice. Not only because it is one of few animals which essential
embryonic gene have been identified through genome-wide RNAi screening [2, 3], it
also has a fixed cell lineage and a precise cell fate map [4].

However, it is difficult to achieve robust and accurate cellular boundaries by segmen‐
tation. First, microscopy images often exhibit with many blurs and potential poor
contrast between the foreground and the background. Second, there exist nonuniform
intensity background and significant variations on cell size and shape within cellular
regions. Finally, the existence of cell walls interferes the detection of correct boundaries.
Figure 1(a) and (b) show a manually segmented boundary for a cell slice, and its edge
detection result using log operator, respectively. As we can see, there is a cell wall on
the outside of the cell.

(a) (b) (c)

Fig. 1. A sample cell slice. (a) cell slice with manually segmented boundary (in white color),
(b) the edge detection result by log operator, (c) the intensity surface of the small block in (a)

A large number of algorithms have been developed for automatic or semi-automatic
cellular segmentation [5, 6]. These methods are based on a few basic approaches: inten‐
sity thresholding, feature detection, morphological filtering, region accumulation and
deformable model fitting [1]. Learning-based schemes are also proposed in cell segmen‐
tation tasks. A notable example is the 5 categories segmentation system in cellular
regions [7]. Because the learning-based methods require to label samples manually for
training, which is a time-consuming and labor-intensive task. We focus on the non
learning-based schemes in this study.

Methods focused on intensity thresholding are prone to be influenced by nonuniform
background, although some adaptive thresholding techniques are presented [8]. Methods
based on morphological filtering, especially watershed techniques, are widely used in
cell segmentation [9, 10]. Nevertheless, it performs well in the segmentation of touching
cells and the existence of cell walls makes it tricky to use the technique in our case.
Algorithms relied on region accumulation suffers the same difficulty as the watershed
method when applying it to background. Algorithms based on deformable models are
also widely applied in biomedical image segmentation [11]. However, when they are
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used in raw images, their performances are restricted. Schemes based on feature detec‐
tion are various and flexible, but they lack the overall control of the boundaries.

Kyoda et al. proposed an effective segmentation method based on entropy filter and
the classic active contour method to segment nuclei [12] and applied the segmented
nuclei to trace the development of nuclei. Although their method performs well in
nuclear segmentation, its accuracy still suffers the nonuniform of background intensity
when being used for cellular boundary segmentation.

Shape index (SI) is a descriptor to quantify the pure shape of a 2D surface. It was
proposed by Koenderink and Doorn [13]. Its computational formula is shown in Eq. (1).
Here κ1 and κ2 are two principal curvatures of the surface. Based on their original

S =
2
𝜋

arctan
𝜅2 + 𝜅1

𝜅2 − 𝜅1
, 𝜅1 ≥ 𝜅2, S ∈ [−1, 1]. (1)

work, researches developed many techniques. Cantzler et al. [14] exhaustively
compared the properties of Gaussian curvature, mean curvature and SI. Dorai and Jain
[15] established a linkage between SI and Gaussian mapping and creatively proposed
shape spectrum to accumulate morphological information. Li et al. [16] studied a histo‐
gram on SI values and use it as a descriptor to identify facial expression. Yang et al. [17]
showed an equivalent formula on SI and deduced the counterpart formula when there
are three principal curvatures to be considered based on spherical coordinate system.
Yoshida et al. [18] applied SI to the detection of colonic polyps in 3D images based on
the intensity isosurface. Their work is adopted in many biomedical diagnostic software
packages. In Fig. 1(a), as we can see, there are many cytoplasm granules in cellular
regions. For each cytoplasm granule in a 2D slice, the intensity surface (Fig. 1(c)) is
close to a “cap”, whereas for a pixel surrounded by cytoplasm granules, the intensity
surface is similar to a “cup”. Therefore, shape index can be used to detect these cytoplasm
granules.

In this study, a novel segmentation method for cellular boundary is presented. The
algorithm focuses on the detection of massive cytoplasm granules and use shape index
to detect them to avoid the interference of cell walls. Hence several geometrical post-
processing techniques are applied to obtain the cellular boundaries. Experimental results
show that the proposed algorithm performs better than the existing methods. Figure 2
shows the procedure of the presented algorithm.

The remainder of this paper is organized as follow. In Sect. 2, the presented algorithm
is described in details. Experimental results are presented in Sect. 3. In Sect. 4, we present
an extension of the proposed method for nuclei segmentation, and Sect. 5 concludes the
paper.
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Fig. 2. The procedure of the presented algorithm

2 The Algorithm on Boundary Segmentation

In this section the proposed scheme is explained. In order to obtain the segmented
cellular boundaries, the following steps are applied on each 4D DIC images:

(1) For each 2D slice It,n, (n: slice No. and t: time), use a 11 × 11 Gaussian kernel to
smooth the image.

(2) For each pixel in It,n, compute Gaussian curvature K and mean curvature H in its
7 × 7 neighborhood, and then calculate the two principal curvatures κ1, κ2, the shape
index value S, and curvedness C.

(3) Set S = 0 for pixels with C < THc, then threshold It,n based on |S| > THS.
(4) Use geometric post-processing techniques to obtain the final segmentation results.

In the rest of this section, the above mentioned steps are described in details.

2.1 Initializing

In step (1), t is the order of time points and n is the order of z-stack. A pair of t and n
defines a 2D slice. The dataset and its format are introduced on Sect. 3.1. For reducing
noise, we use a Gaussian kernel to smooth each slice before computing S.

2.2 The Computation of Shape Index

In the presented algorithm, step (2) and (3) are related to the computation of SI. When
detecting colonic polyps, Yoshida et al. used a shape index value S to represent the local
shape for the intensity isosurface of a voxel based on Thirion and Gourdon’s approach
[19]. From this point of view, for each voxel in a 3D image, we can determine only one
isosurface and calculate two principal curvatures within its neighborhood. A SI value S
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thus can be calculated. This method is appropriate to detecting voxels (or pixels) located
on a surface which is distinguishable from background on space and intensity. In their
study, the sizes of colonic polyps to be detected range from 5–30 mm and the interval
of rebuilt 3D images is 1.5–2.5 mm [18].

However, when detect cytoplasm inside cellular boundaries, using z coordinate is
futile because the radii are about 0.4–0.6 μm whereas the interval of the acquired 3D
images is 0.5 μm on z coordinate. As a result, it is hard to observe isosurface on z
coordinate for most of cytoplasm granules.

For using SI in each slice to describe the variation of local intensity, we directly
regard the intensity as z coordinate and calculate the two principal curvatures from the
intensity surface for a pixel [20]. The computation of principal curvatures can use the
method in [21]. Suppose f(x,y) is the intensity surface over image plane (x,y), based on
the first and second partial derivatives fx, fy, fxx, fyy, fxy, we calculate Gaussian curvature
with Eq. (2) and mean curvature with Eq. (3) at first, then obtain the Eqs. (5) and (6)
according to Eq. (4) to compute the SI value S and the curvedness value C. In step (3),
THS and THC are thresholds of S and C, respectively, here are 0.68 and 0.05.

K =
fxxfyy − f 2

xy

(1 + f 2
x
+ f 2

y
)2 , (2)

H =
fxx + fyy + fxxf

2
y
+ fyyf

2
x
− 2fxfyfxy

(1 + f 2
x
+ f 2

y
)3∕ 2

, (3)

𝜅1,2 = H ±
√

H2 − K. (4)

S =
2
𝜋

arctan

(
H

√
H2 − K

)

, 𝜅1 ≥ 𝜅2. (5)

C =

√
1
2
(
𝜅

2
1 + 𝜅

2
2

)
=
√

2H2 − K. (6)

Figure 3 shows the SI detection results under this viewpoint. From the results we
can see, when choosing appropriate threshold, SI can simultaneously detect the cyto‐
plasm granules and remove most of points on cell walls.
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(a) (b) (c)

Fig. 3. A detection result. (a) a cell slice simple, (b) the result of SI thresholding with THS as 0.5,
(c) the result of SI thresholding with THS as 0.7

2.3 Geometric Post-processing Techniques

After thresholding, we need to build masks from the detected points, as step (4) shows.
We use three procedures to reach the goal.

First, along the direction from each boundary pixel of the 2D slice to the central of
the whole detected points by SI, we use a disk model (here radius is 10) to count the
number of detected points (see Fig. 4(a)). If the number is less than a threshold (here is
4), we remove these detected points. Once the number of detected pixels is larger than
the threshold, we add a small piece of the disk edge into the detected points and remove
other points. The goal of this step is twofold. One is to remove the noise caused by cell
walls. Another is to enhance the edge points of cellular boundaries for later usage. In
most cases, the added points are located inside the cellular region, thus rarely influence
the final segmented boundaries.

Fig. 4. A detection result. (a) the searching process, (b) the way to merge the detected points to
the final boundary using convex hulls

Second, once again, along the direction from each boundary pixel Pb of the 2D slice
to the central of the whole detected points, we use another disk model (here radius is
31) to built a connected cellular boundary. Once the detected points Pd within the disk
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is larger than a threshold (here is 20), we detect the set of points Ps located in convex
hull of Pd and then remove the half part of the convex hull based on the central angle of
the Ps taking Pb as the center (see Fig. 4(b)). For the remained points in Ps (at the convex
hull), we bridge them in proper order.

Third, we fill the image and then detect and remove occasional protrusions. Although
choosing proper threshold of SI can mainly remove the interference caused by a cell
wall, there may exist few detected points at its position and occasionally not be removed
by the disk-searching step, which will bring protrusions as shown in Fig. 5. To detect
and mend them, for each cellular boundary point P1 generated by the filled image, let
P2 is another boundary point along a given direction, for example clockwise, when move
P2 and make the boundary length L between P1 and P2 ranging from Lmin to Lmax, here
is 5 and 100 respectively, a D/L ratio is calculated, here D is the euclidean distance
between P1 and P2. Once the ratio is less than a threshold, here is 0.82, the piece of
boundary is judged as a protrusion and a circular arc with radius 100 with the same x,
y shifts is used to replace the boundary from P1 to P2.

Fig. 5. A result on the second step of post-processing. (a) a sketch map of L and D, (b) the cellular
boundary after the first step, (c) the mended cellular boundary

3 Experiments

3.1 Dataset

The performance of our proposed scheme is evaluated on WDDD [12]. Using four-
dimensional (4D) differential interference contrast (DIC) microscopy, WDDD has 50
sets of quantitative data from WT embryos. After silencing embryonic genes on chro‐
mosome III individually, 72 genes with 136 sets of quantitative data from RNAi experi‐
ments were also built (http://so.qbic.riken.jp/wddd). For each set, there are 180 time
points (40 s/time point) and a three-dimensional (3D) image is stored at each time point.
In each 3D image, the z-stack includes 66 focal planes (0.5 μm/plane) and there are
600 × 600 pixels (0.105 μm/pixel) in each focal plane.
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3.2 Evaluation of Segmentation Performance

To evaluate the performance of the proposed scheme, we choose 41 typical slices and
manually segment them as the ground truth. Then, we use entropy filter [11] and the
distance regularized level set algorithm [22] (EL algorithm) as the comparison object.
We also test the scheme using the adaptive thresholding method according to [8] and
the morphological operators to segment cellular boundaries (TM algorithm). Besides,
Watershed algorithm is also considered here. Table 1 shows the experimental results.

Table 1. The comparison of the proposed method with other algorithms

Method Precision Recall Dice
EL Algorithm 0.8943 0.9005 0.8974
TM Algorithm 0.9657 0.9236 0.9442
Watershed Algorithm 0.9419 0.8400 0.8880
Proposed Algorithm 0.9737 0.9704 0.9721

3.3 Experimental Results on Different Thresholds of SI

To evaluate the performance of the proposed method under different SI thresholds, we
compute the segmentation results and the precision, recall and dice ratio. when SI
changing from 0.55 to 0.90 with 0.05 as the step. Figure 6 shows the result. As we can
see in Fig. 6, for this study, choosing 0.65–0.7 can obtain a balanced result.

Fig. 6. The comparison result when setting different SI thresholds
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4 The Application on Nuclear Segmentation

For the segmentation of nuclei using SI, because there is no interference from cell walls,
we can set a low value to threshold. We use a very simple strategy to address the problem.
It includes 4 steps:

(1) For each pixel in It,n, use |S| < THS to threshold. (see Sect. 2 for details)
(2) In the set of detected points P, connect Pi and Pj for ||Pi −Pj||2 ≤ THd, Pi, Pj∈P.
(3) Use the segmented cellular boundary from Sect. 2 to screen outside regions.
(4) Reverse the image, then apply the open operator with 6 × 6 disk model on each

pixel in It,n, and remove regions with small area.

Here, ||·||2 is Frobenius norm and THd is the threshold of distance. Figure 7(a) is the
thresholding result on S = 0.1.

Fig. 7. (a) The result of thresholding as S = 0.1. (b) The result of a slice. (c) The segmented result
of a 3D image (slice No. from 15 to 55 in total 66 slices)

Figure 7(b) and (c) are the detection result for a slice and a 3D image, respectively.
As we can see, using only the SI thresholding and a simple morphological operation can
still obtain a good segmentation result. Han et al. using top-ranked intensity-ordered
descriptors based on probability models addressed the same task [23]. The complexity
of their scheme is much higher than ours.

5 Conclusion

The emergence of fully-automated phenotyping system will allow very large-scale
exploratory experiments in functional genomics. Cellular boundary segmentation is a
basic and indispensable step in studying morphological embryonic development. This
study presented a cellular boundary segmentation algorithm based on shape index and
geometric post-processing techniques. Instead of detecting cellular boundaries them‐
selves, our method focuses on the detection of cytoplasm granules. Experimental results
show high accuracy of our method. As we have shown, the proposed method can also
be applied to nuclear segmentation with slight modification. As a second-order
descriptor of intensity, shape index is hardly influenced by the zero-order and first-order
variation of intensity, which makes it a desired tool working on images with nonuniform
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illumination. By contrast, thresholding techniques, most morphological operators and
level set methods are based on the detection of either zero-order or first-order variation
of intensity. Furthermore, because shape index is a scale-invariant descriptor, it can work
on different variation range of intensity, which makes it robust when working in complex
backgrounds. Experiments 3.3 shows appropriate thresholds in practical detection.
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Abstract. Cancer is a group of diseases involving abnormal cell growth
with varying malignancy and extent across different patients. Cytological
features like prominent nucleoli, nuclear enlargement, and hyperchro-
masia are important to the tumor pathologist in assessment of cancer
malignancy from tissue biopsies. In a recent study, Yap et al. [21] pro-
posed effective prominent nucleoli detectors in histopathological images
and developed different feature generation methods. These methods
were based on polar gradients and were used along with support vector
machine (SVM) and AdaBoost for detection purposes. In this study, we
benchmark the performance of these methods along with convolutional
and fully connected networks for the task of distinguishing between nuclei
with and without prominent nucleolus.

Keywords: AdaBoost · Auto-encoder networks · Convolutional neural
networks · Deep learning · Nuclei classification

1 Introduction

Cancer is a group of diseases which involves abnormal cell growth and affects
many body organs [1]. The extent and malignancy of cancer is quite different
from case to case. General treatment of cancer involves examination of cancerous
c© Springer International Publishing AG 2018
Y.-W. Chen et al. (eds.), Innovation in Medicine and Healthcare 2017, Smart Innovation,
Systems and Technologies 71, DOI 10.1007/978-3-319-59397-5 9
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tissues (lesions) by the pathologist, followed by treatment prescribed by the
oncologist according to the pathology report.

Nucleolar changes in cancer cells are one of the cytological features important
to the tumor pathologist in assessment of cancer malignancy from tissue biopsies.
Abnormal nuclear morphology in cancer tissues includes nuclear enlargement,
darkly stained (hyperchromatic) nuclei with irregularly clumped chromatin, and
prominent nucleoli. Nuclei hence, may look different according to factors like
nuclei type, nuclei life cycle, and malignancy of the disease. High grade cancer
tissues generally have large nuclei with irregular color distribution and a promi-
nent nucleolus [9]. Low grade cancer tissues generally have small, round shaped
nuclei with uniform color distribution.

Prominent nucleoli patterns are one of the important features used by pathol-
ogists in their assessment. Yap et al. [21] developed a prominent nucleoli detector
as an automated tool to aid the pathologist. This study proposed various feature
generation methods which used nuclear feature information and compared their
performance for the prominent nucleoli detection task. We can define the detec-
tion task as distinguishing nucleus with a prominent nucleolus from all the other
patterns like stroma, cytoplasm, lumen, nuclei without prominent nucleolus, etc.
in the histopathological images.

Along with various hand-crafted features, recent studies indicate promising
results for deep learning (DL) methods on a various medical images’ tasks [5,7,8,
12,20]. In this paper, we aim to benchmark performance of the feature generation
methods proposed by Yap et al. [21] and various DL architectures for the task
of distinguishing between nuclei with and without prominent nucleolus (nuclei
classification).

2 Related Work

Yap et al. [21] presented a prominent nucleoli detector along with experiments
on prostate, breast, renal clear cell, and renal papillary cell cancer images.
This paper proposed two gradient based methods, Histogram of Polar Gradients
(HPG) and Enhanced Histogram of Polar Gradients (EHPG) and compared their
detection performance with a base-line logistic regression (LR) method. HPG is
essentially a SVM [3] classifier trained upon polar gradient based hand-crafted
features. EHPG extended these hand-crafted features by random sampling in
the gradient space and boosting [6].

There has been a recent surge of using DL for digital pathology tasks [7].
Convolutional Neural Networks (CNN) have been used for mitosis detection
in breast cancer images and nuclei detection in Ki-67 stained Neuroendocrine
tumor tissue images [2,18,19]. A spatially constrained CNN has been devel-
oped for nuclei detection and classification in colon cancer images [16]. Various
deep CNN architectures pre-trained upon large natural image datasets have also
been fine-tuned for computer-aided detection via transfer learning [15]. Stacked
sparse auto-encoder network [17] has been used for nuclei detection in breast
cancer images [20]. A convolutional auto-encoder [13] has been used for basal-
cell carcinoma detection [4]. In this paper we benchmark the methods suggested
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by Yap et al. [21] along with basic CNN or auto-encoder based DL architectures
for the task of nuclei classification. All these methods are trained from scratch
for fair comparison. All the DL architectures were implemented using Caffe [10].

3 Method

3.1 Datasets

The four Hematoxylin and Eosin (H&E) stained image datasets namely, prostate,
breast, renal clear cell, and renal papillary cell cancer datasets by Yap et al. [21]
were used for our study. In these datasets, prominent nucleoli patterns have
been manually annotated by a trained pathologist. All the nuclei patterns were
detected using “Find Maxima” function in ImageJ [14,21]. All the nuclei with-
out any manual annotation for prominent nucleolus pattern are defined as nuclei
without any prominent nucleolus. Nuclei with and without the prominent nucle-
olus inside them serve as positive and negative samples respectively. The nuclei
samples from all the tissue regions (cancerous and non-cancerous) are used for
our study. Table 1 shows the distribution of positive and negative samples and
Fig. 1 shows some example samples from each of them. Each sample is a 36× 36
pixels image patch. Nuclei are stained blue in the H&E images. Nuclei without
any prominent nucleolus have a uniform blue color distribution. Nuclei with a
prominent nucleolus, generally have non-uniform blue color distribution with the
nucleolus being stained in a darker shade of blue compared to the surrounding
nucleus region stained in blue. Nuclei with prominent nucleolus are also generally
larger than nuclei without them at the same magnification level.

Table 1. Positive and negative sample distribution in the four datasets.

Dataset Number of
images

Nuclei with
prominent
nucleolus
(+ve)

Nuclei without prominent
nucleolus (−ve)

Prostate cancer 5 778 922

Breast cancer 12 3753 3955

Renal clear cell cancer 9 2072 2255

Renal papillary cell cancer 9 2919 3049

3.2 Data Extraction and Augmentation

We augmented our data samples by rotation and flip operations. We rotated
the original images by 90◦, 180◦, and 270◦ to generate three more images. We
then flipped the original image horizontally for the fourth new image. The flipped
image was also rotated 90◦, 180◦, and 270◦ to generate three more images. Hence
we generated 8 times more samples when compared to the original datasets. We
did our benchmark study using these augmented datasets.
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(a) Positive samples: Nuclei with
prominent nucleolus

(b) Negative samples: Nuclei without
prominent nucleolus

Fig. 1. Example positive and negative samples (36 × 36 pixels image patch) from the
prostate cancer dataset. Nuclei with a prominent nucleolus have non-uniform blue
color distribution with the nucleolus stained in a darker shade of blue compared to the
surrounding nucleus stained in blue. Nuclei without any prominent nucleolus have a
uniform blue color distribution.

3.3 HPG, EHPG and LR

We used the HPG, EHPG and LR methods as discussed in Yap et al. [21]. Each
of these methods use an image patch of s × s pixels size as a input sample.
The H&E images in RGB color space were converted to HSV, HLS, YCbCr,
XYZ, CIELab, and CIELuv color spaces. Given a method, we then have the
flexibility of selecting image patch size (s × s) and color space of the input
image. Yap et al. [21] suggested using RGB, HSV, HLS, YCbCr, XYZ, CIELab,
and CIELuv color spaces and multiple image patch sizes of 12 × 12, 15 × 15,
18 × 18, 21 × 21, 24 × 24, 27 × 27, 30 × 30, 33 × 33, and 36 × 36. Out of all
possible 63 combinations (= 7 color spaces × 9 patch sizes) we were able to
use image patch sizes of 12 × 12, 15 × 15, and 36 × 36 along with HSV, XYZ,
and CIELuv color spaces within reasonable computing time. These combinations
were chosen because they performed better than other combinations in our initial
experiments with LR. We generated 9 (= 3 color spaces × 3 patch sizes) weak
classifiers and combined them by AdaBoost [6] for each method. All the weak
classifier and boosted combination training was done using the consistent data
samples across the three methods. The boosted combinations of HPG, EHPG,
and LR were tested on a new set of images for the final results.

3.4 LeNet and EncoderNet

We used the CNN architecture LeNet as suggested by LeCun et al. [11] and
implemented in Caffe [10]. It contains two successive pairs of convolutional and
max-pooling layers, followed by two fully connected layers. Caffe [10]’s LeNet
implementation uses Rectified Linear Units for activation instead of using Sig-
moid activation as suggested in the LeCun et al. [11]. We also defined a stacked
auto-encoder architecture, EncoderNet. It contains three fully connected hid-
den layers with sigmoid activation functions following the auto-encoder example
implementation by Caffe [10]. Figure 2 illustrates the LeNet and EncoderNet net-
work architectures in detail. We converted our 36×36 pixels sized three channel
(RGB) image patches to grayscale and then resized them to 28 × 28 pixels size
for use with LeNet and EncoderNet.
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We modified the LeNet and EncoderNet architectures for three channel
images as Color-LeNet and Color-EncoderNet (Fig. 2). In both of these net-
works we have the flexibility of using images from different color spaces and
patch size. We generated variants of these networks by using an image patch
size of 36 × 36 and RGB color space. We denote these variants as Color-LeNet-
36 (RGB) and Color-EncoderNet-36 (RGB). We also generated boosted variants
of Color-LeNet and Color-EncoderNet by using the same 9 combinations of color
space and image patch size used for HPG, LR, and EHPG. These 9 combina-
tions were then similarly boosted for final results. We also boosted all 45 weak
classifiers defined for HPG, LR, EHPG, Color-Net, and EncoderNet. The neural
networks were trained from scratch (random initialization). The Caffe [10] train-
ing hyper parameters were ‘Base learning rate’: 10−9 (all EncoderNet network
variants), 10−10 (all LeNet network variants); ‘Gamma’: 0.0001; ‘Power’: 0.75;
‘Momentum’: 0.9 and ‘Decay rate’: 5×10−4 after every 2500 iterations. We com-
pare ten methods for the nuclei classification task as discussed in the following
section.

4 Experiments and Results

4.1 Design of Experiments

In each of the datasets we have H&E images annotated for nuclei with and
without prominent nucleolus. For each annotated pixel, the square image patch
around it defines the input image patch which can be categorized accord-
ing to its source images. We did a three-fold cross validated study in all the
datasets. The training and testing image patch sets were defined using disjoint
source image sets to ensure testing results on unseen data. The training and
testing data samples were same across all the ten methods for a given fold.
These ten methods are LR (Boosted), HPG (Boosted), EHPG (Boosted), Color-
LeNet (Boosted), Color-EncoderNet (Boosted), LeNet (Grayscale), Encoder-
Net (Grayscale), Color-LeNet-36 (RGB), Color-EncoderNet-36 (RGB), and ‘LR,
HPG, EHPG, Color-LeNet, Color-EncoderNet’ (Boosted).

4.2 Results and Discussion

We report testing accuracy, F-score, and G-measure for each of the ten methods
in all the four datasets. Intuitively, good classification performance would lead
to higher values of these metrics. Tables 2, 3, 4, and 5 illustrate the results for
prostate cancer dataset, breast cancer dataset, renal clear cell cancer dataset,
and renal papillary cell cancer dataset respectively. We observe that both LR
(Boosted) and Color-EncoderNet (Boosted) achieve best performance out of
all individual 9 methods. ‘LR,HPG, EHPG, Color-LeNet, Color-EncoderNet’
(Boosted) has the best performance as per our expectations for it combines all
the individual methods.

We used the nuclei classification methods as defined/suggested in the litera-
ture. The hyper parameters for HPG (C = 2 and γ = 4 for RBF kernel SVM)
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Fig. 2. Four deep learning architectures: LeNet, EncoderNet, Color-EncoderNet,
and Color-LeNet. ReLU: Rectified Linear Unit, CONV: Convolution layer, FC:
Fully connected layer, MP: Max-pool layer. Input for LeNet and EncoderNet is a
grayscale image of size 28×28 pixels. Input for Color-LeNet and Color-EncoderNet
is a three channel image of size 36 × 36 pixels. We derive other Color-LeNet and
Color-EncoderNet variants by using an input three channel image patch of 12× 12,
15 × 15 pixels.
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and EHPG (number of randomly sampled weak classifiers is 500) were tuned in
Yap et al. [21] for the task of distinguishing nuclei with a prominent nucleolus
from stroma or cytoplasm or nuclei without prominent nucleolus. The classi-
fication task in the current study is different and harder when we are trying
to distinguish between nuclei with and without prominent nucleolus. We may
need further hyper parameter tuning for EHPG and HPG to obtain better per-
formance on this harder classification task. We also observe that Color-LeNet
(Boosted) and Color-EncoderNet (Boosted) perform better than their RGB vari-
ants (Color-LeNet-36 (RGB), Color-EncoderNet-36 (RGB)) and Grayscale vari-
ants (LeNet (Grayscale), EncoderNet (Grayscale)) due to their use of multiple
resolution and multiple color space information. Both LeNet (Grayscale) and
EncoderNet (Grayscale) use the grayscale image patches instead of three chan-
nel image patches. This would lead to some information loss and it can be one
of the reasons for their low performance.

Table 2. Testing metrics for prostate cancer dataset. The reported values are average
± standard error across three folds. Boosted combination used image patch sizes of
12 × 12, 15 × 15, and 36 × 36 along with HSV, XYZ, and CIELuv color spaces. The
best individual method’s results are indicated in bold.

Method Accuracy F-score G-measure

LR (Boosted) 0.89 ± 0.02 0.85 ± 0.05 0.86 ± 0.04

HPG (Boosted) 0.80 ± 0.01 0.77 ± 0.02 0.77 ± 0.02

EHPG (Boosted) 0.59 ± 0.02 0.52 ± 0.05 0.55 ± 0.05

Color-LeNet
(Boosted)

0.70 ± 0.03 0.66 ± 0.06 0.67 ± 0.05

Color-EncoderNet
(Boosted)

0.86 ± 0.01 0.83 ± 0.02 0.84 ± 0.02

‘LR, HPG, EHPG,
Color-LeNet,
Color-EncoderNet’
(Boosted)

0.91 ± 4.74 × 10−3 0.89 ± 5.17 × 10−3 0.90 ± 5.31 × 10−3

LeNet (Grayscale) 0.67 ± 0.05 0.60 ± 0.07 0.60 ± 0.07

EncoderNet
(Grayscale)

0.76 ± 0.03 0.73 ± 0.04 0.73 ± 0.03

Color-LeNet-36
(RGB)

0.72 ± 0.03 0.69 ± 0.03 0.70 ± 0.03

Color-EncoderNet-
36
(RGB)

0.55 ± 0.02 0.50 ± 0.01 0.50 ± 0.01
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Table 3. Testing metrics for breast cancer dataset. The reported values are average
± standard error across three folds. Boosted combination used image patch sizes of
12 × 12, 15 × 15, and 36 × 36 along with HSV, XYZ, and CIELuv color spaces. The
best individual method’s results are indicated in bold.

Method Accuracy F-score G-measure

LR (Boosted) 0.86 ± 0.02 0.83 ± 0.05 0.83 ± 0.05

HPG (Boosted) 0.85 ± 4.59 × 10−3 0.84 ± 0.03 0.84 ± 0.03

EHPG (Boosted) 0.71 ± 0.03 0.72 ± 0.06 0.73 ± 0.05

Color-LeNet (Boosted) 0.78 ± 0.08 0.75 ± 0.11 0.75 ± 0.11

Color-EncoderNet (Boosted) 0.89 ± 0.03 0.88 ± 0.04 0.88 ± 0.04

‘LR, HPG, EHPG, Color-LeNet,
Color-EncoderNet’ (Boosted)

0.92 ± 0.01 0.91 ± 0.03 0.91 ± 0.03

LeNet (Grayscale) 0.67 ± 0.01 0.65 ± 0.03 0.65 ± 0.04

EncoderNet (Grayscale) 0.61 ± 0.02 0.59 ± 0.03 0.59 ± 0.03

Color-LeNet-36 (RGB) 0.73 ± 0.03 0.70 ± 0.05 0.70 ± 0.05

Color-EncoderNet-36 (RGB) 0.52 ± 0.01 0.51 ± 0.01 0.52 ± 0.02

Table 4. Testing metrics for renal clear cell cancer dataset. The reported values
are average ± standard error across three folds. Boosted combination used image patch
sizes of 12× 12, 15× 15, and 36× 36 along with HSV, XYZ, and CIELuv color spaces.
The best individual method’s results are indicated in bold.

Method Accuracy F-score G-measure

LR (Boosted) 0.84 ± 0.01 0.82 ± 0.02 0.82 ± 0.02

HPG (Boosted) 0.78 ± 0.03 0.77 ± 0.03 0.77 ± 0.03

EHPG (Boosted) 0.78 ± 0.03 0.76 ± 0.02 0.77 ± 0.03

Color-LeNet (Boosted) 0.60 ± 1.37 × 10−3 0.55 ± 0.02 0.56 ± 0.02

Color-EncoderNet (Boosted) 0.88 ± 0.01 0.87 ± 0.01 0.87 ± 0.01

‘LR, HPG, EHPG, Color-LeNet,
Color-EncoderNet’ (Boosted)

0.89 ± 0.01 0.88 ± 0.01 0.88 ± 0.01

LeNet (Grayscale) 0.54 ± 0.02 0.49 ± 0.02 0.49 ± 0.02

EncoderNet (Grayscale) 0.65 ± 0.01 0.63 ± 0.02 0.63 ± 0.02

Color-LeNet-36 (RGB) 0.59 ± 0.03 0.57 ± 0.04 0.57 ± 0.03

Color-EncoderNet-36 (RGB) 0.53 ± 0.01 0.49 ± 0.03 0.49 ± 0.03
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Table 5. Testing metrics for renal papillary cell cancer dataset. The reported values
are average ± standard error across three folds. Boosted combination used image patch
sizes of 12× 12, 15× 15, and 36× 36 along with HSV, XYZ, and CIELuv color spaces.
The best individual method’s results are indicated in bold.

Method Accuracy F-score G-measure

LR (Boosted) 0.89 ± 0.01 0.89 ± 0.03 0.89 ± 0.03

HPG (Boosted) 0.84 ± 0.29× 10−3 0.84 ± 0.02 0.84 ± 0.02

EHPG (Boosted) 0.81 ± 0.03 0.82 ± 0.03 0.82 ± 0.03

Color-LeNet (Boosted) 0.69 ± 0.03 0.68 ± 0.07 0.68 ± 0.07

Color-EncoderNet
(Boosted)

0.91 ± 0.01 0.91 ± 0.02 0.91 ± 0.02

‘LR, HPG, EHPG,
Color-LeNet,
Color-EncoderNet’
(Boosted)

0.93 ± 0.01 0.93 ± 0.01 0.93 ± 0.01

LeNet(Grayscale) 0.59 ± 0.01 0.57 ± 0.04 0.58 ± 0.04

EncoderNet (Grayscale) 0.69 ± 0.02 0.69 ± 0.03 0.69 ± 0.02

Color-LeNet-36(RGB) 0.68 ± 0.02 0.66 ± 0.04 0.66 ± 0.05

Color-EncoderNet-36
(RGB)

0.55 ± 0.03 0.54 ± 2.61× 10−3 0.54 ± 4.59× 10−3

5 Conclusion

We compared nuclei classification methods trained from scratch using accuracy,
F-score, and G-measure metrics. Both LR and Color-EncoderNet achieve best
performance out of all nine individual methods. Future study may include pre-
trained CNN and architectures with fine tuning on the histopathological datasets
as suggested by Shin et al. [15] along with further data augmentation.
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Abstract. Computerized tomographic (CT) scanning has dramatically
improved the imaging of paranasal sinus anatomy as compared to sinus
radiographs. Increasingly, subtle bony anatomic variations and mucosal
abnormalities of this region are being detected. The morphological knowl-
edge of nasal cavity and paranasal sinuses has an important clinical value.
It is used for the detection of sinus pathologies, for determination of
therapy, planning of endoscopic surgeries and for surgical simulations.
Current research and industry assisting systems need a workspace defi-
nition of the paranasal sinuses, which is realized by segmentation. This
paper presents a semi-automatic segmentation method for the paranasal
sinuses which allows us to locate structures. In general, the traditional
active contour methods like Snake, Levelset can resolve the CT images
of paranasal sinuses normal without any anatomic variations caused by
sinusitis. However, in the clinical practice, the diseased radiological image
has more significances so that these classical methods can not work sat-
isfied very well as the boundaries of sinuses has been covered by impurity
inflammation produced. At this point, we proposed a novel method group
similarity based on Low Rank to repair the lost part of the boundary.
The experiment results proved that our proposed method outperformed
conventional algorithms especially in abnormal images.

1 Introduction

There are many variations in nasal and paranasal anatomy. CT scans are useful
tools for understanding of complicated structure of this anatomy. We can get the
3-D dimensional image from coronal, axial and sagittal slice CT images. Coronal
plane computerized tomographic is a promising modality for capturing images
of the human upper airway, where More and more attentions have been payed.
c© Springer International Publishing AG 2018
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The complicated structure of paranasal sinuses in images have been used to visu-
alize and analyze treatment efficiency in subjects with chronic sinusitis and other
sinus diseases [1,2]. Providing accurate modalities for morphofunctional analysis
are essential for improving diagnosis, treatment planning, and assessing treat-
ment outcomes [3]. Therefore, segmentation this medical image processing tech-
nique should be indispensable, and improved data acquisition techniques with
higher resolution deliver new possibilities for medical image segmentation [26].
Recently, three-dimensional model data of nasal cavity and paranasal sinuses is
useful in many clinical applications.

Surgical plan: endoscopic sinus surgery of the chronic rhinosinusitis needs an
accurate evaluation of diseases and paranasal anatomic variations [11]. Many
anatomic variations of the structures in the middle meatus can narrow the stenotic
clefts even more, and thus predispose to more or less intense contact of apposing
mucosal surfaces. This may impede or block ventilation and drainage of the eth-
moid and surrounding larger sinuses and thus affect them as well. After identifica-
tion of these variations, functional endoscopic sinus surgery with usually minimal
invasive operations often can provide dramatic relief of chronic sinusitis symp-
toms, particularly headache that may have been present for months or even years
[21]. In other words, it is essential that the surgeon has exact knowledge of the
anatomy and anatomic variations of nasal cavity and paranasal sinuses. Anatom-
ical variations of paranasal sinuses can be distinct for different patients, as it can
be seen by the number of ethmoidal cells, ranging from 3 to 18 per side [14,17].

Volume quantification: volume quantification has been most important in the
evaluation of the paranasal sinus. Comparing with other body size indices, the
increment of the size was quite apparent and the lower prevalence of sinusitis
was assumed to play a role in this increased volume of paranasal sinuses in the
modern population [13]. Although there are some uncertain relations in this idea,
the volume measurement has been another approach for sinusitis diagnosis.

2 Related Work

The segmentation ways of paranasal sinuses are divided into two categories: man-
ual and automatic segmentation. Automatic segmentation of medical images is
important of several reasons. Manual segmentation is tedious and not scalable
to large datasets which will bring the large of cost patients and radiologists.
Automatic segmentation allows us to extract shapes from a large number of
large populations. These shapes or structures play an important role in registra-
tion [20]. Some algorithms have been proposed in recent years for this problem.
Zein Salah et al. [19] introduced an algorithm based on Region Growing tech-
niques and its merits include computing fast. Nevertheless, the complexity in
intensity of paranasal sinuses especially in boundary impact the results of this
sort of algorithms depending on gray scale of images severely. In some other
semi-automatic algorithms like [7,15], although they adopt different thoughts,
they are all related to intensity of pixels and certainly they can not not resolve
the vague boundary problem sometimes which can not be observed by eyes, for
example as depicted Fig. 1 with red circles. This problem is due to the patients’
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Fig. 1. Vague boundaries in paranasal sinuses

nasal diseases. Accordingly, the algorithms can not find the entire boundary and
will give the unacceptable results.

In this paper, we propose a novel method combining traditional segmentation
algorithm active contour based on Snake and group similarity. The active contour
method is responsible for generating initial contour and the group similarity is
for the constraints of evolving in curve. Group similarity came from Low Rank
idea and it can keep boundaries shapes uniform. Inspired by this point, we can
make use of this constraint to limit slices each other in order that the slices of
lost boundaries can fix them correctly and automatically. The experiment result
showed that our proposed method can repair the abnormal contours and could
be accepted by the radiologists.

3 Method

3.1 Overview of the Proposed Method

The proposed method consists of two parts that include active contour based on
snake [6] and group similarity [29]. Figure 2 presents an overview of the proposed
algorithm. In this work, at the beginning, initial segmentation contains some
tasks about image preprocessing for example Gauss smoothing. After that with
the initial contour by users themselves, the system will create an active contour
mathematical model for iterations. When the users set the appropriate step
length, the algorithm will run until convergence. When it attain some times
later, the algorithm will stop for checking whether the some slices have the
similar contours. If not the system will correct the abnormal ones and continue
the active contour iterations. We will repeat this process before the model’s
energy has no change.

3.2 Active Contour

Active contour methods offer several advantages. First, an active contour is
modeled directly as a curve and is maintained as a curve throughout the iterative
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Fig. 2. The flowchart of the proposed segmentation method

process that deforms it toward the final solution. Thus, characteristics of the
desired curve such as its length, curvature, and conformation to the data can be
evaluated or imposed as an explicit part of the algorithm. Second, an optimality
criterion involving both the data is specified, and an optimal solution is sought.
Third, an explicit map between the curve and the unit interval is generated
automatically. Such a map can be used to determine properties of the cortex
such as lengths, tangents, normals, and curvature using the theory of differential
geometry. A final benefit of this approach is that it can be readily extended to
3-D by defining deformable surfaces instead of curves. Some work along these
lines has already been reported in [8,9,23,24].

3.3 Group Similarity Constraints

In real applications, the performance of the active contour model is prone to
be corrupted by missing and misleading features especially in the paranasal
sinuses CT images with the disturbing of opacitas. For example, segmentation
of the pairs of maxillary sinuses is still an unresolved problem due to the char-
acteristic artefacts as the patients with sever sinusitis or other nasal disease.
The normal people’s sinuses are filled with pure air so that you can see noth-
ing but black in the images. However, if the patients have nasal inflammation
the space of sinuses are presenting some low gray scale color and because the
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sinuses boundary consist of bones which shows white color, the contours will
be disturbed. To improve the robustness of active contours, the shape prior
is often used. The prior knowledge of the shape to be segmented is modeled
based on a set of manually-annotated shapes to guide the segmentation. Pre-
vious deformable template models [10,12,16,28] can be regarded as the early
efforts towards knowledge-based segmentation. Recently, most of papers about
active contour focus on constructing an energy equation for shape constraints,
and in fact they always use distinctions between two areas in the contour and out
of the contour [22,25,27]. Due to the complexity of gray scale in the paranasal
sinuses images these algorithm all fails to have a perfect segmentation result and
always you will find a leakage of sinuses boundary.

In this paper we propose a novel algorithm which is referred to [29] and
improved for fitting maxillary sinuses segmentation. At first, given a sequence
of images I1, ..., In, we try to find a set of contours I1, ..., In to segment the
object in these images. To keep the contours similar to each other, we propose
to segment the images by

min
X

n∑

i=1

fi(Ci), subject to rank(X) ≤ K (1)

where X = [C1, ..., Cn] and K is a predefined constant. fi(Ci) is the energy of an
active contour model to evolve the contour in each frame such as snake, geodesic
active contour and region-based models. Since rank is a discrete operator which
is both difficult to optimize and too rigid as a regularization method, we propose
to use the following relaxed form as the objective function:

min
X

n∑

i=1

fi(Ci) + λ‖X‖, subject to rank(X) ≤ K (2)

Here, rank(X) is replace by the nuclear norm ‖X‖∗, i.e. the sum of singular
values of X. Recently, the nuclear norm minimization has been widely used in
low-rank modeling such as matrix completion and robust principal component
analysis. As a tight convex surrogate to the rank operator, the nuclear norm
has several good properties: Firstly, the convexity of the nuclear norm makes it
possible to develop fast and convergent algorithms in optimization. Secondly, the
nuclear norm is a continuous function, which is important for a good regularize
in many applications. For instance, in our problem the small perturbation in the
shapes may result in a large increase of rank(X), while ‖X‖∗ may rarely change.

According to [29], we use to Proximal Gradient (PG) method [4,18] this
problem where rank(X) is non-convex function so we change the minimization
of nuclear in the contours group position matrix. Distinctly, in our algorithm
we change the contour similarity design. Because in our work, we intend to pro-
cess images in 2D condition and repair the lost edges. At first, in the slices we
will find three images in good quality in the left, middle and right positions of
image series where boundaries of sinuses are clear. In addition, we will mark the
entire contours in these three slices as the key. So, after we build the similarity
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matrix we select them as the fixed vectors, we minimize the objective energy
functions with PG method in iterations for getting acceptable results. If the
abnormal anatomical or something happened, this algorithm will fix the prob-
lems. The intuition of our algorithm is that, at each iteration, we first evolve the
active contours according to the image based forces and then impose the group
similarity regularization via singular value thresholding.

4 Experimental Results

4.1 Data

In this work, 30 paranasal sinuses volumes of CT images from JCHO Osaka hos-
pital were used in the experiments. 40 percents of subjects were scanned with
SIEMENS SOMATAM Definition AS+, and the remaining is from GE MEDI-
CAL SYSTEMS Discovery CT750 HD. The images’ exposure time from GE is
surrounding 1460 ms and SIEMENS is about 1000 ms. The data pixel spacing
and slice thickness in SIEMES are 0.390625 mm and 0.6 mm, whereas the other
one are 0.351562 mm and 0.625 mm. These data set allow us to test the robust-
ness of the algorithm. At the beginning of the experiment, an experienced radi-
ologists will check whether the data loss important information about the bone
boundary around maxillary sinuses which can be not segmented by automatic
or semi-automatic software he has used. To avoid the situation that radiologist
remembered previous manual segmentation, any two manual segmentations were
performed at least one week apart. The segmentation result from our algorithm
was compared with other software’s and manual’s respectively. Two experienced
experts will give the conclusion whether our proposed segmentation can get a
accepted effect.

4.2 Implementation Details

The main algorithm was implemented in MATLAB codes. The algorithm ran on
Mac Sierra OS 10.12.2 with an 2.5 GHz Intel Core i7 and 16 GB 1600 MHz DDR3.
Our code is not optimized and does not use multi-thread, GPU acceleration or
parallel programming. In order to improve our algorithm speed, we optimize
a little part of the method where if we set the active contour step 1, every
iteration the contour similar will not change too much, so it will cost lots of
time in computing. Therefore, we reset our active contour iterations that after
20 steps of it we let the algorithm check the similarity of the slices which will
save more time for significant computing.

4.3 Qualitative Results

Among the testing data, the expert has chosen the complicated images for seg-
mentation. For example Fig. 1, in the red circle the bone loss essential informa-
tions so common semi-automatic can not get good result in Fig. 3(b). Figure 3(a)
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(a) Initial contour by users in slice (b) Only active contour fails in slice

Fig. 3. Test with common software algorithm

is the initial contour user drew at will but the circle must be ensured within
the maxillary sinus. This initialization requirement is the same in our proposed
algorithm.

For easy computing and observations, after we select three key slices, we
extracted the bones in the CT images and threshold the images into 0 and
1. So, the supposed algorithm will process the successive images according to
key slices. Figure 4 shows the experiment’s result. As observed, the boundaries
which loss the important information has been filled up have been accept by

Fig. 4. The flowchart of the proposed segmentation method
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the radiologist. Due to the insufficient groups of datasets, we can not gather the
statistics to have a conclusion. Though six group abnormal images we find our
proposed algorithm accounts for more 20 percents of time that the one with not
group similarity constraints, so it is well acceptable.

5 Conclusion

Our method combined active contour and group similarity for paranasal sinuses
segmentation has resolve a big problem that some boundaries are not complete
in the CT images some nasal diseases result in. At some points it can bring
with new possibilities for patients’ data volume rendering so that pre-surgical
plan and sinuses volume measurement will go on smoothly. There are also some
limitations of this algorithm:

1. The key slices: How to choose is a hinge. If choose the unacceptable boundary
will be dangerous in the segmentation which needs more experience.

2. What it abnormal: In some patients, the nasal bone sometimes and somewhere
have lots of variations [5]. So it is difficult to judge if the shape translation is
born or lost informations lead to.

3. λ choice: In the group similarity energy equation there is an experienced
parameter controlling the weight of similarity in the curve evolution. If it is
too large, the evolution will stop and can not attain the actual boundary.
And if it is too small, the group similarity will have not impacts on the
segmentation. So what is proper will be next job in the future.

In the future, we will collect large scale of the data for testing in the quality
and quantity of time. Improving our algorithm for more complicated environment
is necessary. At the same time, more accurate 3D segmentation algorithm with
group similarity is also certainly our future work.
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Abstract. The study aimed to evaluate the possibility of application of
hemorheological parameters as precursors of recurrent strokes in cases of var-
ious pathogenetic forms of the disease.
214 patients with acute disturbances in cerebral circulation were included into

the study. Their mean age was 47,7 + 5,6 years. 197 of them suffered from
ischemic and 17 - from hemorrhagic stroke at its sub-acute or residual stage.
162 patients were studied within the course of administered therapy. Control
comprised 35 healthy subjects of similar age.
Electric and viscoelastic behavior of erythrocytes was studied using dielec-

trophoresis using an electrooptical cell detection system. The content of total
lipids and composition in erythrocyte membranes were investigated by
two-dimensional thin layer chromatography using plates Kissellgell “Merck”
F254 (Germany). We applied routine methods to study parameters of
hemostasis, genetic mutations and activity rate of enzymes of erythrocytes.
The revealed various pathogenetic variants of stroke require different

emphasis to be given to the course of therapy. We came up with list of
hemorheological parameters (electrical, viscoelastic behavior of erythrocytes,
indices of hemostasis) that serve as precursors of recurrent stroke.

Keywords: Recurrent stroke � Precursor � Hemorheological parameters �
Dielectrophoresis

1 Introduction

According to the World Health Organization, 15 million people suffer stroke worldwide
each year. Of these, 5 million die and another 5 million are permanently disabled. Stroke
is the third leading cause of death in the United States. More than 140,000 people die
each year from stroke in the United States. Each year, approximately 795,000 people
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suffer a stroke. About 600,000 of these are first attacks, and 185,000 are recurrent attacks
[1]. Despite the existing approaches to the diagnosis of stroke [2–5], the development of
the new predictors of recurrent cerebrovascular events remains an actual problem.

The study aimed to evaluate the possibility of application of hemorheological
parameters as precursors of recurrent strokes in cases of various pathogenetic forms of
the disease.

2 Materials and Methods

214 patients with acute disturbances in cerebral circulation were included into the
study. Their mean age was 47,7 + 5,6 years. 197 of them suffered from ischemic and
17 – from hemorrhagic stroke at its sub-acute or residual stage. 162 patients were
studied within the course of administered therapy. Control comprised 35 healthy
subjects of similar age.

Upon the initial examination the patients were divided into the two study groups
depending upon viscoelastic and electric parameters of erythrocytes. In other words, we
revealed the different hemorheological variants of a stroke: 149 patients had the so-called
“hard erythrocytes” at the background of metabolic syndrome (Group I); 65 patients had
“fragile” cells at the background of dysplasia of connective tissue, viral infections, and
disturbances in liver function without traditional risk factors (p < 0,001) (Group II).

Electric and viscoelastic behavior of erythrocytes was studied using dielec-
trophoresis using an electrooptical cell detection system [6].

The content of total lipids (g/l) and composition (in%) in erythrocyte membranes
were investigated by two-dimensional thin layer chromatography using plates
Kissellgell “Merck” F254 (Germany) [7]. We applied routine methods to study
parameters of hemostasis, genetic
mutations and activity rate of enzymes
of erythrocytes.

The Fig. 1 shows a measurement
cell used in dielectrophoresis.

The essence of the method lies in
the fact that the individual interaction
of a suspension cell with non-uniform
alternating electric field is accompa-
nied by polarization of its electric
charges [8]. At standard parameters of
the field the newly-formed dipole
moment depends upon the parameters
of the cell [9]. We observed in the
electric filed the effects as follows
(Fig. 2):

Fig. 1. Design of the measuring device for
dielectrophoresis.
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– directional transport and sedi-
mentation of cells on
electrodes,

– cells get accumulated along
the electric field line,

– deformation of a cellular
shape,

– rotation of single cells,
– destruction, etc.

Both external and internal
structures of cells can be selec-
tively studied based on changes in
generator frequency. At low fre-
quencies we could study electric
parameters of the cellular mem-
brane and the surface of cells
while at higher frequencies we
could evaluate electric parameters
of its cytoplasm [10, 11].

This is the way erythrocytes look like when applying dielectrophoresis (Fig. 3).

3 Results

The Fig. 4 shows the samples of behavior of erythrocytes in patients of various study
groups. Erythrocytes of healthy subjects tend to have high amplitude of deformation
and the pace of shift towards electrodes. Plasticity of red blood cells is significantly
decreased in patients of Group I (p < 0,01). In patients of Group II deformability of
erythrocytes was moderately reduced. However, the cells possessed high potential to
aggregate and destruct (p = 0,02) (Fig. 4 C, D).

Fig. 2. The electrical equivalent schema of the cells in
an alternating electric field: Rм, Cм - the active
resistance and capacitance of the cell membrane; RC,
CC - the active resistance and capacitance of the cell
cytoplasm; RS, CS - the active resistance and capaci-
tance of the cell surface.

Fig. 3. Erythrocytes in non-uniform alternating electric field (NUAEF) using the method of
dielectrophoresis.
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Differences in electric and viscoelastic behavior of erythrocytes correlated with the
level of lipids in cellular membranes. It means that in Group I we observed significantly
higher fractions of total lipids, cholesterol and fraction of triglycerides (p = 0,03–0,05),
while the content of total phospholipids and cholesterol ethers were lower as compared
to Group II and control (p < 0,001−0,05) (Fig. 5).

Changes in hemostasis speak in favor of the possible presence of pathogenetic
differences among the groups of patients under study. Patients of Group I demonstrated
activation of cellular hemostasis and endothelium dysfunction (p < 0,05) (Table 1).
Patients of Group II were revealed to have disturbances in cellular he-mostasis,
thrombocytopathy, i.e. aggregation-related activity of platelets was decreased
(p = 0,04); the reaction of irritation of immune system (i.e. low level of
leukocyte-and-platelet aggregation, p < 0,05) was present. In cases of stroke con-
sumption of fibrinolysis factors speaks in favor of a more pronounced hemorrhagic
seepage (p < 0,05).

Based on the data obtained different emphasis was given to the courses of the
administered therapy. In Group I patients with “rigid” erythrocytes were administered
essential phospholipids, antioxidants and the preparations increasing the level of
intracellular macroergic compounds in addition to the routine complex of antithrombotic
and thrombolytic therapy. Positive dynamic changes in viscoelastic parameters of
erythrocytes were confirmed by the significant increase of amplitude of cellular defor-
mation, capacity, pace of shift of erythrocytes towards electrodes, the value of a dipole

Fig. 4. Examples of behaviour of erythrocytes in NUAEF at the frequency 106 Hz: A. The
control group; B. Group I – low amplitude of deformation of red blood cells; C. Group II - high
index of erythrocyte destruction; D. Group II - high index of erythrocyte aggregation; E. Group
II - moderately decreased amplitude of erythrocyte deformation.
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Fig. 5. The content of total lipids (g/l) and composition (in %) in erythrocyte membranes,
X + m (Note: * the significance of differences from the control group: *-p < 0,05; **−p < 0,01;
***−p < 0,001 ^ the significance of differences from Group I: ^−p < 0,05; ^^−p < 0,01;
^^^−p < 0,001.)

Fig. 6. Different accents in the administered therapy of patients with stroke and changes the
parameters of red blood cells in the dynamics of treatment.
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moment, polarizability at high frequencies and significant decrease of electric con-
ductivity, generalized viscosity and rigidity of erythrocytes (p < 0,001−0,05) (Fig. 6).

In Group II the patients with “fragile” erythrocytes were additionally administered
membrane stabilizing drugs, Mg-, S-containing drugs, 3,5,7,3’,4’-pentaoxiflavon,
antiaggregants. Positive dynamic changes were accompanied by increase of polariz-
ability, indices of aggregation and destruction at the background of sufficient plasticity
of cells (p < 0,001−0,05).

Table 1. Parameters of hemostasis in patients with stroke and in the control group

Groups Degree of platelet aggregation with, % Hemo-

lysate –
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Soluble 
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er 
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0,17
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*

55,27 ± 
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*

8,74 ± 
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13,6 ± 
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*
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***
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***

2,18 ± 
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*
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3,86
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**^
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*
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Controls

94,12 ± 

7,73

0,92 ± 

0,035

8,12 ± 
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2,1 
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± 7,2
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± 3,8

0,16 

± 0,13

Group I 140,6 ± 

9,2

**

0,99 ± 
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*

8,97 ± 
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*

4,1 

± 0,07
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*
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*
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**^
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**^
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**^

Note as in Fig. 5
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Positive shifts in parameters of erythrocytes correlated with the “+” dynamics of
MRT and CT (r = 0,88, p < 0,01), decrease of severity of neurologic symptoms
(r = –0,72, p = 0,03), positive shifts in parameters of hemostasis (r = 0,69, p = 0,02).

The absence of positive dynamic changes or negative dynamics of erythrocyte
parameters (low deformity rate of erythrocytes, their high potential to aggregate and
hemolysis, low capacity, dipole moment, polarizability) in combination with the
increased levels of hematocrit, low indices of aggregation activity of platelets, levels of
protein C and high levels of D-dimer, soluble fibrin monomer complex (Fig. 7) within
the course of studies of patients (14 subjects of Group I and 11 patients of Group II)
correlated with the recurrent ischemic cerebral attacks (r = 0,67, p = 0,04), increase of
MRT-registered areas of hypoxia (r = 0,44, p < 0,05), aggravation of neurologic
symptoms (r = 0,59, p < 0,01). These parameters of erythrocytes and hemostasis were
named by us the “alert markers”.

ROC curves were plotted for dielectrophoresis and parameters of hemostasis to
demonstrate the ability to predict the recurrent strokes (Fig. 8). The area under the
ROC curve (AUROC) was from 0,719 to 0.831 for the various red blood cell
parameters and from 0,745 to 0,868 for the various hemostasis parameters. Values
greater than 0,8 indicate excellent predictive ability [12].

Fig. 7. The parameters of erythrocytes and hemostasis and their levels - precursors of recurrent
strokes.
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The majority of the patients with negative dynamics (68%) tended to have hetero-
or homozygous gene mutations of the system of hemostasis, i.e. mutations in pro-
thrombin gene, factor V Leiden as well as in the genes of anti-thrombin III, C and S
proteins, tissue activator of plasminogen, enzymes of homocysteine metabolism, which
is confirmed by other authors [3, 4] (Fig. 9).

Fig. 8. ROC curve analysis of parameters of hemostasis and erythrocytes as predictors of
recurrent strokes.

Fig. 9. Revealed mutations in the genes of hemostasis and activity of erythrocyte enzyme
system.
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Obviously, those patients had associated mutations of enzymatic system of ery-
throcytes and carcass albumins of erythrocytic membranes [13]. This, to a certain
degree, reflects changes in activity rate of glucose-6-phospahte-dehydrogenase, K+ ,
Na+ – Mg2+ -dependent ATPase of erythrocytes (p < 0,01–0,05).

Such defects can possibly serve as one of the causes of unsuccessful therapy within
the course of study [6]. However, further studies are required and other medical
preparations are to be administered.

4 Conclusions

The revealed various pathogenetic variants of stroke require different emphasis to be
given to the course of therapy. We came up with list of hemorheological parameters
(electrical, viscoelastic behavior of erythrocytes, indices of hemostasis) that serve as
precursors of recurrent stroke.
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Abstract. Training collaboration and work in various contexts in the health
sector may be supported by different technologies. Based on a practical study
involving Swedish emergency medical services personnel and different simulator
technologies, this paper exemplifies the benefit of using processes, narratives,
simulations and serious games to design contextual training scenarios for activ‐
ities that are not currently utilized. The aim is to illustrate resources needed, in
terms of technologies, methods, expertise and time for planning and performing
high-value contextual training. The results argue for the benefits of using tech‐
nologies aligned by processes and applications defined by using narratives and
serious games. While processes help to define a more efficient and effective
training methodology; narratives and serious games are beneficial for designing
scenarios to increase the learners experience. This knowledge is necessary for
planning simulation rich scenarios for prehospital training.

1 Introduction

The health sector is undergoing a transformation, where the patients, the context of
activities and collaboration between the involved organizations are attracting increased
focus. This transformation requires increased changes in education and training for all
professionals involved. Collaboration is difficult and ‘offering effective education and
training opportunities is a challenge in the absence of ubiquitous support, incentives, or
[detailed and specific enough] requirements among health care professions’ [1]. To
understand new needs for education and training has societal importance.

Today much focus and resources are directed towards developing supportive, tech‐
nology rich environments and centers. However, these environments are not easy to
develop, and stakeholders are struggling with matching the new needs to existing state-
of-the-art technologies and to training routines [2, 3]. There are several training envi‐
ronments where new, state-of-the art technologies e.g. the most modern virtual patients,
videoconference solutions, virtual reality applications or complex simulators are avail‐
able, but underutilized [4–6].

The aim of this paper is to illustrate resources needed for planning and performing
simulation rich training scenarios for prehospital training. Discussing limitations and
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benefits of using the different technologies in empirical setting will inform the devel‐
opment and usage of simulations to address contextually relevant settings.

The focus is on EMS personnel, but lessons from other types of emergency manage‐
ment personnel, e.g. firefighters and police have been taken into consideration. This
paper will not discuss communication technologies involving patients and relatives (e.g.
emails, portals, mobile solutions, patient records).

2 Methodological Considerations

This is a qualitative study that examines the added value, resources and requirements of
a prehospital training center with a focus on simulation and serious games (SSGs). The
knowledge has been derived during development of the center and from developing
training supported by several different technologies and expertise. Resources required
and lessons learned for the examined activity flows are examined separately from the
perspective of researchers, professionals conducting training, and learners.

To approach this development, a number of activities, decisions, changes, and
thoughts about technology choices are described. This is more than a subjective journey,
since activities to choose and use technologies supporting training were defined based
on a previous literature review which considered results on efficient and effective support
from technologies and high user experiences [3, 7]. In this paper, increased user expe‐
rience refers to the sensory experience allowing to focus on application and to gain
control on actions during these activity chains in an environment enriched with computer
simulations. High experiences can be supported by using simulator technologies chosen
for the corresponding activities such as for driving, for experiencing realistic patients’
environment or for patient care [3]. One of the most difficult activities is to argue for
advantages of one simulator technology over another. This is often context-specific, ‘a
given simulator may be more or less effective depending on the instructional objectives
and educational context’; therefore the focus on the mechanisms of instructional design
features should not be neglected [4]. To set up technologies and to provide engaging
context through these activity chains, methods and solutions from serious games were
used. Data for this part comes from participatory observations and from relevant liter‐
ature studies that identify beneficial trainings and settings.

Training was planned based on processes distilled with professional educators in
order to define the basic and most necessary activity chains for the practice of contextual
trauma training. The training scenario reported here, was created after interviewing EMS
personnel and observing training situations and listening to descriptions of typical expe‐
riences encountered during prehospital practice informing technical experts about needs
and possibilities to train [3, 8, 9]. The measures come from using a tool developed by
distinguishing immersiveness-triggers, i.e. patterns indicating strong or weak involve‐
ment, and by counting these occurrences using video analysis [7].
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3 Background Literature

To plan suitable settings and environments for prehospital training, one has to know the
general influences that training need to take into consideration, existing beneficial
training settings, and current limitations of using technologies. To overcome these limi‐
tations, possible solutions and basic concepts the actual study use is described.

Today’s healthcare cannot bear its cost, is not robust, and does not satisfy a large
number of patients [10]. Movement towards more efficient healthcare creates a require‐
ment on improving healthcare education to prepare professionals to better utilize IT that
may allow accessibility for health data and ‘ensure inter-operability and promote tech‐
nology and data exchange’ [11]. Most prehospital patient’s medical care begins with a
call to a dispatch center, a functional prehospital system is imperative for good health‐
care [12].

There are a large number of success stories regarding the use of technologies in
medicine. The following simulation technologies are most frequently used for preho‐
spital training today: virtual patient simulators [13] have been used in of training and
learning for more than 50 years (1959); driving simulators [14], allowing possibilities
to learn how to drive in non-optimal, e.g. stressful situations [15]; experiences with
scenario simulators, today, mainly developed for large crises [16]. In general, using
simulator technologies and serious games is considered to contribute to better learning
and risk perception [17]. There are several recent studies that concluded that technolo‐
gies allowing realism and repeated non-stressful situations contribute to increased expe‐
rience, which in turn can improve patient care [18], promise a better support for
debriefing [19].

Another type of simulation relates to supporting increased understanding for activity
flows by using processes. Processes are used to support planning actors, activities and
other resources needed in order to achieve clear goals. The concept of processes is
inherited from the manufacturing industry and has been used to assist different types of
changes in the healthcare sector [20]. However, in many process descriptions the preho‐
spital care is often treated as a single step in the systematic care taking process [20].

The large number of research results can be almost impossible to understand and
apply for practitioners. Especially, since they can meet negative effects of using simu‐
lators [21], mainly short-term trials in different other contexts, qualitative results and
single technologies. Setting up new technologies for training can be experienced as a
deterrent factor on at least three different levels: (1) by experiencing insecurity when
trying out the new technology together with the existing ones, (2) uncertainty about
choosing the most suitable equipment, and (3) lack of confidence in using it properly
and having it updated with proper features [22]. Benchmarks are difficult to define when
results often are context dependent.

While there are needs to develop centers with modern technologies and methods to
train different practitioners together [2, 3], there are no guidelines how to populate these
with right technologies and activities. To assess and train main activities, especially for
complex emergency situations involving professionals from the ambulance, rescue
service and police is important. In order to collaborate easily with each other and be
aware of the others’ routines to follow similar training is beneficial [23]. Alfes and
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Reimer identified as much as eight, out of thirty, missing activities when team leaders
from the ambulance were training communicational handoffs with the fire rescue serv‐
ices. In general, in ten simulation exercises between the ambulance and the rescue
service more than 50% of influencing handoff activities were missing [24]. By defining
processes that influence training one can easier assess important parts influencing overall
activities.

4 Practical Needs in Prehospital Training

Emergency management stakeholders from the Västra Götaland Regional Council
(VGR), one of twenty regions/county councils in Sweden, decided to promote the use
of simulation technologies in prehospital training. They wished to provide a better
contextual understanding of everyday activity chains for professionals from the ambu‐
lance services. These chains usually begin with a call from the dispatch center and
driving to the patient. After arriving at the scene, initial patient assessment is performed
and, if needed, the patient is transported by ambulance to the hospital. Ongoing treatment
is made en route and finally, the patient is handed over at the hospital [25]. Ideally, the
training ends with a debriefing, providing a possibility to learn from experiences. The
stakeholders realized the need to develop the actual prehospital training, and the possi‐
bilities of using simulation technologies for achieving this. They had already experi‐
enced a positive impact from training with patient simulators. Their vision was to build
a center for education and training of certified professionals engaged in prehospital
emergency care and to make collaboration easier between the different regions and other
actors involved in emergency management. They experienced difficulties in: choosing
the most suitable equipment, trying out possible solutions, and lacking confidence in
adjusting new technologies for their own goals, they connected researchers interested
in information technologies from the University of Skövde, and in prehospital education
from the University of Borås.

5 Towards Collaborative Contextual Training

This section describes main work sequences towards developing a simulation-rich
training center, where collaboration and contextual training for emergency management
is possible. While the very first idea of such a place is older, this paper focuses on work
towards this center completed in the last six years.

5.1 Preliminary Work

The preliminary work (2012–2013) focused on determining the basics: which are the
best training centers in the area, what is done and how does the state-of-the-art from
related research fields influence this study. The work resulted in several sub-group
collaborations. A group of researchers and practitioners visited recognized, successful
centers, e.g. the Institut. für Notfallmedizin und Medizinmanagement in Munich, to gain
information on training procedures and technologies. Another group investigated
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processes influencing based on state-of-the-art models based on literature reviews, and
yet another, followed and documented actual training. Actual training in this region of
the country often involves the use of patient simulators or moulage patients. Sometimes
only the most necessary objects required for patient treatments, or a classroom with a
whiteboard were used for training.

Before defining the demonstration, three different groups of at least two researchers
observed training sessions for ambulance crews in actual conditions. The scenarios were
divided into five important activities from (1) Call activation, (2) driving to the emer‐
gency scene (the ambulance EMS personnel had to practice driving an ambulance car
in the city) to access the patient, (3) examining the patient and making clinical decisions,
(4) driving to the hospital, and (5) handing over the patient. Debriefing sections followed
all main activities. The instructors (and the external observers) used observation sheets
with focused items throughout. Training days also included lectures, for example inter‐
preting ECGs. The ambulance EMS personal use to practice in small groups, consisting
of two or three persons. It is worth noting that the different steps were decoupled and
trained separately; hence the intersections and interactions between activities and organ‐
izations were not trained.

Already in this phase it became clear that some main activities from the whole
activity chain in prehospital work were not, or very seldom, trained. Examples are
finding/recognizing places where the emergency call was sent from, handling the
patients’ environment, driving and providing care for the patients during the transport
to the hospital. According to our knowledge, the whole activity chain is rarely exercised
in realistic settings. These aspects are important, especially finding/recognizing the
emergency scene, and taking en route care of the patient in the ambulance. These missing
training activities may be hindering time critical interventions.

During this step, descriptions from stakeholders and EMS personnel regarding actual
work situations, used technologies, and experiences were recorded. A narrative here is
to be understood as a story of the connected activities that are always completed during
an emergency call activation. Scenarios examined included unusual experiences e.g.
finding the correct entrance, dealing with aggressive pets, meeting or even handling
untidy environments, can be considered as often recurring, but not necessarily trained
for. These stories are not necessarily optimal, but follow a logical line familiar for the
practitioners. This line can be followed to understand different training situations.

5.2 A Demonstration

The general purpose of the demonstration (performed 2013) included: (1) allowing EMS
personnel to train the whole chain of activities for two separate scenarios that are usually
included in their training, from getting the emergency activation to ending the activities,
usually by patient handover at the emergency room, (2) using simulation technologies
to maintain continuity and enhance realism, promoting naturalism in the flow of activ‐
ities needed, and (3) allowing the performance of task and record activities.

The chosen scenarios were: (a) a gas station attendee called for an ambulance after
a truck driver complained of chest pains, and (b) an ambulance is called for after a
collision between a biker and a car. The used equipment used were: a patient simulator

114 I. Heldal and L. Lundberg



SimMan 3G, a real hospital bed, the driving simulator from the university used for
dispatching and driving through realistic geographical environment, a standard equipped
ambulance (VW T5 Profile), a real truck cab (used here as exterior props and observation
and communication place), a real bicycle, projectors projecting realistic environment
around the accident, computers, an audio system allowing audio simulation for the road
environment in the road traffic accident case, a 3 × 2 feet large projection surface
projecting the scene of accident, miscellaneous equipment consisting of chairs and tables
that were used as simple props, and three wireless cameras for recording the trials. The
average total time for the whole scenario was approximately 29 min, divided in the
following main activities: Preparatory activities (4 min); Driving to Emergency Scene
(6 min); Clinical care delivery and loading the ‘patient’ (7.5 min); Transport to the
cardiac ICU (5.5 min); Structured patient handover (6 min). Video clips presenting the
actual scenarios are available on the internet [25] and some data about the usefulness of
these simulations have been presented earlier [3].

Planning the study and choosing the technologies required several meetings.
Performing the training with the EMS personnel involved experts from the informatics
research group (eight people), from the prehospital training center (three instructors),
two EMS personnel performed the training, and an ambulance doctor and an ED nurse
who acted in the handover of the patients.

5.3 The Pilot Study

Since the value of using combinations of different simulator techniques had been
demonstrated [3], the study continued with illustrating these benefits in a pilot study
involving a large number of EMS personnel. Another lesson from the demonstration
was the value of collecting evidences for debriefing and assessment, and for this an
application (based on the process and including videos and other recording from the
activities) was developed.

The pilot study lasted three days (November, 2014) and focused on the training of
24 EMS personnel from regional ambulance stations. The EMS personnel were exposed
to a traditional basic scenario (i.e. the way they usually train) and a simulation-rich,
high-end contextualized scenario, for two common medical conditions. Data was
collected via recordings, questionnaires, interviews and observation lists. These were
tagged and ordered so that specific procedures could be easily followed. The configu‐
ration of technologies was defined based on the demonstration and the process model
including the main activities described: (1) Activation by dispatch center, (2) Driving
to the patient, (3) Finding the place, (4) Assessment and Clinical Care delivery, (5)
Transport to the hospital, (6) Patient handover, and (7) Debriefing.

Based on lessons from the demonstration, a simulation environment was established
and a test schedule for 24 EMS personnel was developed. Almost all technologies from
the demonstration were adjusted based on the process description for training, and two
situations enriched with the narratives described by the practitioners from the pre-study
and demo were developed. One of the scenarios used a common, everyday environment
supported only by the patient simulator, and the other scenario (a rich scenario) followed
the whole process, from the initial alarm call to the final debriefing at the hospital. The
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results argue for overall increased involvement in high-end settings and contributed to
a discussion on the value of processes and strategies for such training [26]. A special
instrument (ISRI, the Immersion Score Rating Instrument) was developed to estimate
the level of immersion based on activities influencing involvement, and reported higher
immersion values for the simulation rich settings [7].

This pilot study resulted in a number of questions that remains to be answered, for
example the significance of using this planning for other scenarios, if technologies were
adequate or set-up adequately for the goals, or if this type of training can be generalized
to other training situations.

6 Discussion: Effectiveness, Efficiency and User Experiences

In order to discuss resources needed (see an overview in Table 1) for planning and
performing simulation rich training scenarios for prehospital training at least three sepa‐
rate activity flows have to be taken in consideration:

• Planning overall activities to find evidences needed to argue for a training center to
identify general resources needed to start a center.

• Distinguishing necessary training activities to start with – also a minimal amount of
activities.

• Demonstrating which technologies are needed and useful.

Table 1. Technologies used in the pilot study

Main activities Associated activities Simulations Other technologies
1 - Emergency activation Receiving the alarm call

from the dispatch center
and approaching the car.

– Communication devices

2 - Driving to Emergency
Scene

Discussing and preparing
for the case. Ongoing
communication with the
dispatch center and, if
needed, to the receiving
hospital.

Car simulator, scenario
simulation

Loggings, instruments,
communication devices

3 - Locating the
Emergency scene

Using maps,
communication

Scenario simulation Communication devices

4 - Clinical care delivery Taking care of the patient,
the patient’s place,
preparing instruments,
communicating with the
dispatch center.

Patient simulator, scenario
simulation

Instruments,
communication devices,
loggings, projections

5 - Transport to the ED A complex activity, where
the EMS personnel have to
provide care,
communicate, and prepare
a report.

Car simulator, scenario
simulation, patient
simulator

Instruments, loggings,
communication devices

6 - Structured Patient
handover

Reporting, provoding care,
communication.

Patient simulator –

7 - Debriefing Discussing symptoms,
signs and activities.

– Debriefing support
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6.1 Towards Developing a Training Center

While there are motivations for more training and new, collaborative training for using
simulation technologies (e.g. [8, 23]), more information is needed, with economic
evidences, provision of increased training time, especially necessary when realistic
training is not possible, or when large classes needs to be trained.

Besides operating costs for a training center, questions regarding ownership, acces‐
sibility and overall responsibility for locations may arise. Deciding the location for the
center and planning the rooms and responsibilities resulted in a three-year delay (at the
present stage) in starting the actual simulator center. Before using technologies there are
several knowledge barriers to overcome: (1) the technical barriers – building up compe‐
tence using the actual technologies, (2) the financial barriers – via a model that explains
how value can be created and how the stakeholders can be satisfied, (3) the organizational
barriers, in order that new technology fits in with the structures and processes in the
adopting organizations, and (4) the behavioral barriers, so that co-workers in the organ‐
ization are convinced about adopting the technology, e.g. by managing technology
resistance, and inter-organizational barriers [27]. Several of these barriers were
evidenced by the authors experience, who encountered questions such as; how the
patient simulation works together with video or logging technologies? (technical
barriers), which simulators are needed and handled? (financial barriers), who can be
responsible for training and how? (organizational barriers). We met these barriers during
the time the study was planned. Behavioral barriers were met during the pilot study,
when EMS personnel compared e.g. the simulator with ‘better situations’, e.g. role
playing or settings with more ‘real settings’ e.g. using their own ambulance bags. Using
even more technologies, we also observed and managed interoperability issues between
different simulation technologies, and differences in the EMS personnel operating
guidelines personnel were familiar with.

6.2 Designing Training Activities at a Simulator Center

One of the aims of the present study is to understand if actual training activities can be
performed at a larger simulator center, and what can be changed, or further developed.
The training behind this research is based on contextualizing already trained clinical
activities (see Table 1). While the actual clinical care activity was criticized in the pilot
study, training other activities (especially planning for driving out to the patient, and
later driving the patient back to the hospital) were considered as informative and useful
experiences, as observed and later expressed in the interviews.

The necessary activities may also be completed with some unexpected situations
from real narratives from experienced EMS personnel. These can be simulated and make
the training a little bit different from situation to situation. By interviewing experienced
EMS personnel, we learned how important it is be able to handle pets around patients,
as well as to notice subtle information regarding orderliness and the occurrence of certain
objects, arrangements and smells in the patient’s home. Thinking about what is
happening when the EMS personal drives to the destination defined easy-to-use situa‐
tions attracting the attention of the subjects to the flow. For example, a large exit portal
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identical with the exit at the ambulance center were simulated and opened as they drove
from the center. Almost all expressed their surprise during this opening and during
driving out from usual streets. One EMS personnel exclaimed: ‘I bought fish here
yesterday, it was really good for dinner’ – when they passed the nearby grocery store.

6.3 Choosing Right Technologies at a Simulator Center

Practitioners do not necessarily know about the existence of many technologies, or to
choose and use them on an everyday basis. Even though these technologies are available,
additional information is needed to be able to use them on an everyday basis. For
example, clinical decision support systems for prehospital care do exist, but there is little
or no demand to implement those systems in the ambulance organizations. Debriefing
and evaluation are yet not well supported by technologies; most of the evaluations are
done manually. There are tables and web based forms, but it is difficult for educators
and students to examine the large amount of data.

According to this study it would also be valuable to differentiate technologies needed
to support training and examine separately: (1) technologies in everyday work in the
prehospital care (e.g. new communication technologies and reporting devices), (2) tech‐
nologies supporting recording and evaluations during training (e.g. video technologies
or other logging systems), and (3) high-end technologies providing naturalistic envi‐
ronments (e.g. driving simulators and patient simulators). These have different goals
and their usage needs different competences.

Setting up technologies for the pilot study demonstrated the possibility and the
benefits of defining contextual training for EMS personnel. The process-based training
approach showed several benefits, especially designing the flow needed during the
activities in the environment. Defining the necessary activities in an activity chain can
be simulated making the scenarios more believable. To use only one of the main tech‐
nologies, the patient simulator, for a more complex activity is difficult for the trainers.
In order to keep up with technology development, and to choose and argue for different
technologies may be difficult in the current climate, if the center does not provide both
contextual technologies for EMS training needs, as well as other technologies to support
the training of professionals.

7 Conclusions

The main themes expressed in this paper are the illustration of the possibility and the
benefits of narratives, simulation and of using processes to plan, set up and assess activ‐
ities in a systematic way. The authors have indicated the importance to consider a larger
context in training activity chains in the emergency care. As an example, the collabo‐
ration between EMS personnel in the ambulance, the patient, and people contributing
with information from a dispatch center on the way to hospital is not trained. These
activities should be trained, since they are of vital importance. While this work exem‐
plified the benefit of varying situations, it also pinpoints the need for defining additional
methodologies to understand the role of a basic, minimalistic scenario and how this can
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be supported or extended by technologies in systematic evaluations. A first step here is
not only to provide seamless use of technologies, but also to support their seamless
integration into education. Defining process description for training requires a clear
understanding of the context with focus on necessary actors and technologies, and
activity flows. This will result in clearly describing requirements, responsibilities and
priorities, which may contribute more effective management in an interorganizational
context. This is necessary since emergency management often includes different units.
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Abstract. An indentation-type instrument was presented in this study
for measuring soft tissue elasticity and for further applications in finite
element modeling and simulation of soft organs. The instrument con-
sists of a stepping motor, an elongated probe, a sphere at the end of
the probe, a load-cell fixed inside the probe, and a frame base. Inden-
tation experiments were firstly performed on samples made of artificial
muscle material and elasticity was estimated through curve fitting. The
estimated elasticity was compared with the value measured by Instron
material testing machine and good agreement was achieved. The instru-
ment was then used to measure the elasticities of bovine and chicken
livers and results suggested that the extended contact theory with two
parameters is necessary to obtain a precise approximation of the liver
behaviors. Finally, the device was applied to identify embedded hard
objects within a soft medium for mimicking hard tumor inside soft
tissue scenario.

Keywords: Tissue elasticity · Probe instrument · Parameter estimation

1 Introduction

Surgical simulation provides a practical way for surgical training and planning
prior to the actual surgery. To this end, accurate computer model of human
organs and tissues are demanded. This in turn requires accurate physical prop-
erties of biological organs and tissues. However, measuring such properties in
vivo is a very challenging task due to the complex internal environment and
limited space inside body, and also limited by the complex mechanical proper-
ties of biological organs and tissues. To take this challenge, in this study, an
indentation-type instrument was proposed and validated using artificial muscle
material and biological liver samples.

In literature, many methods have been proposed to characterize the mechani-
cal properties of biological tissues. For example, 1D tension tests were performed
on human liver sample to characterize the viscoelastic and failure properties [1].
Shear wave transducer was used to measure shear mechanical impedance and
complex shear moduli of porcine muscle, liver and kidney [2]. A force sensitive
wheeled probe was presented to roll over the surface of soft tissue and mea-
sure the stiffness of the tissue [3]. An aspiration device was proposed for in
c© Springer International Publishing AG 2018
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(a) (b)

(c) (d)

Fig. 1. The proposed prototype (a), the Instron material testing machine (b), the
portable version of the instrument (c), and the application scenario (d).

vivo mechanical characterization of human liver [4]. Magnetic resonance (MR)
elastography was also used to measure shear moduli of human liver [5,6]. Unfor-
tunately, the most fundamental mechanical parameter, Young’s modulus E, has
not been addressed frequently in literature. Young’s modulus has been widely
used in finite element modeling and simulation of biological organs and tissues,
and it dominates the tissue behaviors under the linear and small deformation
assumption. For capturing nonlinear behaviors of biological tissues, the hyper-
elastic model has been widely used, but it usually involves more than three
unknown parameters which make the parameter estimation difficult.

2 Method

2.1 The First Prototype

The prototype of the developed device (Fig. 1a) consists of a stepping motor to
actuate the indentation motion, an elongated probe to transmit the motion, a
sphere at the tip of the probe to perform the indentation, and a load-cell fixed
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inside the probe to measure the reaction force. Two kinds of samples were used
in our experiments. The artificial muscle samples were made of silicon rubber
materials, which reproduce the softness of human muscle. The second kind is
biological liver samples. In order to obtain ground truth values of the artificial
muscle elasticity, the Instron material testing machine (Fig. 1b) was employed
in this study.

2.2 The Portable Device

To realize convenient measurement, a portable version was developed based on
the prototype. A 3D printed frame was designed to hold and support the probe
and the stepping motor (Fig. 1c). A flat circular surface was designed at the
bottom of the instrument to press and stretch the measuring target to have a
relatively flat contact area (Fig. 1d). The portable instrument can be easily held
by a single hand of an adult.

2.3 Contact Mechanics

Most of human organs and tissues are supposed to be incompressible and the
Poisson’s ratio γ can be considered to be close to 0.5. In this study, we set
Poisson’s ratio γ as a constant of 0.49 and we were focusing on the measurement
of linear elasticity, i.e. the Young’s modulus E. According to Hertz contact
mechanics, the contact force F between a sphere and a flat elastic surface is
given by:

F =
4
3

E

1 − γ2
R

1
2 δ

3
2 , (1)

where R denotes the radius of the sphere and δ denotes the indentation depth.
The relationship was further extended to the following equation [7] to cope with
more complex nonlinear behaviors by including another parameter B.

F =
4
3

E

1 − γ2
R

1
2 [δ(1 + Bδ)]

3
2 . (2)

2.4 Indentation Experiment and Curve Fitting

A 5mm indentation trials was performed 5 times using the instrument and the
indentation force was recorded by the load cell. Matlab curve fitting toolbox
was used to fit the measured indentation-force curve based on the Eqs. 1 and 2.
The artificial muscle samples have a size of 50mm in diameter and 40mm in
height. Samples with two hardnesses (C0 and C5) were tested. To evaluate the
results, same artificial muscle samples were tested on the Instron material testing
machine.

Fresh bovine and chicken livers (Fig. 2) were obtained from a local butcher.
They were cut into rectangular shape with sizes shown in Table 1. The bovine
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(a) (b)

Fig. 2. The bovine liver (a) and the chicken liver (b).

Table 1. The sample size of bovine and chicken livers

Liver Length (mm) Width (mm) Thickness (mm)

Bovine 48 70 25

Chicken 1 105 46 19

Chicken 2 81 52 18

Chicken 3 72 66 14

sample was indented 5 times at 5 different locations to see the homogeneity.
On the other hand, three chicken samples were prepared and each sample was
indented only once. The indentation depth for both liver samples was approxi-
mately 3mm.

3 Results

3.1 Property of Artificial Muscle

Figure 3 showed that both contact force expressions (Eqs. 1 and 2) can precisely
approximate the experimental data. The best-fit parameters (average value of 5
trials) together with the ground truth data measured by Instron material test
machine were listed in Table 2. The differences were insignificant among different
methods. Since the artificial muscle samples have relatively linear properties, the
results using Eq. 1 are quite close to the Instron test data.

3.2 Property of Biological Liver

Figure 4 showed the force-indentation curve of bovine and chicken livers. We
did not find significant differences among different indentation locations for the
bovine liver (Fig. 4a), which means the homogeneity of the liver is relatively good.
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(a) hardness C0 (Eq. 1) (b) hardness C5 (Eq. 1)

(c) hardness C0 (Eq. 2) (d) hardness C5 (Eq. 2)

Fig. 3. Curve fitting results of two artificial muscle samples using different contact
mechanics.

Table 2. Best-fit parameters of artificial muscle samples and the ground truth data
from Instron test machine

Approximation method Hardness C0 Hardness C5

E (kPa) B (1/mm) E (kPa) B (1/mm)

Equation 1 38.0 — 53.9 —

Equation 2 37.5 0.0024 51.5 0.0078

Instron 38.2 — 53.2 —

(a) (b)

Fig. 4. The force-indentation relationships of the bovine (a) and chicken liver (b).
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Table 3. Best-fit parameters of the bovine and chicken livers

Method Bovine Chicken 1 Chicken 2 Chicken 3

E
(kPa)

B
(1/mm)

E
(kPa)

B
(1/mm)

E
(kPa)

B
(1/mm)

E
(kPa)

B
(1/mm)

Equation 1 5.95 — 5.67 — 10.11 — 14.09 —

Equation 2 2.69 0.31 1.22 0.74 0.84 1.76 1.69 1.29

(a) trial 4 of bovine liver (Eq. 1) (b) chicken liver 2 (Eq. 1)

(c) trial 4 of bovine liver (Eq. 2) (d) chicken liver 2 (Eq. 2)

Fig. 5. Curve fitting examples of bovine and chicken livers using different contact force
equations.

On the other hand, different chicken livers showed significant differences in terms
of the force-indentation relationships (Fig. 4b).

By applying the proposed method, we could estimate the mechanical para-
meters of bovine and chicken livers. The results were listed in Table 3 and the
curve-fitting examples were shown in Fig. 5. We found that the individual differ-
ences in chicken liver properties were quite large and they are relatively harder
than the bovine liver. In addition, we found that the parameter E became smaller
when using Eq. 2 to fit the force-indentation curve. The parameter B became
significantly larger comparing with the artificial muscle results (Table 1). With
using of Eq. 2, we could obtain much better curve-fitting results (Fig. 5). Appar-
ently, the force-indentation relationships in biological liver cases have stronger
nonlinearity, and an one-parameter model (Eq. 1) is no longer enough to precisely
approximate the force-indentation curve. A model with at least two unknown
parameters (Eq. 2) is necessary to ensure a better approximation. Accordingly,
the original physical meaning of Young’s modulus E was extended to the fol-
lowing expression Ê to include the nonlinearity with the increasing indentation
depth [7].
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(a) (b)

Fig. 6. Indentation results of the bovine liver (a) and chicken liver (b) using the
portable device.

Table 4. Best-fit parameters of the bovine and chicken livers using the portable device
and Eq. 2

Trial no. Bovine liver Chicken liver

E (kPa) B (1/mm) E (kPa) B (1/mm)

Trail 1 2.89 0.164 11.53 0.312

Trial 2 8.44 0.135 11.20 −0.015

Trail 3 11.12 −0.035 14.96 0.147

Trial 4 13.57 −0.010 15.16 0.137

Ê = E(1 + Bδ)
3
2 . (3)

3.3 Liver Test with the Portable Device

The portable device was also used to test the liver samples. To investigate
the individual differences among different bovine livers, four bovine livers were
tested. The indentation results were shown in Fig. 6. We also found significant
individual differences in bovine livers as well as chicken livers. The Eq. 2 was used
to fit the indentation results and the best-fit parameters were given in Table 4.
We found that the differences were relatively large among different livers and
the hardness of the liver was no longer determined by a single parameter E, but
affected by both parameters of E and B. Integrating Eq. 2 into a finite element
model will be one of our future works.

3.4 Identification of Embedded Object

One possible application of the developed portable device is to identify a hard
object embedded inside a soft medium similar as a tumor embedded inside soft
tissue. To this end, we constructed a phantom made of different artificial muscle
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(a) (b)

Fig. 7. A phantom made of different artificial muscle materials to mimic humor inside
soft tissue: (a) the phantom from a top view (top) and a side view (bottom), and (b)
the identified elasticity distribution.

materials (Fig. 7a). It consists of three materials of different hardnesses, which
are the medium made of hardness C0 muscle, two hemispheres on the top side
made of hardness C5, and two hemispheres at the bottom side made of hard-
ness C15. The phantom has a size of 180 mm× 180 mm× 40 mm. The embedded
depths were 20mm and 30mm for the large and small sphere respectively. Mark-
ers were drawn on the phantom surface to show the indentation locations. The
developed device was used to indent over the phantom surface with a 5mm
indentation and generated an elasticity distribution as shown in Fig. 7b. We
found that the device was able to identify an embedded sphere with a diameter
of 20mm and hardness is about two times of the surrounding soft tissue.

4 Conclusion

Measuring the mechanical properties of biological organs and tissues has always
been an important topic in the field of computer-aided diagnosis and surgical
training. Due to the nonlinearity of the biological tissues, it is hard to approxi-
mate with simple linear contact mechanics. In this study, we proposed a portable
instrument for measuring soft tissue elasticity by applying extended Hertz con-
tact mechanics. The instrument consists of a stepping motor to generate the
indentation, a load cell to measure the contact force, and a probe with a sphere
indentation head. The instrument was firstly used to measure the elasticity of
two kinds of artificial muscle materials and results were validated by the Instron
material test machine. Validation results showed that the traditional Hertz con-
tact mechanics was good enough to capture the behavior of artificial muscle
materials due to their linear properties. Secondly, the instrument was used to
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measure the elasticities of bovine and chicken livers. Significant individual dif-
ferences were found in both livers. Traditional Hertz contact mechanics can no
longer precisely approximate the nonlinear behaviors of the livers. The extended
contact mechanics was able to fulfill this task, and the physical meaning of
Young’s modulus E was extended to a new parameter Ê which takes into con-
sideration of indentation depth. A finite element model can be formulated using
the new parameter Ê. Thirdly, the portable instrument was used to identify the
elasticity distribution of a soft artificial muscle phantom embedded with harder
hemispheres to mimic the scenario of tumor inside soft tissue. Results showed
that the proposed instrument can identify a diameter of 20mm sphere with a
hardness of two times larger than the surrounding soft tissue and embedded in
a depth of 30mm.
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Abstract. The tremendous advancement in mobile computing hardware
and software changes everything in people including health care. Image
review on computer-based workstations has made film-based review out-
dated. However, with the expansion of needs in portability of digital work-
stations, we wish a acceptable quality of medical image reviewing in a
handled device, which could give radiologists more convenience. In this
context, mobile health (m-Health) delivers health care services, overcom-
ing geographical, temporal, and even organizational barriers. This paper
presents a collaborative and mobile platform for image analysis which
provides medical images shared so that the radiologists can review these
data anytime and anywhere. In addition, this platform has the biggest
differences with other popular or traditional systems that it supports col-
laboration and plug-in. It means that all the experts in the different loca-
tions can have a research together like in the same conference face to face
and programmers can develop their favorite functions as they will. At
last, the system also supplies many indispensable medical image analysis
auxiliary functions such as image registration and image segmentation,
both of which offer radiologists greatly exact diagnosis tools. We evalu-
ated the platform with respect to expert satisfaction, functional charac-
teristics. The experimental results show that our platform outperforms
conventional image review systems in these regards.

1 Introduction

Digital radiography systems have been replacing traditional analog or screen-
film systems over the last 3 decades [6]. The X-ray detectors can easily record
the images in a computer-readable electronic format. This technologies have
gained more and more popularities in many medical and industrial applications
because they possess a number of useful capabilities such as electronic archiving,
real-time acquisition and post image processing, etc. [5,14]. Nevertheless, these
large equipments need constraints of space (i.e., consultation room) and time
c© Springer International Publishing AG 2018
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(i.e., appointment) for taking doctor’s diagnosis of medical image. Furthermore,
since diagnostic medical images are made in various formats dependent on med-
ical devices, their own methods to display and handle these diagnostic images
are also additionally required [27]. For this reason, a portable device for medical
image reviewing is needed.

The introduction of mobile device (PDAS) in the 90 s enabled physicians to
easily download medical records, lab results, medical images, and drug infor-
mation. Patients could be aware of their diagnostic disease control, and moni-
toring with comfortable mobile devices that accompany them everywhere [24].
In recent years, computing capability of mobile devices increases quickly and
advanced compression algorithms are introduced to reduce the size of medical
images [11,25], so that it is possible to show DICOM images on mobile devices
now. So far, there are two categories of implementation for reviewing medical
images in the smart cellphone, with the web technology [17,28] and the applica-
tion in the mobile [9,15,18]. Although the platforms with web technology have
great compatibilities so that it can be deployed into any operating system, unfor-
tunately whether the browser or webview technique in Android or iOS give a
bad interaction experience which is inappropriate for reviewing more compli-
cated medical 2D or 3D images in the mobile. Therefore, it is more popular to
achieve this with mobile application especially using multi-touches function [26].

2 Related Work

In general, there are two ways for reviewing medical images, local rendering and
remote rendering. Local rendering means the medical data stored in the mobile
will be rendered by its CPU and GPU for example OpenGL ES, and remote
rendering refers that all of rendering work has been finished in the server, so the
mobile just receive screenshots as result displayed on the screen [13]. In design
of radiological mobile application, we always prefer remote rendering owing to
the large quantity of medical image which cause the cost of computing time
and battery energy consuming impossibly afforded by smart mobile devices. In
remote rendering the mobile is only responsible for displaying surely only a little
pressure. Moreover, with the rapid development of Internet and its infrastruc-
ture, the average speed of wireless network has increased at a rate similar to
hardwired networks. Current devices on the fastest LTE broadband networks
have speeds that range from 10 to 50 Mbps, compared with wired home Internet
connection speeds in the range of 100 to 500 Mbps. Such wireless transmission
speeds make mobile devices a more viable option for use in radiology and medi-
cine [2]. In summary, the mobile is an excellent solution for solving the problems
mentioned in the last section.

3D slicer and Pluto [19,22] are famous medical image system based on ITK [10]
and VTK [23], both of which can not only support many familiar medical image
processing functions like visualization, interaction etc., but also let radiologists
have some functions like segmentation and registration work on it. It also per-
mit developers programming the novel plug-in to satisfy their distinct demands
and everyone can enjoy them. Despite the power they are limited only in PC or
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desktop consequently not good at portability anywhere and anytime. In [7], a non-
real-time remote rendering system was introduced. The system generated 3D visu-
alization medical images on the workstation in advance and then stored them in
DICOM format. Mobile client can get the 3D visualization images as well as the
ordinary DICOM images. As the 3D visualization images are not generated in
real-time, the interaction of the client is very limited. Conversely, there are some
platforms published in recent years with real-time that when requests come into
server the rendering results return immediately [4,16,20,21]. All the systems have
a similar three layers architectures: one layer is the mobile display; the second layer
is a proxy sever in charge of rendering and transmitting medical 2D or 3D image
data; the last layer is a Picture Archiving System for retrieving medical digital
files. These platforms permit users to have access to the database with mobile
like iPhone and Android phone as they will and all difficulty and heavy rendering
works have assigned to sever so client mobiles have little pressure. However, all of
them are just reviewing ones where radiologists could not carry out some other
common image processing work such as marking, registration and segmentation
which is helpful for doctors to get more accurate diagnosis. Titinunt Kitrungrot-
sakul et al. [12] introduced a more sophisticated system in which except common
remote rendering and reviewing mentioned before it can also allow clients have
some advanced medical image processing operations in the mobiles connected with
the 802.11g Wi-Fi network. In some case, for some divergent medical image data
it needs some experts in different locations to have a group consultation, so col-
laboration can resolve this problem. Therefore, this system need to be optimized
for better experience in this area. And if this platform also support plug-in, we
believe it will be more popular specifically in mobiles.

In this paper, we address four challenges in constructing a system for collab-
orative and mobile platform of medical image analysis. At first, the radiologists
can review the medical images on the smart phone or iPads. They can have a
good interactions with the objects which is not affected by the network condition
dramatically in real-time. The second challenge is that this platform provides
clients have more complicated works on the 2D or 3D images convenient for their
jobs. The third is supporting plug-in so that every programmer could develop
new functions in server, as well as other clients can shared it at once in the
mobile terminals. The last is the collaboration function. Multiple users who are
in different place can work about the same image data jointly by using our sys-
tem through their, smart terminals. For example, one student in place A is doing
a organ segmentation using our segmentation plug-in function, while his teacher
in different place B can not only see his segmentation result, but can also correct
his segmentation result. This revolution will bring new and fantastic experience
in the mobile radiology.

3 Methods

3.1 Platform Architecture

As depicted in Fig. 1, the proposed platform follows two-tier architecture, con-
sisting of the mobile layer and a server layer. The server layer as the core of this
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platform is responsible for computing all the work occurred including rendering.
In the server layer there are 8 modules for different jobs. We adopt VTK for
displaying and interacting in server layer [8]. In user interface, we use QT as
the panel development toolkit based on C++ which is popular today. Render-
ing computing is related to remote computing. For this, in a fixed time interval
server will send the current screenshot image to clients in broadcasts for syn-
chronization. Auxiliary tools contains marking, some sorts of segmentation and
other elementary methods for processing medical image. Other modules will be
introduced later. In the mobile client server there are also 8 modules and their
functions are similar.

Fig. 1. Architecture of the proposed platform

3.2 Remote Rendering

Figure 2 presents the results of 2D and 3D medical images on the iPad Air 2 with
remote rendering technology. As before mentioned, remote rendering depends on
the sreenshot images produced by server in the network. Server local rendering
is relied on VTK.VTK is an open-source, freely available software system for
3D computer graphics, image processing and visualization. It consists of a C++
class library and supports a wide variety of visualization algorithms including
scalar, vector, tensor, texture and volumetric methods, as well as advanced mod-
eling techniques such as implicit modeling, polygon reduction, mesh smoothing,
cutting, contouring etc.

There are two forms of 3D reconstruction in image processing: surface ren-
dering and volume rendering. Surface rendering simulates a three-dimensional
data field with a series of slices, from which ROI (region of interesting) will be
extracted and connected in triangular with some topologies. Its cost of comput-
ing time is lower and result 3D images are clear and interpreted. Nevertheless,
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because of only ROI, other related substance can not be observed at all so that
it has no significance to radiologists at all. On the contrary, volume rendering
will display everything in the 3D image which is helpful for the experts, although
this method needs lots of CPU time and fine computer hardware configuration
[3]. Because of the rapid advancement of software and hardware in computer
science, our sever even a common PC can afford the plenty of volume rendering
computing. So, in our platform we prefer volume rendering which benefits the
radiology in server.

(a) 2D display in iPad (b) MIP in iPad (c) Volume rendering in
iPad

Fig. 2. Remote rendering in iPad

3.3 Communicate Proctocol

In the platform, the custom communication protocol between the mobile client
and the server is an application layer protocol based on Socket and Http as shown
in Fig. 1. All the transmission files are XML file. The custom protocol is respon-
sible for these tasks: screenshot images delivered from server and collaborative
informations among clients. The first task focus on JPEG file transmission as
JPEG is a welcome compression method not only higher speed but a small vol-
ume. In this task, we use socket protocol which is faster than HTTP and reduces
our work on analysis of HTTP request. The second task guarantee perfect expe-
rience in medical teleconference with mobile terminals, that is sometimes when
radiologists in different locations can have attended a common meeting together
for the purpose of giving a more accurate diagnose with this proposed platform,
for example they are seeking for synchronization of their voice, marks on the
images, interactions with 3D images and so on. This custom protocol makes
sure everything will happen. Accordingly, if we keep every clients’ frame same,
every user will see the same changes in the mobiles. So, this task will count the
frames if there is a big latency in the Internet the mobiles will keep accordance.
Http in our platform is responsible for transmitting some easy short parameters
between two layers.
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3.4 Collaboration Algorithm

The idea of collaboration has been more and more important in teleconference
with computer techniques. It can make radiologists located in different places
work together just like in the same meeting room: they can have a research for
the difficult disease together; they can have chats with each other; if an expert
rotates the object in 3D medical image wishing others to notice this portion of
organism which has a little problem, the remaining experts will watch it almost in
the same time. Our synchronized platform depicted in Fig. 3. Our collaboration
function can let any client to be controllers whose manipulations should be seen
in other iPads. So, we have an algorithm that sends the current controller’s
hand gesture to server for controlling. The collaboration algorithm is shown as
Algorithm 1:

(a) Two iPads in marking (b) Two MIP synchronized in two
iPad

Fig. 3. Mobiles in collaboration

3.5 Plug-in

An excellent platform should be open source and be extended easily as your
system that do not need other programmers’ maintain. At this point, we inte-
grated the idea of plug-in into our platform with an open source framework called
Pluma [1] which is based on C++ and used for plug-in management. According
to Pluma regulation, we design some complete and convenient standards where
the users of platform can implement any plug-in if they like. Because all the
projects are based on ITK and VTK, the plug-in is required in them also.
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Algorithm 1. collaboration algorithm
System start:

1: server load image data
2: server screenshots 10 frames
3: while server is listening terminals’ entries do
4: if terminal has been linked with server then
5: terminal sends its client name and adresss
6: server send current user to this client
7: server send frames to client 10 fps in broadcast
8: else
9: server send frames to client 10 fps in broadcast

10: if some client set itself as current controller then
11: the clients will send its hand gesture to server
12: this transmitted gesture will control the server image objects
13: server send frames to client 10 fps in broadcast
14: else
15: server send frames to client 10 fps in broadcast

What is more, these plug-ins are located in server not in mobiles. Therefore,
we design a page of remote plug-in management in the smart terminals. Once
you have an entry into server, the mobile system will search how many plug-ins
in the server and will list all of them in the page of mobile system. Clients could
select one of them to have a try in the device, and certainly all of the computing
work will be finished by the server. Figure 4 presents the list of plug-ins we tested
and the result of image processing result in the iPad.

4 Experiment and Result

This section discusses the performance of the proposed medical platform. In
this study, we established two experiments for justifying the platform satisfy the
needs of remote medical image analysis and can be deployed in any extremely
complicated environment. Both of the two tests had been done under the same
hardware conditions: the mainPACS server ran on a iMac with one 3.2 GHz Intel
Core i5 CPU, 16 GB RAM and a AMD Radeon R9 M390 (2 GB) graphics card
in the WLAN condition; mobile applications ran on iPad Air2.

In the first experiment, its purpose chiefly stressed evaluating the bandwidth
occupied by the application in the mobile terminals under 4G network so that
it could judge whether the proposed platform can run normally in the extreme
situations. Figure 4 shows quantity of bandwidth in one day per hour the mobile
devices need if there is a remote conference happening. In this diagram, we
can find that with the time variation the bandwidth platform needs for normal
running maintained between 83.1 Kb/s and 95.2 Kb/s almost a constant value.
These minor changes are caused by other threads which had access to Internet in
the iPad. This experiment result proved that the proposed platform would not
need big bandwidth and will be affected by the Internet a little. In the second
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(a) List of plug-ins in iPad (b) A plug-in testing in iPad

Fig. 4. Plug-in in mobiles

experiment, we had deployed this application on 19 medical cooperative partners’
mobile devices in different places. During 9:30 am to 11:30 am and 7:00 pm to
8:00 pm when condition of Internet is worst in the working day, testing result of
the proposed platform was accepted by all 19 clients who showed no inclination
to feel the collaboration has been limited by crowed Internet.

5 Conclusion

A collaborative and mobile platform for medical image analysis is proposed in
this paper. Classic medical image analysis systems such as 3D Slicer and Pluto
are designed for single user and do not have collaborative and mobile functions.
On the other hand, most of existing mobile medical systems are focused on
medical visualization or medical education and not for medical image analy-
sis. Our proposed system combines merits of the classic medical image analysis
systems and existing mobile medical systems. Our system can used for joint
works of multiple users in different places and provide a framework of plug-in
for medical image analysis and visualization. Our future work will focus on the
reduction of bandwidth and improvement of visualization and plug-in for real
clinical applications.
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Abstract. There are multiple types of tumors occurring in the liver. Different
tumors have different visual appearance and their visual appearance changes after
injection of the contrast medium. So detection of liver tumors is considered as a
challenging task. In this paper, we propose a method for detection of liver tumor
candidates from CT images using a deep convolutional neural network. Experi‐
mental results show that we can significantly improve the detection accuracy by
using our proposed method compared with the previous researches.

Keywords: Deep learning · Computer aided diagnosis (CAD) · CT image ·
Tumor candidate detection

1 Introduction

According to the latest statistics of population dynamics in Japan, the number of death
according to the death cause ranking is higher in order of malignant neoplasia, heart
disease, pneumonia, cerebrovascular disease. And the number of deaths due to malignant
neoplasms is increasing year by year [1]. Early detection of lesions is important for
effective treatments of the cancer. Diagnostic imaging is the most common method for
finding cancers. Especially, recent remarkable progresses in medical imaging systems
have enabled the acquisition of high-resolution CT or MRI datasets, so that by the use
of high-resolution CT images, detection of small tumors (early stage) becomes possible.
In image-based diagnosis, doctors judge the presence or absence of a tumor slice by
slice based on their subjective medical interpretation, which is dependent on doctors’
experience and is a time-consuming and labor-intensive task. Therefore, automatic
tumor detection in CT images has become one of the most important research topics.

Many methods based on computer vision and image recognition techniques have
been proposed for automatic tumor detections such as the K-means clustering method
[2], the method based on first-order statistical features [3], the neural network [4], the
Gaussian mixture model [5], the expectation maximization and maximization of the
posterior marginal (EM/MPM) algorithm [6], sigmoid edge model [7]. In our previous
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work, we proposed a Bayesian Model for tumor detection [8]. On the other hand, there
are multiple types of tumors occurring in the liver. Typical contrast-enhanced (multi-
phase) CT images of five hepatic tumors (Cyst, focal nodular hyperplasia (FNH), chol‐
angio cellular carcinoma (CCC), Hepato cellular carcinoma (HCC), metastasis (Meta))
are shown in Fig. 1. In this paper, we use the contrast-enhanced CT scans with three
phases before and after the injection of contrast. A non-contrast enhanced (NC) scan is
performed before contrast injection. After-injection phases include the arterial (ART)
phase (30–40 s after contrast injection), portal venous (PV) phase (70–80 s after contrast
injection). As shown in Fig. 1, we can see that different tumors have different visual
appearance and their visual appearance changes after the contrast injection. So it is
difficult to detect all types of tumors by one method. In this paper, we propose a method
for detection of liver tumor candidates from CT images using a deep convolutional
neural network.

Fig. 1. Evolution patterns of five tumors over three phases.

The rest of the paper is organized as follows. In Sect. 2, we describe the proposed
DCNN-based liver tumor detection. Experimental results are presented in Sect. 3.
Section 4 provides our conclusion.

2 Proposed Method

The proposed method is based on deep learning. Deep learning is one of machine
learning methods, which uses multilayered convolutional neural networks, and it
exhibits high performance against various applications such as image recognition and
language processing.

The proposed tumor detection method consists of two steps. The first step is to
segment liver from the CT image using our developed liver segmentation algorithms
[9, 10]. The second step is to calculate the probability of each pixel in the segmented
liver belonging to tumors by the use of a deep convolutional neural network (DCNN)
[11]. The DCNN we used is a network consisting of two convolution layers, two pooling
layers and one full connection layer. The convolution layers are used to extract useful
features. The pooling layers are used to minimize the spatial variations of the features
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and the last full connection layer is used for classification (calculation of the tumor
probability). The DCNN for tumor detection is shown in Fig. 2.

Fig. 2. DCNN for tumor detection.

2.1 Convolution Layer

The input is a patch with the target pixel at the center. The patch size is 29 × 29. In
convolution layers, the feature extraction is done by convolving the input with filters.
The filter sizes are 6 × 6 and 5 × 5 for the first and the second convolution layers,
respectively. The numbers of the filers are 20 and 50 for the first and the second convo‐
lution layers. By denoting the r-th filter output of the l-th layer as Ol
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 are filter and bias term. The * denotes the convolution operation and

the 𝜑 is non-linear activation function. We used the same rectifier linear unit (RELU)
function for all the neurons of the network except the top layer, the RELU function
defined by

𝜑(x) = max(0, x) (2)

2.2 Pooling Layer

After the convolution layers, max-pooling layers are used to reduce the size of the feature
by merging group of neurons. A max pooling layer shifts a 2 × 2 over the feature map
and select only the highest value over each position of the pooling window as Eq. (3).
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uijk = max
(p,q)∈Pij

zpqk (3)

2.3 Learning and Output

The output of the network is the probability of the center pixel (target pixel) in the input
patch. There are two output neurons in the network. One is the non-tumor probability
(0~1) and another is the tumor probability (0~1). If the target pixel is labeled as tumor,
the output will be (0, 1), while if the target pixel is labeled as non-tumor, the output will
be (1, 0). A cross entropy function is used as a loss function to measure the accuracy of
learning. We use this function to calculate the loss error and update the weights.

Suppose the number of training samples is N, the number of classes is K (K = 2),
each training sample is represented by x, its label is t and its network output is y. The
loss function for estimation of filter w is shown in Eq. (4).

E(𝐰) = −

N∑
n=1

(
K∑

m=1
tnm log ynm

(
𝐱n ;𝐰

))
(4)

3 Experiment

3.1 Dataset

3D multi-phase contrast-enhanced CT images of the liver from 75 cases are used in our
research. The 75 cases consist of five types, namely, cyst, focal nodular hyperplasia
(FNH), hepatocellular carcinoma (HCC), hemangioma (HEM) and metastasis (METS).
Typical multi-phase images are shown in Fig. 1. Each type has 15 cases. Since each case
has three phases (NC, ART and PV), we have 225 CT volumes. Among 75 cases, 50
cases (10 cases for each type) are used as training samples and 25 cases (5 cases for each
type) are used as test. The liver was segmented from each CT volume by the use of our
developed segmentation algorithms [9, 10]. Each pixel (or voxel) in the segmented livers
was labeled by doctors with 0 (non-tumor pixel) or 1 (tumor pixel).

We randomly select 30,000 tumor pixels and 30,000 non-tumor (liver or vessel)
pixels from training data set as training and validation samples. The number of training
samples is 48,000 and the number of validation samples is 12,000.

3.2 Results

Typical detection results for different types are shown in Fig. 3. Figures at the top are
original CT images with detected boundary by doctors. Figures at the bottom are detec‐
tion results by our proposed method. The detection accuracies are summarized in
Table 1. The denominator of each cell in Table 1 is the number of tumors (ground truth),
which are detected by doctors, and the numerator is the number of correctly detected
tumors. If the detected candidate has an overlap region with the ground truth, we define
the detected results as correct answers. In order to make a comparison, we also show
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detection results by the Bayesian model [8] in Table 2 as well as Table 1. It can be seen
that most tumors could be detected. The detection accuracy of our proposed DCNN
method outperformed that of the Bayesian Model. The bold face results in Table 1 are
those that gave better detection results than the previous Bayesian model. Only the result
of HCC (PV phase) is lower than the Bayesian model.

Fig. 3. Experiment results (top: CT images; bottom: detection results)

Table 1. Results of proposed method

NC ART PV
Cyst 5/5 5/5 5/5
FNH 3/5 5/5 3/5
CCC 5/5 3/5 3/5
HCC 3/5 5/5 3/5
Meta 5/5 5/5 5/5

Table 2. Results of conventional method

NC ART PV
Cyst 5/5 5/5 2/5
FNH 2/5 5/5 3/5
CCC 3/5 3/5 3/5
HCC 1/5 5/5 4/5
Meta 5/5 2/5 4/5
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4 Conclusion

We proposed a robust liver tumor detection method using deep learning. Experimental
results demonstrated that most tumors could be detected regardless of types and phases.
The detection accuracy of our proposed DCNN method outperformed that of conven‐
tional methods.
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Abstract. Liver Imaging Reporting Data System (LI-RADS) aims to stan-
dardize liver lesion imaging findings and diagnostic reports, and it is used as an
accurate noninvasive diagnosis and staging method of hepatocellular carcinoma
(HCC) nowadays. In this study, we proposed several computerized features for
LI-RADS based computer-aided diagnosis of liver lesions. We used several
popular machining learning approaches for computerized LI-RADS classifica-
tion (benign and malignant classification) with our proposed features. The
performance of each method was evaluated by using ROC curve and the best
AUC score was 0.965 reached by the gradient boosting classifier.

Keywords: LI-RADS � Computerized feature � Machine learning �
Malignancy � Classification

1 Introduction

Medical imaging technology has progressed immensely in these last few decades. The
medical imaging-based examinations play an important role for accurate diagnosis. In
order to standardize liver lesion imaging findings and diagnostic reports, Liver Imaging
Reporting Data System (LI-RADS) [1] has been developed and widely used as an
accurate noninvasive diagnosis and staging method of hepatocellular carcinoma (HCC),
which is the most common type of liver cancer. The LI-RADS (v2014) has a 5-step
hierarchical classification process as shown in Fig. 1. The LI-RADS classifies the
observation into five main categories: LR-1 (definitely benign), LR-2 (probably benign),
LR-3 (intermediate), LR-4 (probably malignant (HCC)), LR-5 (definitely malignant
(HCC)). The detailed information about LI-RADS is available on the website of
American College of Radiology (ACR) [2] and Mitchell’s study [3]. LI-RADS defined
several main features and ancillary features for categorization of hepatic lesions. The
effectiveness of major features has been studied and validated by Ehman [4].
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In spite of usefulness of LI-RADS, there are no computer-aided diagnosis systems
(CADs) for liver lesions based on LI-RADS. Though there are some web applications
developed for radiologists to follow the process and get the LI-RADS category [5],
these applications require radiologists to extract or calculate features from the CT or
MRI images manually. It is a time-consuming and labor-intensive task. So develop-
ment of computable features based on LI-RADS is significant for radiologists. In
addition, machine learning has been a popular method in computer-aid diagnostics.
Shan [6] proposed a computer-aided diagnosis system for breast ultrasound using
computerized BI-RADS (Breast Imaging Reporting and Data System) features and
machine learning methods. In this paper, we proposed a set of computerized features
based on medical definitions, LI-RADS descriptions and expert knowledge, which can
be computed from CT or MRI images automatically. As a preliminary study, we also
developed a simple computer-aided diagnosis (benign and malignant) system with our
proposed computerized features and machine learning methods. In our CAD system,
the observation is classified into two classes: benign and malignant, which will be an
important information for doctors as a second opinion. By conducting the classification
experiments, we can also validate the effectiveness of our proposed features and find a
suitable machine learning method.

2 Computerized Features

2.1 Multi-phase CT Images

The database used in this study contains 53 liver Computed Tomography (CT) imaging
cases. Each case contains three phases: Non Contrast (NC), Arterial (ART) and Portal
Venous (PV). All of the cases were collected from Picture Archiving and Communi-
cation Systems (PACS) in Sir Run Run Shaw Hospital which were token in 2015. All
of the cases were analyzed and reported by radiologists with five years’ experience at
least, and lesions with important findings were categorized (labeled) based on
LI-RADS. Significant slices from each phase of each case were selected strictly by

Fig. 1. LI-RADS classification process.
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radiologists for feature extractions. Each lesion was segmented by radiologists man-
ually. In Table 1, we list the detailed information of the used liver cases. LR-Treated
which means an observation of any category that has undergone loco-regional treat-
ment and LR-M which means observation is probably malignant but not specific for
HCC are not considered in this study for they do not indicate the malignancy of a liver
lesion specific for HCC.

2.2 Computerized Features Based on LI-RADS and Expert Knowledge

Feature extraction is an important step in computer-aided diagnosis. In this paper, we
defined and proposed a set of computerized features based on medical definitions,
LI-RADS descriptions and expert knowledge. We defined features for both cases of
benign and malignant.

2.2.1 Features Specified for Benign Cases
LR-1 and LR-2 are considered benign cases in LI-RADS. In medicine, there are many
kinds of lesions which will be categorized into LR-1 or LR-2 [7]. We focus on two main
benign lesions: cysts and hemangiomas. Features specified for them can make these
lesions identified by models easily and lead to accurate estimations of malignancy. Other
kinds of lesions can be added into our feature framework easily if necessary.

Cysts
Medical definition: A cyst is a fluid-filled enclosed cavity lined by benign epithelium.
Typical multi-phase CT images of a definite cyst are shown in Fig. 2.

LI-RADS description: round, smooth, liquid density, no enhancement
Expert knowledge: clear boundary, no enhancement, round or round like, low

density

Hemangiomas
Medical definition: A hemangioma is a common benign tumor consisting of vascular
channels lined with endothelial cells. Typical multi-phase CT images of a definite
hemangioma are shown in Fig. 3.

LI-RADS description: peripheral discontinuous nodule like expanding enhancement
or rapid enhancement, sharply circumscribed border, round like, oval or lobulated
shape, low attenuation on unenhanced CT images

Table 1. Detailed information of the liver cases

LR category Number of cases Description

LR-1 11 6 definite cysts and 5 definite hemangiomas
LR-2 11 5 probable cysts and 6 probable hemangiomas
LR-3 12 /
LR-4 9 /
LR-5, 5 V 10 /
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Expert knowledge: round like, slightly lower density in NC phase, nodule like
expanding enhancement.

According to the medical definition, LI-RADS description and expert knowledge of
benign cases, we proposed and defined the features from four perspectives: shape,
density, enhancement and boundary.

(1) Shape features

Region based roundness:

RBRPV ¼ eccentricity oval LesionPVð Þð Þ ð1Þ

Here, the oval function is to get an ellipse with the same second moment as the lesion,
and the eccentricity function is to calculate the eccentricity of the given oval. It is a
roundness measure from the region perspective.

(2) Density features

Average density:

ADNC ¼
P

i density NCið Þ
area LesionNCð Þ ð2Þ

Fig. 2. Multi-phase CT images of a definite cyst (from left to right: NC, ART, PV).

Fig. 3. Multi-phase CT images of a definite hemangioma (from left to right: NC, ART, PV)
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Here, the area function is to calculate the number of pixels where the lesion occupies.
The summation function is to summarize the density of all the lesion points. This is an
example feature from NC phase, and we also extract AD features from ART and PV
phases, respectively.

(3) Enhancement features

Liver parenchyma based enhancement:

LPBEART ¼ ADART

avrDensity LiverParenchymaARTð Þ ð3Þ

Here, the avrDensity function is to calculate the average density of the liver par-
enchyma, which is used to normalize the average density. This is an example feature
from ART phase, and we also extract LPBE feature from PV phase, respectively.

Aorta based enhancement:

ABEART ¼ ADART

avrDensity AortaARTð Þ ð4Þ

Here, the avrDensity function is to calculate the average density of the aorta. It is an
another normalization method which is based on the aorta density. This is an example
feature from ART phase, and we also extract ABE feature from PV phase, respectively.

Hyper-enhancement percentage:

HEPART ¼
P

i if density ARTið Þ[ avrDensity LiverParenchymaARTð Þð Þ
area LesionARTð Þ ð5Þ

Here, the if function returns 1 when the expression is true or 0 when the expression is
false. The summation function is to get the number of pixels which satisfy the
expression. It means the area percentage which is hyper-enhanced compared to the liver
parenchyma. This is an example feature from ART phase, and we also extract HEP
feature from PV phase, respectively.

(4) Boundary features

Boundary clearness:

BCPV ¼
P

i out PVið Þ � in PVið Þ
���

���

length boundary LesionPVð Þð Þ ð6Þ

Here, the length function is to calculate the number of pixels where the boundary of the
lesion occupies. For each point on the border, we choose a certain number of points
near the point and calculate the average density difference between the outside part and
the inside part.
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2.2.2 Features Specified for Malignant Cases
LR-4, LR-5, LR-5 V are considered malignant lesions specific for HCC. For LR-5 V is
a special category of LR-5, we focus on the imaging features which can represent LR-4
and LR-5 and define the computerized features based on the LI-RADS definition,
LI-RADS description and expert knowledge.

L4, L5
LI-RADS definition: high probability observation is HCC or 100% certainty obser-
vation is HCC. Typical multi-phase images of a definite HCC are shown in Fig. 4.

LI-RADS description: arterial phase hyper-enhancement, wash out, capsule,
diameter

Expert knowledge: indistinct boundary, uneven density, uneven enhanced, wash out

According to the LI-RADS definition, LI-RADS description and expert knowledge
of malignant cases, we defined and proposed following features from the perspectives
mentioned before.

(1) Shape features

Diameter:

DPV ¼ max
i;j

distance PVi;PVj
� � ð7Þ

Here, the distance function is to calculate the Euclidean distance between two
boundary points (i and j). It evaluates the size of the lesion.

(2) Density features

Boundary density:

BDART ¼
P

i nearby ARTið Þ
length boundary LesionARTð Þð Þ ð8Þ

Fig. 4. Multi-phase CT images of a definite HCC (from left to right: NC, ART, PV)
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Here, the length function is to calculate the number of pixels where the boundary of the
lesion occupies. For each point on the border, we choose a certain number of points
near the point and calculate the average density, which is represented by the nearby
function.

Capsule:

C ¼ BDPV ð9Þ

The capsule is a LI-RADS feature. It means a delayed enhancing rim. Lesion size
(larger than 2 cm) and delayed enhancing rim are the strongest predictors of hepato-
cellular carcinoma [8]. The boundary density in PV phase can represent the capsule as a
computerized feature.

(3) Enhancement features

Wash out:

WO ¼ HEPART � HEPPV ð10Þ

The wash out is a LI-RADS feature. It makes sense in the prediction of hepatocellular
carcinoma [9]. It means visually assessed temporal reduction in enhancement relative
to liver from ART to PV phase resulting in PV hypo-enhancement. When transforming
the visual feature to computerized feature, we calculate the difference between the
hyper-enhancement percentage of ART and PV phase. The percentage of ART is a
benchmark and the difference shows how serious the hypo-enhancement is. HEPART

and HEPPV are hyper-enhancement percentages in ART and PV phase respectively,
which are explained in Eq. (5).

From above, we deduced computerized features with detailed formulas, which will
be used for machine learning based computer-aided diagnosis.

3 Computer-Aided Diagnosis Based on Machine Learning

In order to calculate the malignancy of a given lesion, we will consider the problem as a
classification problem based on LI-RADS. In LI-RADS, there are some categories
which indicate similar malignancy and too many levels are not friendly to the classi-
fication. So, level refactoring is necessary for the problem. For preliminary study, we
will do 2-level refactoring according to the LI-RADS process and definition. Based on
the level refactoring, we will calculate 2-level based malignancy. Now, we list the
LI-RADS categories with definitions in Table 2.
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3.1 2-Level Based Malignancy Methods

In the 2-level based problem, we divide LI-RADS categories into two parts, one is the
benign level and the other is the malignant level. It is a two-class classification problem
obviously. According to the LI-RADS process and definition, judging whether a lesion
should be categorized into LR-1 or LR-2 is an important step and also LR-1 and LR-2
are considered as benign. So, we divide LR-1 and LR-2 into the benign level and others
into the malignant level.

3.1.1 Machine Learning Models
We used four popular machine learning models (decision tree, support vector machine,
random forest, gradient boosting [10]) for our classification problem and compared the
performance of them. All of the four models were implemented by python sklearn
software package.

3.1.2 Performance Evaluation
For all the machine learning models, 5-fold cross-validation is carried out on the entire
dataset to train and test the classifiers. For model evaluation, we use accuracy (ACC),
precision (PRE), recall (REC), f1-score(F1), roc curve and area under curve (AUC) to
evaluate the classification performance from different perspectives. The threshold is set
as 0.5 for calculations of ACC, PRE, REC and F1.

3.1.3 Feature Selection
As we described in previous section, we proposed several computerized features to
represent the imaging cases. In order to generate a good model, we use greedy strategy
based feature selection to get a suitable feature set.

During the feature selection, we add one greedy feature into chosen features, which
is chosen from the remaining feature pool and leads to a best performance promotion
every iterative loop. Repeat the step until there is no feature can improve the perfor-
mance. From all the evaluation scores, we choose AUC to evaluate the performance in
each iterative loop.

Table 2. LI-RADS categories with definitions

LI-RADS category Definition

LR-1 100% certainty observation is benign
LR-2 High probability observation is benign
LR-3 Both HCC and benign entity have moderate probability
LR-4 High probability observation is HCC
LR-5 100% certainty observation is HCC
LR-5 V Observation is HCC invading vein
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3.2 Experimental Results

For choosing a better model, we contacted experiments using the four machine learning
models and the greedy strategy based feature selection. When using Support Vector
Machine Classifier, we selected the linear kernel for a better performance. All the
iterative steps of feature selection with detailed scores are listed in Tables 3, 4, 5, and 6.

After using greedy strategy based feature selection, we can draw some conclusions
from the results. For AUC performance target, gradient boosting classifier performs
best. For a certain model, when the AUC score reaches the highest according to the
greedy strategy, other scores may not be the best but is close to the highest one. From
the results, we find that some features are good enough that they are selected by most of
the popular models based on the greedy strategy. We summarize excellent features in
Table 7.

Table 3. 2-level based malignancy performance using gradient boosting classifier

Iteration Greedy feature AUC ACC PRE REC F1

1 LPBE (PV) 0.7915 0.6781 0.81 0.6428 0.6793
2 AD (PV) 0.9066 0.8290 0.8666 0.8666 0.8569
3 BC (PV) 0.9566 0.9036 0.9314 0.9 0.9118
4 WO 0.965 0.8654 0.8778 0.9 0.8831

Table 4. 2-level based malignancy performance using random forest classifier

Iteration Greedy feature AUC ACC PRE REC F1

1 AD (PV) 0.7220 0.6781 0.7898 0.6666 0.7005
2 BC (PV) 0.8696 0.7709 0.8214 0.7761 0.7917
3 HEP (PV) 0.8835 0.8290 0.8664 0.8333 0.8440
4 RBR 0.8895 0.8490 0.8476 0.9047 0.8739
5 C 0.8911 0.8109 0.8628 0.8047 0.8287

Table 5. 2-level based malignancy performance using decision tree classifier

Iteration Greedy feature AUC ACC PRE REC F1

1 BC (PV) 0.7364 0.7363 0.7795 0.7428 0.7521
2 AD (PV) 0.855 0.8672 0.8869 0.9 0.8868
3 LPBE (PV) 0.905 0.9036 0.9314 0.9 0.9118
4 ABE (ART) 0.9083 0.9036 0.96 0.8666 0.9090

Table 6. 2-level based malignancy performance using support vector classifier

Iteration Greedy feature AUC ACC PRE REC F1

1 BC (PV) 0.8707 0.8472 0.8278 0.9333 0.8727
2 AD (ART) 0.8973 0.8290 0.8409 0.8761 0.8531
3 LPBE (PV) 0.9040 0.8290 0.8409 0.8761 0.8531
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For further comparison of the four popular machine learning models, we repeat the
experiment based on the feature set listed in Table 7. The results are shown in Table 8.

4 Conclusion and Future Work

We proposed a set of computerized features for LI-RADS based computer-aided
classification. As a preliminary study, we contacted 2-level (benign and malignant)
classification experiments to validate the effectiveness of our proposed features using
four popular machine learning models. The performance of each method was evaluated
by using ROC curve and the best AUC score was 0.965 reached by the gradient
boosting classifier. We will increase the data set for better analysis and performance of
the model. There are still auxiliary features described in LI-RADS. They will be
computerized in the future work. Also, level refactoring with more levels will be
carried out in the future work.
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Table 8. Comparison of the models based on the same feature set

Popular model AUC ACC PRE REC F1

Support vector machine 0.8480 0.8290 0.8409 0.8761 0.8531
Decision tree 0.8383 0.8472 0.8778 0.8666 0.8613
Random forest 0.8454 0.7909 0.8314 0.8095 0.8172
Gradient boosting 0.9483 0.8654 0.8778 0.9 0.8831

Table 7. Detailed excellent features

Excellent feature Perspective Description

BC (PV) Boundary Chosen by 4 models based on greedy strategy
AD (PV) Density Chosen by 3 models based on greedy strategy
LPBE (PV) Enhancement Chosen by 3 models based on greedy strategy
WO Enhancement LI-RADS feature
C Density LI-RADS feature
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Abstract. Super-resolution techniques have been widely used in fields
such as television, aerospace imaging, and medical imaging. In medical
imaging, X-rays commonly have low resolution and a significant amount
of noise, because radiation levels are minimized to maintain patient
safety. So, we proposed a novel super-resolution method for X-ray images,
and a novel measurement algorithm for treatment of rheumatoid arthri-
tis (RA) using X-ray images generated by our proposed super-resolution
method. In this paper, we improve measurement accuracy for our pro-
posed method. Moreover, to validate it for our proposed algorithm, we
make a model for measurement algorithm about joint space distance
using a 3D printer, and X-ray images are obtained to photograph it.
Experimental results show that high quality super-resolution images are
obtained, and the measurement distances are measured with high accu-
racy. Therefore, our proposed measurement algorithm is effective for RA
medical examinations.

Keywords: Super-resolution · Joint space distance · Rheumatoid
Arthritis · Medical examinations

1 Introduction

X-ray images are widely used to diagnose a variety of diseases. However, to
reduce the patient’s exposure to radiation, X-ray dosage is minimized as much
as possible. As a result, X-ray images contain a significant amount of noise and
resolution is compromised. Thus, it is necessary to increase image resolution and
reduce noise. We proposed a novel super-resolution system for X-ray images that
consists of total variation (TV) regularization, a shock filter, and a median filter.
In addition, we proposed a novel measurement algorithm for the treatment of
RA, using X-ray images generated by our proposed super-resolution system [1].
In this paper, we improve measurement accuracy to optimize parameters for
super-resolution.
c© Springer International Publishing AG 2018
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2 Super-Resolution System

Super-resolution is a technique for increasing the resolution of an enlarged image
by generating new high-frequency components. This technique estimates and
generates such components from the characteristics of the original signals. In
recent years, various super-resolution techniques have been proposed, and most
are classified as either reconstruction-based super-resolution [2] or learning-based
super-resolution [3].

In resolution for X-ray images, which is used at medical operation, the reso-
lution of one pixel will be 0.15 mm square, and joint space distance will be about
from 1.0 mm to 1.5 mm. Therefore, when the joint space distance is measured
with one pixel error, the error will be from 10% to 15%, improving measurement
accuracy is required.

It is possible to solve this problem by utilizing a super-resolution technique.
By magnifying segmented images by a multiple of 4 × 4, a resolution of a pixel
will be 0.0375 mm, thus the error can be suppressed from 2.5% to 3.75%. Also by
utilizing the shock filter, clearer edges in images will be obtained, thus it is easy
to select edges. However, the error still remains and it is not small to measure
for RA medical examinations. In this paper, we improve measurement accuracy
to set bigger magnification rate and optimal parameters for super-resolution.

A block diagram of our proposed super-resolution system is shown in Fig. 1.
Each of the non-linear filters is explained in the following sections.

2.1 Total Variation Regularization

As shown in Fig. 1, the TV regularization decomposition [4–8] is performed as
follows. The structure component u is calculated to minimize the evaluation
function F (u) as shown in Eq. (1):

F (u) = Σi,j |∇ui,j | + λΣi,j |fi,j − ui,j |2. (1)

where f is a pixel value of the input image. The Chambolle’s projection algorithm
[9] is used to solve the minimization problem as shown in Eq. (2).

Fig. 1. Block diagram of our proposed super-resolution system.
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where P is a pixel value. The texture component v and the structure component
u are obtained by using the equations in (3).

v = λdivP, u = f − v. (3)

Figure 2 shows an example of the TV decomposition for an X-ray image, (a)
is an original image, (b) is a structure component and (c) is a texture component.

2.2 Shock Filter

The shock filter is a nonlinear edge enhancement filter, which was proposed by
Osher and Rudin [10] and Alvarez and Mazorra [11]. The process is achieved by
utilizing Eq. (4):

u
(n+1)
i,j = u

(n)
i,j − sign

(
Δ

(
Kσ ∗ Δu

(n)
i,j

)) ∣∣∣∇u
(n)
i,j

∣∣∣ dt. (4)

where u is a structure component, K is a smoothing filter. It is possible to
reconstruct steep edges by calculating a simple operation; thus, this filter is
suitable for high-speed processing. In addition, several artifacts generated during
edge enhancement processing can be controlled successfully, i.e., ringing noise
and jaggy noise. Figure 3 shows an input image and output images obtained by
utilizing the shock filter.

2.3 Median Filter

Most noise is classified as a texture component by utilizing TV regularization.
As mentioned previously, X-ray images contain significant noise. Therefore, we
propose applying the median filter to the texture components of X-ray images.
The median filter sorts nine pixel values in 3 × 3 pixels around the pixel of
interest. Next, the filter replaces the fifth pixel value with a new pixel value of
interest. This process is applied to all of the texture components.

Fig. 2. Example of total variation decomposition for X-ray image.
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3 Measurement Algorithm About Joint Space Distance

Rheumatoid arthritis (RA) is a disease that causes joint inflammation, and most
commonly afflicts women between 30 and 50 years of age. As symptoms progress,
the patient’s joint space distance (JSD) will narrow. This change can be observed
with X-ray images; however, at present, an accurate measurement method has
not been established. Therefore, a more accurate JSD measurement technique is
required. We proposed two JSD measurement algorithms [1]. Figure 4 shows an
example of an output image. In our proposed method, we use an input image,
which is magnified by utilizing a super-resolution method. Our algorithm for
measurement is shown as follows:

1. Select several points on an edge of an upper bone by clicking mouse button,
manually.

2. Set axes corresponding to a joint from selected points automatically.
3. Calcurate coordinate values of selected points based on the axes.
4. Calcurate a quadratic function by using the least squares method from the

calcurated fitting function.
5. Calcurate a quadratic function by selecting several points on an edge at a

lower bone, similarly.
6. Measure the joint space distance from normal lines and integral operation.

We also propose another JSD measurement algorithm, which is calcurated
by using an area of JSD, and its algorithm for measurement is shown as follows:

1. An integral calculus range in a range of curve p is set, and to calculate the
integral calculus SR of differences between curve p and curve q.

2. An integral calculus range in a range of curve q is set, and to calculate the
integral calculus SB of differences between curve p and curve q.

3. The value W is defined as the distance between 2 points, which is automati-
cally detected when the coordinate axis are set.

Fig. 3. Example of shock filter for X-ray image.
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4. The JSD value D is calculated from two values: SR and SB and averages of
the distances of the top and bottom as shown in Eq. (5).

D =
SR + SB

2W
(5)

4 Experimental Results

To validate measurement accuracy in our proposed method, we experiment using
3D modeled images.

4.1 3D Modeled Images

We have designed the 3D model in imitation of the joint of the left hand middle
finger, which has three joint space distances: 1 mm, 2 mm and 3 mm as shown in
Fig. 5, and have printed out it by using a 3D printer. Then, an X-ray image is
obtained to photograph it, we compare the distances between the ideal one and
measured one by utilizing our proposed application. The measurement distances
are calcurated at a mean value and an area by a distance by using Eq. (5).

The experimental condition is shown in Table 1, the model made by a 3D
printer and its X-ray image are shown in Figs. 6 and 7, respectively.

4.2 Super-Resolution System

Figure 8 shows (a) original image, the experimental results magnified (b) twice,
(c) 4 times and (d) 8 times for the super-resolution system. In Fig. 8, the original

Fig. 4. Application for JSD calculation of X-ray image.

Table 1. Experimental parameters.

Parameter Value

Width of joint space distance 3 [mm]

Distance from X-ray to objects 1000 [mm]

Magnified rate 1.5



162 T. Goto et al.

Fig. 5. Designed 3D model

image is very small area, and the magnification rate is bigger, the clearer edges
are obtained.

We will measure the JSD 50 times by using four X-ray images — an input
image before the super-resolution, the linear interpolation images and the super-
resolution images magnified twice, 4 times and 8 times. Table 2 and Fig. 9 show
measurement results for X-ray images of printed 3D model. In Table 2 and Fig. 9,
when the bigger magnification rate is set, the smaller error rate is obtained, and
the distribution is getting smaller. Also, the measurement accuracy of the average
JSD for our super-resolution system is higher than that for the linear interpo-
lation method in each magnification rate. As a result of 8 times magnification
rate, the error rate is 0.77%, this means that the measurement accuracy is very
high quality for our proposed super-resolution system, and it is possible to verify
and monitor the earlier state of RA, objectively.

Fig. 6. Printed 3D model Fig. 7. X-ray image of printed 3D
model.
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Fig. 8. Original image and experimental results of super-resolution.

Table 2. Measurement results for X-ray images of printed 3D model.

Magnification rate Original Linear interpolation Super-resolution

2 times 4 times 8 times 2 times 4 times 8 times

Max. JSD [mm] 3.26 3.259 3.215 3.188 3.132 3.099 3.087

Min. JSD [mm] 2.88 2.965 2.958 2.966 2.941 2.948 2.961

Max.-Min. JSD [mm] 0.38 0.294 0.257 0.222 0.191 0.151 0.126

Average JSD [mm] 3.15 3.120 3.092 3.081 3.084 3.035 3.023

Error rate [%] 5.00 4.00 3.07 2.70 2.80 1.17 0.77

Fig. 9. Measurement results

5 Conclusion

In this paper, we have validated measurement accuracy for our proposed super-
resolution system for X-ray images that utilizes the TV regularization, the
shock filter, and the median filter. Experimental results show that high-quality
super-resolution images are obtained from low-quality X-ray images utilizing our
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proposed super-resolution system. In addition, the results show that JSD can be
measured more accurately and the progress of RA can be monitored more pre-
cisely by using super-resolution images.

Also, we made a model by using a 3D printer to validate our measurement
algorithm, and by measuring it, we have validate that measurement accuracy of
our proposed method is very high quality.

For further research, we intend to measure JSDs automatically because sev-
eral points’ selection on edges of upper and lower bones by users is required in our
proposed measurement algorithm, and it may include error. Also, we intend to
improve the user interface of our proposed measurement system, which doctors
use in medical examination and treatment.
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Abstract. During the Kumamoto earthquakes in Japan, disaster med-
ical assistance teams (DMATs) were dispatched for emergency support.
Communication among DMAT members were primarily done via emails
and phones, however, during this disaster, some teams also used LINE,
a popular social networking service in Japan. Although this tool is sim-
ple to use, the teams had problems organizing various topics in a single
chat room. In this paper, we propose an application that uses hashtags,
which consists of two main units: (1) a bot that redirects messages to
specific groups according to hashtags input by users; and (2) a system for
logistic-support to manually apply hashtags to messages without tags,
and to manually edit hashtags of already-tagged messages. User stud-
ies of two Kyoto University Hospital DMAT members were conducted,
and through discussion, we found that the generality of the proposed
application should be further considered for usage in other activities.

Keywords: DMAT · EMIS · SNS · LINE · Tags

1 Introduction

On April 2016, Kumamoto Prefecture, Japan was hit by a series of earthquakes,
causing many casualties. Disaster medical assistance teams (DMATs), medical
teams dispatched in cases of emergencies, were sent to give medical support from
all over Japan. A DMAT is split into two main groups, a group on-site, and a
logistic-support group that stays at their base hospital.

DMATs primarily used the Emergency Medical Information System (EMIS)
as a communication tool. The EMIS is a system that holds and shares
information between institutions, including other DMATs, hospitals and admin-
istrations. DMAT members communicate with other institutions by inputting
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information into the EMIS, such as their current activity, vacancy of hospitals,
and conditions of infrastructure.

In contrast, conventional communication methods among DMAT members
have been via phone and email. However, for the Kumamoto earthquakes, some
DMATs also used LINE, a social networking service (SNS) that uses chat rooms,
as a communication tool for the first time. LINE is a popular SNS in Japan
used by over 40% of the population in 2014 [5]. Its simplicity and familiarity
provide DMATs members smooth communication. To differentiate the purposes
between EMIS and LINE, Fig. 1 shows the flow of disaster information during the
Kumamoto earthquakes. The EMIS was used to share information between differ-
ent organizations, and LINE was used for communication among DMAT members.

Fig. 1. Flow of information during the Kumamoto earthquakes

Although LINE is effective for daily use, this has caused other problems when
using it during emergency situations. A primary problem was: excessive amount
of messages in a single chat room causing crucial information to be left unseen.
Missing important messages is tragic, therefore, in this paper, we propose an
application to organize various messages.

2 Method

2.1 Problem Analysis

For further understanding and clarification of the problem caused by large
amounts of messages, de-identified log files of the Kyoto University DMAT chat
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room were analyzed. There were no problems regarding how to use LINE because
members had already been using LINE, however, there were too many topics,
including instructions and small talk, going on at the same time in a single chat
room. This forced members to search for information that was related or impor-
tant to them. Having multiple topics led to more difficulties, e,g., members were
required to distinguish between to which topic a certain message was referring.
To make matters worse, according to the log files, only a mere five percent of all
messages were the most crucial messages, instructions, which must not be missed.

2.2 Solution Considered

As a solution for this problem, we considered implementing a system for distrib-
uting messages to different chat rooms using a chat bot, as shown in Fig. 2. We
employed LINE for this system because LINE is more widely used than other
communication tools, such as Slack. Slack is a tool that may be functionally
better, but is mainly used by IT specialists. DMAT members are already expe-
rienced in the basic uses of LINE, and will only need to learn how to use the
additional features created.

Users will manually apply metadata, or data that describe other data, to
their messages beforehand. Based on these metadata (henceforth referred to
as “tags”) placed in the messages, the bot will then classify them accordingly.
Since instructions are crucial messages that DMAT members need to see, it is
necessary for the sender of the instructions to confirm that the receivers viewed
them. Therefore, receivers of the instructions should be able to reply to the
instructions as a confirmation.

A bot is able to automatically categorize messages through language process-
ing; however, members tend to send short messages along with occasional errors,
which makes them difficult for the bot to analyze. This raises the possibility of
incorrect categorizations, which is a major issue for DMATs where accurate
information is in need. In addition, as members at the disaster site are preoc-
cupied with their operations, misplacing and forgetting tags are unavoidable.
Thus, the logistic support groups with more free time will apply forgotten tags
or correct mistaken tags.

3 Proposed Application

The implemented application is made up of two main units: (1) a bot that
distributes messages to different chat rooms according to their tags; and (2) a
support system for logistics to fix tag-related errors. The former unit prevents
the problem of significant messages being missed inside a single integrated chat
room. The latter unit corrects human errors when attaching tags to messages.
There is a one-to-one chat room with the bot for each user, a group chat room
for each tag, and a web page for the logistic support system. The former unit
utilizes the hashtag function from Twitter due to structural limitations of LINE.
For this application, “EMIS”, “Instruction”, “Transportation”, “Activity”, and
“Others”, were set as suitable tags.
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Fig. 2. Concept of application

3.1 Message Distribution Bot

This bot consists of two features: a) remapping messages to different chat rooms
according to the attached tags; and b) viewing the respondents of an instruction-
related message sent by the user.

Users select tags, as shown in Fig. 3, before sending the actual message. After
sending the message, the bot will distribute the message to the chat rooms of
the specified tags. In addition, users can also check messages of all chat rooms.

Fig. 3. Selecting tags and sending messages
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When a user sends a message with an “Instruction” tag, the bot sends a
confirm message to each user, as shown in Fig. 4. If a receiver presses “Yes”, he
is considered a viewer, or a respondent to the message. Then, as shown in Fig. 5,
the sender can view all respondents. The sender will now be able to confirm that
the instructions sent have been viewed.

Fig. 4. Confirm messages for instructions

The remapping feature enables users to view messages by categories instead of
viewing all messages at once, hence, preventing confusion from reading multiple
topics in a single chat room simultaneously. The reallocate confirmation feature
provides confirmation to the sender that the crucial instructions sent have been
viewed, and visual understanding of the receivers of the message being important.

3.2 Support System for Logistics

This system consists of two features: (a) attaching tags to messages without
any tags; and (b) revising the tags of already-tagged messages. The web page
consisting of this system is divided into two sections, as shown in Fig. 6. The left
shows the list of messages without tags, and the right shows messages of all chat
rooms.

Users apply tags to a message with none, as shown in Fig. 7, by simply clicking
on one of the messages, selecting the tags, and confirming it. The message will
then be sent to the respective chat rooms.



170 T. Kawai et al.

Fig. 5. Viewing instruction respondents

Fig. 6. Logistic support system

Likewise, users select an already-tagged message, and add or remove tags, as
shown in Fig. 8. The message will be resent to the respective chat rooms.

This system corrects any messages without tags and messages with misplaced
tags, to properly send messages to their appropriate chat rooms, and to prevent
misleading understandings by members respectively. The logistic-support group
with more free time will manually revise the tags to fix the human errors caused
by the preoccupied members at the disaster site.
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Fig. 7. Attaching tags to messages without tags

Fig. 8. Revising tags

4 Discussion and Improvements

User studies of two Kyoto University Hospital DMAT members, who were active
during the Kumamoto earthquakes, were conducted after designing the applica-
tion. One member was part of the logistic-support team, and the other was the
leader of the dispatched team. Both members are experienced in DMAT activ-
ities and instructs other members during training. The members were asked to
use the prototype application for a week, and be interviewed about each appli-
cation feature through a free discussion. During the discussions with the users,
we obtained feedback and suggestions for additional features for the application.

There were various improvement points suggested for the message-
distribution system. One user stated, “The tags are too focused on disas-
ters; therefore, the system should have more generality to be usable for other
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emergency situations.” Another comment from a user was, “Placing tags should
be possible after inputting the message, because it is easier to decide the tags after
writing it.” Because there was a chat room for each tag, users found it confusing,
and suggested that fewer chats would be more beneficial. For the respondent-
viewing feature, a user stated, “It would be better if I could choose who to send
the instructions to, and if there was more variety in the ways of responding.”
Users also wanted to manage the status of respondents, to see if the instructions
were followed. Being able to determine a member’s availability was suggested as
well. If a member does not send a message for a certain period of time, a message
should be sent to confirm his current status.

For the logistic-support system, the web page was not suitable for smart-
phones, which was one of the comments given. Multiple comments about the
user interface were given, such as, “Selection of colors is bad.”, “It should look
more like LINE.”. These should be addressed immediately.

To summarize, LINE was first used by some DMATs because of its simplicity
and familiarity. Given that most users are already experienced in using LINE,
the proposed application is easier to use than other communication tools such as
Slack. However, the application caused difficulties during use. For it to be usable
in various emergency situations, considerations of the design to be generalized
and to have the same simple user interface that LINE has must be made.

5 Conclusion

We proposed an application using LINE that consists of two units to support
communications among DMAT members. One unit consists of a bot that auto-
matically distributes messages to chat rooms according to the tags the user has
attached to the messages; and the other unit for logistic-support members, allows
adding tags to messages without tags and revising tagged messages. Through
discussion and feedback, various improvement points were considered for both
units, and are currently under development. For future work, considerations for
implementing this application in actual DMAT training are being made for fur-
ther discussion. In addition, there was a problem of members forgetting to input
information to the EMIS upon sending the same information through LINE.
Therefore, a new system to support the coordination of information between the
EMIS and LINE is currently being considered.
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Abstract. In this paper, we propose a method for automated assessment of
small bowel motility function based on image analysis using Cine MR Image. In
this study, we first use a superpixels based method to segment the target small
bowel region and then the temporal area change of the segmented small bowel
region is used for quantitative assessment of the small bowel motility function.
The main contribution of this paper is to improve the measurement accuracy of
the small bowel motility function from Cine MR imaging and develop an effi-
cient, useful and automatic assessment system based on image processing.

Keywords: Cine MR images � Assessment of small bowel motility function �
SLIC superpixel � Measurement dynamic change of region area

1 Introduction

Measurement of small bowel contraction movement is important for the treatment or
inspection of the small intestine. To date, the popular measurement is an invasive
method using some endoscope. In our previous work [1], we proposed a non-invasive
method using Cine MR images. Since Cine MR images can provide temporal
sequential images, we are able to observe small intestine contraction movement
directly.

In order to make an automatic assessment of small bowl motility, we proposed
several methods based on image processing and computer vision techniques [2–4]. The
basic idea is that we first select a small intestine as a target object and then automat-
ically segment it using computer vision techniques. The temporal areas change of the
segmented small intestine is used as a measure for quantitative assessment of small
bowel motility. Many methods have been proposed for medical image segmentation,
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such as Otsu (discriminant analysis) method [5], watershed [6] and level-set [7], etc.
Otsu-method is used to automatically find an optimum threshold to separate the object
from the background. However, it cannot be used for images having complex back-
ground. Watershed and level-set methods need good initial point or boundary. On the
other hand, superpixels based segmentations received great attentions. Simple Linear
Iterative Clustering, called SLIC [8], is one of superpixels methods, which clusters
pixel using the combined color (or feature) distance and spatial distance. In this paper,
we propose a superpixels based segmentation method to segment the small intestine
and do quantitative assessment of small bowel motility compared with existing
methods Otsu method and active contour methods, our proposed method can achieve
better results.

This paper is organized as follows. Section 2 describes the detail of our clinical
material, such as Cine MR imaging and clinical preparation. Our proposed assessment
system with superpixels is presented in Sect. 3. The experimental results of proposed
method and conclusion are demonstrated in Sect. 4.

2 Cine MR Images

Dynamic Cine MR imaging is a useful tool to observe the bowel contraction and
provide functional information of the bowel. The Cine MR images we used in this
research were provided by Shiga University of Medical School and were collected by a
1.5T MR scanner (Signa HDxt 1.5T, GE Healthcare) with an 8-channel body array coil.
We use coronal images of the entre abdomen to observe the small bowel contraction
because it covers the maximum length of smack bowel loops. The coronal plane was
selected by consensus of two radiologists. A serial coronal scan was obtained at the
selected plane with the tested subject in a prone position: 70 images in 30 s with
breath-holding or 200 images in 90 s without breath-holding. Steady-state free pre-
cession sequence (FIESTA Sequence: TR 1/4 3.4 ms, TE 1/4 1.2 ms, flip angle 75
degree, slice thickness 10 mm, matrix 256 � 256, field of view 450 mm) was utilized
for imaging, which allows continuous scanning at every 0.5 s.

The Cine MR images used in this research were taken from 4 males healthy
volunteers (33–49 years) as summarized in Table 1. Before 20 min prior to initiation of
scanning, the volunteers drank 1500 (ml) of non-absorbable fluid to obtain optimal
distention of the small bowel loops for easier recognition of their walls and accurate
measurement of their caliber on each MR images. The sequential scanning was repe-
ated before and at 0, 15, 30, 45 and 60 min after oral intake of the non-absorbable fluid.
In Fig. 1, we show examples of Cine MR sequential images demonstrating bowel
contraction with an interval time of 0.5 s.
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3 Assessment of Small Bowel Motility with Cine MR
Sequence

3.1 System Overview

The proposed assessment system of small bowel motility function with Cine MR
sequence is shown in Fig. 2. The assessments were performed quantitatively by
measuring frequencies of bowel contraction or by measuring the signal changes
between sequential images [1]. The system consists of 3 steps. The first step is to define
a region of interest (ROI) for analysis. The radiologist marks two points: left-up and
right-down points of a rectangle area (ROI) manually as shown in Fig. 3. The second
step is the segmentation or measurement step. In this step, we automatically segment
the target small intestine in the ROI of each frame by using image processing tech-
niques, which will be described in next sub-sections, in order to measure the size or
area of the small intestine. In the final step, we quantitatively analysis the small bowel
motility function by measuring the temporal area change of the segmented small
intestine. The frequency analysis is also done based on Fourier transformation.

3.2 Superpixel-Based Segmentation of Small Intestine

In our previous work, the radiologist measured the luminal diameter of each target
small intestine manually [1]. It is a time-consuming and labor-intensive task. To
overcome the problem, we propose an automatic segmentation of small intestine based
on a superpixel technique.

Superpixel can be considered as a clustering method, which clusters similar
neighboring pixels into superpixels. Simple Linear Iterative Clustering, called SLIC, is
one of superpixel algorithms, which is based on K-means algorithm. K-means clusters

Table 1. Experimental clinical datasets

Sample No. Sex Area Elapse time (min)

103 Male LU, RL 0, 15, 30, 45, 60
104 Male LU, RL 0, 15, 30, 45, 60
105 Male LU, RL 15, 30, 45
106 Male LU, RL 15, 30, 45

Fig. 1. Cine MR sequential images showing bowel contraction with an interval time of 0.5 s
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Fig. 2. Overview of the assessment system of small bowel motility with Cine MR images

Fig. 3. Flow of the superpixel-based small intestine segmentation experimental results
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pixels using only color (or feature) distance, while SLIC clusters pixels using the
combined color (or feature) distance and spatial distance. Since the MR image does not
have color information, we use intensity I as a feature instead of color values. The
similarity measure is based on following two distance measures:

dc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ic � Iið Þ2

q
; ð1Þ

ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xc � xið Þ2 þ yc � yið Þ2

q
; ð2Þ

where dc is the distances (difference) between the i-th pixel’s intensity (Ii) and the c-th
cluster center’s intensity (Ic). ds is the Euclidean distance between the i-th pixel (xi, yi)
and the c-th cluster center (xc, yc). The combined distance measure D are shown in
Eq. (3),

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2c þ ds=Sð Þ2m2

q
: ð3Þ

where S is the grid interval and m is a control parameter, which controls the com-
pactness of the superpixel. The greater the value of m, the more important the spatial
distance of ds resulting in more compact the cluster. If m=0, the SLIC can be con-
sidered as the conventional K-means clustering. In this study, we performed the SLIC
by Ref. [8].

The flow of our superpixel-based small intestine segmentation is shown in Fig. 3. It
consists of 3 steps. In the first step, we apply the SLIC algorithm to the ROI of each
frame and represent them with superpixels. Since the small intestine (object) has higher
intensity than background, In the second step, if the average intensity of a superpixel is
larger than a pre-defined threshold, we relabeled it as an object and merged the
neighboring object superpixels as one object superpixel since the small intestine (ob-
ject) has higher intensity than background. The threshold was estimated by the use of
Otsu method [5]. In the last step, only the object superpixel with the largest area is
selected as the region of small intestine. The small object regions are deleted as noise.

To validate the effectiveness of the proposed method, several experiments were
performed. We first manually segmented target regions under the guidance of medical
doctors, which are used as ground truth. Figure 4 shows detailed comparisons of
segmentation results. Figure 4(a) is an example of dynamic MR images (Patient:S103,
Timestamp:45, Frame No. 1, 2, 3, 30, 70). Figures 4(b)–(e) are results of manual
segmentation, proposed method (SLIC), level-set method, Otsu method, respectively. It
can be seen that we cannot obtained a good segmentation result by the conventional
level-set method and Otsu method, while our proposed superpixels based method
performs well. The temporal area changes of the segmented small bowel region are
shown in Fig. 5(a) and their Fourier transforms are shown in Fig. 5(b), which can be
used for quantitative assessment of the small bowel motility function. The red line is
measured by our proposed SLIC method. The black dotted line is the result of manual
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segmentation, which is used as the ground truth. The blue line is the result by con-
ventional Otsu method and the orange dashed line is the result by level-set method. It
can be seen that both the temporal area change and the Fourier transform result by our
proposed method is most similar to the ground truth among three methods.

In order to make a quantitative comparison, we calculated the correlations between
the manual segmentation result and the automatic segmentation results, which are
summarized in Table 2. Our proposed method outperformed both Otsu method and
level-set method. The computation time is shown in Fig. 6. Our proposed superpixels
based method takes about 500 s. In the future, we are going to develop a fast superpixel
algorithm.

Fig. 4. Segmentation results of ROI series on Cine MR images, Sample No. 103 (Timestamp is
45 min) Frame No. 1, 2, 3, 30, 50, 70. (a) original ROI series from the clinical dataset, (b) manual
segmentation, (c) segmentation by proposed method (SLIC superpixel), (d) segmentation by Otsu
method and (e) segmentation by Level-set method.
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Fig. 5. Comparison results of temporal area changes of the segmented small bowel region
(a) and their Fourier transforms (b). SLIC (Red), manually (black dot), Otsu Method (blue with
symbol x), level-set (orange line with circle). Sample is No. 103 with Timestamp 45 min)
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4 Conclusion

In this paper, we proposed a method for automated assessment of small bowel motility
function based on image analysis using Cine MR Image. We first used a superpixel-
based method to segment the target small bowel region and then the temporal area

Table 2. Correlations between the manual segmentation result and the automatic segmentation
results

Sample No. Min. SLIC (proposed) Otsu-method Level-set

S103 10 0.848 0.809 0.763
15 0.818 0.762 0.424
30 0.598 0.486 0.377
45 0.745 0.563 0.626
60 0.600 0.636 0.735

S104 10 0.517 0.392 0.269
15 0.596 0.799 0.424
30 0.654 0.562 0.050
45 0.725 0.005 0.311
60 0.355 0.250 0.881

S105 15 0.911 0.962 0.767
30 0.771 0.931 0.310
45 0.190 0.529 0.466

S106 15 0.724 0.542 0.381
30 0.504 0.404 0.095
45 0.628 0.732 0.545

Total average 0.636 0.585 0.464

Fig. 6. Comparison of computation time.
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change of the segmented small bowel region is used for quantitative assessment of the
small bowel motility function. Compared with existing methods such as Otsu method
and level-set method, our proposed method can achieve better results.
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Abstract. In our previous study, we focused on the motion of cervical spines in
video-fluorography (VF), and we revealed that the physiological lordosises were
reduced during normal swallowing. In the study, cervical spines were required to
be manually extracted in all the frames of VF. Therefore the study had a difficulty
in performing the statistical analysis based on a large amount of patient data. The
present study proposes an automatic tracking method of cervical spines in VF by
use of the two-dimensional template matching technique. In the method, cervical
spines can be extracted automatically, though templates should be set manually
only in the first frame of VF. The automatic tracking method was applied to
cervical spines, from C1 to C6, in actual VF of ten cases who were planned to
undergo posterior cervical spinal fusion. The cervical spines were able to be
tracked at the accuracy of more than 77% in the Jaccard index. The experimental
results demonstrated that the proposed method was able to analyze the motion of
cervical spines in VF during swallowing.

Keywords: Swallowing · Cervical spines · Tracking · Two-dimensional template
matching · Videofluorography

1 Introduction

Dysphagia makes swallowing difficult, and causes several diseases such as aspiration
pneumonia. Many patients suffer from the dysphagia, and therefore it is necessary to
analyze the mechanism of dysphagia for accurate diagnosis and adequate treatment.
There have been many studies to determine the causes of dysphagia [1]. Several studies
have examined the relationship between swallowing and cervical spines in several arti‐
cles. Cervical spine disorders, such as cervical osteophytes and cervical exostosis, may
cause dysphagia [2]. The incidence of dysphagia after anterior cervical surgery has been
reported to be high. The sensation of impaired swallowing persists in patients under‐
going anterior cervical discectomy and fusion even at six months after the surgery [3].
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Posterior cervical fusion surgery without the anterior approach has been also reported
to cause dysphagia two weeks after the surgery [4].

We have investigated a relation between swallowing and the motion of cervical
spines. The study [5] demonstrated that the physiological lordosis of cervical spines
were reduced during swallowing in videofluorography (VF) of thirty nine normal
subjects. The study [6] demonstrated that the rotation of from C1 to C3 were restricted
when subjects wore cervical orthoses, and that the restriction affected hyoid anterosu‐
perior movement, epiglottis inversion, and pharyngoesophageal junction opening. These
studies implied that there were relations between swallowing and the motion of cervical
spines. One of problems of these studies was that cervical regions should be extracted
manually from VF, and the manual extraction prevented investigation based on more
patients. Normal swallowing motion synchronize hyoid bone elevation, and soft palate
elevation, epiglottis inversion, laryngeal vestibule closure, and pharyngoesophageal
junction opening. But, dysphagia can not synchronize those. Therefore, data analysis in
limited frames is insufficient, and it is necessary to continuously analyze multiple cases
over a long time. In the previous study, we proposed an automatic tracking method of
cervical vertebral bodies based on template matching technique. This method was
applied to the VF of three patients to undergo cervical spine fusion [7]. In this study, we
proposed an automatic tracking method of cervical spines based on template matching
technique. In this method, cervical spines can be extracted automatically, though
templates should be set manually only in the first frame of VF. This method was applied
to the VF of ten patients to undergo cervical spine fusion, and experimental results
were shown.

2 Method

We used the VF data of subjects according to the instructions on the manual made by
the Japanese society of dysphagia rehabilitation [8]. CUREVISTA (Hitachi Medical
Corporation) and DMCAT-2000HL (Panasonic) were used to acquire and record the
VF, respectively. The subjects were instructed to sit on seats and to set their necks
perpendicular to the floor as much as possible (Fig. 1). The 10 ml of 40% diluted barium
sulfate was used as contrast agents to allow us to confirm swallowing dynamics in the
VF. Such contrast agents were required to be used by the manual, and therefore we did
not obtain VF without contrast agents. The frame rates were set to be 30 per second.
Shooting time was at most one minute. The total radiation dosage per VF examination
was estimated at 0.5 mGy. A reference marker with a size of one cm was placed when
capturing images. Image resolution was 0.5 mm/pixel.
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Fig. 1. Videofluorography system.

Figure 2 was the pharyngeal frame of VF. The overview of our tracking method was
shown in Fig. 3. First, a boundary box (template) was manually set to each of cervical
spines, from C1 to C6, in the first frame (t = t).

Fig. 2. A template (white square) for the third cervical spines in the pharyngeal frame of VF.
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Fig. 3. Tracking process based on the template matching technique.

Figure 4 was the enlarged view of the template in Fig. 2. In order to evaluate the
accuracy of the tracking, a clinical expert manually created the ground truth (GT) of the
cervical spines (which were composed of cervical spinous processes and cervical verte‐
bral bodies) from C1 to C6 in the VF frames of the pharyngeal and oral phases. The
pharyngeal phase was defined to be the time when the hyoid bones reached at the most
upper-front positions, and the oral phase was defined to be one second before the phar‐
yngeal phase. Figure 5 was the GT of the third cervical spine in Fig. 4. The cervical
spine regions were filled and then dilated as shown in Fig. 6. The circular structuring
element with a radius of two pixels was used for the dilation.

Fig. 4. Enlarged view of the template in Fig. 2.

In the next frame (t = t + 1), the template was set at the same position, and then
translated in a range of ±Utmp pixels in the x and y directions. At each position, the
template was rotated in a range of ±𝜃tmp degrees at the resolution of Δ𝜃tmp degrees to
create new templates. Each new template Tu,v,𝜃(x, y) and the next frame Ft+1(x, y) were
matched by use of the following Cosine similarity:
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S(u, v, θ) =
∑

x,y

{
Tu,v,𝜃(x, y) ⋅ Ft+1(x, y) ⋅ mask(x, y)

}
√∑

x,y (Tu,v,𝜃(x,y)⋅mask(x,y))
2
⋅

√∑
x,y

(
Ft+1(x, y) ⋅ mask(x, y)

)2 (1)

where (u, v) was the translation parameters and θ was the rotation parameter. mask (x,y)
was the value of the dilated template. The template with the maximum s(u, v, θ) was
adopted as the optimal template. These processes were iterated.

3 Experiment

3.1 Experimental Conditions

We explained our research purposes, procedures, and voluntary participation to subjects
undergoing posterior cervical spinal fusion. We obtained informed consent from ten
subjects, who participated in the study. They were allowed to leave off the study at any
time at their own will. The proposed method was applied to the VF of the subjects.

The GT at the oral phases were used as initial templates. The tracked templates were
compared with the GT at the pharyngeal phases, and the accuracy was evaluated by use
of the following Jaccard indexes:

JI =
RTR

t=1 ∩ Rt=35

RTR
t=1 ∪ Rt=35

(2)

Fig. 5. Ground truth area of the third cervical spine in Fig. 4.

Fig. 6. Dilation result of the template in Fig. 4.
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where RTR
t=1 was the translated and rotated cervical spine region at the pharyngeal phase,

and Rt=35 was the GT region at the oral phase. This value takes values from one to zero
according to the overlap ratio of the two regions. The value takes one if they are over‐
lapped completely, whereas zero if they have no overlap. In this study, the JI is used as
an index value to evaluate the accuracy of tracking.

In this experiment, Utmp,ΔUtmp, 𝜃tmp, and Δ𝜃tmp were set to be 20 pixels, 1 pixels, 4°
and 0.5°, respectively.

3.2 Results

The experimental results are shown in Table 1. The cervical spines can be tracked at
more than 77%.

Table 1. Evaluation results of the cervical spines tracking for ten cases.

C1 C2 C3 C4 C5 C6 Mean ± SD
Sample A 0.85 0.82 0.89 0.85 0.88 0.88 0.86 ± 0.03
Sample B 0.87 0.81 0.89 0.87 0.88 0.87 0.87 ± 0.03
Sample C 0.84 0.83 0.83 0.82 0.86 0.85 0.84 ± 0.02
Sample D 0.82 0.86 0.85 0.77 0.83 0.86 0.83 ± 0.04
Sample E 0.79 0.92 0.87 0.88 0.88 0.86 0.87 ± 0.05
Sample F 0.82 0.91 0.90 0.81 0.87 0.86 0.86 ± 0.05
Sample G 0.85 0.91 0.92 0.90 0.91 0.88 0.90 ± 0.03
Sample H 0.78 0.91 0.89 0.91 0.82 0.87 0.86 ± 0.06
Sample I 0.84 0.84 0.89 0.89 0.88 0.88 0.87 ± 0.03
Sample J 0.81 0.92 0.91 0.90 0.85 0.81 0.87 ± 0.05
Mean ± 
SD

0.83 ± 0.03 0.87 ± 0.05 0.88 ± 0.03 0.86 ± 0.05 0.87 ± 0.03 0.86 ± 0.02

4 Discussion

Our final goal is to analyze the dynamics of swallowing in a large amount of VF, and
to suggest adequate treatment to patients with dysphagia. We focused on the movement
of cervical spines during swallowing, and therefore needed to track cervical spines in
VF. We adopted two dimensional template matching technique. This technique is well
known, but suitable for our purpose because the cervical spines move only two dimen‐
sionally and are not deformed. The main contribution of the paper is to be able to confirm
that we can automatically track the cervical spines at the accuracy of more than 77%.
This automatic tracking will allow us to statistically analyse the movement of cervical
spines in a large amount of VF in the next step of our research.

In this method, templates should be manually set to target cervical spines in the first
frames of VF as described above. In order to make our method fully automatic, such
cervical spines should be recognized even in the first frames. We will consider to make
use of several machine learning methods such as deep learning in the future.
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A clinical expert visually confirmed that the tracking was good. In this experiment,
the tracked regions were from C1 to C6. It is necessary to track the occipital bones and
the seventh cervical spines. The maximum Jaccard value was 92%, whereas the
minimum value was 77%. Tracking accuracy was not low, but it should be increased by,
for example, reducing noises in VF beforehand.

In this study, we used the handwritten GT data without evaluating the accuracy of
GT data itself. It is necessary to provide more reliable GT in the future.

5 Conclusion

In this paper, we proposed an automatic tracking method of cervical spines in VF during
swallowing by use of a template matching technique. A clinical expert created templates
for target cervical spines, from C1 to C6, in the first frame of VF, and the templates were
matched with the subsequent frames to extract and track the cervical spines. The fidelity
between the templates and the VF frames was evaluated by the Cosine similarity. This
tracking method were applied to the VF data of ten cases, and the tracking accuracy was
evaluated by Jaccard index between the tracked templates and GT data that were also
created by the clinical export. The Jaccard indexes were from 77% to 92%. The exper‐
imental results demonstrated that the proposed method was promising as a means of
tracking cervical spines in VF during swallowing.

One of our future works is to create more reliable GT data.
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Abstract. This study developed learning materials to support the acquisition of
skills for elderly care. Our aim is to establish a method that develops human
resources for elderly care using ICT and develop learning materials for care-
givers. We developed learning materials that increase the awareness of novice
caregivers based on comparisons of their care with the care of experts by
overlapping the movements of novices and experts in 3DCG movies. Evaluation
and feedback from a nurse, a physical therapist, an orthopedist, and a nursing
school teacher confirmed that 3DCG movies and overlapping techniques can
provide useful educational benefits.

Keywords: 3DCG � Assisting-skill acquisition � Visualization � Overlapping
movements

1 Introduction

This study developed learning materials to support the acquisition of the skills required
for elderly care. In Japan, since the number of senior citizens over 75 will swell to more
than eight million by 2025 [1], we must develop methods to cultivate human resources
for elderly care. We established a method that develops human resources for elderly
care using ICT and created learning materials for caregivers. We focused on increasing
the awareness of novice caregivers of the differences between their own care and that of
experts by overlapping the movements of novices and experts in 3DCG movies.
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2 Previous Research

Images that provide educational benefits can be imparted for master nursing skills [2].
Such benefits have also increased nursing skills by making comments in videos based
on nursing skills, leading to improvements [3]. However, a problem exists; movies and
images provide excessive information, complicating the extraction of crucial infor-
mation. On the other hand, 3DCG movies can easily depict care movements and critical
information [4].

We developed a system that extracts, shares, and utilizes expert know-how in the
care plan formulation process and clarified its effectiveness from the results of trials at a
care site. In our system, the assessment results of the care recipients are visualized on
circular charts, which are read by experts who calculate them based on a concept that
reflects keywords that are arranged and visualized two-dimensionally [5, 6]. We are
currently verifying the effectiveness of our system by visualizing the effects of foot care
[7, 8]. Based on these research results, we believe that our system can acquire care
skills using 3DCG and will be an effective tool for mastering senior-care skills.

3 Method of Learning Support

Based on the results of the above research, we used the following two strategies to
support the acquisition of assisting skills:

(1) With video cameras, we shot scenes where novices and experts performed
identical assisting skills and made 3DCG movies. The learning of novices is
supported by a feature where a patient’s entire body can be observed from many
directions in 3DCG.

(2) We overlapped the movements of novices and experts in 3DCG movies and
focused on increasing the awareness of novice caregivers of the differences
between their care and that of experts by overlapping images. We shot assisting
skills using body mechanics for our comparisons of novices and experts.

3.1 Features of 3D CG Movies

The features of the 3DCG images are shown below:

(1) 3DCG images can compare depths, which is impossible in two dimensions.
(2) They can observe the area behind an object that cannot be seen with 2D video.
(3) With 3DCG imaging, we can observe the patient’s body from various angles

while rotating the video and from angles that cannot be seen by video.
(4) They can be scrutinized more minutely by slowing down or stopping the moving

images.
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3.2 3DCG Imaging Method and Procedure

Next we describe our method and procedure of shooting the assistance movements to
3DCG imaging and overlapping images.

Shooting assisting skills
With a video camera, we shot scenes where novices and experts are performing the
same assistive action. During shooting, the angle is critical for getting images that can
be traced. The angles were set to capture the entire body and the movements of the
assistants and the caregivers. In this study, a nursing student’s assisting skills were
captured as a novice image, and for the images of experts, we used the images of a
nursing school teacher.

3DCG imaging
We used Miku Miku Dance (MMD) on the captured images to make 3DCG images.
MMD is software that can trace the motion of a person or an object from movies taken
with a video camera to an MMD model for 3DCG imaging.

In this study, we shot the assisting skills of novices and experts and traced 3DCG
images that visualized the assisting skills. Figure 1 shows a 3D model that is traced on
the background of the assisted action that was taken. We can instantly check the created
motion as a moving image, trace the small movements, and express the differences in
behavior between novices and experts in three dimensions.

Overlapping 3DCG images
We overlapped the images of novices and experts as 3DCG images. From the original
motion data created by MMD, we created 3D models by Blender, PMDEditor and
overlapped the experts’ motion data. To compare the novices and the experts, the 3D
model represented the novices and caregivers as well as the experts and caregivers in
different colors. Figure 2 is a novice 3DCG model. On the left is the assistant and the
novice is on the right.

Fig. 1. Tracing with MMD
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Figure 3 is a 3DCG model of an expert. The figure on the left is the assistant, and
the expert is on the right. Since the model is overlapped when the movie is played by
unifying the starting positions of the models of the novice and the expert as well as the
movement positions of each model of the caregivers, the four models performed
individual actions. We captured the differences between the experts and novices.

Fig. 2. 3DCG model of novices

Fig. 3. 3DCG model of experts
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4 Development of Learning Materials for Assisting-Skill
Acquisition

For the development of teaching materials, we selected obligatory nursing skills and
inserted narration into the 3DCG imaged videos.

4.1 Assisting Skills

The content of our developed learning material is comprised of the basic operations of
the following three kinds of assisting skills:

(1) From a horizontal movement to a prone position;
(2) From a supine position to a sitting position;
(3) From a sitting position to a wheelchair.

In the assisting process, the operations include such basic daily human movements
as eating, defecation/urination, attaching and detaching the clothes, and bathing.

4.2 Movie Editing

We used Windows Movie Maker for the 3DCG images created by MMD and edited the
movies to reproduce the important points in slow motion.

4.3 Creation of Narration

We used VOICEROID, which is speech synthesis software, to make a 3DCG movie of
assistive technologies and inserted operation explanations and points to be attended by
the learner as narration based on the assisting procedure. For example, when the upper
body starts to rise, the front of the hip joint is held with the hand that supports the knee
to stabilize the sitting position so that both plantars are placed on the floor.

4.4 Learning Materials to Support Assisting-Skill Acquisition

Each of the above assisting skills can be viewed as learning material for a novice, an
expert, and overlapping motions of a novice and an expert.

(1) From a horizontal movement to a supine position.

Figure 4 shows the novice’s operation, and Fig. 5 shows an expert’s operation for a
horizontal movement. The expert is clearly putting her arms deeper underneath the
patient than the novice. The expert is also lowering her hips more than the novice.
Figure 6 shows overlapping images of the expert and the novice. By overlapping them,
their subtle differences become more conspicuous, and the novice’s flaws are
highlighted.
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Fig. 4. Novice’s horizontal movement

Fig. 5. Expert’s horizontal movement

Fig. 6. Overlapping images of expert and novice
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Fig. 7. Sitting position operation of novice

Fig. 8. Sitting position operation of expert

Fig. 9. Overlapping images of expert and novice
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(2) From supine to a sitting position.

Figure 7 shows the novice’s operation, and Fig. 8 shows the expert’s operation of
the patient’s sitting position. In Fig. 6, the novice is starting the movement without
folding both of the patient’s arms on her chest. On the other hand, in Fig. 8, the expert
first folded the patient’s arm to reduce the frictional resistance. In Fig. 9, the expert
steadily lowered her center of gravity to reduce the burden on her hips.

(3) From a sitting position to a wheelchair.

In assisting skills, the most technical differences appear between experts and
novices in the movement that transfers a patient to a wheelchair.

Fig. 10. Being transferred to a wheelchair by novice

Fig. 11. Being transferred to a wheelchair by expert
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Comparing the arm positions of the novice and expert with the height of their hips
(Figs. 10 and 11), the novice’s arm is higher than the expert’s, and the hips of the
novice are also higher than those of the expert. The problem with the position of the
feet is obvious. In Figs. 12 and 13, when comparing the height of the hips of the
beginners and the experts and the position of the patient’s arm, the difference in the
hip’s height is clear. The position of the novice’s arm is higher than the expert’s arm,
and the hips of the novice are higher than those of the expert. The problem with the
difference in the feet’s position is again obvious.

Fig. 12. Overlapping images of expert and novice

Fig. 13. Overlapping images of expert and novice
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5 Discussion and Conclusion

In this study, we developed learning materials to support assisting-skill acquisition
using 3DCG movies for novice caregivers. We examined our learning materials with
17 persons (a nursing school teacher, eight nurses, five physical therapists, an ortho-
pedist, and two caregivers) and obtained the following results:

(1) Since comparing overlapping images of experts and novices shows that good and
bad examples can be shown simultaneously, images of accurate assisting skills of
all of the assisting movements can be easily grasped.

(2) Since the assisting skills can be seen from above, such images are clearly visible
by checking places that are basically hidden or out of sight.

(3) When novices cannot remember information/techniques from previous classes
and lectures, they can repeatedly review 3DCG movies and reduce their
re-training or review time.

(4) We demonstrated the educational impact of technology and its power.

These factors reflect the fact that the features of 3DCG images are exploited as
learning materials. We also highlighted the influence of overlapping the 3DCG images
of experts and novices. From these evaluations, we confirmed that positive educational
impact can be achieved by overlapping 3DCG visualization and its images. In the next
study, we will develop evaluation criteria to improve 3DCG movies and the viewing
system.
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Abstract. Physiological sensor analytics aims at monitoring health as the
availability of sensor-enabled portable, wearable, and implantable devices
become ubiquitous in the growing Internet of Things (IoT). Physiological
multi-sensor studies have been conducted previously to detect stress. In this
study, we focus on electrocardiography (ECG) monitoring that can now be
performed with minimally invasive wearable patches and sensors, to develop an
efficient and robust mechanism for accurate stress identification, for example in
automobile drivers. A unique aspect of our research is personalized individual
stress analysis including three stress levels: low, medium and high. Using
machine learning algorithms from the ECG signals alone, our system achieves
up to 100% accuracy and area under ROC curve of 1 depending on the
experimental setting in detecting three classes of stress using feature selection
from a combination of fiducial points and multiscale entropy as a fine-grained
indicator of stress level.

Keywords: Machine learning � Sensors � Data mining � Stress medicine � ECG

1 Introduction

According to the National Highway Traffic Safety Administration (NHTSA) and the
Virginia Tech Transportation Institute (VTTI), lack of attention while driving is found
to be the leading cause of automobile accidents in the US in 80% of all crashes and
65% of all near-crashes. These data clearly show that improved attention and close
monitoring of drivers’ conditions could help increase their safety. Driving in stressful
environments such as city or highway prompts for drivers’ heightened attention and is
also correlated with higher risk of accidents because prolonged stress decreases one’s
ability to be attentive.

With the availability of portable wearable and implantable devices in the growing
Internet of Things (IoT), physiological sensor data analytics will lead to improved health
care monitoring [1] and preventive care [2]. Although physiological multi-sensor studies
have been conducted with some success to detect stress based on such measures as heart
rate variability, skin conductance, respiration rate, electromyogram (EMG), body
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temperature, blood pressure, and electro-encephalogram (EEG). Electrocardiography
(ECG) has often been discarded by these studies due to the constraints of the mea-
surements requiring 16 leads and the possible imperfections of the resulting signals,
which can fail to detect some heart beats. However, ECG signals are highly valued for
the precision of their R-peak detection, leading to excellent heart rate rhythm mea-
surement after preprocessing the signal for missed beats [3]. In addition, ECG moni-
toring can now be performed with minimally invasive wearable patches and other
sensors, which makes stress detection based on them an interesting field of study [4].

In this study, we apply machine learning methods and algorithms to detect stress
from ECG signals in subjects under different levels of environmental stress caused by
driving conditions. We find that stress levels can be successfully detected from ECG
signals alone; with random tree classifier allowing for identification of the three classes
of stress, low, medium and high, with up to 100% accuracy depending on the exper-
imental setting, which is a significant improvement on a prior study on the same data
set [5]. In particular, classification accuracy was improved by 10% in cross-validation
with Multilayer Perceptron.

2 Background

The ECG is one of the simplest and oldest cardiac monitors available and yet it can
provide a wealth of useful information. ECG represents the electrical activity of the
heart muscle as it changes with time [6]. Like other muscles, the cardiac muscle
contracts in response to electrical depolarization of the muscle cells. It is the sum of
this electrical activity, when amplified and recorded for just a few seconds that is
known as an ECG.

Important waveforms of an ECG are marked as P, Q, R, S and T (see Fig. 1) and
represent the changes in electrical potential as the heart contracts and relaxes. Points P,
Q, R, S and T are called fiducial points. Depolarization of the ventricles results in
usually the largest part of the ECG signal (because of the greater muscle mass in the
ventricles) and this is known as the QRS complex [7].

• The Q wave is the first initial downward or ‘negative’ deflection.
• The R wave is the next upward deflection (provided it crosses the isoelectric line

and becomes ‘positive’)
• The S wave is the next deflection downwards, provided it crosses the isoelectric line

to become briefly negative before returning to the isoelectric baseline.

Fig. 1. An ECG signal depicting the RR interval
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3 Materials and Methods

3.1 Data

The ECG signals of stress used in this study were obtained from MIT-BIH PhysioNet
Multi-parameter Database [8]. These data sets are part of the experiment conducted by
Healey and Picard [3] and has data from 17 participating drivers and eight types of raw
data – time stamp, ECG, electromyogram (EMG), foot galvanic skin response (GSR),
hand GSR, intermittent heart rate (IHR), marker, and respiration – all acquired from
different wearable sensors. During the experiment conducted by Healy and Picard, the
drivers drove in Greater Boston area from MIT’s East Garage to River Street Bridge
and back through three cities and two highways. The initial rest and final rest states, as
well as stress during driving were measured.

The data sets were segmented into three stress levels – low stress (initial rest and
final rest), moderate stress (highway), and high stress (cities) – assuming that the stress
acquired by subjects is solely based on traffic conditions and for no other reason. The
signal classification was carried out by considering the variation in the ECG signals of
the three states, low, medium and high, in an individual.

The time durations for each segment – rest, highway, and city - given by Akbas
were used to distinguish between the rest, highway and city time periods [9]. The
segmentation mark of different driving periods was not clear in seven of the data sets as
was also found by Akbas [9]. Consequently, only 10 drivers’ data sets were used for
this study. Using the methods available from Physionet [8], an annotation was per-
formed on each data set separately and annotated files were obtained for each driving
period of the ten drivers.

3.2 Feature Extraction

Feature extraction was performed to extract 14 different fiducial points (P, Q, R, S)
interval features, averaged over the time intervals (see Table 1, left column) from the
annotated ECG signals annotations using NetBeans Java platform (see Fig. 2) to
produce the required file for classification in Waikato Environment for Knowledge
Analysis (Weka) [10]. We have considered all possible signal attributes and their
relations (Table 1) in feature extraction to carry out a thorough analysis. We demon-
strated in a previous paper [5] that near-perfect classification could be achieved with
these 14 features alone – and even a subset of these – for two stress levels. However,
results for three stress levels were not convincing, which prompted us to add multiscale
entropy to this original set of features.

Therefore, we added variance for these intervals (12 new features), which did not
improve the results much. We then performed multiscale entropy analysis [11] of the
annotation files. Intuitively, the entropy of a signal measures the amount of disorder
and complexity present in this signal. Pathological states have been found to be
associated with decreased complexity in signals, and lower multiscale entropy.
Examples of pathologies include aging and chronic heart failure. Multiscale entropy
consists in extracting from a time series entropy measures associated with several

204 I. Bichindaritz et al.



scales in the signal, according to windows of varying level of granularity, starting from
the whole signal and progressively dividing it by a scale factor. The algorithm proceeds
in two steps. First for each scale i, a time series is generated by averaging the samples
in windows of length i. Then the entropy is calculated for each coarse-grained time
series by the conditional probability quantifying the likelihood that if two sets of
simultaneous data points of a given length have distance <r, then two sets of simul-
taneous data points of the given length plus 1 also have distance <r [11].

With a scale factor of 20, we obtain 20 entropy measures (see Table 2). We can
also calculate the average entropy and its variance, as well as the slopes at the
beginning of its curve and at its end (see Table 2).

In addition, differences in fiducial point characteristics and multiscale entropy
measurements between rest and stress states were recorded (Fig. 2 and Table 2) since
the differences from the baseline may be important (as we found in a previous study [5].

Table 1. Extracted features from the ECG signals

Fiducial features Entropy features

Average/Var QRS
interval

Average/Var QRS
difference

A1 to A20
entropy

A1 to A20 entropy
diff.

Average/Var RR
interval

Average/Var RR
difference

Average entropy
diff.

Average/Var QQ
interval

Average/Var QQ
difference

Entropy
variance

Entropy variance
diff.

Average/Var SS
interval

Average/Var SS
difference

Entropy slope 1 Entropy slope 1
diff.

Average/Var QR
interval

Average/Var QR
difference

Entropy slope 2 Entropy slope 2
diff.

Average/Var RS
interval

Average/Var RS
difference

Average beats Average difference
beats

Fig. 2. Feature extraction algorithm flowchart
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3.3 Classification

Predicting the level of stress from these ECG signals is a typical classification task in
data mining. Three classes are available for classification purposes. Class ‘0’ represents
low stress (rest state), class ‘1’ moderate stress (highway driving) and class ‘2’ rep-
resents high stress (city driving).

Weka offers many classifiers out of which 12 algorithms from varied types were
selected for classification to perform their comparative study [10] (see Table 2).

3.4 Assessment

The following six different test and experimental settings were applied on the ECG data
sets: Training Set, Leave One Out Cross Validation (LOOC), 2-Folds Cross Validation,
10-Folds Cross Validation, 75% Split, and 90% Split.

The data set analyzed was small since it contained only 68 instances, obtained from
the 70 potential instances for 10 drivers and 7 driving intervals for each [9]. Two of
these driving intervals could not be analyzed to produce an annotation file with Phy-
sionet’s annotators. From these 68 annotated signals, we have removed the data of
drive05 highway1 as it is an obvious outlier with an average number of beats per
minute of 29 – a highly unlikely figure. Other studies also reported this outlier and
removed it. Therefore, the experiments presented below were conducted using the
remaining data set of 67 instances with 74 different extracted attributes.

The experiments were conducted on 3 classes of stress – ‘0’ for low stress, ‘1’ for
moderate stress, and ‘2’ for high stress. The features extracted consisted in 14 fiducial
measures and 48 entropy measures. Each time, classification was performed on all the
features because the classification methods used were capable of selecting best features.

Table 2. Accuracy percentage of three classes with 74 attributes

Accuracy (%) Classification methods
Training
set

Leave 1
out

2
Folds

10
Folds

75%
Split

90%
Split

Naïve Bayes 71.64 53.73 50.75 53.73 58.82 85.71
BayesNet 73.13 67.16 62.69 61.19 70.59 85.71
Logistic 100 38.81 53.73 47.76 52.94 57.14
Multi.
Perceptron

98.51 50.74 62.69 56.72 58.82 85.71

SMO 85.07 59.70 53.73 58.21 58.82 57.14
IB1 100 41.79 47.76 38.81 52.94 85.71
IBK 100 41.79 47.76 38.81 52.94 85.71
KStar 100 53.73 50.75 53.73 58.82 100
ZeroR 44.78 44.78 44.78 44.78 29.41 41.86
J48 94.03 68.66 59.70 62.69 64.71 71.43
Random Forest 100 61.19 65.67 62.69 58.82 71.43
Random Tree 100 46.27 59.70 56.72 58.82 71.43
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74 features were considered (see Table 2):

• 6 average interval durations (QRS, RR, QQ, SS, QR, RS).
• 1 average number of beats per minute.
• 6 average interval durations differences between initial rest and current state (QRS,

RR, QQ, SS, QR, RS).
• 1 average number of beats per minute difference between rest and current state.
• 6 variance of interval durations (QRS, RR, QQ, SS, QR, RS).
• 6 variance of interval durations differences between initial rest and current state

(QRS, RR, QQ, SS, QR, RS).
• 24 entropy measures (A1 to A20, average, variance, slope between A1 and A2,

slope between A19 and A20).
• 24 differences in entropy measures between initial rest and current state (A1 to A20,

average, variance, slope between A1 and A2, slope between A19 and A20).

4 Results

Accuracy, sensitivity (true positive rate), specificity (true negative rate), and area under
ROC curve (AUC) were selected as performance measures. Accuracy was rounded off
to two decimal places and the sensitivity, specificity, and AUC were rounded off to
three decimal digits. Bold values in the tables represent the best results per column.

4.1 Results on 3 Classes and 74 Features

The results presented here are the classification accuracy percentage (Table 2),
sensitivity/specificity, and AUC (Table 3) on the data set with three classes, all 74
attributes, and 67 instances.

4.2 Results on 3 Classes and 10 Selected Features

The results presented here are the classification accuracy percentage (Table 4),
sensitivity/specificity, and AUC (Table 5) on the data set with three classes and 10
selected attributes chosen by automated feature selection in Weka (SVMAttributeEval
with Ranker method).

4.3 Results Interpretation

The results on 3 classes and 74 features show that the highest accuracy was obtained
for J48 (decision tree) on LOOC (68.66%) and Random Forest and J48 on 10-fold
cross validation (62.69%). However, with a 90% split, which is acceptable for such a
small data set, accuracy reaches 100% for KStar (Table 3). If considering the AUC,
Random Forest reaches .832 in 10-fold cross validation and 1 with a 90% split
(Table 3).
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The results on 3 classes and 10 automatically selected features (see Table 4) show
that the highest accuracy was obtained for J48 on LOOC (73.13%) and Multilayer
Perceptron (MLP) on 10-fold cross validation (80.60%). However, with a 90% split,
which is acceptable for such a small data set, accuracy reaches 100% for MLP and
Logistic (Table 4). Considering the AUC, MLP ranks higher in most categories,
including 10-fold cross-validation with .875 and 90% split with 1, also reached by
Logistic (Table 5).

Overall, results have significantly improved using feature selection, with or without
cross validation. However Random Forest, which performed best on 74 features, due to
its ability to discriminate between features, was overtaken by MLP after feature
selection.

In our previous studies, the results on 3 classes and 1 feature showed that the
highest accuracy was obtained for MLP (neural network) on LOOC (68.66%) and
10-fold cross validation (70.15%), with J48 almost as accurate [5]. By adding variance
and multiscale entropy, accuracy has improved by 10% with MLP in cross validation
and by 14% in 90% split, which are significant improvements.

Table 3. Sensitivity/Specificity and AUC of three classes with 74 attributes

Sens/Spec
AUC

Classification Methods
Training
set

Leave 1
out

2 Folds 10 Folds 75%
Split

90%
Split

Naïve
Bayes

.716/

.877/.891
.537/
.782/.646

.507/

.775/.611
.537/
.788/.658

.588/786/

.649
.857/
.976/1

BayesNet .731/
.802/.844

.672/

.766/.72
.627/
.768/.741

.612/.75/

.745
.706/
.801/.795

.857/

.893/.839
Logistic 1/1/1 .388/

.683/.587
.537/
.791/.7

.478/

.735/.616
.529/
.768/.662

.571/

.679/.667
Multi.
Perceptron

.985/

.988/.991
.507/
.747/.718

.627/

.812/.741
.567/
.757/.724

.588/

.786/.718
.857/
.893/.976

SMO .851/
.918/.898

.597/

.782/.749
.537/
.766/.684

.582/

.784/.723
.588/
.786/.716

.571/

.845/.833
IB1 1/1/1 .418/

.673/.546
.476/
.722/.6

.388/

.656/.522
.529/
.761/.645

.857/

.893/.875
IBK 1/1/1 .418/

.673/.546
.476/
.722/.596

.388/

.656/.539
.529/
.761/.645

.857/

.893/.875
KStar 1/1/1 .537/

.748/.717
.507/
.755/.706

.537/

.748/.726
.588/
.786/.736

1/1/1

ZeroR .448/
.552/0.5

.448/

.552/0.5
.448/
.552/0.5

.448/

.552/.461
.294/
.706/.5

.429/

.571/.5
J48 .94/.971/

.98
.687/
.836/.674

.597/.8/

.679
.627/
.794/.687

.647/

.789/.669
.714/
.869/.72

Random
Forest

1/1/1 .612/
.755/.818

.657/

.803/.799
.657/
.761/.832

.588/

.758/.751
.714/
.869/.929

Random
Tree

1/1/1 .463/
.723/.593

.597/

.808/.703
.567/
.788/.678

.588/

.833/.71
.714/
.869/.792
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The best overall results were obtained for the features automatically selected by
SVMAttributeEval (see Table 6), which combine the difference between rest and stress
for each instance as well as some features independent from the rest state. Selected
features include difference of heart rate from rest state, difference of variance in RR
interval from rest state, difference of variance in QQ interval from rest state, variance in
SS interval, heart rate, difference of variance in SS interval from rest state, difference of
variance in entropy A10 and in entropy A7 from rest state, variance in entropy A4, and
variance in entropy A13. We see that the addition of multiscale entropy has signifi-
cantly improved the classification performance with four contributing features.

5 Discussion

The particular data set used for the present study was produced by Healey and Picard as
part of Healey’s PhD work [3]. These authors find a predictive accuracy of 97.4% with
LOOC for high stress and 94.7% for moderate stress based on data extracted from
EMG, respiration, instantaneous heart rate (extracted from ECG), and GSR as well as
additional features. The focus of this research was in generalized identification of stress
states using signal fusion of multiple sensors, but it is not tailored for an individual for
whom the stress is classified into three states. The unique aspect of our research is
personalized individual stress analysis using ECG data alone. In addition, the data they
used is not exactly the same so that results are not completely comparable. Yet our
results to detect high stress are comparable to Healey and Picard [3].

Akbas calculated the differences between the 3 stress levels of averaged feature
values extracted from instantaneous heart rate, EMG, hand GSR, foot GSR, instanta-
neous respiration rate, and average number of contractions per minute [9]. This author

Table 4. Accuracy percentage of three classes with 10 selected attributes

Accuracy (%) Classification Methods
Training
set

Leave 1
out

2
Folds

10
Folds

75%
Split

90%
Split

Naïve Bayes 73.13 56.72 58.21 58.21 58.82 85.71
BayesNet 68.66 67.16 61.20 65.67 70.59 85.71
Logistic 86.57 71.64 56.72 65.67 41.18 100
Multi.
Perceptron

94.03 71.64 73.13 80.60 76.47 100

SMO 77.61 67.16 62.69 70.15 58.82 85.71
IB1 100 64.18 64.18 65.67 64.71 71.43
IBK 100 64.18 64.18 65.67 64.71 71.43
KStar 100 53.73 50.75 55.22 58.82 85.71
ZeroR 44.78 44.78 44.78 44.78 29.41 42.86
J48 86.57 73.13 65.67 67.16 76.47 85.71
Random Forest 100 70.15 64.18 68.66 64.71 85.71
Random Tree 100 67.16 61.19 61.19 58.82 85.71
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Table 5. Sensitivity/Specificity and AUC of three classes with 10 selected attributes

Sens/Spec/AUC Classification methods
Training
set

Leave 1
out

2 Folds 10 Folds 75%
Split

90%
Split

Naïve Bayes .731/
.878/.88

.567/

.783/.77
.582/
.773/
.753

.582/
,788/
.779

.588/

.752/

.835

.857/

.893/.976

BayesNet .687/
.765/
.767

.672/

.773/

.581

.612/

.756/

.712

.657/

.768/

.713

.706/

.794/

.803

.857/

.893/.839

Logistic .866/
.929/
.929

.716/

.834/

.830

.567/

.816/

.709

.657/

.818/

.834

.412/

.746/

.702

1/1/1

Multi.
Perceptron

.94/.958/

.956
.716/
.827/
.847

.731/

.883/

.815

.806/

.899/

.875

.765/

.908/

.932

1/1/1

SMO .776/
.883/
.853

.672/

.831/

.771

.627/.8/

.744
.701/
.848/
.795

.588/

.758/

.718

.857/

.893/.887

IB1 1/1/1 .642/
.779/
.711

.642/

.81/.726
.657/
.791/
.724

.647/

.832/

.739

.714/

.786/.75

IBK 1/1/1 .642/
.779/
.711

.642/

.81/.71
.657/
.791/
.765

.647/

.832/

.739

.714/

.786/.75

KStar 1/1/1 .537/
.753/
.689

.507/

.758/

.634

.552/

.752/

.693

.588/

.786/

.712

.857/

.893/1

ZeroR .448/
.552/.5

.448/

.552/0
.448/
.552/
.492

.448/

.552/

.461

.294/

.706/.5
.429/
.571/.5

J48 .866/
.922/
.919

.731/

.851/

.711

.657/

.823/

.723

.672/

.822/

.731

.765/

.819/

.768

.857/

.893/.851

Random Forest 1/1/1 .701/
.815/
.827

.642/

.798/

.814

.687/

.815/

.842

.647/

.782/

.812

.857/893/

.893

Random Tree 1/1/1 .672/
.816/
.744

.612/

.812/

.712

.612/

.768/.69
.588/
.764/
.676

.857/

.893/.875

Table 6. SVMAttributeEval 10 selected features

1. avgDiffBeats 2. varDiffRR 3. varDiffQQ 4. varSS 5. avgBeats
6. varDiffSS 7. varDiffEntA10 8. varDiffEntA7 9. varEntA4 10. varEntA13
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found these averages to be significantly different between the three levels of stress.
However, no classification was performed.

Deng et al. extracted features from this data set based on principal component
analysis (PCA) and determined that 5 features were best representative of this data set –
foot GSR duration, hand GSR duration, hand GSR area, foot GSR area, and foot GSR
frequency [12]. These results are not really comparable to ours since we are using only
ECG. However, these authors are also classifying the signals using machine learning
algorithms and report best average rate of 75.38% on all features with NaiveBayes and
78.46% accuracy on the 5 selected features with SVM, using LOOCV. These results
are not exactly comparable to ours because the authors removed two additional sam-
ples, which can alter results on such a small data set. However, we concur that feature
selection improves classification accuracy over not selecting features.

Deng et al. pursued their research by combining feature selection with signal
selection, reducing the number of signals used to 2 [13] in their preceding study. They
selected 5 features based on C4.5 and 2 sensors. With 10-fold CV (averaged 6 times),
they obtained accuracy of 74.5% with SVM on all features and 85.46% with C4.5 on 5
features. However, they used only 65 data samples. The same authors published
another paper applying combinatorial fusion to the same task [14] with comparable
results. Since the data set used is not the same, their results are not comparable to ours.

Singh and Queyam also combined all sensors for the classification task using neural
networks. They reported good results of over 80% on 6 out of 10 drives [15]. They
reported on selecting features as being more correlated with driving conditions, and
they found that mean heart rate and mean hand GSR were the most correlated [16].
However, they did not use entropy measurements so that their results are not clearly
comparable to ours because they used multiple sensors.

Avki et al. reported also on correlations between features and stress level [17]. They
found that the variance in the signals measurements is the most correlated to stress
level, which confirms our results of the importance of entropy for classifying the
signals. We also selected a number of variance features.

Some studies have focused on analyzing ECG signals alone to detect stress. Medina
perform clustering and dimensionality reduction on raw signals to determine whether
the learned clusters corresponded to stress levels [18]. This author reports good results,
which our study corroborates. Her results are not directly comparable to ours since she
is not performing supervised learning but only unsupervised learning. Moreover, her
data set is different from ours. Another study, by Sun et al. focused on detecting mental
stress based on ECG signals [19]. Also using a different data set, therefore not directly
comparable to our work, the authors report best classification accuracy results of 92.4%
using decision trees. This study therefore confirms the capability of tree models to best
discriminate between the features during the classification task. Differences with our
study include using a different data set, training and test sets at 50% split, and using
galvanic skin response in addition to ECG, which they report as increasing the clas-
sification accuracy rate. Other studies on using sensors for stress detection are sum-
marized in a review paper [20].
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6 Conclusion

Using machine learning algorithms from the ECG signals alone, we could achieve up to
100% accuracy and 1 AUC, with Multilayer Perceptron, depending on the experi-
mental setting, in detecting three classes of stress: low, medium and high. Thus the
accuracy of detecting multiple stress levels based on individual variations in ECG
extracted features is higher than that of previously published results detecting stress
based on fiducial points alone. These results were obtained by adding multiscale
entropy measurements in addition to the fiducial measurements performed in previous
studies on the same data set. Future work will include adding the T-wave related
features in our analysis since ECG studies have shown that QT is an important bio-
marker of cardiac abnormality [21] and adding other signals. Clearly the results pre-
sented here are limited by the small size of the data set (67 samples) so that studies on
larger data sets need to be conducted. We also plan to work with a physician for future
directions of this work and to explore additional classification and clustering algo-
rithms, for example hierarchical methods.

Nevertheless, the results of the present study lead to the exciting possibility of
monitoring and diagnosing individual stress levels and alert the users accordingly so
that accidents committed due to high or prolonged stress can be prevented. The per-
sonalized signal classification analysis presented here can be extended to other situa-
tions in which people face stress thereby addressing fatigue in workers in a factory,
failure in functioning of the elderly people, players in a field, soldiers in a war field, etc.
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Abstract. Guideline-based clinical decision support systems (CDSSs) are expected
to improve the quality of care by providing best evidence-based recommendations.
However, because clinical practice guidelines (CPGs) may be incomplete and often
lag behind the publication time of very last scientific results, CDSSs may not provide
up-to-date treatments. It happens that clinical decisions made for specific patients do
not comply with CDSS recommendations, whereas they comply with the state of the
art. They may also be non-compliant because they rely on some implicit knowledge
not covered by CPGs. We propose to capitalize the clinical know-how built from
such non-compliant decisions and allow physicians to use it in future similar cases
by the development of a decisional event structure that allows the modelling,
storage, processing, and reuse of all the information related to a decision-making
process. This structure allows the analysis of non-compliant decisions, which gener‐
ates new experience-based rules. These new rules augment the knowledge embedded
in CPGs supporting clinician decision for specific patients poorly covered by CPGs.
This work is applied to the management of breast cancer within the EU Horizon 2020
project DESIREE.

Keywords: Experience-based clinical decision support system · Data mining
techniques · Clinical guidelines evolution · Breast cancer · DESIREE

1 Introduction

Clinical practice guidelines (CPGs) are proposed as a source of information and treat‐
ment recommendations that rely on the rigorous evaluation of scientific publications to
provide best health care practices [1]. However, CPGs have some weaknesses. The
identification and synthesis of the evidence (e.g. deciding what type of evidence and
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outcomes should be included in guidelines), the determination of which values should
be representative to be integrated in the guideline definition and how to update and
implement these guidelines are some of them [2].

Most current clinical decision support systems (CDSSs) facilitate the implementa‐
tion of CPGs [3], but they still do not overcome the weak points reflected above. For
example, current CDSSs do not model implicit clinical knowledge not reflected in CPGs.
Consequently, when clinical professionals perform the reasoning process that uses this
implicit knowledge, and do not follow CPGs recommendations, i.e. when they make
non-compliant decisions, the context and the reasoning process in which the implicit
knowledge has been used are lost [4]. Over a 9-year period and more than 1000 breast
cancer cases, Lin et al. [5] showed that actual chemotherapy decisions deviated from
international guidelines in approximately 50% of the cases. This shows that CDSSs may
end up useless for clinicians, since they use such systems to support them specially in
the decision for special cases not addressed in CPGs.

Therefore, the main objective of our work is to store and process all the relevant
information involved in the decision-making process of non-compliant decisions, to
enrich the current CPG-based knowledge base formalized in the CDSS. The paper is
organized as follows: Sect. 2 presents the state of the art about the main technologies
used as basis of our work; Sect. 2.3 presents a new decision centered structure that will
allow the exploitation of the information for each decisional event; Sect. 3 presents the
methodology for generating new knowledge and a use case to illustrate it. Finally,
Sect. 4 concludes the paper and proposes some future work.

2 Background Concepts

2.1 Clinical Practice Guidelines (CPGs)1

CPGs are defined as explicit and structured statements that model the current Evidence-
Based Medicine (EBM) and the clinical judgment for best patient care at the decision
making level [6, 7]. Good quality CPGs must present some characteristics including
validity, reproducibility, reliability, representative development, clinical applicability,
clinical flexibility and clarity [8]. Implementing CPGs has several benefits among which
supporting clinicians in their decision making process, providing educational help for
practitioners, improving quality assurance and assessment of the recommended treat‐
ment, and avoiding negligent medical practice [9].

Nevertheless, there are some barriers to the implementation and dissemination of
CPGs that must be overcome to guarantee they are followed up in clinical practices. One
of the main problems is the maintenance and update of CPGs, since because CPGs are
not usually expressed in flexible and evolutive platforms, it often happens that CPG
contents lag behind actual knowledge [10]. Furthermore, CPGs do not cover all possible
clinical cases and recommendations for the specific patients that do not completely fit
guideline contents, mainly due to these CPG knowledge gaps [11].

1 In this paper, we refer to CPGs when talking about CPGs and local (validated) protocols.
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2.2 Clinical Decision Support Systems (CDSSs)

In the last decade, CDSSs have proven to be potential tools to promote the implemen‐
tation of CPGs [12–15] and give assistance to the clinicians in a decision-making
process. They are often designed to help the implementation, integration, and application
of CPGs, i.e. guideline-based CDSSs support clinicians in making CPG-compliant deci‐
sions [16]. Studies have reported that CDSSs do improve care quality and decrease
medical errors [17]. Although guideline-based CDSS have a positive impact on the
quality of medical practice they are quite constraining, as they depend on the a priori
defined domain knowledge.

2.3 Techniques for Knowledge Discovery

Large biomedical databases contain unexploited knowledge that can give relevant infor‐
mation in the decision-making process.

Data mining techniques aim to discover this knowledge using classification, clus‐
tering and association algorithms [18]. In breast cancer domain for example data mining
techniques are used mainly to predict the best result from a treatment for a patient [19]
or to perform its survivability [20].

On the other hand, machine learning techniques, such as Case-Based reasoning
(CBR) provides a recommendation for a new patient based on the decision previously
made for similar patients [21]. Four steps are followed to get the recommendation: (i)
case retrieval within the knowledge base built from previously solved cases, (ii) reuse
of the most similar case(s), (iii) solution testing to see how the prior decision(s) fit(s) to
the new case, and (iv) record of the newly acquired knowledge [22].

Current studies describe CPG implementation though different applications, such as
rule based CDSS [2] or CBR [23, 24], along with data mining techniques to cover clinical
“grey areas” that CPGs are not able to manage or for which their definition is relatively
fuzzy [25].

3 Methods for Experience Modelling

Considering all the above mentioned constrains of current CDSS, we propose a new
paradigm of decision support named “experience-based” as a hybrid CDSS following
the principle of augmenting CPGs knowledge from data mining techniques and the study
of CPG non-compliant cases.

This section describes the method we proposed to augment the current guideline-
based CDSSs with experience, which results in an experience-based CDSS. For that,
we first describe the decisional events structure that allows us to retrieve, model, and
exploit all the information related to the decision-making process (Sect. 3.1). Thereafter
we present the method to enrich CPGs by adding experience-based rules based on the
decisional events information (Sect. 3.2).
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3.1 Decisional Event Structure

A decisional event structure has been proposed in [26] to model all the information
regarding the decision-making process. This decisional event structure is defined by a
set of components:

1. P = {Pi}: Set of patient clinical parameters
2. R = {Rj}: Set of clinical statements expressed in a computer-interpretable way (IF-

THEN rules). These clinical statements represent the knowledge coming from
different sources (e.g. CPGs, local guidelines, experience-based rules generated by
the system) and are itemized in the following components:
(a) A = {Am}: Set of the antecedents that compose the conditional part of rules, i.e.

the IF-part. These antecedents evaluate patient clinical parameters with a priori
defined conditions by CPGs with relational mathematic operators.

(b) W: A recommendation coming from the accomplishment of the conditions
defined in the antecedents, which is the consequence part of the rule, i.e. the
THEN-part. In some cases, the provided recommendation could be an aggru‐
pation of various treatments (i.e. a set of recommendations), expressed as

W =
{

S1, S2,… Sl

}
with l > 1 where S is an atomic treatment.

3. FD: Final decision taken by clinicians which could be compliant with the recom‐
mendation provided by the guideline W or not.

4. E: Actual treatment administrated at time t1 after the decision is made, which could
be compliant with FD or not.

5. C = {Ck}: Set of criteria followed by clinicians to reach an agreement about a final
decision. These criteria will be sorted in different groups that will have a closed list
of Boolean possible values Jn. So, we can define a single criterion as a set of justi‐

fications C1 =
{

J1, J2,… Jn

}
with n ≥ 1. For example, Tumor Size could be a crite‐

rion of non-compliance which justification is the difficult follow-up, which could be
either true or false (i.e. Boolean value).

6. O(t): Set of outcomes of a studied patient after a time t to be able to assess the success
or failure of the given treatment.

Ideally, clinicians’ decisions are compliant with CPGs, thus choosing one of the
recommendation provided by the guideline-based CDSS as their final decision FD. But
in certain cases, when clinicians do not comply with CPGs (e.g. BU considers the patient
preferences in their decision), FD is different from CPG-based recommendation(s) for
that patient. In both cases, the administrated treatment E is expected to be equal to the
final decision FD, but due to deviations in the treatment plan, E could differ from FD.

The modelling of all the contextual information of a decision-making process into a
decisional event structure makes possible to understand, process, and reuse the implicit
clinical knowledge.
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3.2 Experience-Based Rules

The data modeled within the decisional event structure is used to identify relevant infor‐
mation in the decision-making process and to retrieve implicit clinical knowledge [6].
In cases where clinicians do not follow CPGs-based recommendation(s), thus being non-
compliant with the CPGs, there is an implicit clinical knowledge that we seek to exploit
to enrich the knowledge base of the CDSS.

Below we present the method to analyse a decisional event and build the experience-
based rules from non-compliant decisions:

The starting point of the method is to retrieve the set of CPG rules that were executed
in the decisional event RS =

{
R1, R2,…Rj

}
with j > 0. The antecedents (i.e. IF-part) of

these rules are defined as CR =
{

A1, A2,…Ak

}
with k > 0. The evaluated patient param‐

eters accomplished all of them.
Thereafter, we identify and retrieve the rule set RS

′ =
{

R′
1, R′

2,…R′
u

}
with u > 0

whose recommendation W match with the final decision FD made by clinicians. The
antecedents of this secondary rule set RS

′ are defined as
CR

′

=
{

A′
1, A′

2,…A′
m

}
with m > 0 and the evaluated patient parameters did not accom‐

plish at least one from each rule R′.
From both sets of antecedents, CR and CR

′, we look for ‘conflictive antecedents’,
i.e. incompatible antecedents (e.g. Tumor Size >20 ϵ CR and Tumor Size ≤20 ϵ CR

′),
or antecedents that are complementary, i.e. ‘complementary antecedents’ (See example
in the Use Case explained below).

We keep the complementary antecedents in the experience-based rule generated
from the non-compliant decision.

• In some cases, one or more antecedent could be defined in the non-compliant ante‐
cedent set CR

′ but not in the compliant one CR, i.e. antecedents defined in the relative
complement of CR formally noted as: CR

′∖CR. For this scenario, this new antecedent
will be included in the new rule with the patient’s clinical parameter as constraint
value.

When the identified CR and CR
′ sets contain conflictive antecedents, the following

steps must be adopted, depending on the reasons of the conflict:

• If the antecedent is defined in both CR and CR
′ (i.e. when it is defined in CR ∩ CR

′)
but with different value constraints, in the new experience-based rule, this antecedent
will be defined with the patient’s clinical parameter value as constraint (e.g. the tumor
size in CR is characterized by Tumor Size >20 whereas for CR

′ is measured as Tumor
Size ≤20 CR

′. In the experience based rule it will take the patient value: Tumor
Size = Pi). In this case, we will be adjusting the value of a constraint.

Lastly, the set of criteria Ck (e.g. clinical preferences, patient preferences) defined
by clinicians in the decision-making process composed by one or more Boolean justi‐
fications Jn give us hints about new relevant clinical parameters to include (e.g. because
they were not defined in the CPGs) or study.
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To sum up, when a new clinical parameter has to be added in the generation of the
experience based rule from one of the studied rule sets CR or CR′ (i.e. complementary
antecedents) it must always be equal to the patient’s value.

To illustrate the applicability of this method, a use case is presented next.

3.3 Use Case: Breast Cancer

We present a simplified use case based on the local protocol from Onkologikoa Foun‐
dation, where we apply the previously presented method. We consider two patients,
Patient 1 and Patient 2 suffering from an Invasive Ductal Carcinoma (IDC).

The highlighted parameters (in grey) are those considered by Onkologikoa’s proto‐
cols. In Fig. 1 we illustrate one of the rules from which the antecedents of its conditional
statement are met for patient 1.

Fig. 1. Local protocol derived rule for non-metastatic breast cancer with infiltrating tumor

In Fig. 1 we identify the conditional statement (in blue) named CR. This conditional
statement is composed by a set of antecedents (i.e. CR = A1 ∪ A2 ∪ A3 ∪ A4 ∪ A5 ∪ A6,
highlighted in green). The consequence statement (in orange) provides protocol-based
recommendation W = “Neo-Adjuvant Hormonotherapy”.

The BU decided not to comply with the provided recommendation and decided
FD = “surgery”. The reason behind this final decision was the criteria C = “Tumor Size”
with the justification J1 = “Follow-up difficulty”.

In Fig. 2 we summarize the data related to this decisional event. The criteria C and
justification J that explained the decision of the different treatment and the non-
compliant FD are highlighted because their source was not protocol-based, but relied
on clinicians’ know-how.
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Fig. 2. Summary of the data that composes the decisional event for Patient 1

Once the decision-making process is completed, and since the decision was not
compliant, data is processed to retrieve the implicit knowledge used and consequently
augment the knowledge base. The set of rules which recommendation W matches with
FD = “surgery” is retrieved. Figure 3 shows a protocol rule that does not match Patient
1 clinical parameter “size” (highlighted in red in the figure), but provides the desired
recommendation “surgery”.

Fig. 3. Example of a protocol rule that provides the desired recommendation despite it does not
apply to Patient 1

The new experience-based rule (Fig. 4) will contain (i) the antecedents checked by
both rules, i.e. ‘complementary antecedents’ ∈ CR ∩ CR′(same Pi equal value) (in
black), (ii) the adjustment of the parameter that was not compliant in one of them char‐
acterized by the most restrictive value, i.e. ‘conflictive antecedents’
∈ CR ∩ CR′

(
same Pi different value

)
 (in blue), (iii) the inclusion of a clinical parameter

that was only measured in one of the rules, i.e. inclusion of P
i
∈ CR∖CR′ ∪ CR′∖CR

(in green) and (iv) the inclusion of clinical criteria that justifies the non-compliancy from
the BU (in orange):
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Fig. 4. The experience-base rule generated from the non-compliant decision for Patient 1

Once the experience-based rule is generated, it will be stored in the knowledge base
and could be fired for any patient whose clinical parameters checked the conditional
statement. To illustrate such case, we present Patient 2 (Table 1). Notice that Patient 2
has parameters similar as those defined for Patient 1 (Table 1), but some additional
information concerning clinical parameters (P21: Tumor size = Follow-up difficulty).

Table 1. Set of clinical parameters and values defining Patient 1 and Patient 2

For Patient 2, protocol- and experience-based rules are executed and provide the two
recommendations displayed in Fig. 5.

224 N. Muro et al.



Fig. 5. Recommendations generated by both protocol- and experience based rule sets for Patient 2

4 Conclusions and Future Work

This work presents a methodology to augment the knowledge of CPGs with clinician
experience. First, a decisional event structure is described. This structure formalizes all
the decision-related parameters in a computer-interpretable way, allowing its interpre‐
tation and reuse. The decisional event structure includes data that plays an important
role in the decision-making process (e.g. patients preferences, clinician preferences…),
but is not explicitly considered in current CPGs and often explains the reason of non-
compliance with CPGs. Hence, this decisional event structure can be a source of knowl‐
edge discovery and a starting point for the study of CPG update to cover uncovered
specific clinical cases (e.g. onco-geriatric cases).

Second, based on the decisional event structure, we presented the exploitation of the
events related to cases where clinicians do not comply with CPGs. For that, we analyzed
and processed the implicit clinical knowledge, often omitted in current clinical daily
practices, that affects the decision-making process. This process allows the creation of
new experience-based rules, which are part of CPGs evolvement.

Nevertheless, the generated experience-based rules, generated from non-compliant
cases, must be validated by clinicians to include them in the CPGs-based rule set. This
way, we avoid polluting the CPG knowledge base when adding new rules, without clin‐
ical supervision and acceptance.

As future work, we will build a quality assessment algorithm that will provide infor‐
mation about the success or failure of the treatments recommended by experience-based
rules based on different parameters defined by the outcomes of the patient, such as quality
of life or life expectancy.

Acknowledgements. This project has received funding from the European Union’s Horizon
2020 research and innovation program under grant agreement No 690238.

References

1. Grimshaw, J.M., Russell, I.T.: Achieving health gain through clinical guidelines II: ensuring
guidelines change medical practice. Qual. Health Care 3(1), 45–52 (1994)

2. Woolf, S., Schünemann, H.J., Eccles, M.P., Grimshaw, J.M., Shekelle, P.: Developing clinical
practice guidelines: types of evidence and outcomes; values and economics, synthesis,
grading, and presentation and deriving recommendations. Implement. Sci. 7, 61 (2012)

3. Kawamoto, K., Houlihan, C.A., Balas, E.A., Lobach, D.F.: Improving clinical practice using
clinical decision support systems: a systematic review of trials to identify features critical to
success. BMJ 330(7494), 765 (2005)

Augmenting Guideline Knowledge with Non-compliant Clinical Decisions 225



4. Galanter, W.L., Didomenico, R.J., Polikaitis, A.: A trial of automated decision support alerts
for contraindicated medications using computerized physician order entry. JAMIA 12(3),
269–274 (2005)

5. Lin, F.P.Y., Pokorny, A., Teng, C., Dear, R., Epstein, R.J.: Computational prediction of
multidisciplinary team decision-making for adjuvant breast cancer drug therapies: a machine
learning approach. BMC Cancer 16(1), 929 (2016)

6. Lobach, D.F., Hammond, W.E.: Computerized decision support based on a clinical practice
guideline improves compliance with care standards. Am. J. Med. 102(1), 89–98 (1997)

7. Sackett, D.L., Rosenberg, W.M.C., Gray, J.A.M., Haynes, R.B., Richardson, W.S.: Evidence
based medicine: what it is and what it isn’t. BMJ 312(7023), 71–72 (1996)

8. Thomas, L.: Clinical practice guidelines. Evid. Based Nurs. 2(2), 38–39 (1999)
9. Silberstein, S.: Clinical practice guidelines. Cephalalgia 25(10), 765–766 (2005)

10. Wang, D., et al.: Representation primitives, process models and patient data in computer-
interpretable clinical practice guidelines. Int. J. Med. Inf. 68(1), 59–70 (2002)

11. Bates, D.W., et al.: Ten commandments for effective clinical decision support: making the
practice of evidence-based medicine a reality. J. Am. Med. Inform. Assoc. 10(6), 523–530
(2003)

12. Sim, I., et al.: Clinical decision support systems for the practice of evidence-based medicine.
JAMIA 8(6), 527–534 (2001)

13. IOS Press Ebooks - Computer-based Medical Guidelines and Protocols: A Primer and Current
Trends. Accessed 09 Mar 2017

14. Foundations of biomedical knowledge representation - Google Search. Accessed 09 Mar 2017
15. Peleg, M.: Computer-interpretable clinical guidelines: a methodological review. J. Biomed.

Inform. 46(4), 744–763 (2013)
16. Berner, E.S.: Clinical Decision Support Systems. Springer, New York (2007)
17. Berner, E.S., Lande, T.J.L.: Overview of clinical decision support systems. In: Berner, E.S.

(ed.) Clinical Decision Support Systems, pp. 1–17. Springer International Publishing (2016)
18. Yoo, I., et al.: Data mining in healthcare and biomedicine: a survey of the literature. J. Med.

Syst. 36(4), 2431–2448 (2012)
19. Xiong, X., Kim, Y., Baek, Y., Rhee, D.W., Kim, S.-H.: Analysis of breast cancer using data

mining statistical techniques. In: Proceedings of the 6th SNPD/ACIS, pp. 82–87 (2005)
20. Sarvestani, A.S., Safavi, A.A., Parandeh, N.M., Salehi, M.: Predicting breast cancer

survivability using data mining techniques. In: 2010 Proceedings of the 2nd International
Conference on Software Technology and Engineering, vol. 2, pp. V2-227–V2-231 (2010)

21. Frize, M., Walker, R.: Clinical decision-support systems for intensive care units using case-
based reasoning. Med. Eng. Phys. 22(9), 671–677 (2000)

22. Aamodt, A., Plaza, E.: Case-based reasoning: foundational issues, methodological variations,
and system approaches. AI Commun. 7(1), 39–59 (1994)

23. Montani, S.: Case-based reasoning for managing noncompliance with clinical guidelines.
Comput. Intell. 25(3), 196–213 (2009)

24. D’Aquin, M., Lieber, J., Napoli, A.: Adaptation knowledge acquisition: a case study for case-
based decision support in oncology. Comput. Intell. 22(3–4), 161–176 (2006)

25. Toussi, M., Lamy, J.-B., Le Toumelin, P., Venot, A.: Using data mining techniques to explore
physicians’ therapeutic decisions when clinical guidelines do not provide recommendations:
methods and example for type 2 diabetes. BMC Med. Inform. Decis. Mak. 9, 28 (2009)

26. Larburu, N., Muro, N., Macía, I., Sánchez, E., Wang, H., Winder, J., Bouaud, J., Séroussi, B.:
Augmenting guideline-based CDSS with experts’ knowledge. In: HealthInf (2017)

226 N. Muro et al.



Upgrading Legacy EHR Systems to Smart EHR Systems

Ane Murua1,2(✉), Eduardo Carrasco1,2, Agustin Agirre3,
Jose Maria Susperregi3, and Jesús Gómez3

1 Vicomtech-IK4, Donostia, San Sebastián, Spain
{amurua,ecarrasco}@vicomtech.org

2 Biodonostia Health Research Institute, San Sebastian, Spain
3 La Asunción Clinic, Tolosa, Spain

{aagirre,jsusperregi,jesusgm}@clinicadelaasuncion.com

Abstract. Electronic Health Record (EHR) systems are a key element of the
clinical practice in most hospitals and healthcare organizations. Although tradi‐
tionally its role has been focused mainly as a patient health data storage and
communication tool, thanks to the recent technical advancements, a wide range
of new promising possibilities are arising, including, user empowerment, new
medical knowledge discovery, clinical decision support systems and clinical tasks
automation. This paper discusses a set of different features that can be added to
a legacy EHR system to upgrade it into a Smart EHR system, such as (i) health
related data curation, (ii) rule-based data processing, (iii) business process
management and (iv) intelligent agents.

Keywords: Electronic Health Records · Personal health records · Knowledge
engineering · Rule-based systems · Business process management · Natural
language processing · Intelligent agents

1 Introduction

The management of large amount of patient information in medical practice has made
the medical record the cornerstone of clinical communication and documentation [1].
This patient information was stored in the form of paper based medical record entirely
until early 1960s when the idea of electronic medical record was introduced [2] and
progressively extended since then.

The implementation and adoption of EHR systems throughout the world differ in
developing and developed countries [3]. The developing countries are starting to imple‐
ment EHR systems as supporters of paper-based health records [4], while many devel‐
oped countries have nationwide policies to foster EHR adoption. In several countries
(e.g. New Zealand, Sweden, Norway, Netherlands, United Kingdom, Australia or the
United States), the percentage of primary care physicians using electronic medical
records is almost 100% [5]. In Spain, this percentage is higher than 90%, but the situation
is mixed: while older hospitals are facing implantation issues, new hospitals have
complete EHR systems [6], and some hospitals also develop and market their own EHR
system, such as Hygehos EHR [7].

© Springer International Publishing AG 2018
Y.-W. Chen et al. (eds.), Innovation in Medicine and Healthcare 2017, Smart Innovation,
Systems and Technologies 71, DOI 10.1007/978-3-319-59397-5_24



Literature shows that EHR systems provide relevant benefits for clinical outcomes
(e.g., improved quality, reduced medical errors), organizational outcomes (e.g., financial
and operational benefits), and societal outcomes (e.g., improved ability to conduct
research, improved population health, reduced costs). Similarly, several important
drawbacks can be identified as well such as the high upfront acquisition and maintenance
costs, disruptions to clinical workflows, losses in productivity in the learning stages [8].
Nevertheless, it is agreed that significant benefits are brought to patients and society
when EHR systems are used in an appropriate way.

2 Next-Generation EHR Systems

Due to the relevance of EHR systems in our society, intense research and development
has been conducted and new definitions are starting to emerge. In this sense, according
to [9] an Electronic Health Record (EHR) system includes: (1) longitudinal collection
of electronic health information for and about persons, where health information is
defined as information pertaining to the health of an individual or health care provided
to an individual; (2) immediate electronic access to person- and population-level infor‐
mation by authorized, and only authorized, users; (3) provision of knowledge and deci‐
sion-support that enhance the quality, safety, and efficiency of patient care; and (4)
support of efficient processes for health care delivery.

New information and communication technologies have the potential to fully meet
and extend the aforementioned goals, but, in order to do so, several relevant technical
challenges have to be addressed.

First, the data contained in the EHRs has to be further structured and codified using
standardized terminologies. Experts agree on that 80% of the data in the healthcare sector
is unstructured, and hence no further exploited [10].

Next, patient health data is expected to continue growing exponentially in the coming
years and a great part of all these data will be physically scattered beyond the limits of
the healthcare organizations. The management of all this information and the access and
privacy issues involved raises new challenges for the EHR systems [11].

Third, available healthcare data should be transformed into reusable knowledge, and
this knowledge will be confronted with stablished clinical guidelines in order to discover
the best practices that lead to the best decision support given to the medical practi‐
tioners [12].

Finally, medical workflows have to be automated in the EHR systems as much as
possible in order to increase the efficiency of the health care delivery [13].

Relevant EHR systems have been developed in the last years that are aligned with
these challenges such as Kaiser Permanente [14] or openEHR [15], but still progress
has to be carried out in order to meet them at their full extent.

3 Methods for Upgrading Legacy EHR Systems

In this section, several technologies that can be integrated into legacy EHR systems in
order to upgrade them into Smart EHR systems are described.
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3.1 Data Curation

The first milestone for upgrading a legacy EHR system is to improve the quality of health
data contained in it, to foster its reuse, to add more value to the data and to add comple‐
mentary sources of data.

Natural Language Processing Techniques
As stated above in this paper, 80% of the data in the healthcare sector is in unstruc-tured
formats which include machine-written, handwritten information and audio dictations
among others. In these formats, relevant health information is “locked” since they were
intended only for human reading and interpretation.

Extracting key data elements from unstructured medical records into structured
computable data elements is an essential step for EHR information reuse. Natural
Language Processing techniques are a straightforward tool to help automating this task.
Numerous researchers and academic organizations have been exploring over the last
decade the potential of natural language processing for risk stratification, population
health management, and decision support. A recent example of a machine learning NLP
in the healthcare industry is IBM Watson, which has been focused in clinical decision
support for precision medicine and cancer care [16, 17]

In order to facilitate the computer-assisted extraction and understanding of the most
relevant terms of the EHR records, available terminologies such as SNOMED CT or
ICD 10 are used. UMLS [18] is remarkable as well, since it integrates and relates most
relevant biomedical vocabularies available so far.

Standardized Data Models
Data documented in structured patient records is required to be uniformly coded and
documented in order to be reliable and interoperable for utilization in direct patient care
and in other contexts such as secondary use purposes [19].

During the last decade, different EHR standards had been developed for EHR model‐
ling. The most extended ones are (i) HL7, (ii) ISO EN13606 and (iii) openEHR.

Although each standard brings a differential feature compared to others, all agree on
a dual model structure, consisting on a reference model (RM) and an Archetype Model
(AM).

The RM supports information within a structure, based on well-established concepts
independent from knowledge. It represents the characteristics of the general components
and their organization. AM defines and models concepts of clinical knowledge following
the structure and constraints imposed by the RM.

The combination of both models in a single frame provides of structure and semantic
interpretation to the content stored in the EHR [20].

Integration of Distributed Patient Data
According to an American study carried out by the “California HealthCare Foundation”
in 2013 [21], 7 out of 10 adult Americans regularly measure at least one of their health
status related indicators, such as their weight, diet or activity level.

A gradual transformation is occurring, causing the individual -who used to be a
passive “element”, merely an information generator-, to become a subject capable of
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analyzing its own data and even able to start acting according to the insights gained from
its self-tracking [22].

Patient’s own health and lifestyle data is meaningful for health organizations and
should be integrated with the EHR in the form of a Personal Health Record (PHR) [23].
DocToDoor platform [24] is an example of the integration of PHR and EHR.

Besides the data annotated by the patient himself, PHR could contain data from other
sources, such as: data gathered from sensors or other wearable computing devices, data
acquired through mainstream smartphone applications’ APIs, activity in social networks
or current communication channels.

3.2 Rule-Based Systems

In a rule-based system the key idea is to separate knowledge and represent it as facts
and rules, that is, as conditional sentences relating statements of facts with one another
[25]. A rule-engine (e.g. Drools, CLIPS, OpenRules, JESS) provides an alternative
computational model which can take rules (declared as a group of “if-then” statements)
and execute them over data.

When the conditions stated in a rule are met (“if”), the rule is evaluated (“then”) and
our facts are updated accordingly.

The information contained on the EHR and PHR can be processed in a rule-based
system to provide, according to [26], patient-specific, situation-specific alerts,
reminders, or other recommendations for direct action; and to organize and present
information in a way that facilitates problem solving and decision making using appro‐
priate visual analytics technics.

3.3 Business Process Management

Business Process Management (BPM) is a methodology which describes the whole life
cycle of how to discover, formalize, execute, and monitor our business processes. Busi‐
ness process models are modelled using predefined notations such as BPMNv2 [27],
defined by the OMG group. These models have a graphical diagram showing the exact
sequence of the activities that are going to be executed and include activities performed
by both people and computers.

The most common uses of the BPM methodology in the healthcare field are:

• Computer-interpretable clinical guideline modelling.
• Health center’s own (clinical, management, supply-chain, …) workflow orchestration.
• Implementing structured multidisciplinary care plans that detail essential steps in the

care of patients with a specific clinical problem (care pathways)

Business processes can be used as a standalone tool or combined with rule-based
systems. The most common patterns of rule and process integration are: (1) Including
in a process a specific type of task called a Business Rule Task where a Rule Engine is
called with some data to get some results; (2) Using rules to start processes to deal with
different scenarios difficult to perform by just chaining rules; and (3) Inserting our
Process Instances as facts, among some other facts, in a Rule Engine.
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3.4 Intelligent Agents

Intelligent Agents are typically described as autonomous artificial entities that sense the
world on a continuous basis and act (proactively or reactively) on it in order to achieve
specific tasks, such as event detection, maintenance of a domain knowledge model,
learning from their observations to improve performance [28].

These agents run in Multi-Agent Systems MAS which are integrated with the infor‐
mation systems in many different sectors. The integration of MAS with the EHR could
lead into more advanced scenarios, i.e. applying intelligent agents in the healthcare
domain with a wide range of applications, such as:

• Data-management systems. The focus is on the efficient retrieval and processing of
scattered medical data, for example combining patients’ data in the EHR with other
sources such as most recent evidences available for treatment.

• Decision Support Systems (DSSs). DSSs provide patient-specific recommendations
based on previous healthcare processes or knowledge-based models for example for
diagnosis or treatment selection.

• Planning. Systems centered on the coordination and scheduling of human and mate‐
rial resources, for example when executing a standardized clinical guideline.

• Simulation. Agents can be used to make rule-based simulations of the behavior of
complex challenges, such as to evaluate the impact of particular treatment taking into
account the evolution of a disease.

• Monitoring and alarms. The goal is to continuously monitor the current state of a
patient and, considering the evolution and the general context, warn the patient (or
a supervisor) about problematic future situations.

4 Conclusions

EHR systems bring significant benefits to patients and society as they contribute,
amongst others, to share medical information, to reduce medical errors, to improve
coordination of care and health care quality and to lower national health care costs.

This work describes a set of methods focused on upgrading legacy EHR systems.
This is a common scenario for EHR system development organizations who want to
benefit from state-of-the-art technologies to explore new horizons.

The methods addressed in this paper focus on improving the quality of the health
data in the EHR, its exploitation and computer reuse, the extraction of medical knowl‐
edge from health data, the promotion of computer-aided decision support and the
automatization of clinical processes in order to promote efficiency in the healthcare
provision. In particular, the technical topics addressed are (i) data curation, (ii) medical
rules management, (iii) business process modeling and (iv) intelligent agents. The inte‐
gration of these technologies in the EHR systems will pave the way to a new generation
of Smart EHR systems.

Smart EHR systems will bring new appealing scenarios to the healthcare organiza-
tions, such as (i) empowerment of both patients and health professionals, (ii) reuse of
health information in order to discovery of new medical knowledge, (iii) promote the
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development of Clinical Decision Support Systems to enhance the quality of the health‐
care, (iv) increase the sustainability and security by means of the automatization of
clinical tasks and (v) advance to a Real-world evidence based medicine.
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Abstract. Traditional Picture Archiving and Communication Systems (PACS)
were designed for vendor-specific environments, dedicated radiology worksta-
tions and scanner consoles. These kinds of systems are becoming obsolete due
to two main reasons. Firstly, they don’t satisfy the long-standing need in
healthcare to put all the resources related to the patient into a single solution
rather than a multitude of partial solutions. And secondly, communication,
storage and security technologies have demonstrated that they are mature
enough to support this demand in other fields. “Vendor Neutral Archives” are
becoming the new trend in medical imaging storage and “deconstructed PACS”
goes one step beyond proposing a totally decoupled implementation. Our work
combines this implementation with the scalability and ubiquitous availability of
cloud solutions and internet technologies to provide an architecture of a
PACS-as-a-service system that handles a simple enterprise workflow orches-
tration of tele-radiology.

Keywords: Cloud-based technologies � Deconstructed PACS � DICOM �
RSNA � Tele-radiology � VNA

1 Introduction

Traditional medical image archiving systems have been closed, vendor-dependent
solutions, requiring non-negligible initial investment and additional maintenance costs.
Such setups are commonly designated by the general term Picture Archiving and
Communication Systems (PACS) [1], they typically comprise an infrastructure of data
acquisition, storage and visualization systems integrated into a digital network, as well
as the necessary software to provide such services.

According to [2], one of the biggest problems with traditional PACS arises when
the hospital needs to migrate from one PACS vendor to another, typically motivated by
the exponential growth and increased complexity of information. Since each solution
has a different proprietary implementation of archiving strategies, migrations entail that
the complete earlier data needs to be adapted to the format of the newly procured
PACS, which is resource consuming. Furthermore, despite that these solutions are
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designed to handle large amounts of data, storage demand is growing enormously,
which implies a continuous and increasing number of upgrades in storage capabilities
and configurations.

Statistics report that the average number of radiology scans is over 1 per year per
inhabitant (different years reported), and trends show increasing figures [3]. Also, it
was estimated that 1 billion diagnostic imaging procedures were performed in the
United States in 2014, adding up 100 petabytes of volume data [4].

Medical image requirements are heterogeneous across medical specialties and
clinical centers. In this context, structured and consistent digital data availability to
physicians potentially avoids data loss, scan repetitions or delayed diagnosis. The use
of modern web-based data storage, communication and image visualization technol-
ogy, along with the integration of the Electronic Health Record (EHR) as key element,
has the potential to transform and improve new solutions beyond PACS capabilities.
Therefore, a pressing need for increasingly flexible and efficient solutions is arising.

This paper proposes an implementation that aims to avoid problems derived from
the departmental focus of traditional approaches, which tends to create silos of infor-
mation. The remainder of the document is structured as follows: Sect. 2 presents a
summary of related research and development works, as well as existing commercial
products, and other relevant aspects; Sect. 3 presents the specific context the work is
aimed at; Sect. 4 provides an overview of the technical approach adopted in order to
provide with an evolved solution in such a scenario. Finally, Sect. 5 summarizes the
most notable contributions of this work, as well as future research avenues.

2 Related Work

Several approaches have been proposed to overcome the limitations of PACS systems.
On a theoretical approach, Pohjonen et al. [5] revisited the grid computing and
streaming concepts applied to a PACS system. Vossberg et al. [6] adapted the DICOM
protocol to use a grid infrastructure, distributed across different institutions. Yang et al.
[7] also used an analogous approach. Although they reportedly improved performance
over other web PACS approaches, the grid infrastructure required a complex setup in
both cases, and none of these works developed a DICOM viewer. Furthermore, data
grids are usually employed when resources are required for solving large-scale,
data-intensive scientific applications, which may be beyond medical imaging storage
and access requirements in many cases.

Costa et al. [8] developed a PACS solution based on peer-to-peer (P2P) commu-
nication models, and utilized document-based indexing techniques within a DICOM
network. The system is marketed by BMD Software, Lda. (Aveiro, Portugal). Although
P2P may be a solution to increase the dynamics of DICOM nodes, or to reduce the
latency, it may not be the most appropriate solution from a security point of view.

Works bridging mobile and PACS technologies are polarized into two distinct
approaches with advantages and drawbacks to each. Early attempts to bridge portable
devices and PACS technologies required implementing PACS functionality on the
devices [9]. This approach was aimed at providing wireless PACS access within a
given institution. This type of solution benefits from a seamless integration with the
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PACS. However, it falls short when requiring external access. In such cases, web
protocols, which are platform independent and can be leveraged to provide a common
interface for multiple platforms, need to be used. Valente et al. [9] proposed a RESTful
architecture, employing the well-known open source dcm4che library for DICOM
communications. Although a medical imaging viewer was also proposed, their
approach required some set-up, even if minimal, on the client side.

Finally, the advent of mobile devices provides flexibility of work, anytime,
any-where. Although mobile environments have inherent constraints (such limited
display size compared to traditional radiology viewers or limited computing capabili-
ties), the FDA cleared in 2011 the first diagnostic radiology app [10] and the number of
cleared apps has grown ever since.

The so-called zero-footprint, web-based DICOM viewers consist of applications
that do not require end-users to install any software. Since only a browser is required
and run on any platform, the solution is very cost-effective. Different commercial
products [11, 12] offer such DICOM viewers. However, although some PACS solu-
tions incorporating web-viewers claim to be zero-footprint solutions, yet many require
plugins to run, only run on specific browsers, or do not support tablet or mobile device
capabilities without further specialization. Hence, the true advantage of a
zero-footprint, such as decreasing cost of ownership and deploying data with minimal
or virtually no support, is diminished.

3 PACS Evolution

Transitioning to a new PACS vendor or platform has traditionally involved complex
and expensive software and hardware migration efforts, caused by the proprietary
mechanisms that have been at the core of such systems. Within recent years, alternative
technologies have experienced an unprecedented development that has made the
emergence of new actors in the medical imaging industry possible. At the same time,
the complexity of the infrastructure required to develop and maintain medical image
management systems has been reduced with respect to the amount of stored data. This
has allowed novel services to be proposed to healthcare centers that would not have
been possible otherwise.

To address these issues, the concept of Vendor Neutral Archives (VNA) [2] has
emerged in the last few years. VNA solutions provide hospitals with a decoupled
solution for image archiving, so traditional PACS have started to be shifted to these
enterprise imaging solutions. With the introduction of VNA and cloud-based digital
archives, data from all departments can be put into one pot and accessed using a
universal method. This enables the data to be managed by the healthcare system’s
information technology (IT) staff, rather than individual departments or radiology units.

More recently, in late 2014, the notion of “deconstructed PACS” architecture was
introduced as an evolution of VNA systems during the Radiological Society of North
America (RSNA) meeting. The underlying idea behind a deconstructed PACS (also
referred to as PACS 3.0), is not only decoupling the archive system, but also the
diagnostic and clinical viewing of images, the enterprise workflow orchestration and
the imaging analytics systems. Deconstructed PACS enable institutions to gain control
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of their images and optimize workflow, but perhaps most importantly, they can choose
the best viewer available for interpretation and also the best analytical processes
[13, 14].

4 Proposed Architecture

We have designed and developed an implementation for a deconstructed PACS relying
on its hardware-agnosticism and modularity principles. Besides these features, other
key aspects for its delivery “as-a-service” have been taken into consideration, such as
the adoption of cloud-based solutions, data protection or cost-related issues. The sum of
all these elements led our development into a new concept of “Deconstructed
PACS-as-a-service” solution. The proposed architecture is depicted in Fig. 1.

4.1 Hardware-Related Strategy

The proposed deconstructed PACS-as-a-service relies on a three-tier architecture: a
client-side for end-user data access; a storage infrastructure as data repository and a
server side to place the backend actions.

4.1.1 Client side
The developed interfaces have followed a responsive design, so that the application can
be accessed from both PC or mobile devices. Although according to the IT Reference
Guide for the Practicing Radiologist [15], higher resolution displays do not necessarily
translate into better diagnostic quality, a set of minimal requirements related to aspects
such as calibration or luminance are required to maximize diagnostic accuracy.

4.1.2 Storage infrastructure
All files managed by the application are stored into a cloud-based storage provider that
can be selected by the user, provided that an API to communicate with third parties
exists. With this strategy, all storage specific tasks are delegated to the cloud storage
service, thus ensuring the right scalability of the system.

Fig. 1. Proposed architecture.
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4.1.3 Server side
The system can be deployed into any “Platform-as-a-Service” provider. These kinds of
services provide a platform that allows customers to develop, run and manage appli-
cations without the complexity of building and maintaining the infrastructure. Some of
the common tasks they provide are capacity provisioning, load balancing or
auto-scaling. We have successfully tested the deployment of our solution into an AWS
Elastic Beanstalk environment.

4.2 Software-Related Strategy

The logic of the system is divided into the following modules: an acquisition module in
charge of the image gathering process; a visualization module for image inspection; a
searching module for locating tasks and finally a collaborative module where we have
implemented several simple enterprise workflows.

4.2.1 Acquisition module

Parser/validation module
Digital Imaging and Communications in Medicine (DICOM) [16] is the standard for
the communication and management of medical imaging information and related data.
One of the goals of this standard is the definition of the Data Dictionary that shall be
supplied alongside the images, to achieve a seamless data interchange between digital
imaging computer systems.

We have integrated into our solution an adapted version of the dicomParser library
[17] which is a lightweight tool for parsing DICOM byte streams in modern HTML5
based web browsers. The system discards non-DICOM-compliant files, and also ver-
ifies all mandatory DICOM fields.

Data protection module
The fast growth of digital media solutions has provided great advances in healthcare,
but also has brought increased risk related with data protection. According to the
European Parliament and Council 2016/679 Regulation of 27 April 2016 [18], data
protection issues must be taken into consideration from the design phase of any digital
solution. Pursuant to this legal resolution, we have implemented a data protection
module in charge of anonymizing all sensitive DICOM tags. This module is based on a
JavaScript cross-compilation of DCMTK [19], so it is executed on the client-side,
minimizing the risks associated to personal data transfer to third-party cloud storage.

In addition to this data protection module, other security-related strategies have been
also developed, such as the adoption of the HTTPS protocol, a 3-step registration
design or a password expiration policy.

Storage interface module
We have developed a common interface capable of working with any public API
exposed by cloud-based storage providers. The set of files sent to these storage pro-
viders comprise the DICOM images, the textual reporting information and the audios
created for reporting (explained in more detail within the Reporting module. section).
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This interface has been successfully tested against the Box Inc. [20] storage provider
using the Box Python SDK [21].

4.2.2 Visualization module
We have implemented both 2D and 3D visualization (Fig. 2) modalities. Images are
sent directly from the storage provider to the client side, without consuming resources
from the backend server which helps to reduce costs and waiting times. Rele-
vant DICOM metadata are presented alongside the image stacks. Furthermore, the
system allows users to enrich this metadata with descriptors and comments.

2D Visualization
We have integrated the Cornerstone JavaScript library [22] in order to provide 2D
visualization capabilities in browsers that support the HTML5 canvas element. The
Cornerstone WADO Image Loader [23] is used as the engine for retrieving DICOM
images over HTTP. In addition, we have included alongside the display a set of
common medical imaging interaction tools [24], such us window-level, pan, zoom or
rotate. To allow a smoother navigation, datasets are delivered and rendered accordingly
in cached blocks of 13 slices (this number was empirically set). Table 1 depicts caching
and rendering times of one of these blocks with different resolutions.

3D Visualization
Some applications rely on the ability of the viewer to offer 3D visualization for a better
appreciation of patient anatomy and location of possible pathologies. For that purpose,
we have included a web implementation of Direct Volume Rendering (DVR) [25, 26]
using the X3DOM Library that offers implementation for most common representation
use cases of volumetric medical imaging data [27]. Table 2 depicts mean preparation
times for datasets with different resolutions before interactive rendering.

Fig. 2. Partial captures of the 2D (left) and 3D (right) visualizations of a dataset.

Table 1. 2D visualization caching and rendering time measurements.

Resolution
(size)

128 � 128 � 13
(0.5 MB)

256 � 256 � 13
(1.63 MB)

512 � 512 � 13
(6.53 MB)

1024 � 1024 � 13
(26 MB)

Cache/Render
time

3510 ms 3755 ms 4660 ms 6919 ms
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4.2.3 Search module
We have developed a retrieval tool for medical images capable of performing queries
within a pre-defined set of fields including the name of the patient, the description of
the study, the description of the series, the descriptors assigned to the images or the
annotations made by the reporter.

4.2.4 Collaboration module
This module oversees ruling the three collaboration actions that users can perform with
their images: (1) Share: users can share images with read-only permissions
(2) Request for reporting: users can request a report for their cases. This action will
emit a request for reporting to the recipients whom will be able to accept or reject the
request (3) Transfer ownership: users can transfer the ownership of their series.

Reporting module. We have developed a specific module to manage the reporting
requests. The main tasks performed by this module are:

• Manage the workflow of the request, providing state-aware information to both
involved users (requestor and recipient).

• Provide with a set of 2D image interaction tools specific for reporting needs, such as
Region of Interest (ROI) delineation, measurements (distances, angles), probe,
annotation and screenshot.

• Provide users with three different, non-excluding ways of reporting cases:
– RSNA templates: this module is able to communicate with the Radreport API

[28] in order to assign to the requested case a “structured” report template which
the recipient is expected to fill in. According to the RSNA Reporting Initiative,
these templates: (1) Improve communication between radiologists and referring
providers. (2) Enable radiology practices to meet accreditation criteria and
(3) Help radiology practices earn pay-for-performance incentives.

– Free text: recipients can report requested cases using free text. We have inte-
grated the Web Speech API [29] to facilitate this task. This allows users to
dictate the reports using a microphone; the Web Speech API automatically
performs the speech-to-text process.

– Audio files: cases can be reported using audio files. Once the speech has been
recorded, the audio clips are available to be listened to within the application at a
later time, using an embedded player.

• Export the reported information to a PDF file.

All these modules, as well as the wrapper that orchestrates them (the Python web
framework ‘Django’) are based on open-source products, which facilitates the flexi-
bility and maintainability of the solution.

Table 2. 3D visualization rendering time measurements.

Resolution
(size)

128 � 128 � 30
(1 MB)

256 � 256 � 13
(3.77 MB)

512 � 512 � 30
(15 MB)

1024 � 1024 � 30
(60 MB)

Render time 6301 ms 6681 ms 7740 ms 18202 ms
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5 Conclusions and Future Work

We have achieved to use existing web-based technologies like HTML5, JavaScript and
WebGL to build a decoupled, scalable and secured tele-radiology solution based on
extensively used cloud platforms like Amazon Web Services for web servers and
Box for cloud storage. This work could define a new product concept called decon-
structed PACS-as-a-Service to provide easy access of medical image content between
institutions, their professionals and their patients.

According to the annual title “Imaging & Oncology” published by The Society of
Radiographers [30], the adoption of this kind of solution would have a wide range of
benefits for the 3 actors involved in a radiology process.

Patients can have immediate access to expert opinion, they benefit from enhanced
speed and turnaround time of experts, from immediate availability of appropriate
emergency investigations and immediate availability of a second opinion. Second,
hospital management can supplement the lack of local expertise, it can face shortfalls of
radiology provisions, balance demand variations, provide continuous service and
availability of expert opinion. And finally, radiologists can review images from any-
where, they can manage more effectively their workload and provide their services
across the world, along with the benefits of underlying stable working patterns and
improved work life balance.

We have covered three aspects that typically compose this kind of
hardware-agnostic solutions: image management and archiving, simple enterprise
workflows orchestration and clinical viewing of images for diagnostic. Our work is
modular and proves the maturity of existing technologies to support tasks like
tele-radiology and remote collaborative exploration of medical images. Other aspects of
deconstructed PACS approaches, like imaging analytics (along with all the necessary
middleware), are being considered for future work. First, we will carry out a thorough
study of more complex enterprise workflows that lead these kinds of processes in order
to implement mechanisms to facilitate their integration. Secondly, we will work on
improvements interoperability-related to our system, focusing on integrating infor-
mation coming from the EHR using the HL7 FHIR (Fast Healthcare Interoperability
Resources) [31] standard. DICOM tags will mapped to a FHIR resource instead of
using an ad-hoc model. Another aspect to be considered is the fast deployment of
automatic or semi-automatic image analysis processes (e.g. deep learning algorithms
for detection, annotation, segmentation or screening) making use of actual technical
products currently mature, to ship isolated processes fast (e.g. Docker containers).
Finally, we will advance towards a unification of reporting criteria, implementing a
comparison feature based on semantic analytics able to detect disparities between two
different reports belonging to the same case.
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Abstract. Heart Failure (HF) is a clinical syndrome caused by a structural and/or
functional cardiac abnormality that imposes tremendous burden on patients and on
the healthcare systems worldwide. In this context, predictive models may facilitate
the identification of patients at high risk of death or unplanned hospital readmis‐
sions and potentially enable direct specific interventions. Currently a plethora of
studies in this field is discussing whether hospital readmission and mortality can be
effectively predicted in patients with HF. In this work, we present a preliminary study
for identifying risk factors for unplanned readmission or death, using a clinical
dataset with 119 patients and 60 features. Different classification algorithms and
feature selection approaches were employed in order to increase the prediction
ability of the models and reduce their complexity in terms of number of features.
Results show that sequential feature selection methods along with SVM achieve the
best scores in terms of accuracy for predicting 30-day readmission or death risk.

Keywords: Heart Failure · Predictive models · Feature selection · Readmission
risk

1 Introduction

Heart failure (HF) is a clinical syndrome characterized by typical symptoms (e.g.
breathlessness, ankle swelling and fatigue) caused by a structural and/or functional
cardiac abnormality, resulting in a reduced cardiac output and/or elevated intra-cardiac
pressures at rest or during stress. Demonstration of an underlying cardiac cause is central
to the diagnosis of HF. This is usually a myocardial abnormality causing ventricular
dysfunction or abnormalities of the valves, pericardium, endocardium, heart rhythm and
conduction [1].

The prevalence of HF is approximately 1–2% of the adult population in developed
countries, rising to ≥10% among people >70 years of age [2].
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Over the last 30 years, improvements in treatments and their implementation have
improved survival but the outcome often remains unsatisfactory. Most recent European
data (ESC-HF1 pilot study) demonstrates that 12-month mortality rates for HF patients
are between 7% and 17%, and the 12-month hospitalization rates are between 32% and
44% [3].

The harms of cardiovascular disease (CVD) are not limited only to an individual’s
health. When CVD causes hospitalizations, short-term expenses tend to be extremely
high. Costs include ambulance rides, diagnostic tests, hospital stays, and immediate
treatment that may include surgery. Short-term costs aside, CVD remains expensive for
the long-term due to the price of drugs, tests to monitor the progress of the disease, and
frequent doctor appointments [4]. The high cost of CVD is compounded by the lack of
productivity and income that such patient may have [5]. Additionally, high rates of
readmission after hospitalization for HF impose tremendous burden on patients and on
the healthcare system. In this context, predictive models facilitate identification of
patients at high risk for hospital readmissions and potentially enable direct specific
interventions toward those who might benefit most by identifying key risk factors.
However, current predictive models using administrative and clinical data discriminate
poorly on readmissions [17]. That is the reason why some studies have been developed
in order to try to define whether machine learning would enhance prediction [5].

Nevertheless, it remains not clear whether we can predict and prevent hospital read‐
mission and mortality in patients with HF. Currently, there are several programs where
patient monitoring is carried out, so that clinicians can check patients’ progress [7–11].

In some cases, clinicians define some simple rules, so that they can get some alerts
that may indicate the deterioration of a patient [2]. In other cases, as shown in Mobiguide
EU project, the system implements the local clinical guidelines and extend them to guide
patients during their daily life [3]. But due to the lack of time of clinicians and lack of
suitable IT solutions, clinicians do not exploit the monitored information.

The objective of this paper is twofold: First, we present a dataset built on a HF patient
monitoring scenario. Second, we present a preliminary study for identifying risk factors
associated to unplanned readmission or death.

The paper is organized as follows. In Sect. 2 we present some related works on
predictive models and their impact in the healthcare domain. In Sect. 3 we present the
dataset used for the study. Next, we describe the methods applied and the experimental
results for each method. In Sect. 4 the results of each method are explained and compared
in order to retrieve clinical conclusions. Finally, in Sect. 5 we discuss the conclusions
and future work.

2 State of the Art

As presented in [6], predictive analytics can improve healthcare in several ways. For
instance, they can be used to increase the accuracy of diagnosis, provide answers to
specific cases of individual patients (not presented in clinical guidelines) or predict the

1 Heart Failure – European Society of Cardiology.
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medications that meet best the needs of smaller groups of patients. In the literature we
found several studies that apply predictive models for different purposes.

Kansagara et al. [7, 8] presents a systematic review of 26 readmission risk prediction
models of medical patients tested in a variety of setting and populations. Nevertheless,
in their study they conclude that most readmission risk prediction remains poorly under‐
stood and has limitations. For example, factors such as social, environmental and access
to care factors have not been widely studied.

In [5] it is shown that current predictive models using administrative and clinical
data discriminate poorly on readmissions. The inclusion of a richer set of predictor vari‐
ables encompassing patients’ clinical, social, and demographic domains, while
improving discrimination in some internally validated studies, does not necessarily
markedly improve discrimination. Another possibility for improving models, rather than
simply adding a richer set of predictors, is that prediction might improve with methods
that better address the higher order interactions between the factors of risk. Many
patients’ risk may only be predicted by modelling complex relationships between inde‐
pendent variables.

3 Dataset Description

Since 2014 the OSI Bilbao-Basurto (Osakidetza), located in Basque Country, Spain, has
a program to monitor heart failure patients. In this program the data is collected from
diverse sources:

• Baseline Information: data that corresponds to the first seen by a physician when
being diagnosed with HF. This information includes patient demographic informa‐
tion, such as year of birth and gender, but also clinical data, such as the hospitalization
date, type of heart disease and hemodynamic parameters such as heart rate, systolic
and diastolic blood pressure, blood checkup data, pharmaceutical treatment and other
non-cardiac comorbidities.

• Monitored Data: data that is monitored by the patient remotely every week (with a
frequency that varies from 3 to 7 days per week), which contains patient vital signs
(such as heart rate, systolic/diastolic blood pressure, weight and oxygen saturation)
and a questionnaire about the patient condition (e.g. During the last 3 days, have you
been having your medications as prescribed?).

• Patient Deterioration: this contains the information that we aim to predict, which
includes the readmissions, emergencies and mortality. For readmissions and emer‐
gencies, we get the detailed information about the type of readmission (e.g. if the
readmission is related with HF) and the dates when the patient entered and left the
hospital. For the mortality information, we also have the data and the causes (e.g. if
the mortality is related with HF).

• Alerts: these alerts are either strong (“red”) or moderate (“yellow”) depending on the
severity level and they are fired when previously defined conditions are fulfilled.
They can be a ‘simple rule’ based on a single fact (e.g. IF (heart rate < 55) THEN
“yellow”) or a ‘tendency rule’ based on the progress during certain time period of a
vital sign (e.g. IF (During 3 days weight loss 1 kg) THEN “red”).
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4 Methods

In this study our goal is to make a preliminary data analysis in order to figure out which
features are more related to the HF readmission risk, using only baseline health status
data shown in Table 1. The dataset is composed of 60 attributes collected from 119
patients with CVD from which 30 of the them were readmitted within 30 days (if a
patient is readmitted more than once, only the first admission is included) and 12 died.
With that in mind, we make use of feature subset selection techniques that allow us
identifying the most significant variables or groups of variables of our dataset. In this

Table 1. Attributes of the dataset

Clinical history
Age (years)
Gender
Smoker (yes/no/former)
Weight (kg)
Height (cm)
HR – Heart Rate (bpm)
SO2 – Oxygen saturation (%)
SBP – Systolic Blood Pressure (mmHg)
DBP – Diastolic Blood Pressure (mmHg)
Left Ventricular Ejection Fraction (%)
Years since first diagnostic
Admission days
Implanted device
Needs of oxygen
Therapies
Furosemide
Torasemide
Thiazide
MRAs (Mineralocorticoid/aldosterone receptor
antagonists)
ACEIs (Angiotensin-converting enzyme inhibitors)
ARB (angiotensin receptor blocker)
Beta blockers
Ivabrandine
Digoxin
Anticoagulants
Antiplatelet therapy
Oxygen therapy
Antiarrhythmic drugs
Lipid lowering therapy

Laboratory
Urea (mg/dl)
Creatinine (mg/dl)
Sodium (mEq/L)
Potassium (mEq/L)
Hemoglobin (g/dl)
Total cholesterol (mg/dl)
LDL cholesterol (mg/dl)
HDL cholesterol (mg/dl)
Triglycerides (mg/dl)
Comorbidities
Acute coronary syndrome
Peripheral vascular disease
Stroke
Dementia
Chronic obstructive pulmonary disease
Connective tissue disease
Peptic ulcer disease
Mild liver disease
Diabetes mellitus
Hemiplegia
Moderate/severe renal disease
Complicated Diabetes Mellitus
Any tumor
Leukemia
Lymphoma
Moderate/severe liver disease
Metastatic solid tumor
Anxiety/depression
Osteoarthritis/arthrosis/spondylitis
Osteoporosis
Sinus rhythm
Atrial fibrillation
Pacemaker rhythm
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section we briefly present feature selection methods and the evaluation methodology
that we followed to perform the experiments.

4.1 Feature Selection Methods

In supervised classification, a classifier is a prediction model built using a-training-
dataset. The dataset is composed of a set of M instances, where each instance is described
by a vector of features X = (x1, …, xn) and the class label C = {c1, …, cn}. The classifier
can be defined as a function g that returns the c value given a feature vector X (i.e.
predicts the class of the input instance):

g:X → C (1)

g(x) = arg max
c

f (x, c) (2)

where f defines a scoring function. The goal of feature subset selection is to find an
optimal feature subset X′ � X so that the accuracy of the classifier is maximal.

According to the taxonomy of feature selection techniques defined by Kohavi et al.
[12] the methods can be grouped as follows: (i) Filter methods, (ii) Wrapper methods
and (iii) Embedded methods. Following, the different techniques are briefly explained.

Filter Methods
According to [12] filter methods attempt to assess the merits of features from the data,
ignoring the induction algorithm. A scoring function S(i) is computed for each input
variable xi, (ith component of X) according to its corresponding c value.

Frequently, features are ranked according to their relevance, denoted by S(i),
assuming that high scores indicate high relevance and vice-versa. Eventually low-
scoring features are removed, so that won’t be eligible for further analysis or imputation
to the classification algorithm.

In terms of computation, filter methods are efficient and scale well since they require
only to compute n scores. However, its main advantage, that is, being classification
algorithm agnostic, is at the same time one of its biggest disadvantages. The problem is
that it ignores the effects of the selected feature subset on the performance of the clas‐
sification algorithm. Another disadvantage that is usually pointed is that most proposed
techniques are univariate [14]. It means that each feature is considered independently,
without considering the interactions between different features. Not taking into account
feature interactions can lead to model’s suboptimal performance, inasmuch as features
containing valuable information may score low and hence are not included in the model.

In order to overcome the problem of ignoring feature interactions, different multi‐
variate techniques have been proposed. (e.g. correlation-based feature extraction [15]).
Correlation-based feature selection (CFS) was the multivariate method that we utilized
in our experiments.

Wrapper Methods
Unlike filter approaches, which ignore the biases of the classification algorithm, the
wrapper approach makes use of a classifier for scoring the feature subset’s predictive
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power. As pointed in [12] the classifier is considered a black box, as no knowledge of
the algorithm is needed, just the interface.

Wrapper methods conduct a search through the feature subset space for a good
subset, where subsets are evaluated according to classifier’s estimated accuracy. Clas‐
sification model’s accuracy is usually estimated using cross-validation.

Although in cases where the number of features is not too large an exhaustive search
may be practicable, the problem is known to be NP-hard, what makes this approach
computationally intractable [13]. Since an exhaustive search of the space is impractical,
a search procedure guided by a heuristic function is defined. Multiple search strategies
have been proposed, including hill-climbing, best-first or genetic algorithms among
others.

One of the advantages of the wrapper approach is that interactions and dependencies
between features are taken into account. Another advantage is that, unlike the filter
approach, wrapper methods are linked to the classification model, so that the interactions
of the feature set with the prediction model are considered. Nevertheless, a common
drawback is that this approach is more prone to overfit to the training data. Wrapper
methods are also criticized because their high computational cost, although efficient
search strategies can alleviate the problem to a great extent.

In our experiments we have utilized Sequential Forward Selection (SFS) and
Sequential Backward Selection (SBS) algorithms. Both are hill-climbing search algo‐
rithms that sequentially select features, until no improvement is observed in the evalu‐
ation function.

Embedded Methods
In these methods the search is conducted within the classifier itself, as part of the learning
process. Embedded methods, in the same manner as wrapper methods, are tied to a
specific classification algorithm. Nevertheless, the computational cost is significantly
lower for embedded methods compared to wrapper methods and are less prone to over‐
fitting than the latter.

In our experiments we have employed the well-known Random Forest (RF) algo‐
rithm, which is a tree-type embedded method.

4.2 Evaluation

In order to analyze which features are associated with HF readmission or death, we built
classification models using different feature subsets. In this models, the outcome was
the unplanned readmission or death within 30 days after discharge from HF hospitali‐
zation (0 for not readmitted, 1 for readmitted or dead). The evaluation of the models was
made by performing 10 independent executions using leave-one-out accuracy estima‐
tion. Two well-known algorithms, namely Random Forest (RF) and Support Vector
Machine (SVM) were used during the experiments.
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5 Results

In this section we present the results obtained from the application of the following
feature selection algorithms to our dataset:

• Correlation-based Feature Selection (CFS)
• Random Forest, embedded FS (RF)
• Sequential Forward Selection + SFS-SVM
• Sequential Backward Selection + SBS-SVM

As mentioned earlier, we used the well-known Random Forest (Gini as splitting
criterion and 10 estimators) and SVM (radial basis function kernel, C = 1 and
gamma = 1/number of features) classification algorithms, implemented in the open
source machine learning library Scikit-learn.

Table 2 shows the mean accuracy along with the standard deviation of each model
trained with the specified configuration. Results show that wrapper methods (using
SVM) outperform other feature selection techniques. However, we observe that our
models, regardless of the underlying method they utilize, perform poorly (below 67%
accuracy).

Table 2. Mean accuracy and standard deviation for each classification algorithm and FS method

None CFS RF SFS-SVM SBS-SVM
RF .6227 ± .02 .6193 ± .03 .6353 ± .03 .6605 ± .02 .6454 ± .02
SVM .6471 ± .00 .6471 ± .00 .6471 ± .00 .6639 ± .00 .6639 ± .00

Table 3 shows the list of features included by each method. For those randomized
algorithms the number of times each feature was selected is shown. According to the
results shown, several conclusions can be extracted:

• We observe that SBS method tends to be more homogeneous, since the majority of
the selected features are present in multiple runs. It is noteworthy that ‘years since
first diagnostic’ is a feature that is present in every execution, despite it is not present
in the rest of methods. The reason may be related with the hill-climbing algorithm
underlying, that is influenced by a local peak at the end part of the feature vector, so
that features in this positions are more likely to be selected.

• On the other hand, SFS method selects a greater number of features although many
of the selected features are only present in one of the runs.

• There is not a single feature that reaches the total consensus, that is, it is selected by
all the methods at least in one run. Nevertheless, urea and pacemaker rhythm are two
of the top features in terms of consensus, since they are present in all the FS method
groups (i.e. filter, embedded and wrapper) and in many runs. (Figs. 1 and 2).
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Table 3. List of variable included in the model by each method and number of times they were
selected in the 10 randomized runs

Attribute CFS RF SFS-SVM SBS-SVM
Gender 1
Smoker 1
Weight x 2 5
Height 1
HR 4
SO2 2
SBP 5
Implant-dev 7
Need oxygen 1
Urea x 10 7
Creatinine 4
Sodium 1 1
Potassium x 1
Hemoglobin 1
Total cholesterol x 1 2
HDL cholesterol 2 2
Triglycerides x 3 6
Torasemide x 2
Thiazide x
ACEIs 1
ARB 3
Ivabrandine x
COPD 1
Connective tissue disease x
Peptic ulcer x 4
Diabetes mellitus 2
Any tumor 1
Moderate/severe liver disease 1
Metastatic solid tumor 1
Osteoarthritis/arthrosis/spondylitis 1
Osteoporosis x 3
Sinus rhythm 1
Atrial fibrillation 4
Pacemaker rhythm x 8 7
Admission days 1 4 4
Age 2
Years first diagnostic 10
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Fig. 1. SVM+SBS-SVM Fig. 2. RF+SBS-SVM

6 Conclusions

In this work we have presented a preliminary study for identifying risk factors associated
to unplanned readmission or death, using a HF clinical dataset. Different classification
algorithms and feature selection methods were employed in order to increase the predic‐
tion ability of the models and reduce their complexity in terms of number of features.
Results have shown that sequential (backward or forward) feature selection methods in
combination with SVM perform the best in terms of estimated prediction accuracy.
Nevertheless, according to the overall poor performance of the models, we hypothesize
that baseline status data by itself may not have sufficient predictive capacity.

As future work we aim to study the monitored data to further improve the prediction
of patient readmission or mortality. Additionally, we aim to develop a system that
incorporates preventive actions. For that, we will develop a patient guidance system in
a mobile platform, which will be based on the knowledge obtained from the predictive
models, and the preventive actions that clinicians define.
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Abstract. We introduce in this work a new method of retrieving the reference
state of the breast in a stress-free configuration and estimating at the same time
the elasticity of the breast tissues by combining MRI and surface imaging data
and using finite element analysis. This reference state of the breast is particularly
useful in predicting the cosmetic outcome and the healing process of breast cancer
surgery, and breast conserving therapy in particular.

Keywords: Breast cancer · Breast conserving therapy · Multiscale model · Finite
element analysis · Reference state

1 Introduction

Breast cancer is the most prevalent form of cancer affecting women, accounting for 26%
of cancer cases in the United States [1]. Additionally, breast cancer survival rate has
been increasing during the past decades thanks to advances in early detections,
mammography and general breast cancer awareness [2]. This increase in early detections
and survival rate of breast cancer has resulted in the development of Breast Conserving
Therapy (BCT) that combines localized breast cancer surgery with radiation and adju‐
vant therapy. By trying to preserve the contour of the breast, BCT improves the quality
of life of the patient after surgery [3, 4], without impacting the cancer survival rate [5,
6]. The cosmetic outcome of BCT remains however less than optimal in many of the
cases [7, 8].

In order to predict and help improve the cosmetic outcome of BCT we have devel‐
oped a multiscale model that combines a finite element analysis of the deformation of
the soft tissues of the breast after surgery at the macroscopic scale with a biological
model of wound healing, operating at the spatial and time scale of a cell cycle. In our
wound healing model, we assume that the breast is in a reference state defined as the
breast geometry free of mechanical stresses, i.e. in the absence of gravity. We assume
in other words that the topology of the cellular matrix can be modelized with a regular
hexagonal grid in a fixed frame of reference that is not sensitive to the effect of gravity.
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We neglect as well the residual internal stresses resulting from the inversion of the
gravity using finite element analysis. In this gravity-free state, the mechanical stress and
strain present in the breast under the effect of gravity is taken into account in the prob‐
ability of cellular division during the production of scar tissue [9, 10].

This reference state of the breast serves as a basis to our model by defining the
“unloaded” frame of reference where the biological model of wound healing operates
to model the closure of the wound over time. We also use this reference state to compute
the contour of the breast and the stress distribution under the effect of gravity in a
“loaded” frame of reference. The scheme of Fig. 1 summarizes these two frames of
reference and how they interconnect in our multiscale model.

Fig. 1. Flowchart of the multiscale model of BCT, from [10]. The reference state of the breast
(top left) is used as a basis to both define the gravity-free “unloaded” frame of reference where
the healing model operates and to compute the effect of the gravity in the “loaded” frame of
reference.

We have verified the feasibility of our model with a case study of a patient presenting
an ideal tumor configuration in the center of the breast, where the reference state of the
breast was retrieved from pre-operative MRI imaging only [10]. However the large
variability in the anatomy of the patients enrolled in our clinical trial has shown the
limitation of MRI imaging as a unique data source in our reconstruction of the reference
state of the breast. Indeed, during the MRI acquisition the breast is often compressed
onto the MRI coils, resulting in artifacts and missing information in the MRI data [11,
12]. We have also looked into using pre-operative surface imaging of the breast as input
data to retrieve the reference state of the breast. However surface imaging of the breast
fails to capture the whole breast contour when the data is acquired with the patients in
a standing or sitting position. Indeed the breast is resting on the abdomen and the lower
surface of the breast is not visible [13].
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To account for this missing ground truth data in our model due to either (i) the
compression of the breast on the MRI coils and (ii) the hidden surface of the breast when
the patient is standing up, we present here a method to combine the pre-operative MRI
imaging with the 3D surface imaging of the breast in order to improve the reconstruction
of the reference state of the breast.

2 Methods

Determining the reference state of the breast is not a new issue, and previous studies by
Rajagopal et al. have looked at retrieving the reference state of a finite element model
of the breast using an iterative optimization algorithm [14]. The same technique has
been used to perform multimodal image registration between MRI and mammography
data [15].

In order to retrieve the correct, patient-specific geometry and elastic modulus of the
breast, we combine pre-operative MRI imaging of the breast with a pre-operative 3D
surface imaging of the breast, acquired using a Microsoft Kinect device. The recon‐
struction and generation of the finite element model of the breast from the MRI data is
detailed in our previous work [9, 10]. The data collected with the Kinect device is
processed using the RecFusion software in order to reconstruct a 3D surface mesh of
the breast [16]. The Kinect surface reconstruction and the MRI data of a patient enrolled
in our clinical trial is shown in Fig. 2; this data is then processed to isolate the 3D surface
of the breast only.

Fig. 2. Kinect Surface reconstruction of the patient acquired before surgery (left). The sagittal
plane going through the nipple is drawn over the surface mesh (solid line). MRI image of the same
patient in the same sagittal plane, acquired in the prone position (right).

The method, we propose here, makes use of multimodal imaging to retrieve both the
missing boundary conditions in the reference state of the breast reconstructed from the
pre-operative data as well as an estimation of the elastic modulus of the breast tissues.
We show in the results section an application of our method on a 2D and a 3D model of
the breast of the same patient enrolled in a clinical trial currently underway at the
Houston Methodist hospital [17].
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2.1 Two-Dimensional Simplification

We first consider in this study a 2D section of the breast in the sagittal plane going
through the nipple for both the MRI and the Kinect surface data, assuming no displace‐
ment of the breast in the direction orthogonal to the sagittal plane. We inverse the effect
of the gravity on the breast model by applying a body force opposite to the one of the
gravity, see Fig. 3, using the finite element analysis software FEBio with no displace‐
ment boundary conditions on the top, bottom and back surfaces of the breast model [18].
As stated, we neglect here the residual internal stress in the breast after inversion of the
gravity. We have developed on this subject an optimization algorithm to compensate
for the residual internal stress detailed in Thanoon et al. [19]. We use a uniform hypere‐
lastic Neo-Hookean material to model the breast tissues, parameterized in FEBio by its
Young’s modulus E and a density 𝜈. We fix the density in this study to 𝜈 = 0.49, assuming
the breast tissue be quasi-incompressible.

Fig. 3. 2D mesh of the breast reconstructed from the MRI data A (left), and result after inversion
of the gravity A∗ (right). Axis in meters.

Let us name A = {ai} the curve defining the skin envelope of the breast, i.e. the breast
contour, retrieved from the MRI data acquired with the patient in the prone position,
with ai =

{
xi, yi

}
, i∈ [1, N]. We note A∗ = {a∗

i
} the breast contour A after inversion of

the effect of gravity, where A∗ is a function of the unknown Young’s modulus E. Simi‐
larly, we name B = {bi} the skin envelope of the breast retrieved from the Kinect surface
data, with bi =

{
xi, yi

}
, i ∈ [1, M].

Due to the fact that, for most patients enrolled in our clinical study, the breast of the
patient is resting on the abdomen when the patient is standing up during the acquisition
of the 3D surface imaging, as seen in Fig. 2, it is actually not possible to retrieve entirely
the contour of the breast. To virtually recover this missing contour of the breast, we
define the unknown lower extremity of the breast contour in the sagittal plane
bB = {xB, yB} such that the curve going through {bi, bB} is the contour of the entire breast.
In practice, we define a sampling of the space of the 2D sagittal plane where bB is a priori
located, see Fig. 4. For each possible bk

B
, k∈ [1, K], where K > 1, we define a new curve

Ck = {ci}, interpolation of the parametric curve {bi, bk
B
} on a regular interval of M∗

> M

points, with ci =
{

xi, yi

}
, i ∈ [1, M∗]. The curve Ck is computed using the piecewise

cubic Hermite interpolating polynomial function of MATLAB in order to ensure
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smoothness and C1 continuity. We fix M∗ = 150 data points. The upper, lower and back
sides used for the no displacement boundary conditions are created artificially in
MATLAB in order to close the 2D breast contour. Finally, we name Ck∗ = {c∗

i
} the breast

contour Ck after inversion of the gravity on the breast model.

Fig. 4. Skin envelope of the breast B acquired from surface imaging (solid line, where the top of
the breast is on the right end and the bottom on the left end) and sampling of the 2D space for the
possible location of the k possible lower extremum points bk

B
 (left). This particular grid of bk

B
 points

is chosen in order for the finite element simulation of the inversion of the gravity to converge
without error from the solver. Sample of a generated 2D breast contour (right). Axis in meters.

In order to retrieve the unknown parameters of the model E and bk
B
, we minimize an

objective function f defined as the average distance between the two breast contours in
the absence of gravity A∗ and Ck∗:

f (E, k) =
1

M∗

∑
i

‖‖ã∗

i
(E) − c∗

i
(E, k)‖‖ (1)

where ã∗

i
 is the interpolation of a∗

i
 on the regular interval defined previously for c∗

i
. The

minimum 
(
Emin, kmin

)
 of the objective function is such that A∗(Emin) is the estimated

reference state of the breast in our multiscale model. We show in Fig. 5 a diagram to
illustrate the workflow leading to the evaluation of the objective function and the opti‐
mization of the parameters of our model.

258 R. Salmon et al.



Fig. 5. Data workflow leading to the construction of the objective function f . The variable defined
for the 3D formulation of the problem are noted between parentheses

2.2 Three-Dimensional Formulation of the Problem

We develop a similar method on a 3D mesh of the breast composed of a number S sagittal
slices equally spaced for both the MRI and the Kinect surfaces of the breast. For those
two datasets, each curve of the breast contour surface is closed using top, bottom and
back surface boundaries identical to the ones shown in Fig. 3, with no displacement
boundary conditions. From the resulting 3D cloud of points of the combined slices, we
first generate a surface mesh using the Poisson surface reconstruction algorithm imple‐
mented in Meshlab [20]. Finally, a 3D volumetric mesh using tetrahedral volume
elements is generated using the Gmsh software [21].

Following the same methodology, we name Aj = {a
j

i
} the collection of S slices

defining the surface of the breast retrieved from the MRI data acquired with the patient
in the prone position, with a

j

i
=
{

xi, yi, zi

}
, i ∈ [1, Nj] and j ∈ [1, S]. We note
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A∗

j
= {a

j∗

i
} the slice Aj after inversion of the effect of gravity on the 3D model of the

breast. Similarly, we name Bj = {b
j

i
} collection of S slices defining the surface of the

breast retrieved from the Kinect surface data, with b′

i
=
{

xi, yi, zi

}
, i ∈ [1, Mj] and

j ∈ [1, S].
In order to reduce the number of unknown parameters in the 3D reconstruction of

the breast surface from the Kinect data, we use the follow technique: we define the new
unknown parameter point that bk

B
, k ∈ [1, K] such that bk

B
 is the projection of bs

Ms

 on the
belly surface of the patient extracted from the Kinect data and interpolated under the
surface of the breast, where s is the sagittal slice going through the nipple, see Fig. 2
(left). The degrees of freedom of bk

B
 are then reduced to one by constraining the point bk

B

to belong to the interpolated belly surface of the patient. The curve L defined by the
spline interpolation between the points {b1

M1
, bk

B
, bS

MS

} is the lower boundary of the breast,
initially missing from the Kinect surface imaging. Let us note lj

k
 the intersection of the

sagittal plane of the slice j and the curve L. We define a new collection of slices
Ck

j
= {c

j

i
}, interpolation of the parametric curve {b

j

i
, l

j

k
} on a regular interval of M∗ points.

Finally, the same algorithm for the evaluation of the objective function is applied; a
diagram Fig. 5 summarizes the data workflow leading to the evaluation of the objective
function f .

3 Results

We show here the result of our method on a 67 years old patient enrolled our clinical
study, diagnosed with an invasive dual carcinoma on the lower inner quadrant of the
right breast. Post-operative MRI and Kinect surface imaging were acquired at the
Houston Methodist hospital. The MRI data was acquired with a voxel resolution of
07031 × 0.7031 × 1 mm, and the Kinect surface data was acquired with an average
resolution of 1.2 mm. For both data sets, a 2D triangular mesh and 3D tetrahedral mesh
are generated with an average resolution of 2 mm.

In the 2D formulation of our problem, the objective function f defined in Eq. (1) was
evaluated with a Young’s modulus E ranging from 0.2 kPa to 7.5 kPa with a resolution
of 0.1 kPa from 0.2 to 1 kPa and a resolution of 0.5 kPa from 1 to 7.5 kPa and a total
number of 19 values; bB was chosen on a grid of 596 points on a regular grid of 5 mm
resolution, for a total of 19*596 simulation runs. The minimum of the objective function
is obtained for Emin = 0.6 kPa, within the range of measured values for fat and glandular
breast tissues in the literature [22]. We observe indeed on Fig. 2 (right) that the breast
appears to have a large proportion of fat tissues that correlates with a lower Young’s
modulus.

The fitting between the breast contours reconstructed from MRI data and surface
imaging of the breast after optimization of the objective function is shown in Fig. 6 (left).
We observe a relatively good fit for the upper, “visible” section of the breast contour
with an error within in the order of magnitude of the mesh resolution of 2 mm. The less
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optimal fit of the lower section of the breast can be explained by the use of interpolation
where the surface imaging of the breast initially failed to capture the breast contour.

Fig. 6. Optimum fitting between the breast contour reconstructed from the MRI data (o) and the
surface imaging of the breast (*) after minimization of the objective function f  for the 2D model
(left) and the 3D model (right) of the breast. We limit the nodes of the 3D finite elements model
of the breast to the region within ± 4 cm of the sagittal plane going through the nipple to help the
visualization and comparison with the 2D model of the breast. Axis in meters.

We then evaluated the objective function on the 3D breast contour, with a Young’s
modulus E ranging from 0.5 to 2 kPa with a resolution of 0.25 kPa; we then construct
k = 10 different 3D breast model from the Kinect data corresponding to different values
of bB. An illustration of a subset of those models are shown in Fig. 7. We obtain a global
minimum of the objective function f  for E = 0.75 kPa, comparable to the result obtained
with the 2D formulation of the problem (Fig. 7).

Fig. 7. Subset of the k = 10 3D breast model reconstruction from the Kinect surface imaging of
the breast obtained by varying the constraining the parametric point bk

B
, corresponding to different

lower surface of the breast
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4 Conclusion

We have detailed here a method making use of non-invasive, multimodal imaging of
the breast of BCT patients that can successfully be used to accurately estimate simul‐
taneously retrieve the breast elastic modulus, a critical parameter of our multiscale
model, as well as the missing data of the breast contour when acquired with either MRI
or surface imaging. This technique was easily extended to a three-dimensional analysis
of the MRI and surface imaging data acquired in our clinical study with good results.
We also plan to compare our estimation of the elastic modulus of the breast tissues with
elastography measurements in order to complete the validation of our model.

The methods presented here provide a simple and non-invasive way to reconstruct
a 3D, patient-specific reference model of the breast and will help further validate our
model of the outcome of breast conserving therapy, in order to provide clinically relevant
insights to both patients and surgeons.

Acknowledgements. The authors would like to thank the Department of Surgery at the Houston
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(Award# 690238) and all of its partners.
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Abstract. This article summarizes some computer applications and methodol‐
ogies for autism spectrum disorder and is presented to support intellectual and
social evolution since this is a neurodevelopment disorders group affecting glob‐
ally different higher brain functions of the individual, as intelligence, language
ability and social interaction.

Keywords: Autism disorder · Software applications · Methodologies

1 Introduction

This article will explain several topics to discuss about autism reviewing what autism
is as well as computer applications for both personal computer, and mobile devices.

Time constraints, only errors introduced during the preparation of the files will be
corrected.

2 Autism Spectrum Disorder (Asd)

TEA diagnosis is often a two-stage process. The first stage involves an assessment of
the overall development of a healthy child during visits with a pediatrician or health care
provider in the early childhood. Children who show some developmental problems are
channeled for further evaluation. The second step comprises a comprehensive evaluation
conducted by a team of doctors and other health professionals with a wide range of
specialties.

In this stage, a child may receive a diagnosis of autism or some other developmental
disorder [1].
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In general, a reliable autism spectrum disorder (ASD) diagnosis can be given to
children of 2 years of age, although research suggests that some screening tests may be
useful at 18 months

Many people-including pediatricians, family doctors, teachers and parents-may, at
first, ignore the signs of ASD, believing that children will “reach” their peers. Although
you might worry that your child has ASD, the earlier the disorder is diagnosed the faster
interventions can begin. Early intervention can reduce or prevent the most severe disa‐
bilities associated with ASD. Early intervention can also improve the intelligence
quotient (IQ) of your child, language and daily functional abilities, also called adaptive
behavior [2].

3 History

The term autism first appears in the Dementia praecoxoder Gruppe der Schizophrenien
4 monograph drafted by Eugen Bleuler (1857–1939) the Treaty of Psychiatry directed
by Gustav Aschaffenburg (1866–1944) and published in Vienna in 1911.

Bleuler replaces the notion of Dementia praecox disease that Emil Kraepelin (1856–
1926) had define, based on a progressive evolution towards a terminal state of intellec‐
tual depletion (Verblodung) in a group of psychotic schizophrenics that had in common,
whatever the clinical form under which manifest themselves such as a number of
psychopathological mechanisms, the most characteristic the Spaltung (split) that gives
its name to the group, and especially the core symptoms of autism. This term, created
by Bleuler, has a Greek etymology “auto” meaning himself opposed to “another”.
Autism is characterized according to him by the withdrawal of the mental life of the
subject about itself, reaching the constitution of a closed world separated from the
external reality and the extreme difficulty or inability to communicate with others.

He wrote in 1911: a special and completely characteristic damage is that concerning
the relation of the inner life to the outside world. The inner life takes a morbid predom‐
inance (autism). Autism is analogous to what Freud called auto-eroticism. But for Freud,
eroticism and libido have a much more extensive significance than for other schools.
Autism expresses the positive side of what Janet negatively named loss of sense of
reality.

The sense of reality is not totally absent in schizophrenics. It lacks only for certain
things that are contrary to their complexes. The Polish-born French psychiatrist Eugène
Minkowski (1885–1972), an assistant for a while of Bleuler Burglözli in early World
War and the introducer after the war of the phenomenological psychopathology in
France, defined later autism within a perspective in reference to the notion of Élan vital
introduced by the philosopher Henri Bergson, such as loss of contact with reality “Élan
vital”, a definition which will be the basis of his own conception of schizophrenia [3].

4 Implementation Types for ASD Detection

Sometimes the doctor will ask parents about the child’s symptoms in order to detect the
ASD. Other detection instruments combine information from parents with child
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observations made by the physician. Screening tools for infants and preschoolers exam‐
ples include:

Verification Checklist for Autism in infants (CHAT, for its acronym in English) [4]
Modified Verification Checklist for Autism in infants (M-CHAT, for its acronym in

English) [5].
Detection Tool of autism in children two years of age (STAT, for its acronym in

English) [6].
Social communication questionnaire (SCQ, for its acronym in English) [7].
Communicative and symbolic behavior scales (CSBS, for its acronym in

English) [8].
To detect mild ASD or Asperger’s syndrome in older children, the doctor may

depend on different detection instruments, such as:

• Autism spectrum scan questionnaire (ASSQ, for its acronym in English) [9].
• Australian Scale for Asperger syndrome (ASAS, for its acronym in English)
• Children Asperger Syndrome Test (CAST, for its acronym in English) [10].

Some useful resources for ASD detection include screening tools for the general
development of the Center for Disease Control and Prevention and tools for specific
detection of ASD on its website http://www.cdc.gov/ncbddd/Spanish/autism/
screening.html.

5 Applications

Because of this problem with the disorder, be conducted a research and study how to
help children with ASD, the approach is to investigate some of the applications, web
and software that help support pages and you can have a better your quality of life.

There are many types of personal computer and smart mobile devices applications,
whether Android or iOS platform that allow help children in the ASD.

Some of the applications are in games with the purpose of teaching some kind of
linguistic and orthographic skills, simulation of communication such as chats (which
are simulated environments), these are helpful to improve communication of children
with this disorder.

Also new technologies can be an excellent support for a child with autism and the
parents. For example, the Apple iPad has been considered especially useful for children
with special needs and has been coming to homes, consultations and classes. Since it hit
the market in April 2010 there have been more and more possibilities to use it as a support
tool in special education. Teachers, parents and therapists describe that applications
(Apps) and products from Apple and Android help develop different skills in children
with autism.

For some children who cannot speak or have speech problems, iPad programs can
be a support system for communication. Other applications and programs help children
manage social situations that can be very stressful, like those that we’ve talked about
agglomerations at hypermarket. Many other programs can help exercise fine motor skills
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like hand and finger movements quality control. These programs allow writing learning
or better handling of delicate or small objects.

The advantage of these devices is that they are very simple and easy to handle: with
just a touch something happens. They are very intuitive and attractive and children learn
quickly to make good use of them.

Below are listed and described some of the applications that can be recommended:

• Special words

Teach children to recognize written words, using images and sounds. Includes 4
activities that increase in difficulty; matching pictures, words, and both. It can be
customize by reordering, deleting or adding words, images and sounds. Supports, 1 or
2 Bluetooth buttons and content sharing via AirDrop, Dropbox, Google Drive and
OneDrive.

• Special stories

Creating stories with text, images and sounds to later read and listen. Allows to print
them via AirPrint, mail and share them via AirDrop, Dropbox, Google Drive, OneDrive.
In iOS and OSX, allow to transfer them to iBooks.

• Red cross

Accident prevention and first aid. Teaches little ones to improve safety through
accident prevention and learning the basics of first aid with 11 scenarios to simulate
dangerous situations and their consequences.

• ASD’s doctor

A website that tries to facilitate the most common medical visits for people with
autism, familiarizing with the medical environment through a journey across different
spaces, professional and medical procedures, which are explained in bullets, videos and
animations.

• Autism & PDD

A set of 28 apps (many are free Lite versions) with various types of exercises based
on stories and designed to develop language and also more than 10 other apps that teach
appropriate behavior in school, home, etc.

• Letters and I (Dyslexia)

An interactive story to understand dyslexia adapted for iOS and Android, so that
small kids understand what dyslexia is. Also helps parents to understand the difficulties
of dyslexia. This comes in Castilian, Catalan, Basque, English and Italian.

Application available for Android and iOS.

• Piruletras (Dyslexia)

Children with dyslexia have difficulty learning to read and write. According to Luz
Rello, Clara Bayarri and Azuki Gorriz, “helps children with dyslexia to overcome their
reading and writing problems in Castilian through fun games”. From reading and writing
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common errors among children with dyslexia they have been applied scientific methods
to create games to help those children. There are three levels of difficulty with five types
of exercises.

• Follow me (Autism)

For children with autism to evolve their visual attention and meaning acquisition. It
is divided into six phases, from basic stimulation to meaning acquisition thru videos,
photographs, drawings and pictograms. This app is aimed at children who do not yet
read, cannot write, nor have understanding of the meaning of words and images, through
games.

Free for iPad or Android tablets.

• Special Words (Autism/Down syndrome)

Special words, an app to recognize written words in order that children recognize
written words, images and sounds thru four levels of difficulty with a total of 96 words,
Also to capture the attention of children with Down syndrome, autism, hearing impair‐
ment and other learning difficulties. Is in Castilian and Catalan, among other languages.

App available for Android and iOS.

6 Methodologies

Here are some of the different methodologies, programs and techniques.
It is imperative that all specialized professional should be internalized in the diversity

of methods, programs and techniques, to know the “what”, “how”, “when” and “who”
to use them with.

Some are recognized as scientific, while others are known as alternative methodol‐
ogies.

• TCC-Cognitive-Behavioral Therapy

Paradigmatic treatment, while new skills are developed through logical reasoning
and persuasion motivation and with Socratic questioning (questions) challenging the
irrational cognitions that maintain inappropriate behavior and skill practice by priori‐
tizing in real situations (in life, in person, here and now).

• ABA Methodology Applied Behavior Analysis

The applied behavior analysis (Applied Behavior Analysis “ABA”) was developed
by Dr. Ivar Lova from the University of Los Angeles. It is a discipline dedicated to
understanding and improving behavior, changing behaviors that affect learning.

7 Conclusions

Like these examples are many more. Today autism is more common than we think and
many people have taken the task of making life easier through applications and software.
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These applications are designed to facilitate emotional and intellectual development
of children with ASD, and for their parents to develop their skills on how to educate
them and also to provide better monitoring.
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Abstract. The Japanese Society of Perinatal and Neonatal Medicine established
the Neonatal Cardio Pulmonary Resuscitation (NCPR) workshop in 2007. The
goal of the NCPR workshop is to train all medical staff to learn the algorithm to
resuscitate neonates at all times after delivery. We designed a new training simu‐
lator for neonatal resuscitation that is both highly effective and has a low intro‐
duction cost.

Keywords: Neonatal simulator · Awareness · Video debriefing

1 Introduction

About 1 million babies were born in Japan in 2015. Most of them were in good condition,
but more than 100,000 newborns required some treatments to stabilize their breathing
just after delivery. The Neonatal Cardio Pulmonary Resuscitation (NCPR) workshop
was started in 2007. The goal of the NCPR workshop is to train all medical staff to learn
the algorithm to resuscitate neonates at all times after delivery. In the actual training,
trainees need to be aware of the baby’s condition by using a neonatal simulator to practice
the resuscitation scenario to understand the algorithm. In this paper, we report our newly
designed a training simulator for neonatal resuscitation that is both highly effective and
inexpensive to introduce it.

Various training simulators have been used in the training. These can be categorized
into high-performance simulators and simple simulators1 The high-performance ones
can simulate not only a baby’s shape but also vital reactions such as breathing, heartbeat,
temperature, and crying. However, such simulators are extremely complicated and
expensive (more than twenty thousand USD) that they are not widely used. In contrast,
the simple ones simulate a baby’s shape and weight only (Fig. 1a), so they are easy and

1 Sakamoto Model Copr., Sakamoto Baby Touch, http://www.sakamoto-model.co.jp/product/
physical/m179/
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cheap (less than two hundred USD) to introduce widely2. The drawback is that these
models cannot simulate any vital signs. Thus an instructor informs the trainees of such
vital signs in different ways, such as by oral instruction or by tapping the desk with the
hand (Fig. 1b). This results in decreasing the realism of the training. Additionally, the
instructor has to perform many tasks simultaneously, for example, give instructions,
control the training scenario, control the simulator, observe and record the trainees’
actions following a paper checklist for debriefing after training. Thus instructors are
required to be highly skilled.

Fig. 1. Current resuscitation scenario training using a simple simulator.

2 Proposed System

When designing our simulator, we ensure the following three requirements: (1) a subjec‐
tive learning style for trainees, (2) an efficient lecture structure without requiring highly
skilled instructors, and (3) a simple structure that leads to a low introduction cost. A
block diagram of the proposed system is shown in Fig. 2.

First, in an actual auscultation, medical staff does not listen to any sound without
first placing the stethoscope over the patient’s body. When we simulate this action in
the training, it is necessary to detect when the stethoscope is placed over the neonatal
model. Inside the stethoscope we placed a light sensor that detects the light change when
the stethoscope is placed on the baby model body. This light sensor is connected to a
sound play module, that triggers a vital sound when trainees perform auscultation. We
also developed a virtual pulse oximeter embedded into a micro-computer. These are
connected to a PC-based simulator controller via a wireless connection.

Second, to make the instructor’s task less complicated, the system allows the
instructor to change a simulated vital sign simply by pressing the plus or minus button
on a typical fame controller (Fig. 3c). Additionally, instead of reviewing the paper
checklist, the trainees debrief their activity via a video that is recorded by the system
during training. The instructor bookmarks the video by simply pressing the ‘A’ button

2 American academy of Pediatrics, NeoNatalie Newborn Educational Mannequin https://
shop.aap.org/neonatalie-newborn-educational-mannequin-dark-skin-kit/.
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when she/he notices any point that requires attention later. During the debriefing, the
instructor effectively plays back bookmarked points on the video using the tags jump
function (Fig. 3d).

Finally, our trial system is composed of commonly available electric parts and a
standard PC, which makes it relatively inexpensive.

Fig. 3. Resuscitation scenario training using the trial system.

Fig. 2. Proposed system
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3 Discussion and Improvements

We performed a user study with one instructor and two trainees to test our design. The
trainees commented that “I judged the situation by myself and moved to the next action
easily” and “When I listened to the heartbeat, I could judge my next action”. The
instructor stated that the “video review is effective because we were able to look back
at the movie from a third-person point of view”.

The current trial system consists of a simple baby simulator, a custom-made stetho‐
scope, a PC, and a game controller, thus our design meets our objectives of offering an
effective training at a reasonable introduction cost. It is possible to replace the PC with
a tablet, so at minimum the system would just need the custom-made stethoscope. This
means that our system can be distributed to medical staff in developing countries at
reasonable cost.
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Abstract. Medical applications, as well as many other scientific fields,
frequently utilize transparent viewing to investigate the inner 3D struc-
tures of complex objects. On the other hand, it is known that stereoscopic
vision is effective in allowing us to intuitively understand 3D shapes and
to realize natural depth feel of visualized scenes. It is expected that
the combination of these two visualization techniques, that is, transpar-
ent viewing and the stereoscopic vision, namely transparent stereoscopic
visualization, should be effective for our easier and intuitive understand-
ing of inner structures of 3D objects. However, the cognitive effects that
arise when combining these two techniques have not been fully under-
stood for us until now. In this paper, we investigate the cognitive effects
that arise when combining these two techniques of computer visualiza-
tion. We specially focus on medical volume visualization to investigate
influences of the luminance gradient, which is inherent in the stochastic
point-based rendering (SPBR) that we proposed recently. We conducted
psychophysical experiments in which observers analysed the perceived
3D structure based on transparent stereoscopic visualization. The experi-
ments are executed under the conditions of monocular, binocular viewing
and motion parallax. We found that the luminance gradient is effective in
the perceived depth magnitude in the transparent stereoscopic viewing
of medical volume data.

Keywords: Transparent visualization · Automultiscopic 3D image ·
Depth perception
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1 Introduction

Medical applications, as well as many other scientific fields, frequently utilize
transparent viewing which make it possible to visualize not only the frontal sur-
faces of an object but also its complex 3D internal structure, otherwise invisible
when using opaque viewing. Although it is important for the visualized translu-
cent objects to be perceived as they physically are in terms of 3D structure,
little has been known whether and in under which conditions stereoscopic vision
is effective while visualizing the translucent objects. Other studies have been
investigate perception of the opacity object and reported that higher luminance
contrast between an object and the background causes an object to appear to
be closer to the observer [1–3]. However, further investigation is needed in the
case of translucent objects, because luminance value and luminance contrast are
affected by the object’s opacity.

In this paper, we investigate the effectiveness of combining transparent view-
ing with stereoscopic vision to visualize medical volume data. We conducted
psychophysical experiments in which observers reported the perceived 3D struc-
ture using a five-view auto-multiscopic 3D display. As the transparent viewing
method, we used the stochastic point-based rendering (SPBR) [4–6], which is
known to be an effective and precise transparent rendering method. SPBR has
its inherent shading effect, which we call “luminance gradient” in this paper. We
investigate the influence of the effects in the perceived depth magnitude using
the combination of transparent stereoscopic visualization.

2 Stochastic Point-Based Rendering and Luminance
Gradient

The SPBR is a method of transparent rendering that uses small opaque particles
as rendering primitives, which can create transparent images with the correct
depth feel without the need for particle sorting. Additionally, this method relies
on various types of fused visualization, such as surface-surface fusion and surface-
volume fusion, to create the correct depth feel.

To render a surface, this method uses three processes. First, we generate
particles based on LR and opacity α as input parameters. Second, particles are
divided into LR groups and projected onto the image plane, so that LR images
are generated. Third, LR images are averaged at the pixel scale to produce the
resulting image. Thus, LR performs rendering effectively.

The opacity α of a surface is based on the particle density. In other words,
the higher the number of particles N is, the higher the generated opacity of the
surface.

The relationship between these variables is described as follows:

n =
ln (1 − α)

ln (1 − s/S)
LR, (1)

where s is the cross-sectional area of particles and S is total area of the sur-
face. If the angle between the normal vector of the surface and the line of sight
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increases, the virtual opacity of the surface also increases. Thus, this relationship
produces a luminance gradient on a smoothly curved surface. In this paper, we
eliminate this property to examine the associated effect. Therefore, we modified
the equation above as follows:

n =
ln (1 − α)

ln (1 − s/S| cos θ|)LR, (2)

where θ is the angle between the normal vector of the surface and the line of
sight.

3 Psychophysical Experiment

3.1 Methods

Eleven subjects were invited to participate in the experiment. They all took a
visual stereo fly test and had normal or corrected-to-normal vision. We used a
TRIDELITY MV4200, which is a 42-inch five-view auto-multiscopic 3D display
with a parallax barrier (1920 × 1080 pixels), for the test. The viewing distance
for the best 3D image quality of the display was 350 cm. In the experiment, the
subjects viewed the display at this distance.

Based on various stimuli, CT data from the head were collected as volume
data, and the isosurfaces of a simulated heavy particle irradiation dose were
collected as surface data. These data are rendered using the SPBR method. The
isosurface data included opacities of 0.05, 0.08, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7,
0.8, 0.9, and 0.99 rendered with or without a luminance gradient (Fig. 1).

The subjects viewed the stimuli based on four conditions: (a) both binocu-
lar disparity and motion parallax were available, (b) only motion parallax was
available, (c) only binocular disparity was available, and (d) neither binocular
disparity nor motion parallax was available. In the motion parallax condition,
the subjects moved their heads laterally so that they observed all the five-view
images; otherwise, head motion was restricted with a chin rest. In the binocular
disparity condition, the subjects viewed the stimuli binocularly; otherwise, one
of the subject’s eyes was occluded by an opaque eye patch.

The experiment was conducted in a normally bright room. During the experi-
ment, the subjects remained seated on a chair. The subjects were asked to report
the depth magnitude of the isosurface in written, giving a number based on the
assumption that the length of one side of a green square (upper right in Fig. 2)
was 1.0. The ground truth value (i.e., correct answer) was 7.1. The magnitude of
binocular disparity of the isosurface was 3.2 arcmin, assuming the inter-ocular
distance was 6.0 cm. There were 96 conditions (4 viewing conditions, 12 opac-
ities, and 2 luminance gradients). Each subject reported the depth magnitude
of the isosurface once for each of all the conditions. The order of the conditions
(viewing condition, opacity, and luminance gradient) was randomized.
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Fig. 1. Example of the isosurface

Fig. 2. Stimuli used in the experiment

3.2 Results and Discussion

Figure 3 shows that a high opacity of the isosurface led to a large perceived depth
magnitude as reported by the subjects. In other words, high opacity is effective for
accuracy of perceived depth. This result potentially occurs because the isosurface
shading is weak to correctly perceive the structure or because large luminance con-
trast between the isosurface and the background at high opacity causes forefront
of the isosurface to appear to be closer to the subjects. Additionally, introduc-
ing the luminance gradient inherent in the SPBR method caused the perceived
depth magnitude of the isosurface to increase when the opacity was low. This
result might be due to increase in luminance contrast between the isosurface and
the black background. It has been reported that higher luminance contrast causes
an object to appear to be closer to the observer [1–3,7].

The perceived depth magnitude improved by introducing binocular disparity,
motion parallax or both, compared to neither binocular disparity normotion paral-
lax (Fig. 3(a), (b), (c) vs. (d)). Other studies have reported that binocular disparity
and motion parallax can have substantial effects on perceived depth [8–10].
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Fig. 3. The perceived depth magnitude of the isosurface under various conditions.
Error bars indicate SEM. LG: luminance gradient inherent in the SPBR method.

However, all perceived depth magnitudes were smaller than the ground truth
value. In this case, subjects may have had difficulty assessing the measured depth
magnitude because the gradient was too high.

4 Conclusions

In this research, we investigated the effects of depth cues in transparent stereo-
scopic visualization. According to our experiments, the perceived depth mag-
nitudes become larger by introducing the luminance gradient, especially in low
opacity regions. This means human depth perception, which is impaired in the
transparent viewing, can be partially compensated by the luminance gradient.
Note that the shape visualized in the experiments is a concavo-convex shape, for
which effects of the luminance gradient become apparent. The luminance gradi-
ent should work effectively especially for transparent viewing of such shapes. It is
also interesting that effects of the luminance gradient become stronger along with
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motion parallax. This suggests that the luminance gradient would be important
in medical visualization with a glasses-free 3D stereoscopic display.

Further studies are required using other depth cues, such as colour, back-
ground and binocular disparity. Eventually, we aim to develop a visualization
method that allows observers to perceive 3D structures correctly using depth
cues in an effective manner.
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Abstract. This paper presents a preliminary quantitative study for
breast cancer risk assessment in mammography using mathematical oper-
ators called Local Ternary Patterns. The study covers three different
mapping patterns namely uniform (‘u2 ’), nonuniform (‘ri ’) and a com-
bination of uniform and nonuniform (‘riu2 ’). These patterns are used as
texture features to model the appearance of breast density within the
fibroglandular disk area. Subsequently, the Support Vector Machine is
employed as a classification approach and initial results suggest that the
mapping pattern ‘riu2 ’ outperforms the others.

Keywords: Computer aided diagnosis · Local ternary patterns · Breast
cancer and mammography

1 Introduction

The use of Computer Aided Diagnosis (CAD) systems as a second reader opinion
is increasingly popular in medical applications as it helps radiologists to inter-
pret images efficiently and to produce results consistently. One of the elements
that determines the reliability of a CAD system is the use of robust descriptors
to capture distinctive characteristics of the region of interest in an image. Many
texture descriptors have been investigated in the literature for breast density
classification in mammograms. The most popular are based on the first and
second-order statistical features due to its simplicity. Texture descriptors such
as local binary patterns (LBP) and textons are also quite popular due to their
ability to capture rich and descriptive characteristics of the texture. We refer
the reader to the study in [1] for full reviews of existing methods in the liter-
ature. Our study is motivated from the study of Hadid et al. [3]. They found
that at least 80% of the textures in natural images are dominated by uniform
patterns, hence suggesting that the mapping pattern ‘u2 ’ is the most reliable in
capturing the characteristics of natural images. We are interested to know as to
c© Springer International Publishing AG 2018
Y.-W. Chen et al. (eds.), Innovation in Medicine and Healthcare 2017, Smart Innovation,
Systems and Technologies 71, DOI 10.1007/978-3-319-59397-5 31
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whether their findings are the same in mammogram breast density classification
problems. Therefore, we study the other mapping patterns (‘ri ’ and ‘riu2 ’). To
our knowledge, none of the existing studies have investigated the use of Local
Ternary Patterns for breast density classification in mammography.

2 Methodology

We separate the breast region from the background and pectoral muscle, and
extract only the fibroglandular disk area (FGDroi). Subsequently, we use a sim-
ple median filter for noise reduction and extract Local Ternary Patterns (LTPs)
to capture the micro-structure information of FGDroi (see Fig. 1). Finally, we
train a SVM classifier and used the model to test unseen cases.

Fig. 1. An overview of the feature extraction on FGDroi.

2.1 Local Ternary Patterns

The LTP thresholds the neighbouring pixels into three values -1, 0 and 1 based
on the threshold value (k) set by the user. It has the following parameters: θ
(orientation), k (threshold value set by the user), R (radius) and P (number of
neighbours). The LTP decimal value of a pixel (i, j) is given by:

LTP pattern
(P,R) (i, j) =

(P−1)∑

p=0

spattern(gp)2p (1)

where R is the circle radius, P is the number of neighbours, k is the threshold
constant, gc is the grey level value of the center pixel, p is the neighbouring pixel,
gp is the grey level value of the pth neighbour, and pattern ∈ {upper, lower}.
Once the LTP code is generated, it is split into two binary patterns (upper and
lower patterns) by considering its positive, zero and negative components, using
the following conditions

supper(p) =

{
1, if s(p) > 0
0, if s(p) ≤ 0

(2)

slower(p) =

{
1, if s(p) < 0
0, if s(p) ≥ 0

(3)
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The LTP code can be generated using the following conditions

s(p) =

⎧
⎪⎨

⎪⎩

−1, if p < gc − k

0, if p ≥ gc − k and p ≤ gc + k

1, if p > gc + k

(4)

where s(p) is the pth neighbour containing the LTP code value. Figure 2 shows
an illustration of different LTP patterns namely ‘u2 ’, ‘ri ’ and ‘riu2 ’. Note that
the black dots are neighbours with higher values than its central pixels (red dot).

Fig. 2. An illustration of different LTP patterns with P = 8 and R = 3.

3 Experimental Results

The study was conducted based on the well known Mammographic Image Analy-
sis Society (MIAS) database [2] which consists of 322 mammograms of 161
women. Each image contains BIRADS information (e.g. BIRADS class I, II,
III or IV) provided by an expert radiologist (class I and II and class III and IV
are considered as low and high risk, respectively). A stratified ten runs 10-fold
cross validation scheme was employed, where the patients are randomly split
into 90% for training and 10% for testing and repeated 100 times.

Table 1 presents the quantitative results of two-class classification when using
different mapping patterns with different parameters values. Since this paper
presents our preliminary investigation, at this stage we have set k = 4 and θ = 0
for all experiments. The results indicate that the LTP operators produce more
discriminative features when the mapping pattern ‘riu2 ’ is used to model the
appearance of the FGDroi. The mapping pattern ‘ri ’ produced the second best
result on average across different parameter settings whereas the pattern ‘u2 ’ is
slightly below the performance of the other patterns. Overall, we would like to
highlight the following findings: (a) the ‘ri ’ mapping pattern performed better at
smaller R compared to both ‘u2 ’ and ‘riu2 ’, (b) using a medium size of R tends
to produce higher accuracies for both ‘u2 ’ and ‘riu2 ’, (c) the ‘riu2 ’ mapping
pattern produced consistent results when a larger number of neighbours (P ) is
used and (d) all mapping patterns are quite dependent on the parameter values.
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Table 1. Quantitative results for two-class classification problem using different para-
meters and mapping patterns. We set k = 4 and θ = 0 for all experiments

P R Accuracy(%)

‘u2 ’ ‘ri ’ ‘riu2 ’

8 2 84.56 87.75 84.71

12 3 84.78 86.84 88.59

6 3 87.31 89.3489.3489.34 86.00

6 5 87.56 88.81 88.78

16 5 89.0389.0389.03 85.45 89.65

12 5 88.03 84.59 89.65

18 7 88.68 86.23 90.8490.8490.84

12 7 87.68 85.18 90.25

8 7 88.93 87.93 89.31

18 9 87.53 86.68 89.53

14 9 86.53 85.00 89.56

10 9 85.84 89.21 90.31

8 9 85.56 89.15 89.62

4 Conclusions

Our experimental results indicate that in the mammogram breast density clas-
sification problem, using the ‘riu2 ’ mapping pattern is more suitable than using
‘ri ’ and ‘u2 ’. Our findings are different from the study of Hadid et al. [3] due to
differences in datasets (e.g. their dataset contains images with distinctive and
visible texture patterns whereas most breast regions contain blurred and dif-
fused texture patterns which make it more difficult to model the appearance).
In future work, we are interested in combining the LTP riu2 features with other
texture descriptors and investigate other parameters such as k and θ.
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