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CHAPTER 1

Capital Budgeting:
An Overview
H. KENT BAKER
University Professor of Finance and Kogod Research Professor,
Kogod School of Business, American University

PHILIP ENGLISH
Assistant Professor of Finance, Kogod School of Business, American University

INTRODUCTION
Capital budgeting refers to the process that managers use to make decisions about
whether long-term investments or capital expenditures are worth pursuing by
their organizations. In other words, capital budgeting is the process of planning,
analyzing, selecting, and managing capital investments. The basic notion is that
managers use the capital, usually long-term funds, raised by their firms to invest in
assets (also called capital goods) that will enable the firm to generate cash flows for
at least several years into the future. Typical investments include replacements of
existing assets and expansion of existing or new product lines. Capital budgeting
is one of the most challenging tasks facing management because it concerns the
investment decision, which deals with allocating funds over time in order to achieve a
firm’s objectives. For most companies, the investment decision has a greater impact
on value than does the financing decision, which deals with acquiring needed funds.
However, both investment and financing decisions are intertwined and at the heart
of financial management.

Capital budgeting has a long-term focus that provides a link to an organi-
zation’s strategic plan, which specifies how an organization expects to accom-
plish long-term strategic goals. Many capital investments require a substantial
commitment of a firm’s resources that directly affect firm performance, com-
petitive position, and future direction. Because capital investments often com-
mit a large amount of funds for lengthy periods, they are not only difficult or
costly to reverse but also difficult to convert to more liquid assets (Migliore and
McCracken, 2001). Also, errors in capital budgeting can affect the firm over a long
horizon.
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2 Capital Budgeting Valuation

Capital Budgeting Process

The capital budgeting process is a system of interrelated steps for generating long-
term investment proposals; reviewing, analyzing, and selecting them; and imple-
menting and following up on those selected. This process is dynamic because
changing factors in an organization’s environment may influence the attractive-
ness of current or proposed projects. Although no universal consensus exists on
the process, Baker and Powell (2005, p. 196) view capital budgeting as a six-stage
process:

1. Identify project proposals. Develop and provide preliminary screening of
project proposals.

2. Estimate project cash flows. Identify and estimate the incremental, after-tax
cash flows for a proposed project.

3. Evaluate projects. Determine the financial viability of a project by evaluating
the project’s incremental after-tax cash flows.

4. Select projects. Choose the projects that best meet the selection criteria.
5. Implement projects. Determine the order of implementation, initiate, and track

the selected projects.
6. Perform a postcompletion audit. Periodically compare the actual cash flows for

the project to the prior estimates in the capital budgeting proposal.

All stages of the capital budgeting process are important. The failure to prop-
erly complete any stage of the capital budgeting process could have detrimental
results. The process starts with the identification of investment opportunities and
the preliminary screening of project proposals. Without having potentially viable
projects that meet the firm’s strategic concerns, the remainder of the capital bud-
geting process would be meaningless.

Arguably, the most challenging phase of this process is estimating project
cash flows because no later stage in the process can fully overcome the inevitable
forecasting errors resulting from managers dealing with an uncertain future. Miller
(2000, p. 128) notes that “In the real world, virtually all numbers are estimates. The
problem with estimates, of course, is that they are frequently wrong.”

Despite the importance of estimating project cash flows, the financial literature
tends to emphasize the evaluation and selection stages. Improper valuation can
lead to incorrect decisions despite the identification of potentially viable projects
and accurate estimation of their cash flows. Although many capital budgeting
techniques are available for evaluating capital budgeting projects, the best methods
typically recognize the amount, the time value, and the riskiness of a project’s
cash flows.

Selecting capital investments involves a unique set of challenges. Allocating
funds among alternative investment opportunities is crucial to a firm’s success and
is especially important in terms of financial consequences. Capital assets represent
a major portion of the total assets of many firms. The selection stage is particularly
important in the face of limited investment funds, an area of capital budgeting
known as capital rationing. While some organizations have sufficient resources
available to fund all desirable projects, most face a scarcity of capital that enables
them to fund some projects but not others. Capital rationing, whether internally
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or externally imposed, makes investment choices more difficult because the firm
must reject some investments. However, capital rationing can also reduce and
control agency costs. Capital rationing can avoid both overinvestment in low-
return projects that occurs when managers have private information and incentives
for controlling more assets and managerial understatement of current performance
in order to lower their future performance targets.

After approving a capital investment, managers must implement and closely
monitor the project. This stage involves raising capital to finance the project, au-
thorizing expenditures, and monitoring projects in progress.

The final stage in the capital budgeting process is to conduct a postcomple-
tion audit. Managers, however, do not engage in postcompletion auditing of all
projects because doing so could be costly or impractical. Consequently, large cap-
ital budgeting projects tend to be the primary targets for such audits. The most
important perceived benefits relate to the enhancement of organizational learning.
Conducting postcompletion audits can provide important feedback for current
and future investments, and consequently make capital investments more effec-
tive (Neale, 1991; Pierce and Tsay, 1992). For example, these audits may identify
systematic biases in making cash flow estimates, which may lead to improved cash
flow estimates and to better decision making in the future. Thus, postcompletion
audits provide a means for holding managers accountable for their estimates and
decisions involving capital investments.

Financial Objective of the Firm

Before carrying out the capital budgeting process, management should first de-
fine the organization’s financial objective. The conventionally advocated capital
investment objective, especially in large, listed corporations, is to make long-term
investment decisions that will maximize owners’ wealth. That is, senior managers
of publicly held companies should select those projects that they believe will max-
imize the firm’s value for its shareholders. As Jensen (2001, p. 8) notes, “This Value
Maximization proposition has its roots in 200 years of research in economics and
finance.” Yet, this financial objective seems to be inconsistent with some empirical
observations such those in Francis (1980).

The main contender to shareholder wealth maximization is stakeholder theory,
which asserts that management decisions should consider stakeholder interests
wider than those of the stockholders alone. This view contends that firms should
pay attention to all their constituencies because many different classes of stakehold-
ers contribute to their success. Beyond financial claimholders, stakeholders may
include managers, employers, customers, suppliers, local communities, and the
government. Survey evidence by Grinyer, Sinclair, and Ibrahim (1999) is consistent
with the notion that some managers do not prefer maximization of stockholders’
wealth as the main objective of the firm. Cloninger (1995) proposes the formal
abandonment of a stockholder wealth maximizing criterion.

While stakeholder theory has intuitive appeal, recognizing a wide range
of stakeholders introduces possible difficulties associated with multiple objec-
tives. Trying to maximize multiple objectives, some of which may conflict,
would leave the managers in a quandary about whose interests should take
priority—stockholders or other stakeholders.
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In theory, capital projects should be analyzed in terms of shareholder wealth
maximization. Based on this assumption, managers should undertake all invest-
ment projects with a positive net present value (NPV) or an internal rate of return
(IRR) higher than the prescribed hurdle rate. By so doing, managers should enhance
firm market value and consequently increase owners’ wealth. In practice, manage-
ment should not necessarily accept a project just because it appears financially
attractive. Achieving the financial objective of shareholder wealth maximization
entails developing a business strategy. Success in capital investment affects the
extent to which a company can achieve its strategic objectives. Investment deci-
sions do not occur in a vacuum but are embedded in a company’s strategy. Thus,
strategy limits the set of investment projects available to managers. As Rumelt,
Schendel, and Teece (1991) note, “There is no rule for riches.” That is, no general
rules in strategy exist that are guaranteed to create value.

According to Jensen and Meckling (1976), firms may experience conflicts of
interest between owners and managers. What may be best for a firm’s managers
may not be in the best interests of its shareholders. Managers may desire to max-
imize their own wealth, which leads to various investment distortions. Further,
some managers may want to build empires, maximize their compensation, secure
their career, or shirk their responsibilities. Managerial overconfidence may lead
them to pass up profitable projects, to undertake unprofitable ones, or to choose
an investment with a suboptimal risk level. Thus, managers may not make suit-
able investment decisions. Corporate governance mechanisms such as managerial
compensation contracts, the structure of the board of directors, and ownership
structure can play an important role in reducing or eliminating such investment
distortions.

Capital Investment Choice

As previously mentioned, the finance literature emphasizes the evaluation and
selection stages of the capital budgeting process. Not surprisingly, many tools,
techniques, methods, and mechanisms are available for making capital investment
choices. Payne, Heath, and Gale (1999, p. 16) make the following observation:
“According to theory, firms should use discounted cash flow methods to analyze
capital budgeting alternatives. Within this theoretical frame, however, firms might
evaluate somewhat similar projects differently.” Survey research such as Graham
and Harvey (2001) suggests that firms, especially large, listed firms, tend to eval-
uate projects using discounted cash flow (DCF) tools as the primary criterion and
to compute weighted average cost of capital in the manner suggested by theory.
Research also shows that the gap between traditional theory and capital budgeting
practices has narrowed substantially. Managers are also placing increasing empha-
sis on the risk characteristics of projects. According to Stulz (1999, p. 8), “The reason
why corporations do not enter gambles with volatile payoffs and small positive
expected returns is that managers know that generally volatility matters.”

When using DCF techniques, a major challenge of capital budgeting is correctly
estimating the appropriate rate to use when discounting a project’s cash flows. Al-
though managers have a variety of sophisticated techniques at their disposal to
estimate a firm’s or project’s cost of capital, each method involves potential com-
plications. Although the capital asset pricing model (CAPM) and its competitor,
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the arbitrage pricing theory (APT), have come to dominate the asset pricing litera-
ture, much debate remains about the validity of either model to estimate the cost of
equity capital and determining the appropriate inputs for each. Estimating the cost
of capital in an international context creates additional complexities. No agreement
exists between academics and practitioners on the best approach to pursue.

Despite the abundance of capital budgeting techniques available, many schol-
ars question the adequacy of DCF analysis in helping practitioners make decisions
in a realistic business environment. Some, such as Myers (1977), who coined the
term real options, suggest augmenting DCF analysis with real options analysis. For
example, Trigeorgis (1988, 1993) and Van Putten and MacMillan (2004), among
others, point out that traditional DCF methods may fail to consider the flexibility
to revise decisions after a project begins. That is, the traditional DCF approach does
not capture the realistic valuation of an investment because it does not explicitly
account for the value of real options inherent in capital budgeting. Consequently,
DCF techniques often fail to provide sound valuation when the business envi-
ronment is uncertain and forgo the value created by flexibility in management
decisions. According to Stout, Xie, and Qi (2008), managers should use real op-
tions when making long-term investment decisions because such utilization can
help optimize the capital budgeting process.

Survey evidence suggests that most companies have been slow to adopt real
options (Graham and Harvey, 2001; Ryan and Ryan, 2002; Brounen, de Jong, and
Koedijk, 2004). Based on their survey evidence, Baker, Dutta, and Saadi (2011) find
a lack of expertise and knowledge is the primary reason preventing managers from
using real options. Their evidence suggests that contrary to optimistic predictions,
the use of real options appears disproportionate to their potential as a capital
budgeting tool.

Purpose of the Book

The purpose of this book is to examine selected topics in capital budgeting in a
clear and straightforward manner. Given the sheer volume of work written about
capital budgeting, the book cannot cover every possible topic. However, it does
provide a synthesis of the current state of capital budgeting. The coverage extends
from discussing basic concepts, principles, and techniques to their application to
increasingly complex and real-world situations. Throughout, the book emphasizes
how financially sound capital budgeting facilitates the process of value creation.

Numerous books focus solely on capital budgeting. Additionally, corporate
finance textbooks universally provide material on capital budgeting. Yet, few offer
the scope of coverage and breadth of viewpoints contained in this volume. The
book differs from its competition in several major ways. Perhaps the main feature
distinguishing this book from others is its synthesis and discussion of empirical
results from hundreds of studies. Although a single book cannot provide a detailed
discussion of every paper written on capital budgeting, this book highlights what
is known to date about important topics. An old adage is that there is nothing
quite as practical as a good theory, that is, one that works in practice as well as on
paper. The book takes a practical approach to capital budgeting by discussing why
various theories make sense, the empirical support for them, and how firms use
these theories to solve problems and to create wealth. The book also reports the
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results of numerous capital budgeting surveys that reveal the link between theory
and practice.

Features of the Book

The book has four other distinguishing features.

1. It contains contributions from more than 30 different authors. Thus, the
breadth of contributors assures a wide variety of viewpoints and a rich
interplay of ideas.

2. The book offers a strategic focus so that readers can understand how the
application of various techniques and approaches relates to a firm’s overall
strategy. This is because investment decisions help determine the firm’s
strategic position many years into the future.

3. The volume provides coverage of international topics on the premise that
managers should view business from a global perspective.

4. The book discusses the potential benefits of using real options. Real options
analysis has become important since the 1970s as option pricing models be-
came more sophisticated. DCF methods essentially value projects as if they
were risky bonds, with the promised cash flows known. Yet, managers still
have many choices of how to increase future cash inflows or to decrease fu-
ture cash outflows. That is, managers get to manage the projects, not simply
accept or reject them. Further, capital budgeting is a dynamic process that
unfolds as the project develops revealing new information as time elapses.
Managerial flexibility is at the root of the real options approach, which
enables traditional capital budgeting techniques to incorporate managerial
flexibility and information revelation. In short, real options analysis tries
to value the choices—the option value—that the managers will have in the
future and adds these values to the net present value.

Intended Audience

The intended audience for this book includes academics, practitioners, students,
and others interested in capital budgeting. For example, the book should suit
researchers and financial managers given its scope of coverage. Nonfinancial exec-
utives should also find this volume relevant because capital budgeting theory has
broad application to general management. This volume should also be appropriate
as a stand-alone or supplementary text for advanced undergraduate and graduate
students as well as for management training programs in capital budgeting. It
should be especially useful in helping students develop the critical analytical skills
required to assess potential investments. Finally, libraries should find this work to
be suitable for reference purposes.

STRUCTURE OF THE BOOK
The remaining 23 chapters of this book are organized into seven parts. A brief
synopsis of each chapter follows.
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Part I. Foundation and Key Concepts

Chapters 2 and 3 discuss the role that corporate strategy and corporate governance
can have in investment decisions.

Chapter 2 Corporate Strategy and Investment Decisions (Daniel Ferreira)
This chapter reviews the literature on business strategy and its relation to corpo-
rate investment decisions. It provides an overview of some important concepts
and briefly discusses their practical implications. A selective review of empirical
evidence is used to illustrate a few key ideas. The chapter offers an introductory
discussion of topics such as competitive advantage, added value, industry anal-
ysis, the industry life cycle, firm scope, firm resources, and the trade-off between
commitment and adaptation. Specific applications to the issue of corporate in-
vestment include corporate diversification, strategic investments, identifying and
valuing synergies, mergers and acquisitions, cash flow forecasting, and interactions
between investment and financing decisions.

Chapter 3 Corporate Governance and Investment Decisions (Fodil Adjaoud,
Dorra Charfi, and Lamia Chourou)
The asymmetric information between managers and external financiers, the con-
flicts of interest between owners and managers, and the managerial overconfidence
bias may lead managers to pass up profitable projects (underinvest), to undertake
unprofitable ones (overinvest), or to choose an investment with a suboptimal risk
level. Theoretically, corporate governance mechanisms such as the choice of cap-
ital structure, managerial compensation contracts, structure of the board of direc-
tors, and ownership structure play an important role in reducing or eliminating
such investment distortions. However, the empirical literature is inconclusive as to
whether managers of well-governed firms make better investment decisions than
those of poorly governed firms.

Part II. Capital Investment Choice

The section contains six chapters involving capital investment choice. Chapters 4
and 5 examine various methods of evaluating capital investments. Chapter 6 ex-
plores the topic of capital budgeting under capital rationing while Chapter 7 pro-
vides a discussion of foreign investments. Chapter 8 focuses on the final stage of
the capital budgeting process—postcompletion. Chapter 9 reviews some survey
evidence involving both U.S. and non-U.S. firms about their reported use of capital
budgeting techniques.

Chapter 4 Measuring Investment Value: Free Cash Flow, Net Present Value,
and Economic Value Added (Tom Arnold and Terry Nixon)
This chapter focuses on issues involving the calculation of net present value (NPV)
and closely related variants. Although relatively easy to understand conceptually,
issues concerning the calculation of cash flow, assessment of risk, and project return
relative to the cost of raising funds are not as clear. Two definitions of cash flow
emerge in the literature: free cash flow (FCF) and cash flow from assets (CFA).
These definitions differ due to the tax savings associated with interest. Although
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the numerical difference can be minimal, a clear impact exists on selecting the
appropriate discount rate and assessing hurdle rates for comparison with internal
rate of return (IRR). Economic value added (EVA) presents another measure of cash
flow. Although EVA does not appear to produce project valuations that work well
empirically, it provides a workable short-term metric for assessing management.

Chapter 5 Alternative Methods of Evaluating Capital Investments (Tom Arnold
and Terry Nixon)
The primary focus of this chapter is to examine two metrics, payback period
(PB) and the internal rate of return (IRR), including variations of each method.
The PB is a simple metric that focuses on the time needed for short-term cash
flows to recover the initial investment. Although the measure does not have any
discounting element, its usage is still widespread and may potentially be the result
of managers focusing on the short-term rather than on more valuable longer-
term projects. Variations of PB include the discounted payback period (DPB) and
the project balance method (PBL). The IRR is a rate of return metric that does
not have an easy interpretation and, consequently, is often misinterpreted. The
main difficulty in considering IRR is that intermediate cash flows do not typically
appreciate at the IRR as the project continues through time. Related metrics are the
modified internal rate of return (MIRR) and the profitability index (PI).

Chapter 6 Capital Rationing for Capital Budgeting (Alexander Brüggen)
This chapter describes the mechanism of capital rationing for capital budgeting.
Capital rationing is the limitation of funds that are available for investments in
an organization. With only limited funds available, different investment projects
compete for capital. Managers can allocate these funds based on either a hurdle
rate (every project beyond a certain threshold gets capital) or on a winner-picking
method (the best ranked projects receive capital). This competition helps to control
and reduce agency costs that occur due to overinvestment by managers or because
managers understate their performance to lower their future performance targets.
Negative side effects of capital rationing include competition that can put managers
under pressure, which in turn can lead to misreporting. Research evidence on
the effects of capital rationing is still mixed and depends on whether and how
individuals derive a disutility from misreporting.

Chapter 7 Analyzing Foreign Investments (Wim Westerman
and John Henry Hall)
Foreign investment can be very different from its domestic counterpart. Because
the necessary analysis may have to be broader than for domestic investment, the
financial valuation process is less straightforward, making the financial modeling
of the investment generally more complex. This chapter demonstrates a phasing
framework that outlines the investment process and discusses the design of a
financial model. Complications in financial modeling tend to occur mainly due to
asset and liability valuation differences, intracompany transfer pricing, different
tax systems in different jurisdictions, incomplete transfer of results, exchange rate
changes over time, political risks abroad, foreign financing conditions, and the
parent versus subsidiary perspective. These problems are illustrated by applying
a spreadsheet format with realistic numerical data to a specific case.



CAPITAL BUDGETING: AN OVERVIEW 9

Chapter 8 Postcompletion Auditing of Capital Investments (Jari Huikku)
Postcompletion auditing (PCA) is a formal process that checks the outcomes of
individual capital investment projects after the initial investment is completed and
when the project is operational. The major reason for PCA and its most impor-
tant perceived benefits are related to the enhancement of organizational learning.
The appropriate design of a PCA system is crucial for such learning to take place.
More specifically, communication-related issues such as appropriate filing and
convenient access to PCA reports, improvement proposals and their systematic
follow-up, and interactive forums for interpretation of results may enhance the
effective conveyance of investment experiences to new investment projects. Al-
ternative existing control mechanisms to achieve PCA benefits may discourage
companies from adopting PCA or developing their PCA systems.

Chapter 9 Capital Budgeting Techniques in Practice: U.S. Survey Evidence
(Tarun K. Mukherjee and Naseem M. Al Rahahleh)
Numerous surveys over the last five decades have dealt with the capital budgeting
practices of large U.S. firms. This chapter reviews the survey results with respect
to the four stages of the capital budgeting process. The evidence shows that capital
budgeting practices for the most part conform to traditional capital budgeting the-
ory. Firms use cash flows as cost-benefit data and estimate them in a theoretically
consistent manner. They use discounted cash flow (DCF) tools as the primary cri-
teria with which to evaluate projects and compute weighted average cost of capital
based on what theory suggests. Although the gap between conventional theory
and capital budgeting practices has substantially narrowed, many scholars have
challenged the adequacy of DCF analysis in helping practitioners make decisions
in a realistic business environment and have suggested augmenting DCF analysis
with real options analysis.

Part III. Project Cash Flows and Inflation

This section consists of two chapters. Chapter 10 discusses estimating project cash
flows, which is perhaps the most important stage of the capital budgeting process.
Chapter 11 examines how to adjust for inflation when evaluating capital budgeting
projects.

Chapter 10 Estimating Project Cash Flows (Kyle Meyer and Halil Kiymaz)
Companies evaluate investment opportunities on a recurring basis. This process
has various facets such as estimating the initial investment, forecasting future cash
flows, and, when using discounted cash flow (DCF) methods, selecting the appro-
priate discount rate. This chapter discusses issues that firms should consider when
estimating project cash flows and evaluating investment opportunities. In partic-
ular, this chapter examines factors related to estimating the initial investment and
future cash flows during the project’s life. Relatively little research has specifically
addressed the methods used by firms to estimate project cash flows. Surveys of firm
managers in various industries indicate that the use of DCF methods has increased
over time. Additionally, many such surveys examine how firms impound project
risk into the capital budgeting process. Results indicate that most firms adjust for
risk by increasing the project’s discount rate or through sensitivity analysis.
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Chapter 11 Capital Budgeting and Inflation (Ignacio Vélez-Pareja
and Joseph Tham)
The purpose of this chapter is to discuss and show that conducting capital budget-
ing and investment appraisal based on financial statements with real or constant
prices is potentially misleading. Under certain circumstances, the adverse effects
of inflation could result in the selection of “bad” projects. The chapter also shows
that modeling with nominal prices is feasible and is a relatively simple task with a
spreadsheet program on a personal computer. Using a simple example, the chap-
ter shows that using constant or real prices results in a bias because the real and
constant approaches overvalue cash flows. Thus, analysts should carry out capital
budgeting analysis using nominal prices.

Part IV. Risk and Investment Choice

This section of risk and investment choice contains four chapters. Chapter 12 high-
lights basic risk analysis techniques used in capital budgeting. Chapter 13 focuses
on several techniques for assessing political/country risk. In Chapter 14, attention
focuses on risk management in project finance. Chapter 15 examines simulation
concepts and methods.

Chapter 12 Basic Risk Adjustment Techniques in Capital Budgeting
(John H. Hall and Wim Westerman)
Firms can use various techniques to quantify the risk of capital investment projects
in order to improve their evaluation process. This chapter examines basic risk anal-
ysis techniques in capital budgeting, starting with judgment and shortening the
payback period. Both methods have merit and can be applied in certain circum-
stances. The overall principle of adjusting for a project’s risk requires modifying
the cash flows or the discount rate. Adjusting the cash flows based on certainty
equivalents requires various assumptions, but may yield results useful in making
informed decisions. The risk-adjusted discount rate can be calculated using the
capital asset pricing model. Although this controversial method is problematic
due to certain assumptions, it arguably gives the best results in addressing the risk
of a project.

Chapter 13 Capital Budgeting with Political/Country Risk (Yacine Belghitar
and Ephraim Clark)
Political risk has a long and noble history in the theory and practice of foreign di-
rect investment. A review of the literature indicates that no general consensus
exists about what constitutes political risk because of the multiplicity of the
sources of risk, the complexity of their interactions, and the variety of social sci-
ences involved. As such, several techniques or methods have been considered to
assess political risk. Accounting for political risk in the capital budgeting process
can be summarized in three steps: (1) identify the risk, (2) assess the risk, and (3)
translate the assessment into consistent, concrete parameters compatible in the-
ory and in practice with the discounted cash flow format of the modern capital
budgeting process.
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Chapter 14 Risk Management in Project Finance (Stefano Gatti
and Stefano Caselli)
This chapter analyzes the characteristics of project finance transactions in terms
of a nexus of contracts and risk management tools. The capital budgeting of the
special-purpose vehicle (SPV) created to design, build, operate, and finance the
deal requires a preliminary assessment of the parties involved in the transaction
and of the content of the contracts they sign with the vehicle. This step is necessary
to highlight the main differences in capital budgeting for ongoing corporate entities
compared to newly created vehicles. It is also crucial because contracts are the most
effective risk management tool in such deals, enabling the SPV to carry out the risk
pass-through and to limit the volatility and risk of project cash flows. An additional
complication in capital budgeting for project finance is that the valuation of deal
sustainability requires a joint satisfaction of standard profitability criteria such as
net present value or internal rate of return along with financial covenants involving
cover ratios.

Chapter 15 Risk Simulation Concepts and Methods (Tom Arnold
and David North)
This chapter presents Monte Carlo simulation as a means to demonstrate numeri-
cally and visually the risk within the cash flows generated by a project. By allowing
cash flow inputs to follow probability distributions rather than being static, trials
or iterations can be generated by randomly drawing outcomes from the probabil-
ity distributions of the input variables. After many iterations/trials, a probability
distribution can be created for the project cash flows. The chapter also introduces
the “compact” pro forma model as another potential means for performing Monte
Carlo analysis to assess project cash flows. Further, other non-pro forma–related
applications of Monte Carlo analysis are discussed.

Part V. Real Options and Project Analysis

Real options analysis is one of the newest and most rapidly growing areas of
capital budgeting. It focuses on including managerial discretion and the impact of
the evolution of information across time in the capital budgeting process. Chapter
16 introduces the concept of a real option and provides an extended numerical
example of how including real options analysis affects decision making. Chapter
17 provides a description of the most commonly examined real options and their
applications in capital budgeting.

Chapter 16 Real Options Analysis: An Introduction (Tom Arnold
and Bonnie Buchanan)
The primary focus of this chapter is to provide an overview of how real options
analysis considers the dynamic environment within a project rather than solely
using forecasted expected values for future cash flows. The value of management
interaction throughout the life of the project can be missed using static net present
value techniques because these methods do not fully consider actions that can
be taken to increase profits or cut losses. A numerical example demonstrates the
value of recognizing a real option and the value of creating more real options
within the example. Having demonstrated the benefit of real options analysis, the
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chapter continues by detailing how real options analysis emerged in the finance
literature. Initially, financial economists realized a problem of “underinvestment”
and attributed it to the debt structure of a firm requiring projects with short-term
cash flows at the expense of longer-term projects that generated future growth
options for the firm. Real options analysis emerged in response to the need for
recognizing the value created by these longer-term, growth-oriented projects.

Chapter 17 Applications of Real Options Analysis (Tom Arnold
and Bonnie Buchanan)
The primary focus of this chapter is to demonstrate the application of real option
models in the finance literature. After demonstrating the benefit of risk-neutral
pricing, seven different types of real options are discussed with examples of how
and why such options are implemented. These options are as follows: (1) the option
to wait or defer, (2) staged investment options, (3) the option to alter the scale of
operations, (4) the option to abandon, (5) the option to switch inputs or outputs,
(6) growth options, and (7) rainbow options. The common link between all of these
applications is considering the behavior of management in light of a particular
source of volatility and how the construct of a project can allow management the
flexibility to use discretion while addressing volatility.

Part VI. Estimating the Project Cost of Capital

This section contains three chapters on estimating the appropriate discount rate
for use in the capital budgeting process, which is a key part of project evaluation.
Chapter 18 provides an introduction to estimating the discount rate using the firm’s
cost of capital. Chapter 19 covers the role of the capital asset pricing model (CAPM)
and arbitrage pricing theory (APT) in determining the discount rate. Chapter 20
provides a discussion on adjusting the discount rate to reflect project risk.

Chapter 18 Cost of Capital: An Introduction (Octavian Ionici, Kenneth Small,
and Frank D’Souza)
Although financial managers have many sophisticated techniques at their disposal
to estimate a firm’s cost of capital, understanding the power and nuances of each
can be a daunting task. This chapter discusses current best practices regarding
component costs of capital estimation. As an illustration, all major component costs
of capital for a firm are estimated. The chapter discusses representative research on
the cost of capital, the CAPM, and risk premium estimation, as well as estimating
both a project’s and firm’s cost of capital in an international context.

Chapter 19 Using the Capital Asset Pricing Model and Arbitrage Pricing Theory
in Capital Budgeting (S. David Young and Samir Saadi)
Over the past five decades, the CAPM and its competitor, APT, have come to
dominate the asset pricing literature. But despite decades of research, considerable
debate remains as to the validity of either model to estimate the cost of equity cap-
ital. This chapter provides an overview of this literature with particular emphasis
on the relative merits and limitations of the CAPM and the APT in their application
to capital budgeting decisions. The discussion reveals that the CAPM continues to
be the dominant tool for corporate use in estimating the cost of equity.
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Chapter 20 Financing Mix and Project Valuation: Alternative Methods
and Possible Adjustments (Alex Pierru and Denis Babusiaux)
Analysts can use various methods to value an investment project including the
standard weighted average cost of capital (WACC) method, Arditti-Levy method,
equity residual method, and adjusted present value. This chapter proposes a
unique formulation from which these methods can be derived. This formulation
permits demonstrating the equality of their net present values and the consistency
of their internal rates of return in a straightforward manner when a predeter-
mined debt ratio is targeted. The chapter contains a discussion of possible pit-
falls when considering a project’s financing mix. The adjustment of the standard
WACC method for capitalized interest costs is also examined. Further, the chapter
presents a generalized version of the standard WACC method that multinational
firms should use when facing disparities in the tax treatment of interest paid across
different taxing environments.

Part VII. Special Topics

The final four chapters of the book provide an examination of several areas of
increasing importance in the modern capital budgeting process. Chapter 21 offers
a discussion of capital budgeting for government entities. Chapter 22 focuses on
the topic of behavioral finance, which examines the impact of bounded rationality
and limited information on the decision-making process. Mergers and acquisitions
(M&As) represent a particularly large and potentially risky category of capital
budgeting decisions. Chapter 23 examines a new approach to capturing the effect
of synergies on valuation and, hence, on the capital budgeting process for M&As.
Chapter 24 concludes the book with an examination of multicriteria analysis in
capital budgeting, an area that allows the incorporation of different stakeholder
effects into the capital budgeting process.

Chapter 21 Capital Budgeting for Government Entities (Davina F. Jacobs)
This chapter provides an overview of the evolution of past and current budgeting
practices by government for capital budgets. It also provides a comparison between
the budget practices of low-income countries and more advanced countries, and
highlights possible solutions for use by government entities wanting to ensure
more efficient and effective capital budgeting practices. Also discussed are capital
project appraisal methods, which could be considered as an economic analysis
of the costs and benefits that might be generated by the proposed government
investment options.

Chapter 22 Decision Making Using Behavioral Finance for Capital Budgeting
(Yuri Biondi and Guiseppe Marzo)
The accepted approach to capital budgeting leaves decision makers without appro-
priate guidance because it ignores the cognitive, organizational, and institutional
dimensions of their decision-making process. This approach is based upon the
unrealistic assumptions of neoclassical finance, where investors are assumed to be
(or behave as if they are) fully rational and informed. This chapter explores the
opportunity to analyze capital budgeting decisions within a more realistic con-
text. To reach such an objective, it summarizes alternative perspectives addressing
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these specific dimensions: the cognitive, the organizational, and the institutional.
All together, such dimensions suggest generalizing the current approach based on
discounted cash flow analysis to provide decision makers with alternative ways
to assess investment opportunities under more realistic approaches driven by be-
havioral and institutional finance.

Chapter 23 Merger and Acquisition Pricing: The Valuation of Synergy
(Rainer Lenz)
Whether a company merger is successful often depends on realizing future syn-
ergies that are associated with a high level of uncertainty. Conventional valuation
methods lack precision in their predictions of synergistic benefits. Inaccurate valua-
tion of synergistic benefits helps to explain why mergers are often unsuccessful and
destroy shareholder value. In this chapter, a new model is developed for estimat-
ing synergy effects related to merger activities. This approach combines traditional
methods of capital budgeting with new elements of knowledge management and
sociological system theory. The value of synergy is explicitly incorporated into
a pricing model by using the system-specific knowledge of corporate business
processes.

Chapter 24 Multicriteria Analysis for Capital Budgeting (Fernando R. Fernholz)
Multicriteria analysis (MCA) is a technique that formalizes the simultaneous con-
sideration of different objectives and hence criteria in selecting among proposed
investment projects. MCA expands the space for decision making for capital bud-
geting purposes. Three main methodologies—a weighted sum model, a weighted
product method, and an analytical hierarchy process method—are discussed and
examples are provided. The methodologies are robust and consistent in selecting
the most desirable alternatives. The introduction and use of MCA in corporations
and financial institutions has been facilitated by application, dissemination, and
improvements in communication and data processing technology. Sustained and
effective use of MCA requires the leadership of top management and decision
support systems.

SUMMARY AND CONCLUSIONS
Today’s capital investment decisions are more important than ever given rapid
technological advances, shorter product life cycles, and global competition. Al-
though survey evidence by Graham and Harvey (2001) and Brounen et al. (2004)
among others shows a narrowing of the gap between the conventional theory and
practice of capital budgeting, this gap is not entirely bridged. Managers face the
difficult task of making capital investment decisions in an increasingly complex
environment. Making errors could be costly because many capital investments
involve large expenditures that may directly affect a firm’s performance, sustain-
ability, and future direction. When conducting project analysis, managers need
to understand the underlying assumptions the techniques used, their advantages
and disadvantages, and the real meaning of the results. The capital investments
selected need to be consistent with the firm’s strategic plan and contribute to
achieving its financial objective, which is often held to be shareholder wealth max-
imization. Despite the plethora of approaches and methods, there is no one best
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way of accomplishing this task. Generally, however, in analyzing today’s invest-
ment projects, a good decision model should consider all relevant cash flows, the
time value of money, and risk as reflected in the project’s required rate of return.
Ultimately, investment decisions involve judgment. The following chapters offer
a wealth of useful information that provides guidance in navigating through the
complex maze involving capital investment decisions in the real world. Let’s now
begin this journey.
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CHAPTER 2

Corporate Strategy and
Investment Decisions
DANIEL FERREIRA
Associate Professor (Reader), London School of Economics

INTRODUCTION
Real investment decisions are not made in a vacuum; they are embedded in a
company’s strategy. By determining the scope of the company, the strategy limits
the set of investment projects available to managers. By identifying the company’s
competitive advantages, the strategy helps assess the sources of synergies in merg-
ers and acquisitions (M&As). Understanding the nature of competition and the
business landscape is also useful for forecasting sales and advertising, identifying
real options, and coordinating financing and investment opportunities.

A strategy is the formulation and implementation of a company’s key decisions.
A well-designed strategy should include a statement of the company’s goals, some
criteria to decide which activities a company should and should not do, and a view
on how the company should be organized internally and how it should deal with
the external environment. Furthermore, a strategy must also contain an explanation
for its logic, that is, an explanation for why the goals will be achieved by adhering
to the strategy.

This chapter presents an overview of the main ideas in strategic management,
which is a management discipline that derives most of its intellectual foundations
from economics. The focus of this chapter is on the role of strategic considerations
for corporate investment decisions and the valuation of projects and companies.
As an introductory chapter, it emphasizes general principles and ideas and does
not discuss detailed applications and examples.

The main focus of the chapter is on corporate strategy. Corporate strategy studies
the relevant strategic issues concerning the corporation as a whole, rather than a
specific business unit. A corporation may operate in a single industry or in many
different ones. A common use of the term corporate strategy denotes the study of
strategy for the multimarket corporation, in contrast to business unit strategy, which
applies to single-industry corporations and narrowly defined divisions within a
corporation (Porter, 2008). Because the starting point for the analysis of corporate
strategy is the company’s portfolio of resources, rather than the products that it
sells, this chapter applies the term corporate strategy to both single and multiple
industry companies. By focusing on what companies can do particularly well, the
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analysis of corporate strategy can identify factors that allow these companies to
create value in different markets and industries. Thus, understanding corporate
strategy is useful even when a company is currently operating in a single, narrowly
defined industry.

The chapter also provides a selective review of the academic literature on
corporate investment and its relation to business strategy. Examples include the
study of corporate behavior over the firm’s life cycle, investment in conglomerate
firms, the boundaries of the firm, and interactions between financing and invest-
ment decisions. These examples provide case-based and statistical evidence of the
importance of strategy for investment decisions.

THE IMPORTANCE OF STRATEGY
FOR INVESTMENT DECISIONS
Methods for evaluating project investment decisions are usually discussed without
reference to corporate strategy issues. The typical capital budgeting method (di-
rectly or indirectly) involves three steps: (1) estimating cash flows generated by the
project, (2) finding an adequate discount rate for each cash flow, and (3) estimating
the initial cost of the investment (including opportunity costs). The main example
of this is discounted cash flow (DCF) analysis, which is widely used in practice
and occupies central stage in corporate finance and valuation textbooks.

In DCF analyses, much attention is devoted to the estimation of discount rates;
not nearly as much is devoted to the estimation of cash flows (and even less to the
cost of initial investment, which is usually simply assumed to be known). Explicit
models of financial asset markets such as the capital asset pricing model (CAPM)
commonly infer the discount rates to be used in valuation models. However, the
approach to estimating cash flows is usually ad hoc and informal.

Sensitivity analyses usually reveal the importance of assumptions concerning
the evolution of cash flows, especially the ones implicit in the project’s terminal
value. Small differences in growth rates for operating cash flows can lead to valu-
ation differences that often dwarf those associated with changes in discount rates.
So what explains the asymmetry between the treatment of discount rates and that
of cash flows?

There is at least one practical reason. Financial asset markets are often mod-
eled as markets in which the law of one price holds. In such frictionless financial
markets, the price of a given asset reflects the market value of the asset’s character-
istics, which are summarized by its expected rate of return and its risk profile. Asset
prices adjust until all assets yield the same risk-adjusted return. This is an implica-
tion of the assumption of no arbitrage opportunities. Translating these ideas into
the language of project valuation, there are no financial investments with positive
net present value (NPV) in frictionless assets markets.

Contrast this situation with the task of valuing corporate investment in non-
financial projects. The main challenge in capital budgeting is the identification of
positive NPV opportunities. In other words, the whole idea of corporate invest-
ment is based on the notion that the law of one price does not hold for investment
in real assets. That is, a company may have an opportunity to invest in a project
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that, once fully adjusted for risk, yields a return that is significantly higher than
that of (virtually) riskless financial assets (such as U.S. government bonds).

When making capital budgeting decisions, the assumption of zero-NPV invest-
ments in financial assets allows simplifying the potentially very complicated task
of comparing project cash flows in different periods and under different scenarios.
Analysts only need to understand the risk properties of these cash flows and then
look at financial markets to figure out the appropriate discount rate associated
with each type of risk. As the market does not explicitly give a “price for each type
of risk,” models such as the CAPM are needed, as they enable extraction of the
relevant discount rates from observed data. Although in practice different models
and different data give different answers, the main benefit of the assumption of no
arbitrage in frictionless financial markets is to allow the use of simplified models
and formulas to get estimates of discount rates.

As the law of one price does not hold for real investments, simplified mod-
els such as those available for financial assets cannot be easily developed for real
investments. In particular, no benchmark model exists for estimating cash flows.
Instead, a long list of formal and informal theories have been developed to under-
stand why there exist positive NPV opportunities in real investments. This chapter
refers to these theories collectively as strategy.

Strategy is usually viewed as being outside the realm of financial economics.
Thus, strategy is only briefly, if at all, discussed in corporate finance and valuation
textbooks. In practice, however, an interrelation occurs among strategic, financial,
and investment decisions. In academic finance, many empirical studies focus on
interactions between strategic considerations and corporate investment.

The key practical idea in strategic management is simple: Understanding the
reasons some projects have positive NPVs can help a firm find those positive-NPV
projects. Thus, most of the academic writings on strategy focus on identifying the
sources of positive NPV opportunities, also called the sources of value.

Understanding strategy is important not only for selecting the set of projects
worth being considered in capital budgeting analyses but also for the difficult task
of estimating cash flows in DCF analyses. The material covered in this chapter
is not detailed enough to offer practical advice as to how to estimate cash flows.
Rather, the chapter discusses general principles in business strategy that are useful
for many valuation exercises. However, Chapter 10 provides a detailed discussion
of estimating cash flows.

KEY CONCEPTS AND IDEAS IN STRATEGY
An example provides a useful starting point. General Electric (GE) is a conglom-
erate, that is, a company that operates in many different industries, such as jet
engines, power generation, and financial services, among others. Jack Welch, GE’s
legendary chief executive officer (CEO), ran the company from 1981 to 2001. As
part of the strategy intended for GE, he set the goal of “being number one or
number two in every industry GE operates in.” In fact, GE managers were told
that if a division was not number one or number two, they should fix it, sell it, or
shut it down. This simple strategy description is useful because it tells managers
what to do and helps corporate headquarters allocate resources across divisions.
According to such a strategy, GE would hardly fund even positive NPV projects if
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divisions are laggards in their industries, unless the investment is aimed at “fixing”
the division so that it becomes a leader.

Although such a strategy is useful as a guide for the allocation of funds across
unrelated businesses, it does not explain why being number one or number two is
the best way of creating value for shareholders. A strategy must always explain its
underlying logic: why the stated goals will deliver shareholder value. Although
many believe that GE’s overall strategy under Welch was responsible for deliver-
ing huge gains for shareholders, much controversy still exists about why it did so.
In fact, some statistical evidence indicates that conglomerates such as GE normally
do not outperform a comparable portfolio of stand-alone (i.e., single industry)
companies (see Lang and Stulz, 1994; Berger and Ofek, 1995). But before reviewing
the literature on investment and performance in diversified corporations, the basic
theoretical ideas that aim to explain the sources of superior performance—the
sources of value—for companies and businesses more generally should be
examined.

Competitive Advantage

One of the best known concepts in strategy is that of competitive advantage (Porter,
1980). Competitive advantage is a firm’s attribute that may allow the firm to gen-
erate economic profits. The term “may” generate profits is used because the logic
of the strategy must first be tested. If misused, a potential competitive advantage
may not deliver superior performance.

In this definition, economic profit refers to the (risk-adjusted) present value of
revenue minus all costs, including the opportunity cost of capital. For simplicity,
this discussion abstracts from capital market imperfections and other frictions and
considers shareholder value as being equivalent to economic profit. In practice,
there are situations in which such imperfections and other frictions should be
treated differently.

The attribute that gives the firm a competitive advantage in a specific market
can be a number of things. It could be an asset that the firm owns, including tangible
assets (e.g., plants, machines, land, mines, and oil reserves), proprietary intangible
assets (e.g., patents, intellectual property, and trademarks), or nontradable intan-
gible assets (e.g., reputation, know-how, culture, and management practices). A
competitive advantage could also arise from the company’s position in the indus-
try, which generates barriers to entry due to government protection, first-mover
advantages (e.g., brand name and reputation), control of distribution channels,
market size, or technology (e.g., network effects, platforms, and standards com-
patibility).

Regardless of its origins, a sustainable competitive advantage must be built
upon something unique. A unique asset or position is something that is very difficult
for others to imitate or reproduce. It may be prohibitively costly for most, but a few
could buy or create such assets or positions. Because these assets or positions need
not be literally unique, perhaps a better term would be scarce resources. As long
as this qualification is understood, no harm is done by sticking to the traditional
terminology.

Consider the example of Apple Inc., which is a company that has success-
fully delivered shareholder gains over extended periods of time (although not
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necessarily at every moment in its history). Some believe that one of Apple’s main
competitive advantages is its excellence in product design. By producing comput-
ers and other consumer electronic products with innovative designs, Apple can
target a niche of consumers who value design. But excellence per se is not enough.
What prevents other competitors from imitating Apple? Apple must be better at
producing well-designed gadgets than other firms. In other words, Apple needs
to have a unique capability in design.

The importance of asset uniqueness is easily understood by analogy to hypo-
thetical markets in which assets are not unique. In the frictionless financial markets
found in finance textbooks, financial assets are never unique; they can be easily
replicated and traded with no direct costs. In such markets, no trader has a com-
petitive advantage; all buy and sell zero-NPV securities. In the aggregate, financial
markets create economic value by allowing investors to diversify optimally and
by allocating capital efficiently. But the production of financial securities by itself
does not generate extra rents.

Added Value

Having a unique resource, capability, or position is a necessary condition for main-
taining a sustainable competitive advantage, but it is not sufficient. Continuing
with the example of Apple, according to Kahney (2009), Steve Jobs (Apple’s CEO)
once insisted on changing the design of the original Mac’s motherboard because it
“looked ugly.” Engineers and other managers replied that consumers did not care
about how their motherboards look; motherboards are located inside computers
and thus cannot be seen. But that argument did not convince Jobs. Eventually, for
technical reasons, he was forced to drop the idea.

Despite the fact that Job is a brilliant strategist, his insistence on exploiting
Apple’s excellence in design for improving the appearance of motherboards seems
difficult to justify. There is no point in using one’s unique capabilities to produce
something for which consumers are not willing to pay. A unique capability must
be able to create value in order to be called a competitive advantage.

Brandenburger and Stuart (1996) develop a rigorous framework for the anal-
ysis of value-based strategies. They start from the fact that value creation must
imply a wedge between what customers are willing to pay for a product and the
supplier’s opportunity cost of producing it. This wedge is the total value created
by a (buying and selling) transaction. Brandenburger and Stuart develop the con-
cept of a company’s added value to a specific transaction, which is the total value
created by the transaction in which the company participates minus the value of
this transaction without the company.

Added value is a very simple idea. If a company is really unique and valuable,
some value would be permanently lost if the company ceased to exist. Such unique
and valuable companies have positive added values. Thus, a positive added value
is a necessary condition for a sustainable competitive advantage.

The concept of positive added value is related but not identical to positive
NPV in capital budgeting analysis. Having positive added value is a necessary
condition for a project to have positive NPV. However, the NPV concept measures
the total value that is captured by shareholders, which is in general just a fraction
of the project’s added value.
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Industry Analysis

In perfectly competitive product markets with free entry, such as those found
in microeconomics textbooks, producers do not own unique assets. Their added
value is zero. Consequently, they all enjoy zero economic profit. In monopolistic
markets, in contrast, an assumption is that competition is somehow restricted, and
economic profits are positive.

Porter (1980) realized that competitive advantage is intimately linked to
monopoly power, or, in other words, to the strength of competitive forces in the
industry. He thus saw a firm’s position within its industry as one of the key sources
of competitive advantage.

The key to identifying positional advantages is to understand the industry in
which a firm operates. In the strategy literature, this is called industry analysis. The
goal of industry analysis is to facilitate the design of strategies by describing the
competitive environment in which the firm operates. Firms may find themselves
in a unique position in the industry, and such a position may or may not give them
a competitive advantage.

Industry analysis is usually identified with Porter’s (1980) five forces frame-
work. Porter argues that the attractiveness of an industry can be assessed by care-
fully analyzing the relative strengths of five competitive forces: (1) the intensity
of rivalry among industry incumbents, (2) the bargaining power of suppliers, (3)
the bargaining power of buyers, (4) the threat of entry of new firms, and (5) the
availability of substitute products.

The Industry Life Cycle
A natural complement to the static industry analysis framework is a set of em-
pirical regularities that are jointly known as the industry (or product) life cycle (e.g.,
Keppler, 1996). The industry life-cycle view recognizes that industries evolve over
time, but also that they often change in predictable ways. As the strength of each
of the competitive forces varies over the different stages of the life cycle, success-
ful firm strategies must also evolve over time and adapt themselves to the new
challenges.

In its simplest form, the industry life-cycle view postulates that the life of an
industry has three different stages: emergence, growth, and maturity. Some also
add a fourth one, which is the stage of decline. In the emergence stage, many
small firms experiment with different varieties of a product. Many firms enter
the industry and sales levels and growth rates are low. The growth stage begins
when a dominant product format or business model arises. When consolidation in
the industry occurs, the number of firms falls and entry in the industry becomes
rare. Industry sales grow at high rates. In this stage, most incumbent firms direct
their innovation efforts toward improving processes rather than products. Finally,
in the maturity stage, dominant firms have stable market shares and generate
high profits. However, they experience low rates of sales growth and have few
investment opportunities.

Applications
Industry analysis including the industry life cycle is widely used, although mostly
informally, in valuation exercises. The following list provides some examples



CORPORATE STRATEGY AND INVESTMENT DECISIONS 25

of how industry analysis can offer insights that are valuable for investment
decisions:

� Understanding the nature of competition in the industry can be useful for
forecasting revenues (sales) and some of the costs such as advertising and
research and development (R&D) expenditures.

� A typical approach to estimating future sales is using the average sales
growth rate in the industry. This assumption may be reasonable if the sources
of value from a project are cost efficiency improvements rather than gains in
market share.

� In industries in which suppliers are powerful, efficiency improvements at
the firm level could be partly appropriated by suppliers via contract rene-
gotiation. Thus, one must be careful not to overestimate the cash flows
generated by such efficiency improvements. For example, in an industry
with a unionized workforce, not only may efficiency improvements be more
difficult to achieve, but also the gains from such improvements may end up
being shared with employees.

� Analysts implicitly use the industry life-cycle view in project valuation. For
example, many pro forma estimates assume some higher rates of industry
growth for the first few years and then a much slower growth rate implicit
in the project’s terminal value.

Challenges to Traditional Industry Analysis
Industry analysis, while extremely useful as a normative tool for strategic decision
making, has been criticized on two fronts. First, the typical approach to industry
analysis puts too much emphasis on value capture while paying little attention to
value creation. In the most straightforward applications of Porter’s (1980) princi-
ples, the firm’s goal is to capture the largest possible share of potential industry
profits. The five competitive forces, if strong, limit the ability of an incumbent firm
to capture a large share of the value created in the industry. In contrast to this
emphasis on value capture, Nalebuff and Brandenburger (1996) emphasize the
importance of what they call “co-opetition,” which is the exertion of joint efforts
by competitors to increase potential profits for the industry as a whole.

The second objection to industry analysis concerns its excessive focus on differ-
ences among industries rather than on differences among companies in the same
industry. The key empirical challenge to the conventional view comes from an
influential paper by Rumelt (1991), who shows that most of the variation in prof-
itability across firms comes from intra-industry heterogeneity rather than from
differences among industries. Such an interpretation has been challenged empiri-
cally by McGahan and Porter (1997).

Although Porter’s (1980) approach can easily accommodate such criticisms,
these challenges are important because they underscore the usefulness of comple-
mentary frameworks for the analysis of strategy. Of particular importance are the
analyses that place the firm, rather than the industry, at the center stage.

Theories of the Firm

To understand firm heterogeneity within industries and its relations to competitive
advantage, reviewing some of the most influential theories of the firm is important.
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Starting with Coase (1937), academic research in economics and management has
nurtured a long tradition of trying to unveil the “essence of the firm.” Some scholars
believe that discovering the true nature of the firm permits understanding real-
world firms.

Whether things or concepts have “essences” is questionable. From a practical
standpoint, finding this essence is not essential, but having a practical definition
of the firm may be needed. A good “theory of the firm” is one that helps managers
identify and choose the best projects among all feasible ones. It must also provide
a definition of “best.”

A brief review of three theories of the firm follows. The first theory views
the firm as a nexus of contracts. Most valuation and project selection frameworks
implicitly assume this view. The second one views the firm as an efficient solution
to the problem of economizing on transaction costs. Such a view is particularly
useful for understanding acquisitions and divestitures, especially in those cases
involving vertical integration or outsourcing decisions. The third theory views
the firm as the locus of crucial resources. This view is particularly helpful for
understanding corporate strategy and value creation.

The Firm as a Nexus of Contracts
Some argue that the firm is nothing more than a nexus of contracts. Under this view,
most stakeholders such as employees, bondholders, and suppliers are thought to be
protected by bilateral contracts with the firms’ equity holders. Equity holders own
the firm in the sense that they have residual cash flow rights: After all stakeholders
are paid according to their contracts, equity holders are entitled to the residual
profits (Alchian and Demsetz, 1972; Jensen and Meckling, 1976).

Inspired by the nexus-of-contracts view of the firm, leading strategy consulting
firms teach their staff and clients to focus on value creation for equity holders. Sim-
ilarly, textbooks on valuation and corporate finance usually assume that managers
should aim at maximizing the market value of shareholders’ equity. The reason for
focusing on shareholder value alone is the presumption that other stakeholders
are well protected by contracts. For example, debt holders have financial claims
with priority, employees are protected by labor contracts, and regulation and taxes
protect and compensate society. Shareholders are the residual claimants; they get
whatever is left after the firm pays taxes, wages, and interest.

Such a view is only partially correct, considering the fact that, in the real
world, contracts are incomplete. Contractual incompleteness and other market
imperfections can explain why other stakeholders may also be residual claimants.
However, in practice most of these subtleties are ignored and firms are assumed to
be fully owned by shareholders. This view is also the dominant one in the strategy
literature.

Firm Scope and the Transaction-Cost View of the Firm
Coase (1937) initiated the tradition of viewing firms and markets as substitutes.
To understand what that means, consider a specific transaction such as the supply
of an input that is used in the production of a final good. The classic example in
this literature is the case of Fisher Body, a supplier of car bodies to General Motors
(GM) in the 1920s. The key issue here is the “make or buy” decision or the vertical
integration problem: Should GM produce its own car bodies in-house or should
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it outsource production, buying bodies from an independent supplier (such as
Fisher)?

If a transaction is conducted through the market, contracts will regulate the
conditions of the deal (e.g., price, product characteristics, delivery dates, and guar-
antees). If a transaction is conducted within a single firm, the conditions of the deal
will be regulated through management. The market can thus be seen as a system
of coordination by prices (or contracts), while the firm can be seen as a system of
coordination by management.

The transaction-cost view assumes that the most efficient mode of coordinating
a transaction will usually be chosen. Thus, firms are chosen over markets when
the former implies lower transaction costs than the latter (and vice versa). More
generally, the transaction-cost view is a theory of firm scope (or firm boundaries):
It aims to determine what the firm should and should not do. The determination
of firm scope is an important strategic consideration. In practice, companies are
continuously redefining their boundaries, mainly through mergers, acquisitions,
divestitures, and spin-offs.

A key concept in the transaction-cost view of the firm is that of asset speci-
ficity (e.g., Williamson, 1985). When two parties meet each other and decide to
write an incomplete long-term contract, the nature of their relationship changes
in fundamental ways. Both parties may undertake investments that are specific to
their relationship. For example, GM could design its cars to fit car bodies built by
Fisher, while Fisher could modify its machines to create car bodies that fit GM’s
demands. Thus, after relationship-specific investments are made, the value of GM
and Fisher’s assets is higher inside the relationship than it is outside. That is, asset
specificity creates a surplus, which is the difference between the value of assets
inside and outside the relationship between the contracting parties.

If the two parties are not integrated in a single firm, they will have to bargain
with each other over the division of the surplus after relationship-specific invest-
ments are made. This bargaining can be very costly. Furthermore, the possibility
exists that no agreement is reached, which implies that the surplus might go to
waste. To avoid such transaction costs, the theory predicts that the parties should
be integrated in a single firm in those cases in which relationship-specific assets
are important.

The Resource-Based View of the Firm
What is collectively known as the resource-based view of the firm is a set of different
ideas that have been developed by various scholars. Wernerfelt (1984) is normally
credited with introducing what is currently known as the resource-based view;
the main idea, however, dates back to Penrose (1959). Wernerfelt distinguishes
between the traditional product-based view of the firm, which looks at the firm
from the perspective of the portfolio of products it sells, and the resource-based
view, which looks at the firm from the perspective of the set of resources it owns.
Resources are unique assets that can be strengths or weaknesses.

This view is particularly useful for understanding corporate strategy, as it pro-
vides a potential rationale for product-market diversification. A firm that operates
in multiple, seemingly distinct product markets may be exploiting synergies cre-
ated by the unique resources that it owns. These resources may create competitive
advantages in different product markets. Thus, to look for synergies by analyzing
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the degree of similarity among products can be misleading if the main source of
economic value created by conglomerates is their ownership of unique resources.
Some resources can be leveraged across different markets and thus create a com-
petitive advantage in more than one product market.

Commitment versus Adaptation
Two important issues in the resource-based tradition are the nature of unique
resources and the relative importance of commitment versus adaptation. The first
issue concerns the question of whether human or nonhuman resources are the most
important sources of sustainable competitive advantage. In principle, valuable
unique resources can be tangible and tradable, such as physical assets; intangible
and tradable, such as intellectual property; or intangible and nontradable, such
as corporate culture. Because theory offers little guidance, the question about the
relative importance of each type of resource must be settled empirically.

The second issue, the tension between commitment and adaptation, is more
open to theoretical analysis. The strategy literature that emphasizes first-mover
advantages holds a rather positive view of the commitment effect associated with
irreversible investment decisions (e.g., Ghemawat, 1991). Firm-specific resources
are investments that are difficult to reverse and may provide a source of competitive
advantage. Irreversible investments create credible barriers to entry and are thus
valuable. Thus, viewed under this light, the commitment provided by investing in
firm-specific resources seems to be a more reliable source of competitive advantage
than the flexibility associated with less specialized resources.

As a simple example of the value of commitment, consider the adoption of
most-favored-customer contractual clauses (which here can be understood as a
form of irreversible investment). Such clauses, which offer a buyer the best possible
price that is given to any of a firm’s customers, may a priori seem to increase buyer
power and thus reduce profits. However, understanding such clauses involves
taking the value of commitment into account. By binding itself to such a contractual
clause, the supplier firm commits to be a tough negotiator with all customers, as
any discount to one buyer must also be offered to all other buyers. By increasing
the cost of making price concessions, a seller may actually improve her bargaining
position and capture a larger share of industry profits.

Without totally discrediting the importance of commitment and strategic con-
tinuity, some scholars believe that strategic flexibility and the ability to adapt are
at the core of strategy. For example, Montgomery (2008) argues against a static
view of strategy. According to her, a firm’s strategy is in constant motion, evolving
not only in big steps but also in mostly smaller ones. A static view of strategy is
dangerous as it may lead corporate leaders to try to defend their perceived com-
petitive advantages long after they stopped being profitable. Montgomery sees the
main goal of strategy as the search for a corporate identity, or what the company
“wants to be.” More concretely, she uses Brandenburger and Stuart’s (1996) notion
of added value to give a more precise meaning to this corporate soul-searching
exercise. The company must be something distinctive in the sense that someone
would miss it if the company disappeared.

In Montgomery’s (2008) view, leadership is one of the crucial resources that a
company has. The author sees the CEO as the steward of the company, responsible
for continuously adapting to change and redefining the company’s strategy. She
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argues that leadership requires a continuous reassessment of strategy as well as
frequent changes and reformulation.

The relative importance of commitment versus flexibility in corporate strategy
is still an unsettled issue, just as are many other questions reviewed in this chap-
ter. Ultimately, empirical evidence is necessary to provide further insights on the
practical aspects of corporate strategy.

CORPORATE STRATEGY, INVESTMENT, AND
PERFORMANCE: SOME EVIDENCE
With few exceptions, the empirical literature on corporate investment and perfor-
mance has evolved independently from most of the theoretical work in corporate
strategy. Thus, the link between theory and evidence is still tenuous. This sec-
tion provides a selective review of some studies that focus on questions related to
corporate strategy, investment, and performance.

As strategy influences all corporate decisions, virtually all studies of businesses
are somehow related to strategy. The few examples discussed here highlight the
importance of strategic considerations for corporate investment decisions.

The Evolution of Firms

Recent work by Kaplan, Sensoy, and Stromberg (2009) provides evidence that is
related to many of the topics discussed in this chapter. They analyze the evolution
of 50 (mostly high technology) firms from their birth to almost maturity. Their
sample consists of entrepreneurial firms that were initially backed by venture
capitalists and eventually became publicly traded companies. The authors of this
study follow their sample firms through three different stages: (1) the business
plan stage (not long after the firm is founded—on average 23 months old); (2) the
initial public offering (IPO) stage (on average 34 months after the business plan);
and (3) the public company stage (for which they take data from annual reports on
average 34 months after the IPO).

Kaplan et al. (2009) report the following findings:

� Firm scope is important: Almost all firms keep the same core businesses or
business ideas throughout these three stages. Firms tend to grow around
these initial ideas, rather than by replacing them with new ones.

� Resource uniqueness is key: Almost all managers in their sample believe that
the importance of a unique resource remains high during all three stages.

� The relative importance of expertise declines over time: Firms claim that the
importance of the expertise of their managers and workers is high dur-
ing the business plan stage, but it becomes less so after the company goes
public.

� Human capital changes rapidly: Only 72 percent of the CEOs at the IPO were
CEOs at the business plan; this number falls to only 42 percent at the pub-
lic company stage. Founders leave the firm frequently, often relinquishing
control at the IPO stage or soon afterward.

� Nonhuman assets are key: Proprietary intellectual property, patents, and phys-
ical assets remain important throughout the firm’s life.
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Kaplan et al. (2009) conclude that, more often than not, firms distinguish them-
selves by their critical nonhuman resources, rather than by the entrepreneurial
talent of few individuals. Thus, investments in those critical nonhuman assets are
the main sources of value. Their evidence provides broad support for the resource-
based view of the firm. The evidence is also relevant for the debate on the relative
merits of commitment versus adaptation. At least in their sample, leadership and
ability to adapt seem less important than commitment to a business model.

Guedj and Scharfstein (2004) study the investment behavior of biopharmaceu-
tical firms in drug development projects. They find that small, early-stage compa-
nies are reluctant to drop the development of unsuccessful new drugs. Large and
mature companies in the industry are more efficient in their project termination
decisions and thus enjoy better performance. Their evidence shows that firms’
investment behavior varies over the stages of their own life cycle. Their results
suggest that, unlike mature firms, new firms are more willing to take risks and to
hold on to losers.

Investment in Conglomerates and the Diversification Discount

Financial economists first became interested in corporate strategy when they (im-
plicitly) applied the added value principle to a large sample of diversified com-
panies. Lang and Stulz (1994) and Berger and Ofek (1995) conduct the following
experiment involving a conglomerate, which is a corporation that operates in many
different industries. They construct a portfolio of stand-alone companies closely
resembling industries in the conglomerate. That is, the stand-alone portfolio is a
comparable for the conglomerate. Now, if the conglomerate did not exist, share-
holders who currently invest in it could obtain similar risk exposures by investing
in the stand-alone portfolio instead. Thus, would any value be lost if the conglomer-
ate did not exist? That is the added value question. The authors compare the market
value of diversified companies (scaled by their book values) to a portfolio of stand-
alone companies. Perhaps surprisingly, they find that, on average, conglomerates
display negative added values. This finding is known as the diversification discount
in the corporate finance literature.

The diversification discount is the most controversial finding in the academic
literature linking corporate strategy and investment decisions. There are many ex-
planations for this finding, ranging from data issues to misclassifications, statistical
problems, spurious correlations, and reverse causality. Maksimovic and Phillips
(2007) provide a summary of the literature. Regardless of whether most conglom-
erates have negative added values, considering that possibility is important. What
does it mean? A negative added value means that a conglomerate is pursuing a
corporate strategy that destroys value. The optimal strategy in such a case would
be to either shut down or spin off all divisions but one.

Why would conglomeration destroy value? The most widely suggested expla-
nation is that conglomerates have inefficient internal capital markets (Scharfstein
and Stein, 2000). Due to corporate politics, funds for investments are allocated
across divisions for reasons that are not fully related to the quality of their in-
vestment opportunities. According to this view, the diversification discount is a
symptom of bad investment decisions in conglomerates. Motivated by this idea,
various papers try to test empirically for the efficiency of investment decisions in
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conglomerates. The evidence is mixed (Maksimovic and Phillips, 2002; Dittmar and
Shivdasani, 2003; Ahn and Denis, 2004). Although corporate politics is certainly a
problem in many large and diversified companies, there is insufficient convincing,
large-sample evidence that such a problem can explain the diversification discount.

The conglomerate investment literature contains other relevant findings. Per-
haps the most important one concerns the mode of investment. Maksimovic and
Phillips (2008) find that conglomerate divisions invest more via acquisitions rela-
tive to capital expenditures than similar stand-alone companies. This evidence has
important implications for investment decisions in large corporations. For exam-
ple, one of the most important tasks of division managers is to identify and value
suitable targets. In contrast, managers in stand-alone companies need to worry
more about organic growth and must possess skills in valuing and implementing
greenfield investments, which are investment in a manufacturing, office, or other
physical company-related structure or group of structures in an area where no
previous facilities exist.

Growth through Acquisitions

A key question in corporate strategy is: How can firms create value by redefining
firm boundaries? Any reasonable answer must mention the creation of a unique
resource. In M&As, the value created by such unique resources is loosely referred
to as synergy.

Business people are often believed to be overly optimistic about the prospect
of synergies. Porter (2008, p. 154) offers a skeptical view: “If you believe the text of
the countless corporate annual reports, just about anything is related to just about
anything else! But imagined synergy is much more common than real synergy.”
However, the academic research on the stock return effects of deal announcements
shows that M&A deals create shareholder value on average, although there is
considerable variation (Andrade, Mitchell, and Stafford, 2001).

The key puzzle raised by the M&A literature is not related to value creation but
to value capture: Acquirer returns are on average negative, while target returns are
positive and large. Acquirers appear to overpay for their targets. Thus, even if ac-
quirers competently identify and value potential synergies, the evidence suggests
that they do not do as well when dividing the gains.

Notwithstanding the problem of the division of gains, the task of identifying
synergies is still very important. This task requires much strategic knowledge.
Consider, for example, the case of Cisco’s acquisition strategy. Cisco’s Internet
Operating System (IOS) is a platform that became dominant in the 1990s. Dominant
platforms are unique in that they are more valuable to customers exactly because
they are dominant. This is the essence of network effects; ownership of a platform
is a competitive advantage only insofar as a large number of customers choose to
adopt the platform. Thus, Cisco’s success relies on its platform being dominant. By
understanding the source of its competitive advantage, Cisco’s investment policy
is centered at acquiring new companies developing systems that may threaten
IOS’s dominance. An example was its acquisition of StrataCom in 1996, a small
start-up that was the developer of a cheap and efficient transmission system, the
ATM (asynchronous transmission mode). Because ATM and IOS were not initially
compatible, the spread of ATM in the market was a threat to the dominance of IOS.
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After a few attempts to coordinate the two companies without integration, Cisco
chose to acquire StrataCom. The stock market viewed that decision favorably,
as evidenced by Cisco’s share price increasing by 10 percent on the day of the
announcement. This description follows Hart and Holmstrom (2010).

This example illustrates the importance of a broad understanding of corpo-
rate strategy for making sense of a company’s investment policy. Understanding
why the company creates value for shareholders helps in assessing the types of
investment that it needs to undertake. Cisco knew that preserving IOS was its most
important goal. An aggressive acquisition policy toward potential competitors and
producers of complementary systems was then paramount. Ignoring the impor-
tance of network effects and coordination among systems would have led Cisco to
undervalue such acquisitions and thus fail to create value for shareholders.

Interactions between Financing and Investment Decisions

Because firms are usually financially constrained, they must coordinate their invest-
ment strategies with their financing policies. The synchronization of investment
opportunities and access to funds for investment is the key goal of modern corpo-
rate risk management (Froot, Scharfstein, and Stein, 1993). This fact implies that
corporate liquidity has strategic value. Consequently, investment decisions must
take into account a project’s potential for generating cash flows in those states in
which liquidity is most needed. Even when firms are not currently financially con-
strained, they may prefer to invest in projects that generate cash flows exactly when
firms are likely to be financially constrained (Almeida, Campello, and Weisbach,
2010).

Financing decisions may also have direct effects on investments due to con-
tractual arrangements. Evidence suggests that as creditors gain more control rights
after debt covenant violations, corporate investment falls (Chava and Roberts,
2008). Thus, the financing mix between debt and equity may also have direct con-
sequences for investment decisions. Campello (2006) finds that moderate levels of
debt lead to superior sales growth; this growth occurs by gaining market share at
the expense of industry rivals. However, he also finds that excessive debt leads to
underperformance.

Fresard (2010) finds that cash-rich companies gain market share at the expense
of their rivals. He argues that the evidence is consistent with the “deep pocket”
effect: Financially strong firms overinvest in capacity and adopt aggressive com-
petitive strategies to drive financially weak companies out of the market (Telser,
1966; Bolton and Scharfstein, 1990).

Zingales (1998) analyzes the interactions between industry competition and
financial slack by studying the effects of deregulation in the trucking industry
on the survival of firms. He finds that the increase in competition caused by
deregulation forced highly levered firms to exit the industry. Zingales shows that
both the most efficient firms (the “fittest”) and the ones with more financial slack
(the “fattest”) were more likely to survive in the long run. The author also finds
that, after deregulation, highly levered firms invest less than their competitors,
suggesting that high leverage hinders the ability of firms to invest when com-
petition is tough. Further, his evidence shows that the underinvestment problem
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associated with high levels of debt is partially responsible for these firms exiting
the market.

The evidence discussed in this section shows that a firm’s competitive strategy
cannot be dissociated from its financial decisions, and its financial and investment
decisions are embedded in the competitive landscape. When rivalry among com-
petitors is weak and barriers to entry are high, firms may choose to invest heavily
via debt financing. However, when competition is fierce and barriers to entry are
low, financial slack is important, so investment decisions that require debt financ-
ing and deliver cash flows only in the distant future leave the company exposed
to predatory strategies by rivals.

SUMMARY AND CONCLUSIONS
Understanding the environment in which a firm competes and the source of its
competitive strength is crucial for making investment decisions. Many investments
have direct strategic consequences such as investments in capacity, R&D, and
acquisitions. Even the more mundane projects can be more easily valued if their
relation with the strategy of the company is explicitly spelled out.

The arguments and examples discussed in this chapter underscore the com-
plexity of the issues related to corporate strategy and investment decisions. There
is “no rule for riches,” i.e., there are no general rules in strategy that are guaranteed
to create value (Rumelt, Schendel, and Teece, 1991). The goal of this chapter is to
highlight the importance of a careful analysis of the internal and external context
in which the firm operates for making decisions that deliver superior returns.

DISCUSSION QUESTIONS
1. The industry life cycle is not a given; it is affected by the strategic decisions made

by the firms in the industry. Give one or more examples of strategic decisions
that can affect the dynamics of an industry. Explain how those strategic issues
can be taken into account when valuing new investments.

2. The efficient internal capital markets theory such as that of Stein (1997) holds that
conglomerate headquarters may add value by allocating funds for investment
across divisions more efficiently than would the market in case all divisions
were stand-alone units. Explain the logic of this argument.

3. Explain the differences between the “resource-based view of the firm” and the
view of the firm as a “nexus of contracts.” What are the practical implications
of these views? Are the two views compatible?

4. How does competition among different standards or platforms affect corporate
decisions?
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INTRODUCTION
In theory, managers of modern organizations should undertake all investment
projects with a positive net present value (NPV) or an internal rate of return (IRR)
higher than the prescribed hurdle rate, which for normal-risk projects should be the
weighted average cost of capital (WACC). In so doing, managers should enhance
firm market value and consequently increase owners’ wealth.

Within the asymmetric information framework, however, investment distor-
tions such as underinvestment (when managers pass up profitable projects), over-
investment (when managers undertake unprofitable projects), or suboptimal risk
taking may occur. The purpose of this chapter is to provide an overview of the liter-
ature dealing with the causes of investment distortions as well as the effectiveness
of corporate governance mechanisms in alleviating these distortions.

Several financial studies focus on asymmetric information between managers
and external investors (new shareholders and lenders) (e.g., Myers and Majluf,
1984; Greenwald, Stiglitz, and Weiss, 1984). These studies show that in the pres-
ence of information asymmetry, external funds are more expensive than internal
funds because external suppliers of funds require a premium when financing new
projects. Consequently, rather than looking for new investors, managers may prefer
to underinvest.

Other studies emphasize the consequences of asymmetric information between
managers and existing shareholders of the firm. According to agency theory, asym-
metric information is one of the main causes of conflict between the interests of the
managers and those of the owners. Indeed, as a result of asymmetric information,
managers could undertake decisions that maximize their own private benefits.
This would create agency costs that could destroy firm value, especially when
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managers have a minimal shareholding in the firm. For instance, managers may
waste corporate free cash flows to build empires (e.g., Jensen, 1986; Chirinko and
Schaller, 2004), secure their careers (e.g., Narayanan, 1985; Hirshleifer and Thakor,
1992), and maximize their compensation (e.g., Dechow and Sloan, 1991). In some
instances, managers may simply be lazy (e.g., Bertrand and Mullainathan, 2003).

Building on the social psychology literature, several recent papers try to ex-
plain overinvestment by a factor unrelated to asymmetric information or agency
considerations (e.g., Roll, 1986; Heaton, 2002; Malmendier and Tate, 2005, 2008).
According to these authors, overconfident chief executives officers (CEOs) over-
invest if they have sufficient internal funds because they overestimate the returns
associated with the investment projects of their firms.

In recent decades, corporate governance has emerged as a potential tool to
alleviate the negative effects of asymmetric information, align managerial interests
with those of the owners, monitor managers, and motivate them to make efficient
investment decisions. Corporate governance mechanisms include the choice of
capital structure, managerial compensation contracts, board structure, and owner-
ship structure.

The remainder of the chapter is organized as follows. The first section presents
theoretical and empirical studies dealing with the causes of investment distortions.
The second section is concerned with the role of corporate governance mechanisms
in reducing investment inefficiencies. The last section summarizes and concludes
the chapter.

THE CAUSES OF INVESTMENT DISTORTIONS
The finance literature identifies three main causes of investment distortions. First,
information asymmetry between managers and external financiers may give rise
to the underinvestment problem. Second, agency conflicts between managers and
owners may lead managers to overinvest or underinvest and/or to undertake a
suboptimal risk level. Finally, overconfident managers may overinvest the firm’s
free cash flows.

Asymmetric Information between Corporate Managers
and Capital Markets

In perfect capital markets without asymmetric information or financial constraints,
firm value and investment decisions are independent of financing decisions
(Modigliani and Miller, 1958). Consequently, no difference exists between inter-
nal and external financing, and optimal investment decisions are determined by
the firm’s investment opportunities (Tobin, 1969). In real markets, however, fric-
tions arise due to asymmetric information, among other things, between managers
and suppliers of external capital. This asymmetric information makes the cost of
external funds more expensive than the cost of internal funds and in some cases
leads to underinvestment.

Informed Managers and Equity Markets
Drawing on Akerlof’s (1970) model of the “lemons” market, Myers and Majluf
(1984) build an adverse selection model in which managers (assumed to act in
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the interest of existing shareholders) are better informed than potential future
shareholders about the firm’s prospects. Due to information asymmetry, suppliers
of external finance cannot assess the quality of investment projects and expect
managers (or current owners) to issue overvalued shares to finance new projects.
Hence, these external financiers will require a premium creating higher costs of
external finance. If this premium is too high, firms should turn down some positive
NPV projects rather than raise equity capital.

In a similar spirit, Greenwald et al. (1984) refer to Ross (1977) and use signalling
effects to explain underinvestment decisions. The authors show that uninformed
external suppliers of funds interpret equity issues as bad news (a signal that equity
is overvalued) compared to debt issues and demand a large premium. Firms are,
therefore, reluctant to issue new equity and may prefer to pass up some profitable
projects rather than look for new shareholders.

Informed Managers and Debt Markets
The problems of adverse selection and moral hazard may also exist in debt markets.
Indeed, borrowers have private information about their projects, meaning lenders
cannot distinguish “good borrowers” from “bad borrowers.” Myers and Majluf
(1984), adapting their model to debt markets, argue that when firms issue default-
risk-free debt, there is no underinvestment. However, when firms can only issue
risky debt, the cost of debt can be so high that managers may pass up positive NPV
investments.

Several authors focus on the impact of asymmetric information on credit ra-
tioning. They predict that lenders set an interest rate that allows them to maximize
their profits in equilibrium. In this case, riskier borrowers cannot obtain debt fi-
nancing because of credit rationing (Jaffee and Russell, 1976; Stiglitz and Weiss,
1981, 1983; Bencivenga and Smith, 1993). Thus, the borrowers will be unable to
undertake the selected projects, leading them to underinvest.

The Pecking Order Theory
Extending Myers and Majluf’s (1984) results, Myers (1984) builds a theory demon-
strating that in the presence of information asymmetry, firms tend to follow a cer-
tain hierarchy for alternative financing sources called “the pecking order theory.”
According to this theory, companies prefer using securities that are less sensitive
to managers’ private information. This implies that firms prefer to finance their
new projects with internally generated funds. When externally generated funds
are required, firms issue debt followed by various kinds of hybrid debt such as
convertible bonds and finally issue equity.

Investment Cash Flow Sensitivity
Because both asymmetric information and pecking order theory suggest that man-
agers prefer internal funds to finance new investments, a reasonable expectation is
to find a positive relationship between cash flow availability and investment. Such
a relationship is consequently a symptom of underinvestment.

Fazzari, Hubbard, and Petersen (1988) show that investment is more sensitive
to cash flow for firms that are more financially constrained (i.e., firms with restricted
access to external finance and limited internal funds) than those that are not. The
authors divide firms according to their dividend payout policies, assuming that
firms retaining more of their earnings are more likely to be liquidity constrained.
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They find that these firms exhibit higher investment cash flow sensitivity than
firms paying higher dividends.

In the same way, Hoshi, Kashyap, and Scharfstein (1991) examine two sets of
Japanese firms: independent firms and firms belonging to a keiretsu (i.e., a Japanese
company group formed by interlocking shareholdings). Independent firms are
thought to face more information problems and to be more financially constrained
than keiretsu members. The authors’ results show that for the independent set of
firms, investment is more sensitive to liquidity. These results are consistent with
the asymmetric information hypothesis suggesting that financial slack can mitigate
the underinvestment problem arising from asymmetric information.

Several other studies reach the same conclusion, including Schaller (1993) for
Canadian firms as well as Whited (1992), Lamont (1997), and Ascioglu, Hegde,
and McDermott (2008) for U.S. firms. Other empirical work, including Aggarwal
and Zong (2006) and Islam and Mozumdar (2007), uses international data to ex-
amine the investment cash flow relationship. These studies also corroborate the
asymmetric information hypothesis.

Kaplan and Zingales (1997), however, provide evidence that investment cash
flow sensitivity is not a good indicator of financial constraints. They consider
the group of constrained firms examined by Fazzari et al. (1988) and show that
the sensitivity is higher for the most unconstrained firms of this group. Cleary
(1999) and Kaplan and Zingales (2000) confirm these findings. Allayannis and
Mozumdar (2004) show that the existence of negative cash flow observations,
which strongly affect investment cash flow sensitivities, can explain the findings
of Kaplan and Zingales (1997). After excluding these negative observations, the
results reaffirm the positive relation between investment cash flow sensitivity and
financial constraints. Moreover, Lyandres (2007) points out that the mixed results
found in the literature are due to a nonmonotonic relation between investment
cash flow sensitivity and financial constraints. His theoretical and empirical mod-
els predict a negative (positive) relationship between the sensitivity of investment
to cash flow and the cost of external funds for low (high) cost levels. Similarly,
Cleary, Povel, and Raith (2007) and Almeida and Campello (2007) find a non-
monotonic U-shaped relationship between the availability of internal funds and
investment.

Manager-Shareholder Conflict

Asymmetric information between managers and shareholders leads to a moral
hazard problem. In fact, managers have the incentive to engage in unobservable
actions not in the interests of the shareholders (Jensen and Meckling, 1976). For
instance, managers have the incentive to build empires and entrench themselves,
or conversely to work less, imitate the decisions of other managers, and take
unjustifiable risks.

Increasing Managerial Power
Self-interested managers seeking to increase their power will maximize their util-
ity when running larger firms (Stein, 2003). Hence, managers have incentives to
undertake the highest level of investment so that they can derive private benefits.
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Such behavior is commonly referred to as “empire-building” and has been primar-
ily emphasized by Baumol (1959), Marris (1964), and Donaldson (1984).

Jensen (1986) argues that managers derive private benefits when investing
a firm’s free cash flow in unprofitable (i.e., negative NPV) projects rather than
paying dividends to shareholders. Kanniainen (2000) builds a model integrating
the neoclassical theory of investment and agency theory. Consistent with Jensen’s
argument, the model predicts that corporate managers use internal funds to invest
in projects with a lower marginal value to shareholders than marginal cost. Wu and
Wang (2005) consider a model similar to the one of Myers and Majluf (1984) but
assume that managers derive private benefits of control from overinvestment. They
find that private benefits amplify overinvestment but alleviate underinvestment.
However, insider ownership has the opposite effect. When private benefits are
small, an increase in insider ownership attenuates overinvestment but exacerbates
underinvestment.

Most empirical studies support the free cash flow hypothesis. For instance,
Berger and Ofek (1995) show that the decrease in firm value stemming from di-
versification is partly explained by overinvestment in segments from industries
with limited investment opportunities. Chirinko and Schaller (2004) provide di-
rect evidence of overinvestment in Canadian firms. Using a “revealed preference”
approach, they measure the effective discount rates used by executives to make
investment decisions. Their results show that in firms suffering from agency costs
of free cash flow, managers choose their investment projects using risk-adjusted
discount rates lower than the market rate by 350–400 basis points. Moreover, the
capital stock of these firms is approximately 7 to 22 percent higher than if execu-
tives were to maximize firm value. Richardson (2006) studies the overinvestment of
free cash flow in a large sample of U.S. firms. Using accounting-based measures of
free cash flow and overinvestment, he documents that overinvestment is concen-
trated in firms with the highest level of free cash flow. Specifically, he finds that
for firms with positive free cash flow, the average firm overinvests 20 percent of its
free cash flow.

Another set of empirical work considers acquisition activity of firms as a means
used by managers to increase their power. This evidence documents a negative
market reaction to the announcement of acquisitions and shows that the negative
announcement effect is stronger when the acquirer holds more cash (Lang, Stulz,
and Walking, 1991; Harford, 1999). Schlingeman (2004) reports a negative and
significant relationship between internally generated free cash flow and bidder
gains. This relationship is particularly pronounced for firms with poor investment
opportunities.

Jensen’s (1986) free cash flow hypothesis implies a positive relationship be-
tween cash flow and investment. Many empirical studies try to assess whether
investment cash flow sensitivity is due to asymmetric information or to man-
agerial discretion. Unlike Hadlock (1998), whose findings are consistent with the
asymmetric information hypothesis, Degryse and de Jong (2006) and Wei and
Zhang (2008) document strong support for the overinvestment hypothesis caused
by the agency costs of free cash flow. In their sample of Dutch firms, Degryse and
de Jong distinguish between low Tobin’s q firms (which supposedly face more
managerial discretion problems) and high Tobin’s q firms (which supposedly face
more asymmetric information problems). The authors find that investment cash
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flow sensitivity is higher for low-q firms, suggesting that the managerial discre-
tion problem is more relevant than the asymmetric information problem. Wei and
Zhang use data from eight Asian emerging markets before the financial crisis (dur-
ing the period 1993 to 1996) to show that investment cash flow sensitivity is higher
when a divergence exists between the control rights and cash flow rights of the
firm’s largest shareholders.

While these studies consider the asymmetric information and managerial dis-
cretion arguments as mutually exclusive interpretations of the sensitivity of in-
vestment to cash flow, other empirical works suggest that both arguments may be
potential explanations for the investment cash flow relationship. Vogt (1994) shows
that large, low-dividend firms investing in tangible assets tend to overinvest be-
cause of managerial selfishness. By contrast, smaller, low-dividend firms and those
making less tangible investments underinvest due to pecking order behavior.

Franzoni (2009) tests stock price reactions to a reduction in financial slack
coming from the payment of mandatory pension contributions to a firm’s defined
benefit pension plan. Consistent with the asymmetric information hypothesis, he
finds that a drop in cash is followed by a decrease in price that is more pronounced
for financially constrained firms. This negative price reaction is attenuated if man-
agers overinvest due to their selfishness. Furthermore, Franzoni’s findings show
that overinvestment seems to be more important in larger and more mature firms,
whereas underinvestment is more relevant in the entire sample of listed firms.

Compensation and Career Concerns
Managerial compensation might be an incentive behind investment distortions.
Indeed, since managers’ compensation is often a function of firm size, managers are
incited to undertake projects that increase firm size but do not necessarily increase
profitability. Also, a nontrivial part of executive compensation, such as a bonus,
is based on short-term accounting performance. When a manager is short-term
oriented, basing compensation on current accounting measures of performance
will not provide adequate investment incentives. In fact, managers might be too
focused on reporting good short-term accounting profits and hence be reluctant to
undertake projects that generate profits only in the long run.

At the empirical level, the results are inconclusive. While Dechow and Sloan
(1991) show that CEOs approaching the end of their careers spend less on re-
search and development (R&D) in order to increase their immediate accounting
performance-based compensation, the results derived by Gibbons and Murphy
(1992) suggest that managers approaching retirement do not necessarily decline
to undertake long-term profitable investment projects. Bizjak, Brickley, and Coles
(1993) find that when information asymmetry is high, a compensation contract
with extreme emphasis on the current stock price may lead to overinvestment or
underinvestment. In a similar vein, Bebchuk and Stole (1993) show that when infor-
mation is imperfect and managers have short-term objectives, they may overinvest
or underinvest in long-run projects. Finally, to avoid greater variation in their com-
pensation, risk-averse managers may prefer not to reveal information about their
ability to the labor market and, hence, do not undertake new investment projects
(Holmstrom and Ricart i Costa, 1986).

Career concerns may lead to inefficient investment decisions. Indeed, career
concerns may also encourage managers to be too focused on reporting short-term
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accounting profits and to take a suboptimal level of risk. Narayanan (1985)
shows that managers concerned with their careers prefer short-term, lower-valued
projects to long-term, higher-valued projects. Hirshleifer and Thakor (1992) find
that managers prefer to invest in relatively safe projects for reputational concerns.
Further, career concerns may induce managers to herd (e.g., Scharfstein and Stein,
1990; Stein, 2003). In fact, if a bad performance is attributed to a common negative
shock, managers are less likely to be fired. As a result, they may prefer to fol-
low the investment decisions of others, leading to suboptimal risk taking. Finally,
risk-averse managers strive to diversify their employment risk. For instance, they
may engage their firms in conglomerate mergers, even if these mergers are not
beneficial to investors (Amihud and Lev, 1981).

Managerial Laziness
Managers who face private costs in selecting and implementing new investment
projects and managers who prefer to avoid the private costly effort needed to
acquire firm-specific information may forgo some positive NPV projects leading
to underinvestment. Knyazeva, Knyazeva, Morck, and Yeung (2008) find empir-
ical evidence supporting the hypothesis of managerial shirking in information
acquisition. Their results show that managers base their investments on industry-
level information that is publicly available as well as on the observable actions of
other firms.

The “quiet life” hypothesis formulated in Bertrand and Mullainathan (2003)
implies that managers are reluctant to shut down old plants and to open new
plants in order to exert less effort. At the empirical level, the authors conclude that
less monitoring by owners makes managers invest less rather than more to enjoy
the “quiet life.”

Overconfidence Bias

Investment distortions may also stem from another factor not related to asymmetric
information or managers’ selfishness, but related to the personal characteristics of
the CEOs. In fact, managers may be overconfident and, as a result, overestimate
the returns to their firm’s investment projects. Consequently, overconfident CEOs
may overinvest if they have sufficient internal resources.

Roll (1986), who proposes the “hubris hypothesis” of corporate takeovers, first
introduced to corporate finance this overconfidence or optimism approach, which
was established in the social psychology literature (Weinstein, 1980). Roll argues
that managers of acquiring firms overbid their targets because they are overly
optimistic and overestimate the potential synergies of takeovers. Hayward and
Hambrick (1997) provide empirical evidence that strongly supports Roll’s hubris
hypothesis. Using a sample of 106 large acquisitions in the United States, they
find that CEO hubris is highly associated with the amount of the premium paid.
Using Australian data for the period 1994 to 2003, Brown and Sarma (2007) show
that overconfident CEOs are more likely to make diversifying acquisitions than
nonoverconfident CEOs. Malmendier and Tate (2008) reach the same conclusion
using a sample of 394 large U.S. firms from 1990 to 1994. They show that over-
confident CEOs (those who fail to diversify their personal portfolios) are more
likely to complete mergers. Their results also indicate that the market reacts more
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negatively to merger announcements of optimistic CEOs than those of rational
CEOs.

Heaton (2002) and Malmendier and Tate (2005) build theoretical models
explaining the relation between corporate investment distortions and overcon-
fidence. They document that overconfident CEOs overvalue their investment
projects and believe that the market undervalues their firms, thereby making ex-
ternal financing too expensive. As a result, if such CEOs have sufficient internal
funds, they overinvest relative to the optimal investment level. However, if they
do not have sufficient internal funds, the CEOs underinvest.

Malmendier and Tate (2005) provide empirical evidence of managers’ over-
confidence using panel data on CEOs’ personal portfolios for a sample of U.S.
companies. They conclude that investment cash flow sensitivity can be explained
by overconfidence rather than asymmetric information or misalignment of man-
agerial and shareholder interests. Malmendier and Tate (2005) document that over-
confident managers may make suboptimal investment decisions even if they do
not face any informational asymmetries and their interests are aligned with those
of shareholders. Lin, Hu, and Chen (2005) confirm this result for Taiwanese firms.
When measuring managerial optimism with earnings forecasts, the authors find
that investment cash flow sensitivity is higher for optimistic managers, especially
in financially constrained firms. Glaser, Schäfers, and Weber (2008) corroborate
these findings for German firms.

IMPACT OF CORPORATE GOVERNANCE
ON INVESTMENT DISTORTIONS
Different corporate governance mechanisms help to alleviate investment distor-
tions. These mechanisms include the choice of an appropriate capital structure, the
provision of incentives to managers through compensation contracts, the monitor-
ing of managers by the board members, and the choice of a suitable ownership
structure.

Leverage

Jensen (1986) shows that overinvestment can be mitigated by issuing debt because
managers will be forced to use free cash flows to pay the debt service instead of
investing in wasteful projects. Following the same argument, Stulz (1990) derives
a model assuming that managers are likely to waste firm assets by investing in
bad projects. He documents that shareholders, anticipating this behavior, choose
to increase the level of firm debt outstanding. In fact, debt payments force man-
agers to disgorge future cash flows and hence reduce the overinvestment problem.
However, excess debt may also lead to underinvestment decisions. Indeed, when
internal cash flows are low, managers cannot credibly convince shareholders that
they need additional funds to finance positive NPV projects. Hence, the optimal
level of leverage is determined by trading off the positive and negative effects of
debt financing.

Harris and Raviv (1990) and Fairchild (2003) show that a threat of bankruptcy
provides an incentive for managers to increase efforts and enhance firm value.
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Zwiebel (1996) considers that managers, not shareholders, make capital structure
decisions and that constant pressure on managers exists from a discipliner such as
a creditor, the market, or a potential raider. Managers choose the optimal capital
structure by trading off their desire to overinvest with the need to ensure sufficient
dynamic efficiency to prevent a discipliner’s actions.

Using a sample of large U.S. industrial firms, Lang, Ofek, and Stulz (1996) find
a negative relationship between leverage and firm growth, especially for firms
with a low Tobin’s q ratio. This finding supports the hypothesis that leverage has
a disciplinary role for firms with poor growth opportunities.

More recently, D’Mello and Miranda (2010) present direct evidence of the role
of debt in attenuating overinvestment. They examine the pattern of abnormal
investments around a debt issue by unlevered firms. Using a sample of 366 debt
offers by unlevered firms, they show that firms’ cash ratios decrease dramatically
after introducing debt and that this decrease is more pronounced in firms with
poor investment opportunities. Moreover, D’Mello and Miranda argue that firms
overinvesting in real assets experience a dramatic decline in abnormal capital
expenditures after introducing debt. This decrease in overinvestment is due to the
debt service payment obligation that reduces the free cash flow at the manager’s
disposal. Finally, the authors’ results indicate a positive relation between the decline
in overinvestment and equity value, especially in firms facing greater agency costs
of free cash flow.

Other studies conducted in countries with low shareholders’ rights protection
find no evidence that debt serves as a disciplinary device. Referring to Zwiebel
(1996), these studies show that when governance mechanisms are inefficient, en-
trenched managers manipulate the level of debt in order to avoid its disciplining
role (Poincelot, 1999; De Jong and Veld, 2001; De Jong, 2002).

Managerial Compensation

Numerous studies examine the effect of managerial compensation on management
behavior. For example, Heckerman (1975) argues that if the owners know the man-
ager’s employment opportunities, investment alternatives, and risk preferences,
as well as some of the characteristics of the investment opportunities, a managerial
compensation contract can be structured to induce the manager to act in the share-
holders’ best interests. Bizjak et al. (1993) argue that in the presence of asymmetric
information, optimal investment decisions might be induced by offering a com-
pensation contract that balances current and future stock price. Their empirical
results show that when designing managerial compensation plans, high-growth
firms (i.e., those with considerable information asymmetry) place less emphasis
on current performance relative to future performance than do low-growth firms.

On the other hand, Bernardo, Cai, and Luo (2001) find that the optimal com-
pensation contract depends on the characteristics of the firm’s investment op-
portunities as well as the determinants of managerial preference for capital. For
instance, managers will receive greater performance-based pay when the firm has
high R&D expenditures and/or requires the manager to have highly firm-specific
human capital. Hutchinson and Gul (2004) hypothesize that the negative relation
between firms’ investment opportunities and performance is weaker for firms with
a higher level of managerial remuneration.
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Aggarwal and Samwick (2006) develop a principal-agent model in which the
provision of incentives to managers through compensation may alleviate prob-
lems of overinvestment (private benefits of investment) as well as underinvest-
ment (private costs of investment). They argue that if private benefits or costs
increase (decrease), the manager should receive larger (lower) incentives. The au-
thors empirically estimate the joint relationships between incentives and firm per-
formance and between incentives and investment. The results are consistent with
the attenuation of underinvestment problems through the use of optimal incentive
contracts.

As stock options represent a nontrivial part of executive compensation, many
studies focus on this particular component as a means to help reduce investment
distortions. Indeed, stock options might help mitigate the risk aversion problem
as well as the short horizon problem. By introducing convexity into the manager’s
compensation function, stock options offer incentives to risk-averse managers to
invest in high-risk, high-return projects that maximize the value of their stock
options. Stock options might also mitigate the short horizon problem because
managers are forced to focus on profitability in order to increase their own com-
pensation package.

Agrawal and Mandelker (1987), Hirshleifer and Suh (1992), and Hemmer, Kim,
and Verrecchia (1999) show empirically that stock options give managers incen-
tives to adopt risky projects. The results derived by Rajgopal and Shevlin (2002) in
a sample of oil and gas firms also corroborate that the use of stock options increases
firm risk. Datta, Datta, and Raman (2001) illustrate the importance of providing
stock option incentives to top executives in corporate acquisitions. They docu-
ment a strong positive relationship between equity-based compensation received
by acquiring managers and stock price response around corporate acquisition an-
nouncements. Comparing managers who receive low versus high equity-based
compensation, the authors conclude that the latter pay significantly lower acqui-
sition premiums, acquire targets with higher growth opportunities, and engage
in acquisitions engendering larger increases in leverage-adjusted firm risk. Fur-
thermore, firms offering high equity-based compensation to their managers do not
underperform in the postacquisition period, while those with low equity-based
compensation do.

The Board of Directors

The role of the board of directors may be crucial in monitoring managers and
screening the project ideas the CEO proposes (Song and Thakor, 2006). As a result,
a common assumption in the literature is that an effective board helps mitigate
investment distortions. While many studies investigate the relationship between
the characteristics of the board and firm performance (e.g., Adjaoud, Zeghal, and
Andaleeb, 2007), only a few papers examine the direct relationship between the
characteristics of boards of directors and firm investment.

The most investigated characteristic of board effectiveness is board compo-
sition. Heaton (2002) argues that the presence of outside directors on the board
might help mitigate managerial optimism problems and hence reduce the invest-
ment distortions inherent to managerial overconfidence. Brown and Sarma’s (2007)
findings provide empirical support for Heaton’s argument.
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Chung, Wright, and Kedia (2003) examine board composition and find a sig-
nificant and positive correlation between firm value and investment, as measured
by both capital and R&D expenditures for firms with a high proportion of outside
directors. Hutchinson and Gul (2004) conclude that firms with a higher proportion
of nonexecutive directors on the board experience a weaker negative relationship
between growth opportunities and performance. Malmendier and Tate (2005) find
that the number of outside directors who are currently CEOs in other companies
has a weak negative effect on investment cash flow sensitivity.

Knyazeva et al. (2008) test the hypothesis that managers shirk with regard
to information acquisition. The hypothesis suggests that managers rely on pub-
lic information rather than on firm-specific private information about investment
opportunities when making investment decisions, leading to comovement in in-
vestment. The authors find that board independence decreases this comovement.
They also find that levels of R&D activity are higher when the boards are more
independent and that board independence increases the dispersion of R&D spend-
ing across firms in the industry. More recently, Knyazeva and John (2009) show that
during negative industry cash flow shocks, an increase in board independence is as-
sociated with a higher change in capital expenditure and R&D as a fraction of total
assets. Their evidence shows no such association effects from board independence
during good times (i.e., during positive industry cash flow shocks). Accordingly,
they conclude that board independence mitigates investment conservatism during
bad times.

Faleye (2007) examines another aspect of the board of directors. He studies
the effect of classified boards (a structure for a board of directors in which a portion
of the directors serve for different term lengths, depending on their particular
classification) on R&D and long-term physical assets. He concludes that classified
boards are associated with a decrease in R&D spending as well as a decrease in
capital expenditures on new property, plant, and equipment. Faleye also finds
that classified boards are associated with firm value reduction, thus excluding the
potential explanation that firms with classified boards reduce capital spending and
R&D whenever doing so is optimal.

The governance role played by the board of directors in reducing investment
distortions is limited. First, the CEO may control the information received by the
board, which affects the board’s judgment. Second, as Song and Thakor (2006) sug-
gest, career concerns may lead even an independent board to be ineffective. They
argue that career concerns induce the board to distort its investment recommen-
dation pro-cyclically. In particular, career concerns tempt the board to overinvest
during economic upturns and to underinvest during economic downturns.

Ownership Structure

Ownership structure is one of the main corporate governance mechanisms serving
to mitigate the manager-shareholder conflict. The financial literature focuses on
the influence of insider ownership and ownership concentration.

Insider Ownership
Since the seminal work by Berle and Means (1932) on the consequences of the
separation of ownership from control, numerous studies have tried to identify
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the effect of insider ownership on corporate value (e.g., Jensen and Meckling,
1976; Demsetz and Lehn, 1985). Morck, Shleifer, and Vishny (1988) document
a nonmonotonic relation between directors’ ownership and firm performance:
Tobin’s q increases up to an ownership level of 5 percent, then decreases in the
5 percent to 25 percent range, and increases again beyond 25 percent. The authors
argue that there are two conflicting effects: an alignment effect (when ownership is
less than 5 percent or over 25 percent) and an entrenchment effect (when ownership
is between 5 percent and 25 percent).

Building on these results, Hadlock (1998) and Pawlina and Renneboog (2005)
point out that investment cash flow sensitivity depends on insider ownership
in a nonmonotonic way. The results of Hadlock, using U.S. data, show that the
investment to cash flow relation results from asymmetric information. However,
evidence by Pawlina and Renneboog, using U.K. data, tends to support the free
cash flow hypothesis. The authors contend that overinvestment is attenuated when
managers’ and shareholders’ interests are aligned.

Pindado and de la Torre (2009) follow a similar approach for Spanish firms.
In order to distinguish the role of ownership structure in the two alternative cases
(asymmetric information and managerial discretion), they differentiate firms ac-
cording to their propensity to suffer from underinvestment or overinvestment. To
do so, they use a free cash flow index and a criterion for financial constraints.
Consistent with Pawlina and Renneboog (2005), Pindado and de la Torre docu-
ment that the convergence of interests between owners and managers reduces
overinvestment problems.

Ownership Concentration and the Presence
of Large Shareholders

Ownership concentration, particularly the presence of large shareholders, plays
a prominent role in promoting good corporate governance (Shleifer and Vishny,
1997). Many empirical studies show that the presence of large outside sharehold-
ers can reduce investment distortions. On the one hand, enhanced monitoring by
large shareholders decreases the overinvestment of free cash flows by manage-
ment (Chirinko and Schaller, 2004; Richardson, 2006). On the other hand, these
activist shareholders can spend time and effort to gather information about in-
vestment projects. Consequently, they help reduce information asymmetries and
hence underinvestment problems (Goergen and Renneboog, 2001; Pawlina and
Renneboog, 2005).

Garvey (1992) finds, however, that concentrated share ownership is unrelated
to the magnitude of free cash flow, suggesting that large shareholders are not par-
ticularly effective in resolving the free cash flow problem. These results may be
attributed to the negative entrenchment effects associated with large shareholders
(Shleifer and Vishny, 1997). Pindado and de la Torre (2009) show that ownership
concentration reduces the sensitivity of investment to cash flow in both underin-
vestor and overinvestor firms. By contrast, in the presence of controlling owners,
as when ownership concentration is above 87 percent, underinvestment and over-
investment problems are exacerbated. Wei and Zhang (2008) and Chen, Xu, and
Yu (2009) study the effect of the separation of ownership and control of the largest
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shareholders on investment. They provide evidence that cash flow rights have a
positive enhancement effect and control rights have a negative entrenchment effect
on investment.

Governance Scores

Hasan, Kadapakkam, and Kumar (2008) examine the effect of corporate governance
quality on investment decisions. They try to identify whether financing constraints
are attenuated in the presence of higher quality corporate governance rules. They
develop three aggregate indices of corporate governance for seven Pacific Rim
emerging economies measuring business environment, legal environment, and
investor rights. The authors also develop an overall index of corporate governance.
Their empirical results show that better quality corporate governance reduces the
reliance of firms on internal resources and facilitates access to capital markets.
These results imply that improvements in corporate governance rules serve to
mitigate the underinvestment problem stemming from asymmetric information
between managers and investors.

In order to address the opportunistic behavior of managers, Bøhren, Cooper,
and Priestley (2007) use the corporate governance index defined by Gompers, Ishii,
and Metrick (2003) to test the influence of corporate governance mechanisms on
the efficiency of real investment decisions in a sample of U.S. manufacturing firms.
The authors show that investment decisions are more sensitive to investment op-
portunities for well-governed firms than for poorly governed firms. Furthermore,
their results suggest that better corporate governance induces managers to invest
more and to manage their investments more efficiently. Still, in poorly governed
firms, managers invest less, implying that they underinvest. Bøhren et al. conclude
that good governance improves the efficiency of capital allocation within firms by
mitigating the underinvestment problem caused by managers’ laziness. Harford,
Mansi, and Maxwell (2008) find that firms with weaker governance dissipate their
cash reserves more quickly than well-governed firms. The results show that poorly
governed managers prefer spending their cash on acquisitions rather than internal
investment such as capital expenditures and R&D, and that these acquisitions often
reduce future profitability.

SUMMARY AND CONCLUSIONS
Managers do not usually choose efficient or suitable investment decisions. Further,
investment distortions may occur especially when information is not equally well
known to management and investors. Three main factors may explain the ori-
gin of inefficient investment decisions. First, the asymmetric information between
managers and external suppliers of funds increases the cost of external financing,
inducing the managers to reject some positive NPV projects. Second, according to
agency theory, managers’ discretion and their desire to maximize their own wealth
gives rise to different kinds of investment distortions. Indeed, managers could
prefer to build empires, maximize their compensation, secure their career, or shirk
their responsibilities. Such behavior may lead them to underinvest or overinvest or
to choose projects that are more or less risky than is optimal. Finally, overconfident
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managers may overvalue their investment projects and therefore overinvest the
internal resources of their firms.

Several corporate governance tools are designed to resolve asymmetric infor-
mation and agency problems. These mechanisms help to ensure better investment
decisions and attenuate investment distortions. This chapter covers the use of lever-
age as a disciplining mechanism; the role of structured managerial compensation,
which provides shareholder alignment incentives to managers; the monitoring role
of the board of directors; and the ownership structure, which can serve as a tool to
attenuate asymmetric information. Empirically, the extant literature fails to estab-
lish without ambiguity the real impact of the quality of corporate governance in
reducing investment distortions.

DISCUSSION QUESTIONS
1. Why do some authors view investment cash flow sensitivity as a symptom of

underinvestment while others see it as a symptom of overinvestment?
2. Why do some managers prefer to invest in projects with short-term perfor-

mance?
3. Why do some managers follow other managers in their investment decisions, a

behavior known as herding?
4. Are boards of directors typically effective in reducing investment distortions?

Why or why not?
5. Does the presence of large shareholders attenuate investment inefficiencies?
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INTRODUCTION
Project evaluation is critical to the success of almost any firm. Conceptually, two
economic forces are set against each other, risk or cost versus reward or benefit.
In the case of a project, an investment is expected to generate cash flows that not
only recover the investment but also generate additional cash flows to compensate
for the investment’s risk. The best possible scenario is a project that generates
cash flows that overcompensate for the project’s risk. Consequently, firms should
actively seek any project that compensates (or overcompensates) for the risky
investment.

Although this process is not conceptually difficult to understand, the process
is much more complex in practice. A firm can generate the source of funds for an
investment using new debt, the capital created from the firm’s existing operations
(i.e., internal equity), or an issue of new equity. Because these sources of capital
have differential risk and tax burdens, the choice of the capital mix is of strategic
importance and the offsetting compensation by the project may need to account
for the differential risk within the capital mix.

Further, the cash flow needed to compensate for the investment is not clearly
defined. Net income is not the same as cash flow because net income includes
noncash expenses such as depreciation and also includes expenses that provide
tax savings (or tax breaks) such as interest on debt. Some definitions of cash flow
include a portion of the interest on debt (i.e., the tax savings generated from the
interest on debt) and do not subtract it out as is the case when calculating net
income. Other definitions of cash flow eliminate the tax benefit of debt completely.

Given an acceptable definition of cash flow, how much compensation for risk
should a project provide? Overcompensation is certainly desirable, but the deeper
issue is really about how much risk is associated with the project. Is the risk
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commensurate with the cost of raising the funds for the project measured as the
return desired by the providers of the sources of the funds, issuers of debt, and
shareholders? Or is the risk a completely unique attribute of the project separate
from the choice of funding? Although these two issues may seem separate, the
issues are related because even if one prefers to see risk as unique to the project,
the risk-adjusted return for the project must be higher than the return associated
with raising funds or no value is created. In other words, if a credit card is the sole
source of funding at a rate of 14 percent annually, projects that produce less than a
14 percent annual return should not be considered even when the project’s return
is appropriate for the project’s level of risk.

Each of these issues directly or indirectly begins in the finance literature with
the work of Modigliani and Miller (1958) (hereafter MM). MM developed a theory
for the value of a firm that is funded with a combination of debt and equity.
With the removal of many frictions, debt and equity are viewed to be equivalent
as sources of funding. Once frictions are introduced in later papers, the strategic
nature of using debt or equity begins to emerge. Although MM focuses on firm
valuation, it becomes the starting point in the literature for project valuation,
particularly regarding the mix of debt and equity used for funding a project and
the calculation of cash flows. In this chapter, the methods discussed for evaluating
a project are net present value (NPV), internal rate of return (IRR), and economic
value added (EVA). NPV and EVA both allow comparing the project’s benefit
through cash flow generation versus the investment/cost to generate cash flow.
NPV and EVA are measured in units of monetary value with the monetary value
being the additional value created for the firm from investing in the project. IRR is
a special case of NPV and is the actual percentage return generated by a project.
To determine if the project’s IRR is sufficient to justify its risk/cost, the project’s
return needs a benchmark return (sometimes called a “hurdle rate” or “cutoff rate”)
for comparison.

In the United States, NPV and IRR are the most popular means for performing
a project evaluation (Graham and Harvey, 2001; Ryan and Ryan, 2002). EVA is a
more recent metric that has generated great interest and shares some attributes
with NPV. However, the same valuation issues mentioned previously need to be
addressed within each method: an appropriate definition of cash flow, the effect
of the capital mix for funding the project, and the level of compensation that is
sufficient relative to the risk/cost of the project.

The chapter begins with a discussion of NPV and how IRR relates to NPV to
set a basis for the rest of the chapter. The chapter continues by introducing two
definitions of cash flow followed by intertwined issues concerning tax shields, risk,
and the appropriate discount rate for the cash flows. Putting some of these issues
aside, a dynamic version of NPV is introduced to demonstrate the limitations of
the textbook version of NPV. The final part of the chapter focuses on EVA, which
is compared and contrasted with NPV with a further discussion of the managerial
benefits that emerge from EVA.

NPV AND IRR
The NPV of a project is the sum of the discounted cash flows (inflows) less the
sum of the discounted costs (outflows). If the NPV is zero, the project returns a
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rate equal to its discount rate. If the project’s NPV is greater than zero, its return
exceeds its discount rate and the value of the NPV calculation is the additional
value created from executing the project. Related to the NPV calculation is the
IRR, which is the discount rate that sets the NPV to zero and can be viewed as
the “true” return of the project. Logically, a project with an NPV greater than
zero should generate an IRR that is greater than the discount rate, but that may
not be the case because the IRR depends on when inflows and outflows occur
through time.

If a project has a textbook structure in which an initial cost (cash outflow)
is followed by future cash inflows, the initial logic of NPV being greater than
zero reflecting an IRR greater than the discount rate is correct. However, sup-
pose a project’s cash flows are the receipt of $100 today (i.e., an inflow of $100)
for a service to be provided one year from today at a cost of $112. The IRR is
12 percent annually because discounting the cost at 12 percent annually is ex-
actly equal to the $100 received today. If the discount rate is lower than the IRR of
12 percent, the project loses money even though the IRR is greater than the discount
rate. Consequently, unless the project cash flows follow the textbook structure, the
relationship between IRR and NPV is not directly transparent.

Although IRR is the subject of another chapter, this issue of how IRR and
NPV are related is important here. In practice, an appropriate discount rate is not
always available to assess the NPV of a project. In this case, an NPV profile is
generated (i.e., the NPV is calculated for multiple discount rates), and IRRs (there
can be multiple IRRs for a project depending on when cash inflows and outflows
are received through time) are assessed against a hurdle or cutoff rate (i.e., the IRR
must exceed the hurdle or cutoff rate). Most often, the hurdle or cutoff rate is the
return necessary for raising funds for the project. Further, even when a discount
rate is readily available, if the discount rate is less than the return necessary for
raising funds for the project, the project may still be acceptable if the IRR exceeds
the return necessary for raising funds for the project.

Returning to the discussion of NPV, other aspects about the presentation of
NPV within textbooks and business curricula need to be addressed. The discount
rate for the NPV calculation is generally considered to be constant similar to the
yield to maturity on a bond even though future cash flows are more uncertain and
generally higher rates are assessed when cash flow is withheld for a greater period
of time. Although a constant discount rate can be generated to produce a correct
NPV, the finance literature tends to simplify the evaluation process by using a
constant rather than a dynamic discount rate. Given the complexity of actually
executing a project, oversimplifying an evaluation mechanism for a project may
seem disingenuous. Thus, another section of the chapter addresses the dynamic
aspect of NPV.

The chapter next addresses the cash flows generated by a project. These ex-
pected cash flows are uncertain because they occur in the future. Yet, the typical
textbook version of NPV tends to disregard this aspect of the project by assuming
a constant discount rate despite the fact that more distant cash flows are generally
more uncertain than closer cash flows. The discussion of a dynamic NPV later
in the chapter addresses this issue. In theory, both discount rates and cash flows
should be viewed as dynamic. However, the more immediate concern is calculating
a project’s cash flows, which is the subject of the next section.
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CASH FLOWS
Profit (revenue less expenses) serves as a starting point for calculating cash flow
However, cash flow is more complicated than profit because some expenses are
operational (e.g., cost of goods sold) and some expenses are more long-term in-
vestment oriented (e.g., the purchase of equipment). These two types of expenses
must be disentangled from tax-driven expenses, such as depreciation in which no
physical money is actually spent. Tax is also an expense, but the treatment differs
somewhat from other expenses in that it is not a matter of merely paying tax, but
also expensing so as to avoid additional tax. When a firm avoids paying additional
taxes, the savings may or may not be viewed as a part of the cash flow.

Operating expenses (e.g., cost of goods sold and selling, general, and admin-
istrative expenses) are included in calculating net income (also known as earnings
after tax [EAT] or profit after tax [PAT]). The investment-oriented expenses are sep-
arate from net income and are changes in accounts on the balance sheet: a change
in fixed assets to reflect new fixed asset purchases and a change in net working
capital, where net working capital is current assets less current liabilities (assum-
ing no accruals in current liabilities). Other expenses (depreciation and interest
expense) within net income have to be removed, but a question remains regarding
the tax consequences associated with removing these expenses. Net income less
depreciation less interest expense is equivalent to:

(Revenues − Operating Expenses) (1 − Tax Rate)
+Depreciation (Tax Rate) + Interest Expense (Tax Rate) (4.1)

Essentially, this adjustment to net income (often called an operating cash flow)
focuses on operating expenses and the tax savings created by depreciation and the
interest expense. Other variations of this calculation include:

EBIT (1 − Tax Rate) + Depreciation + Interest Expense (Tax Rate) (4.2)

EBIT is the earnings before interest and taxes and is calculated as revenue less
operating expenses less depreciation. EBIT(1 – Tax Rate) is often called NOPAT
(net operating profit after taxes) or EBIAT (earnings before interest after taxes).
Although Equation 4.2 is equally valid, the preference in this chapter is to use the
calculation in Equation 4.1 because of the direct calculation of the tax savings from
depreciation and interest expense.

To produce the appropriate cash flow for project assessment, Equation 4.1 is
reduced by the change in net working capital and the change in fixed assets (i.e.,
the investment expenses from the balance sheet). This cash flow is called the capital
cash flow (CCF) from Ruback (2002) or the cash flow from assets (CFA) as shown
in Ross, Westerfield, and Jordan (2009):

CFA = (Revenues − Operating Expenses)(1 − Tax Rate) + Depreciation (Tax Rate)

+ Interest Expense (Tax Rate) (4.3)

− Change in Net Working Capital − Change in Fixed Assets
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Generally, the initial investment for the project is a particular case of CFA that
only has the cash outflow of both a fixed asset purchase (i.e., change in fixed assets)
and an increase in net working capital (i.e., change in net working capital). Other in-
vestments in fixed assets and net working capital may occur throughout a project’s
life, but the expectation is that inflows generated from operations will more than
compensate for these expenses. Should this not occur and expenses/losses occur
during the project, a case of multiple IRRs can emerge, making an NPV profile
necessary to evaluate the project.

However, an alternate definition called free cash flow (FCF) is consistent with
texts such as Damodaran (1994), Brigham and Ehrhardt (2011), and Graham, Smart,
and Megginson (2010). FCF is similar to CFA except that the tax savings from the
interest expense is not included in the calculation.

FCF = (Revenues − Operating Expenses)(1 − Tax Rate) + Depreciation (Tax Rate)

−Change in Net Working Capital − Change in Fixed Assets (4.4)

Petty and Rose (2009) note the difference in the definition of cash flow is
an inconsistency within finance textbooks, but conclude that the difference is a
minor issue while emphasizing the need to have the cash flow reflect back to the
accounting statement of cash flow. The CFA definition is more consistent with the
accounting statement of cash flow because it defines the cash flow to creditors
(CFC) as the interest expense less the change in long-term debt. The cash flow to
shareholders (CFS) is defined as dividends less the change in the stock account.
The following reconciliation of the balance sheet emerges:

CFA − CFC − CFS = 0 (4.5)

By extracting the change in the cash account from the change in net working
capital (i.e., adding back the change in cash to CFA) in Equation 4.5, the adjusted
reconciliation mirrors the accounting statement of cash flow when all accounts are
separated within the calculation of CFA, CFC, and CFS.

CFA + Change in Cash − CFC − CFS = Change in Cash (4.6)

However, mirroring the accounting statement of cash flow is insufficient justi-
fication to promote using CFA over FCF. One possible resolution to using FCF over
CFA is to view FCF as the all-equity equivalent (i.e., if a firm/project has no debt
funding) of CFA and consequently, when discounted, FCF should be discounted at
a lower rate relative to CFA. Using “k” as the discount rate for FCF and “�” as the
additional discounting needed for CFA (define CFA as FCF + interest expense(tax
rate)), the following identity emerges:

FCF/(1 + k)N = [FCF + (Interest Expense)(Tax Rate)]/[(1 + k)N(1 + �)N] (4.7)

Solving for �:

� = [1 + (Interest Expense)(Tax Rate)/FCF]1/N − 1 (4.8)
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Notice that the effect of � dissipates as N increases, making the discount rate
for CFA converge in time to the discount rate for FCF. In one sense, the difference
between the two cash flow definitions from a risk-adjusted basis matters little at
some point in the future.

Although the difference between the two cash flow calculations may conve-
niently dissipate through time, there are still some pragmatic issues to address.
Is the scale of a project really unaffected by the level of debt? In a sense, stating
FCF as the all-equity equivalent of CFA implicitly grants a firm ownership of all
of the assets necessary for the project (i.e., eliminating debt from the balance sheet
does not offset an equal elimination of assets because the equity is simply scaled
up to offset the debt). If the firm does not use debt, it would most likely invest in
smaller scale projects that generate less cash flows. In other words, the all-equity
equivalent of CFA would most likely be a cash flow that differs by more than just
the tax savings from interest because the scale of the project would most likely be
smaller as well. To illustrate this point, consider the scale of an individual’s assets
without the ability to have a mortgage to buy a house. The individual’s assets will
most likely be smaller and having this property as an investment vehicle (i.e., a
project) would not exist.

No convenient solution is available for this conundrum because one can only
conclude that debt used prudently makes a project more valuable by increasing
the scale of the project and its associated operations beyond simply the value of the
tax savings from interest. Perhaps the additional value compensates for the default
risk that is present with debt but not with equity. Or the added value as suggested
by Jensen (1986) is the curbing of agency issues with management. Management
becomes more efficient in order to avoid the default risk from issuing debt. The
main conclusion becomes that when considering value that debt may add to a
firm or project, the value generated by debt is not fully captured as the difference
between FCF and CFA. Putting this issue aside, much of the finance literature in
the area focuses on the effect of the tax savings from interest. The main question is:
How should this tax savings be discounted or valued, if at all? Further, although
risk-adjusted discount rates have yet to be fully addressed, this aspect of project
evaluation along with the capital mix for funding projects are part of this debate
and are discussed in the next section.

TAX SAVINGS, DISCOUNT RATES, AND THE
FUNDING MIX OF CAPITAL
In the previous section, the notion of the appropriate cash flow became a choice
between FCF and CFA where the two calculations differed by the tax savings
from interest. Using Modigliani and Miller (1958) as a basis, Myers (1974) suggests
separating the tax savings from interest in the cash flow within the valuation
process. Myers names the technique the adjusted present value (APV), which is a
combination of the NPV applied to FCF and a separate valuation of the tax savings
from interest. An individual discounted cash flow becomes:

FCF/(1 + k)N + [(Interest)(Tax Rate)]/(1 + q)N (4.9)
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“k” is a discount rate associated with equity as the sole source of financing (i.e.,
an all-equity discount rate with the appropriate level of risk) and “q” is a lower
rate because interest payments are not as volatile as earnings. Appealing to MM,
“q” would be set to the risk-free rate. Myers does not necessarily advocate setting
“q” to the risk-free rate, but makes the conclusion in order to fit the analysis back
into the context of MM.

Summing the discounted FCFs with “k” and then subtracting the amount of
investment is equivalent to the NPV using FCF. The second portion of Equation
4.9 equates to summing the discounted tax savings from interest over time and is
the additional value generated from using debt financing for the project. Exten-
sive debate concerns the choice of the discount rates “k” and “q” within an APV
analysis. Before discussing the debate, note that if “k” and “q” are both equal, then
Equation 4.9 is equivalent to discounting CFA with “k” (remember, k = q) as the
discount rate.

FCF/(1 + k)N + [(Interest)(Tax Rate)]/(1 + k)N = CFA/(1 + k)N (4.10)

In assessing APV, Luehrman (1997) suggests, similar to Myers (1974), using a
discount rate from an equivalently risky firm that has no debt for “k,” but proposes
using a slightly higher rate than the interest rate on debt for “q” to account for the
possibility of financial distress. Ruback (2002), based on Ruback (1986) and Arditti
and Levy (1977), states that the appropriate cash flow is CFA (Ruback calls it
a capital cash flow or CCF) and should be discounted using a pretax weighted
average cost of capital (P-TWACC):

P-TWACC = kD(D/V) + kE(E/V) (4.11)

“kD” and “kE” are the returns demanded on debt and equity, respectively. “D”
and “E” are the debt and equity levels of the firm, respectively, and when summed
equal “V.” This is equivalent to setting “k” and “q” both equal to the P-TWACC
in Equation (4.9) or using P-TWACC for “k” in Equation (4.10). In essence, Ruback
as well as Arditti and Levy do not agree that the tax savings from interest should
have a different discount rate than the FCF portion of the cash flow. This is an
implicit assumption that the tax savings from interest and FCF have equivalent
risk. Further, the cost of capital calculation is taken on a pretax basis so as not to
double count the tax benefit of the interest on debt within the cash flow and within
the discount rate.

Before Ruback (2002) echoed the analysis of Arditti and Levy (1977), the Arditti
and Levy paper sparked some debate. Ben-Horim (1979), Bourdreaux and Long
(1979), Ezzell and Porter (1979), and Shapiro (1979) either question the use of CFA
and P-TWACC instead of FCF and the after-tax weighted average cost of capital
(A-TWACC) or demonstrate under what conditions both are equal.

A-TWACC = kD(1 − Tax Rate)(D/V) + kE(E/V) (4.12)

One other portion of the debate was whether A-TWACC was a better cutoff
rate than the higher P-TWACC. In other words, the debate concerned the appro-
priate rate to use to compare to a project’s IRR for making a judgment about the
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acceptability of the project. Another portion of the debate was whether CFA is in-
consistent with any cost of capital calculation that assumed a constant proportion
of debt relative to equity.

This is an important issue because if the tax savings from interest changes
through time (i.e., during the life of the project), then the debt level and/or the
proportion of debt within the funding could change as well. Alternatively, the
tax savings from debt may not change through time, but equity could increase or
decrease proportionately, making the cost of capital change through time indepen-
dent of the tax benefit of debt. In essence, there may be an implicit assumption that
the debt and equity proportions of funding are constant and that the tax benefit of
the interest is also constant. In reality, both interest payments and debt proportion
within funding are unlikely to be constant at the same time unless the economy is
also in a constant state.

Chambers, Harris, and Pringle (1982) also discuss this issue. In order to main-
tain a constant proportion of debt and equity, the firm needs to increase debt as
equity increases in value during good economic times and sell debt when equity
decreases in value during poor economic times. However, funding is really a func-
tion of the firm (i.e., the creditworthiness of the firm as a borrower, not the project,
attracts debt financing; Harris and Pringle, 1985) and is not assigned to specific
projects. As a result, the change in the tax benefit of debt upon the project is not
of consequence even though the level of debt and the level of interest on the debt
may be changing. However, this implies that firms consciously and continuously
monitor the debt and equity mix, which may or may not be true. If true, is the
monitoring for strategic advantages rather than for project evaluation metrics?
Consequently, the reason for monitoring debt and equity levels may be correlated
with project evaluation metrics, but the correlation is unlikely to be perfect.

Continuing with reconciling between CFA, FCF, A-TWACC, and P-TWACC,
Ruback (2002) demonstrates that if the cash flows are taken into perpetuity and if
market prices reflect book value, FCF discounted by A-TWACC is equivalent to
CFA discounted by P-TWACC. Notice that A-TWACC can be adjusted to contain
P-TWACC:

A-TWACC = P-TWACC − kD(Tax Rate)(D/V) (4.13)

Taking a discounted value of FCFs into perpetuity using A-TWACC as the
discount rate, it can be shown that it is equal to the associated discounted CFAs (=
FCF + kD(D)(Tax Rate)) in perpetuity using P-TWACC as the discount rate. The
value of the perpetuity “V” is assumed to be equal to the book values of E and D
added together.

V = FCF/A-TWACC = FCF/[P-TWACC − kD(Tax Rate)(D/V)]
V[P − TWACC − kD(Tax Rate)(D/V)] = FCF
V(P − TWACC) − kD(D)(Tax Rate) = FCF
V = [FCF + kD(D)(Tax Rate)]/P-TWACC = CFA/P-TWACC

(4.14)

A similar proof can also be performed when valuing a single FCF using A-
TWACC as the discount rate that occurs one period in the future. However, when
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there are a limited number of multiple cash flows in the future, the equivalence
between FCF with A-TWACC and CFA with P-TWACC disappears, creating a
relationship/difference similar to that displayed in Equation 4.8.

One issue ultimately disappears from the debate and remains unresolved:
Should the tax savings from interest be discounted at a rate lower than FCF?
The closest resolution appears to be either CFA discounted with the P-TWACC,
meaning that FCF and the tax savings from interest are discounted at an equivalent
rate, or the tax savings from interest is encompassed in the A-TWACC calculation
used to discount FCF.

Most of this literature focuses on firm valuation and is adapted to project
valuation within this chapter. Without much debate, the firm’s cost of capital,
whether pretax or after-tax (usually after-tax is the accepted norm), is universally
viewed as the correct discount rate for finding the value of the firm. However, a
project is different in the same sense as an individual security within a portfolio.
The portfolio may generate a specific return, but that specific return is not the return
produced by all of the securities within the portfolio. Consequently, the weighted
average cost of capital (WACC) may provide a hurdle or cutoff rate for projects
(i.e., new projects that cannot generate enough return to compensate for risk and
be higher than the cost of capital are unacceptable). Yet, WACC is not necessarily
the correct risk-adjusted rate for evaluating the project. For example, assuming a
credit card that charges annual interest of 16 percent is the sole means of funding
available (i.e., the cost of capital), purchasing a AAA-rated bond does not also
make the bond’s discount rate 16 percent. Further, the bond is a project/purchase
that cannot be considered because the appropriate risk-adjusted return will most
likely not be higher than 16 percent to compensate for the cost of funding even
though the risk has been appropriately compensated.

Harris and Pringle (1985) state that the WACC works as a project discount
rate only when the project has the same average risk as the firm or as the firm’s
operations. Such projects are generally extensions of existing operations. Even
when such conditions exist, a dynamic version of the cost of capital (for reasons
stated previously) is likely to be appropriate as debt levels or proportion rela-
tive to equity change through time. Miles and Ezzell (1985) and Inselbag and
Kaufold (1997) suggest schemes for making the cost of capital dynamic through
time. What if the project is something new and innovative or has a different risk
profile than the firm that warrants a discount rate different from the firm’s cost
of capital?

Risk-adjusted discount rates can be implied from publicly traded firms that
have the same risk profile as the project. Appealing to the capital asset pricing
model (CAPM) (Sharpe, 1964), a CAPM beta can be extracted from the compara-
ble firm’s discount rate and adjusted for the debt level pertaining to the project
(Hamada, 1972). However, a market-implied beta does not necessary correspond
to a real asset beta (Ang and Lewellen, 1982; Gahlon and Gentry, 1982). Fur-
ther, the added complexity of CAPM can trigger more opportunities for mistakes
(Fernandez, 2007) even when assuming the CAPM is correctly specified. This does
not suggest that trying to find an appropriate risk-adjusted rate for a project is an
unimportant or impractical task. However, the task adds more complexity to cor-
rectly specifying a project’s NPV particularly when compared to finding a WACC
coming from data that are a matter of record.
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Ultimately, decision makers face a dilemma when they cannot determine a
risk-adjusted rate. For example, this difficulty can occur when a project has non-
normal cash flows (i.e., the cash flows have more than one change in sign from
negative to positive), which implies the possibility of having multiple IRRs. If a
project has multiple IRRs, the NPV will fluctuate more than once between positive
and negative values as the discount rate changes. Making an investment decision
in this setting can be difficult and the fact that a project’s risk outweighs its benefits
could be completely obscured. Firms can use strategies such as launching the
project on a smaller scale to learn more about the project, which is in the realm
of analysis called “real options.” However, such strategies and their analysis are
the subject of other chapters. The next section addresses dismantling NPV to make
the process more dynamic in viewing cash flows and discount rates for these
cash flows.

DYNAMIC NPV
Although the issue of FCF versus CFA is not technically resolved, the follow-
ing numerical examples consider FCF as the appropriate cash flow for the project.
Exhibit 4.1 displays the FCFs for a project over a five-year period. Also, the project’s
initial investment occurs in period zero, which is consistent with textbook treat-
ments of NPV. This is done for clarity purposes and is not a limitation of the
dynamic NPV process.

The FCFs in Exhibit 4.1 appear to be projected into the future with perfect cer-
tainty, which is an oversimplification and does not reflect reality. The cash flows are
“expected” in the probabilistic sense meaning the actual cash flow that occurs can
vary substantially from the values reported in the exhibit, particularly values that
are more distant into the future. Given this growing degree of uncertainty or risk
that emerges in the future, higher discount rates should be used to discount posi-
tive cash flows that are farther into the future. As mentioned earlier in the chapter,
despite logical arguments for having a discount rate that changes relative to the
risk of the cash flow, textbook treatments of NPV generally use a constant discount

Exhibit 4.1 Calculation of FCFs for a Five-Year Project

Year 1 Year 2 Year 3 Year 4 Year 5

Revenue (Rev) $70,000 $70,000 $69,000 $66,000 $65,000
Operating expenses (OE) 53,000 55,000 56,000 53,000 51,000

Rev – OE 17,000 16,000 13,000 13,000 14,000
(Rev – OE)(1 – 0.40) 10,200 9,600 7,800 7,800 8,400
Tax savings on depreciation (40 percent) 2,800 2,800 2,800 2,800 2,800
Change in net working capital 1,000 1,650 400 1,130 835
Change in fixed assets 0 0 0 0 0

Free cash flow (FCF) $12,000 $10,750 $10,200 $9,470 $10,365

This exhibit shows the calculation of the free cash flow for a five-year project. The depreciable basis of
the initial investment is $35,000. Because the firm uses straight-line depreciation with no salvage value,
the annual depreciation expense is $7,000. The tax rate is assumed to be 40 percent.
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rate similar to how a yield to maturity is applied to a bond’s cash flows, even
though a yield curve generally demonstrates that interest rates vary by maturity.

Hayes and Garvin (1982) as well as Hodder and Riggs (1985) address issues
with cash flows becoming more variable the farther into the future the cash flow
occurs and using a different discount rate for cash flows with different risk profiles.
Although these issues have an intuitive appeal, resolving them within a textbook
presentation of NPV is difficult. However, once analysts view NPV in a more
dynamic form, other analyses such as sensitivity analysis and Monte Carlo sim-
ulation can be viewed as other means of capturing this dynamic aspect of NPV.
Exhibit 4.2 reintroduces the FCFs from Exhibit 4.1 with probability distributions
and appropriate discount rates that grow when more risk is evident within the
given cash flow.

The next step is to find the annual expected cash inflow for each year. The
expected cash inflow is calculated by multiplying each possible observation by its
associated probability and then summing the result (e.g., in Year 1, the expected
cash flow is $12,000 = 0.50($15,000) + 0.50($9,000)). Next, each expected cash flow

Exhibit 4.2 Project Cash Flows and Discount Rates

$35,000
Initial Cash Outflow Cash Inflow Probability Discount Rate (%)

Year 1 $15,000 0.50 8.0
9,000 0.50

Year 2 20,000 0.25 8.7
9,000 0.50
5,000 0.25

Year 3 30,000 0.10 9.3
11,000 0.15

9,000 0.50
5,000 0.15
3,000 0.10

Year 4 50,000 0.03 10.2
14,000 0.07
10,000 0.15

9,000 0.50
5,000 0.15
3,000 0.07
1,000 0.03

Year 5 80,000 0.03 12.9
17,000 0.05
12,000 0.07
10,000 0.10

9,000 0.50
5,000 0.10
3,000 0.07
1,000 0.05

500 0.03

This exhibit shows the probability distributions underlying the FCFs presented in Exhibit 4.1 and
appropriate discount rates. The discount rate increases as the uncertainty about the cash flow increases.
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Exhibit 4.3 Discounted Cash Flows and NPV

Initial Cash $35,000 Expected Discounted Expected
Outflows Cash Inflow Discount Rate (%) Cash Inflow

Year 1 $12,000 8.0 $11,111.11
Year 2 10,750 8.7 9,098.07
Year 3 10,200 9.3 7,811.59
Year 4 9,470 10.2 6,421.31
Year 5 10,365 12.9 5,650.67

Total cash inflows 40,092.75
Initial cash outflows 35,000.00
NPV $ 5,092.75

This exhibit demonstrates the discounting of expected cash flows to arrive at NPV. The differing
discount rate for each cash flow reflects its relative uncertainty.

is discounted by the associated discount rate. Finally, the NPV is calculated as the
sum of the discounted cash inflows less the initial investment of $35,000 as shown
in Exhibit 4.3.

Now that the dynamic element of NPV is displayed, how does it become hid-
den from view when NPV is presented in texts? Notice that the expected annual
cash inflow is the annual FCF from Exhibit 4.1. Consequently, even though the cash
flows are dynamic, only the expected FCF is provided without any discussion of
the probability distribution from which the expected FCF is calculated. As stated
earlier, this gives the impression that the FCF values are more precise than the cash
flows actually are. Further, a single static discount rate is used to perform all of
the discounting in the NPV calculation. Using a discount rate of 10.27 percent (or
10.270192 percent to be precise) produces the same NPV even though earlier cal-
culations are overdiscounted and later calculations are underdiscounted as shown
in Exhibit 4.4.

The simplistic model shown in Exhibit 4.4 uses only a single static discount rate
suggesting that risk is constant over all the cash flows. This single static discount
rate is actually a summary value of the different discount rates shown in Exhibit 4.3.

Exhibit 4.4 Discounted Cash Flows and NPV Using a Single Discount Rate

Initial Cash $35,000 Expected Discounted Expected
Outflows Cash Inflow Discount Rate (%) Cash Inflow

Year 1 $12,000 10.27 $10,882.36
Year 2 10,750 10.27 8,840.81
Year 3 10,200 10.27 7,607.22
Year 4 9,470 10.27 6,404.98
Year 5 10,365 10.27 6,357.39

Total cash inflows 40,092.75*

Initial cash outflows 35,000.00
NPV $5,092.75

Similar to Exhibit 4.3, this exhibit demonstrates the discounting of expected cash flows to arrive at NPV.
However, the discounting is accomplished at a static discount rate.
*Rounding error of one cent and the actual discount rate used is 10.270192 percent.
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The single discount rate simplifies the calculation, but leads many to miss the fact
that it is actually a summary figure for a more complex process. The main point
of this section is to not to suggest changing the way various finance textbooks
present NPV, but to encourage the presentation and understanding of the true
level of complexity embodied by NPV analysis. By understanding this element of
NPV, other analyses such as real option and scenario analysis become much more
transparent and more beneficial as a result.

NPV analysis including the more dynamic version presented here assumes that
the firm executes the project for its entire lifespan. Basically, the assumption implies
that once accepted, the execution of the project cannot be stopped or reevaluated.
Such an assumption is counter to what actually happens within a well-run firm.
Projects and personnel should be constantly evaluated and reevaluated through
time based on performance. Projects that looked exceptional initially may begin
to fail or risky projects may need to be expanded to capture more return. In other
words, the decision to start a project is not the last decision made on a project.
Management is generally very active regarding future and existing projects.

NPV can be enhanced by using scenario analysis and simulation analysis to
demonstrate what can potentially happen with a project through time and possibly
provide probabilities of the likelihood of certain events occurring in the future.
Most scenario and simulation analyses still have the project executed for its full
lifetime without any management interaction. However, these analyses are still
valuable because management can start to see where managerial intervention may
be critical within the execution of the project. Given that management can know
where intervention is valuable via scenario and simulation analysis, the question
remains as to how management intervention can enhance the value of the project.

Real option analysis brings in the manager during the lifespan of the project
to make critical decisions that may extend or halt the project. By introducing
active decisions by management through time, the firm can avoid potentially bad
economic situations and exploit potentially good economic situations within the
project valuation process. In theory, NPV can be made to recognize these attributes
of real option analysis, but making discount rate adjustments to the NPV analysis
outside of the real option analysis framework is difficult (Feinstein and Lander,
2002; Arnold and Crack, 2004).

Although NPV has its shortcomings as a means of analyzing capital budgeting
projects, all of these other possible analyses are rooted within NPV. Further, without
understanding NPV in its more dynamic form, comprehending or using scenario,
simulation, and real option analyses will be very difficult. While project valuation
starts with the fundamental understanding of NPV, project valuation does not
end here.

In the next section, a newer variant of NPV analysis is introduced that assesses
economic gains relative to cost in a different manner. This metric, called economic
value added (EVA), uses a structure for the project’s relevant cash flow that differs
from FCF and CFA.

ECONOMIC VALUE ADDED
In the 1990s, a new variant of cash flow emerged called EVA (O’Hanlon and
Peasnell, 1998). Although EVA has some similarities with NPV, EVA is a decidedly
different form of analysis that can be used for project valuation (like NPV) and as
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a performance measurement for managerial goals and pay bonuses (unlike NPV).
EVA, created by Stern Steward & Company, is calculated as:

EVA = NOPAT − cK (4.15)

where NOPAT = Net operating profit after taxes = (Revenues – Operating ex-
penses – Depreciation)(1 – Tax rate); c = the cost of capital; and K = operating
capital employed. EVA shares some FCF characteristics in that operating profits
are compared to investment, but it is a decidedly different calculation. FCF compo-
nents, such as a change in net working capital and a change in fixed assets, become
part of the operating capital employed and are adjusted by the cost of capital,
which would also account for the financing employed.

For example, let the cost of capital be 10 percent and calculate the EVA for
Year 1 in Exhibit 4.1. The capital employed is $36,000 ($35,000 initial cost plus the
additional net working capital of $1,000), and NOPAT is $6,000 [($70,000 – $53,000
– $7,000)(1 – 0.40)]. The EVA is $2,400 ($6,000 – 0.10($36,000)) compared to an FCF
of $12,000.

Continuing this example, the capital employed would increase by the change
in net working capital and decrease by the previous period’s depreciation (i.e., the
value of the fixed assets employed is measured net of accumulated depreciation)
with the difference between EVA and the FCF calculations still being relatively
far apart.

Related to EVA, market value added (MVA) is found by summing discounted
EVA (discounted by the cost of capital, “c,” usually A-TWACC from Equation 4.12)
through time. Some analysts believe that MVA is reflected in stock price as the
total value added from economically profitable operations. Mathematically, MVA
could be considered an NPV calculation using the cost of capital as the discount
rate and EVA as the project cash flow calculation. However, as stated earlier in
the chapter, NPV does not necessarily require the cost of capital to be a project’s
discount rate unless the project has risk that is similar to the average risk of the
firm. When the project’s risk profile deviates from the risk profile of the firm, a
risk-adjusted discount rate other than the cost of capital is appropriate. However,
within the EVA/MVA metric, the only discount rate available is the cost of capital,
creating a possible limitation to using EVA/MVA as a project valuation method.

Leaving the discount rate issue aside, EVA and MVA generally require some
alterations from traditional accounting methods to focus on value creating assets.
This requirement may make EVA even more distinct from FCF and CFA. Following
Young and O’Byrne (2001), Exhibit 4.5 displays some of the common accounting
alterations that are necessary.

Although the authors state that not all of these adjustments are necessary,
making the adjustments is no small task. The overall philosophy is to focus the
EVA calculation on the contribution of value creating assets relative to the capital
employed. Many of the adjustments above have to do with determining the correct
capital charge (cK in Equation 4.15) and undoing many practices that result in tax
savings given that tax is not part of the EVA metric.

Again, following Young and O’Byrne (2001), these adjustments can become
very difficult when the capital employed has to be divided among divisions that
use the same resources (i.e., the case when each division is responsible for its own
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Exhibit 4.5 Accounting Adjusted for Implementing EVA/MVA

� Use “successful efforts accounting” (i.e., expense any assets that do not contribute
to value such as expensing research and development costs).

� Use straight-line methods instead of amortization methods to depreciate value.
� Discount future cash costs (e.g., deferred tax expense) to current value.
� Eliminate pooling of interest accounting and incorporate off–balance sheet debt and

stock options as expenses.
� Eliminate accruals for bad debt and warranties.
� Eliminate noncash charges such as goodwill and deferred tax expenses.
� Capitalize restructuring and other special charges excluding nonoperating income

and assets.

This exhibit lists items that require modification from standard accounting entries to arrive at data
necessary for calculating EVA and MVA.

individual EVA management within a value-based management system). Possible
solutions exist where each division or unit is allotted a percentage of a given
resource as part of the capital employed. However, such distinctions are difficult
to make and an under- (over)-assessment of capital employed biases the divisional
EVA measure upward (downward). Although the task is possible, it is certainly
difficult finding an equitable solution.

Because EVA can be employed in a value-based management system where
managerial goals and bonuses are assessed through the EVA metric, the valuation
component through MVA can become difficult to assess. In theory, EVA can be split
among managers and divisions within the firm and reconstituted for the overall
firm or project to eventually generate the MVA for the overall firm or project.
Agency issues exist because managers have an incentive to manipulate EVA to
their advantage, which can lead to problems in the overall assessment of the firm
or project. Because the adjustments needed to assess the capital employed are
partially open to interpretation, the agency problem is of genuine concern.

Although this chapter focuses on valuation, when dealing with EVA, disen-
tangling the value-based management component is impossible. In fact, much of
the debate surrounding EVA can be viewed as a trade-off between the benefits of
a value-based management system versus the benefit of finding a true valuation
for a firm or project.

Baker, Deo, and Mukherjee (2009) review the extensive EVA literature based on
three issues: computational, measurement, and effectiveness. Exhibit 4.6 displays
these issues. When considering the computational issues, the consensus view is that
the book value issue can be mitigated within a large capital base. However, the issue
with differing depreciation schedules distorting EVA (because depreciation is part
of the operating income generated and part of the capital employed) is important
but may be mitigated by using MVA. The third issue concerning the complexity of
the adjustments is an issue that will not go away. Ultimately, decision makers will
have to consider the trade-off between EVA’s complexity in computation and the
potential gains from using EVA.

When considering the measurement issues, the consensus view is that EVA is
a short-term measure. However, using MVA may alleviate this problem. Although



74 Capital Budgeting Valuation

Exhibit 4.6 EVA Issues: Computational, Measurement, and Effectiveness

Computational Issues
� The use of book values.
� The effect of depreciation schedules not using straight-line.
� Complexity of adjustments.

Measurement Issues
� EVA is not different from cash flow.
� EVA is not different from residual income.
� EVA is only a short-term measure.
� EVA is only a financial measure.

Effectiveness Issues
� EVA is unsuitable for some firms.
� EVA is an absolute dollar measure and not a relative measure.
� Residual cash flow performs better than EVA.
� EVA does not explain the stock price.

This exhibit lists issues found in the literature about the calculation and interpretation of EVA.

the other issues also appear to be true, they do not represent major obstacles relative
to EVA’s benefits.

When considering effectiveness, the issues that EVA is an absolute measure
and is not correlated with stock price appear to be valid. For the latter issue, MVA
may offer a solution. However, currently no evidence shows that MVA is correlated
with stock price or that MVA is correlated with EVA.

Taken as a whole, EVA’s proponents tend to emphasize the managerial benefits
of the measure. However, there is a lack of substantive evidence that EVA or MVA
is an effective project or firm valuation metric. Although the theory that value is
created when operating income exceeds the cost of capital employed is appealing,
NPV with its risk-adjusted discount rate appears to have more substance in the
realm of project valuation.

SUMMARY AND CONCLUSIONS
Discounted cash flow methods for project evaluation tend to perform the best
relative to other methods (Kaplan and Ruback, 1996), of which NPV and IRR
are the most popular, especially in the United States. This chapter explores the
components of NPV—cash flows and the discount rate—in two different ways.
First, the calculation of cash flow generated two possible versions that differ by
the tax savings from interest on debt, FCF and CFA. Given a particular version
of cash flow, the associated discount rate also differs when the project risk profile
is similar to the average risk of the firm, P-TWACC versus A-TWACC. Similarly,
when analysts need to find a risk-adjusted rate for projects that differ in risk when
compared to the firm’s risk profile, an all-equity version of a risk-adjusted rate
or a levered version of a risk-adjusted rate can be used dependent on the cash
flow calculation. Although the issues are not completely resolved, FCF with a
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tax-adjusted discount rate (or tax-adjusted levered version of a risk-adjusted rate)
tend to be used in practice.

The second exploration of NPV expands a project’s expected cash flows into
probability distributions with different risk-adjusted discount rates for each cash
flow through time. This dynamic version of NPV allows the riskiness of the cash
flows to be more evident than what is available in the traditional textbook version
of NPV. By recombining the cash flow distributions into expected cash flows and
solving for a constant discount rate, the textbook version of NPV is re-assembled.
However, by working through the dynamic NPV, the basis for other analyses such
as scenario, sensitivity, and real option analyses becomes apparent.

The final section of the chapter evaluates a variant of NPV called EVA. EVA uses
a definition of cash flow that is different from FCF and CFA. The cost portion of the
cash flow relies on the cost of capital for assets that generate NOPAT. These assets
are not directly available from accounting statements making various accounting
adjustments necessary for calculating EVA. Empirically, EVA and MVA do not
appear to perform well as a project valuation method. However, EVA has a benefit
as a short-term metric for evaluating managers in a value-based management
system. NPV analysis cannot provide a similar metric.

DISCUSSION QUESTIONS
1. Assuming that the book value of equity and debt are the same as their market

values (V = E + D) in Equations 4.11 through 4.14, demonstrate that FCF /
(1 + A-TWACC) equals CFA / (1 + P-TWACC).

2. Why is using CFA with A-TWACC considered double counting the tax benefit
of debt?

3. Why is the constant discount rate used in the textbook version of NPV similar
to the yield to maturity measure for a bond?

4. Discuss the issue of an FCF being an all-equity version of CFA regarding the
scale of the project when debt is unavailable for funding a project.

5. If debt funding is unavailable for a project, is there a difference between CFA
and FCF and between P-TWACC and A-TWACC?

6. How do different depreciation schedules (accelerated versus straight-line) affect
EVA?
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INTRODUCTION
The previous chapter examined net present value (NPV) and economic value added
(EVA) in detail, but these are not the only two forms of project evaluation. Although
internal rate of return (IRR) is a special case of NPV in which IRR is the discount
rate that sets the NPV to zero, this chapter presents a more thorough discussion
of IRR. In particular, cases where the IRR and NPV provide divergent project
recommendations receive attention due to an extensive literature on this topic.

This chapter also examines another metric called the payback period (PB). PB
is relatively easy to calculate because it is simply the amount of time needed to
recover a project’s initial investment. This is similar to media advertising when the
savings generated by a product “pays for itself” within a set period of time. Two
other variants of PB—the discounted payback period (DPB) and the project balance
method (PBL)—are also analyzed, but neither metric captures the simplicity of
PB. Despite having no discounting element in the calculation of PB, the lack of
sophistication does not appear to detract from its usage.

The chapter has the following organization. It begins with a discussion of an
agency problem between shareholders and managers. Although many different
types of agency are present in this context, this particular version of the agency
problem focuses on management’s desire to perform well in the short-term while
possibly sacrificing longer-term performance. Based on this agency issue, PB is
then introduced as a possible by-product of the issue. To complete the discourse
on PB, two other variants, the DPB and PBL, are examined, as well.

The chapter then centers on discussing the IRR followed by the profitability
index (PI). First, the effects of cash flow timing and scale on IRR are presented to
provide some context in which NPV and IRR can disagree between two mutually
exclusive projects. The proposed solutions in the literature for when IRR and NPV
disagree are discussed. Next, the issue of multiple IRRs being present within a
project’s cash flows is examined fully with some of the solutions provided by the
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literature on the subject. The chapter concludes after a discussion of PI and how it
relates to NPV and IRR.

AN AGENCY PROBLEM BETWEEN MANAGERS
AND SHAREHOLDERS
Shareholders (the principal) hire management (the agent) to operate a firm in a
manner that accrues, as much as possible, all of the benefits to the shareholders.
However, management can choose to operate the firm in a manner that bene-
fits management at the expense of its shareholders. This is the crux of a typical
principal-agent conflict between the owner/shareholder and the manager. For
this chapter, the principal-agent conflict revolves around managers being short-
term–result oriented (Narayanan, 1985). Statman (1982) attributes this issue to
shareholders being risk-neutral and managers being risk-averse. In essence, man-
agers are more focused on meeting short-term liquidity goals than on considering
longer-term projects that may add more value to the firm. Consequently, managers
are motivated to meet near-term performance goals in order to maintain their jobs.
Because managers are risk-averse, they have no incentive to sacrifice short-term
success for longer-term, more profitable projects.

The PB calculation tends to be short-term oriented because a project is only
acceptable if the cash inflows recover a project’s initial cost (cash outflows) within a
set period of time. Following the logic of the principal-agent conflict just described,
managers have an incentive to follow project decision criteria that favor short-term
performance goals such as expedient cost recovery. Empirically, Statman and Sepe
(1984) find no connection between management incentive plans and using PB.
Later studies by Pike (1985) and Chen and Clark (1994) find a connection between
manager compensation and the use of PB.

However, the principal-agent conflict may not be the lone reason for using PB
over more sophisticated techniques. Myers (1977) discusses how the use of more
debt creates short-term liquidity needs that are important to both shareholders
and managers. He also notes that managers may dismiss better projects that cannot
produce the needed liquidity for this reason. Further, capital budgeting procedures
can vary widely depending on industry (Block, 2005).

The extant literature stresses that PB has appeal because it focuses on liquidity
(Weingartner, 1969), is easily understood both inside and outside of the firm (Long-
more, 1989; Lefley, 1996), and is less costly to use than discounted methods (Binder
and Chaput, 1996). Consequently, reasons other than a principal-agent conflict are
plausible. Following Weingartner, PB is stable and managers initially use it to cre-
ate a cycle in which projects that return cash flow quickly generate momentum
that eventually leads to longer-term bigger risk types of projects being accepted
in the future. This sort of logic is consistent with the findings of Block (1997) that
smaller firms tend to use PB for project evaluation because cash is very limited at
this developmental stage of the firm.

According to Binder and Chaput (1996), firms recognize that some projects
require sophisticated analysis whereas others do not. Because data can be difficult
or expensive to obtain (Brigham, 1975) and near-term projections are the most
certain of projected cash flows, firms perform a cost-benefit analysis regarding
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how much effort evaluating a project requires. Particularly with low-risk or low-
cost projects, PB is a good metric that exploits near-term cash flows. Thus, managers
use PB for this reason.

Other variants of the PB measure exist and are discussed in the next section
along with a more expansive description of how PB is calculated. PB has a firm
place within the capital budgeting process and many firms use PB because of
the desire for liquidity and ease of communication or because more sophisticated
techniques are unwarranted. However, other firms often use PB to supplement
more sophisticated discounted cash flow (DCF) techniques (Lefley, 1996).

THE PAYBACK PERIOD AND ITS VARIATIONS
PB is the amount of time needed for a project’s cash inflows to equal its cash
outflows on a nondiscounted basis. Cash flows are not all assumed to occur at
year end as in methods such as NPV and IRR, but are instead assumed to be
received proportionately over the course of the year. Excess cash outflows are
not considered within the metric and generally no single convenient formula is
available for calculating PB. Although PB is not conceptually difficult, many do
become frustrated with any metric that lacks a set formula. Putting such issues
aside, PB is generally easy to calculate, but will often require linear interpolation.
A simple example illustrates this point.

Suppose a project requires $1,000,000 in initial cost and then produces four
annual cash inflows of $300,000 over the next four years. After three years, the
firm has recovered $900,000 ($300,000 x 3) of the initial cost as a result of the
accumulated cash inflows. Only $100,000 of additional inflows is necessary to
completely recover the initial cost. However, more than $100,000 of cash inflows is
available in the fourth year. Here is where linear interpolation is necessary due to
the assumption of proportionate cash flows. Only $100,000 of the $300,000 in cash
inflow is needed from year four. Assume that the cash flow is evenly distributed
throughout the fourth year making only one-third (i.e., $100,000 / $300,000) of the
fourth year cash flow necessary to completely recover the initial cost of the project.
Consequently, the payback period is 3.33 years.

When taking a critical look at the PB method, three particular issues emerge.
First, the remaining $200,000 in cash inflow from the fourth year is still important in
considering the viability of the project, but is ignored when using the PB method. To
emphasize this point using an extreme example, consider whether the PB changes
if a $5 million cash inflow became available in the fifth year of the project. PB
still remains 3.33 years as cash flows occurring after the recovery of cost are of
no consequence in the PB calculation and do not affect the acceptability of the
project when using this criterion even though it represents an amount of money
substantially exceeding the money invested in the project. Second, the calculation
of PB does not consider the time value of money. This may not matter very much
with short-term, less risky projects, but not discounting cash flows is counter-
intuitive relative to techniques such as NPV and IRR. Third, the decision rule
for PB is subjective. A positive NPV (assuming certainty) indicates an acceptable
project. In the example, the payback period is shown to be 3.33 years, but does this
indicate an acceptable project? The answer is “it depends.” Each firm must set a
cutoff period for project acceptability (i.e., a maximum payback). This cutoff is a
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choice on the part of decision makers who may arrive at this cutoff period as a
result of experience rather than any economic or financial underpinning. A cutoff
of 3 years makes this project unacceptable, whereas a 4-year cutoff makes this an
acceptable project. Methods to augment PB to make it more like an NPV criterion
exist. Some evidence is available showing that the selection of the cutoff period is
not necessarily arbitrary (Yard, 2000).

Leaving the cutoff period and extraneous cash flow issues aside, two variant
methods of PB have emerged over time: the discounted payback period (DPB) and
the project balance method (PBL). The DPB method, which is credited to Rappaport
(1965), is similar to PB only because the calculations consider cost recovery through
time. Unlike PB, DPB discounts all cash flows. Just as in PB, DPB uses the same
method to determine the time needed to recover costs. In other words, DPB is the
PB methodology applied to DCFs.

Suppose a project has an initial cost of $800,000 and three annual cash in-
flows are received beginning next year: $330,000, $363,000, and $399,300, respec-
tively. Assuming a 10 percent annual discount rate, discount each cash inflow
as follows:

Year 1: $330,000/(1.10)1 = $300,000
Year 2: $363,000/(1.10)2 = $300,000
Year 3: $399,300/(1.10)3 = $300,000

The cost is recovered based on these DCFs at some point in time between the
second and third year. The first two years of discounted cash inflows recover
$600,000 of the $800,000 cost. Consequently, only $200,000 of the $300,000 (or
0.67 = $200,000/$300,000) in discounted cash inflow in the third year is necessary
to completely recover the cost. Applying linear interpolation, DPB is 2.67 years.

Although an adjustment to PB, DPB still does not consider all of the cash flows
because the calculation only considers cost recovery. Notice, just as with PB, an
additional $5 million cash inflow following the third year does not change DPB
from being equal to 2.67 years.

Placing DPB within the context of NPV and IRR is straightforward. One can
define DPB as the amount of time needed for a project to have an NPV of zero.
Further, if the DPB is equal to the length of the project, the project has an NPV of
zero and the discount rate is equal to the IRR.

Given that the DPB is more rigorous than PB but similar in complexity to
calculating the NPV, seeing the benefit in calculating DPB is difficult when an NPV
calculation includes all cash flows and provides a better analysis. Relative to the
PB calculation, DPB accounts for the time value of money (a slight improvement)
but the metric still does not account for all cash flows and has a subjective decision
rule. Although DPB tends to be infrequently used in practice (Graham and Harvey,
2001; Ryan and Ryan, 2002), this metric provides a logical connection to NPV and
IRR that has some pedagogic value.

Like DPB, PBL also has a PB element in that PBL measures the length of time
for cost recovery in a cash budgeting manner (Remer and Nieto, 1995b; Jacobs,
2007). Using the cash flows from the DPB example: initial cost of $800,000 followed
by annual cash inflows of $330,000, $363,000, and $399,300, respectively, allow
the initial cost to be carried with interest (usually the discount rate associated
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with the project, 10 percent annually in this example) until the cost is repaid by
future cash inflows. After one year, the cost is now $ 880,000 (=$800,000(1.10))
and $330,000 of cash inflow reduces the cost to $550,000 (=$880,000 − $330,000).
One year later, the cost with interest is $605,000 (=$550,000(1.10)) and $363,000 of
cash inflow reduces the cost to $242,000 (=$605,000 − $363,000). In the third year,
the cost with interest is $266,200 (=$242,000(1.10)) and is completely recovered
by the $399,300 cash inflow for that year. Using interpolation, the cost recovery
takes 2.67 years (exactly equal to DPB). However, an inconsistency exists in that
the cost accrues a full year of interest while potentially being paid off before the
end of the year. Consequently, the interpolated value is biased upward and given
the equivalence to DPB, potentially, DPB is also biased for a similar reason (i.e., the
DCF is discounted on an annual basis, while the interpolated value assumes cost
recovery earlier in the given year making the discounted cash flow too small).

Given the added complexity of DPB and PBL relative to PB, seeing why firms
use PB solely or use PB to supplement an NPV/IRR analysis is not difficult. In
the next section, the IRR is developed more fully than in Chapter 4. The IRR
is connected to DPB and PBL by being the discount rate that sets both of these
measures equal to the project’s life and is considered a rate of return measure
(Remer and Nieto, 1995a) rather than a duration measure such as PB, DPB, and
PBL or a measure of added value such as NPV and EVA.

IRR: SCALE AND TIMING EFFECTS
Chapter 4 described IRR as the actual return generated by the project because IRR
is the discount rate that sets NPV to zero. For example, if a 10 percent discount
rate is applied to a project with an initial cost followed by a series of cash inflows
to produce an NPV > 0, IRR will be some value greater than 10 percent, say,
15 percent. However, this does not mean the project produces a return that is
five percentage points greater than the appropriate risk-adjusted discount rate
(McDaniel, McCarty, and Jessell, 1988). Although the working definition used in
Chapter 4 is imprecise, many analysts and managers use this definition for IRR.

The 15 percent IRR is a compounded rate that implicitly assumes $100 today
can become $115 one year into the future because the cash flow can be invested
at 15 percent (i.e., earn the IRR), which is generally not the case. Phalippou (2008)
encounters this issue when considering the returns on a private equity investment.
In the private equity case, the actual profit generates a return much different from
IRR because of this inability to have intermediate cash flows appreciate at the IRR
until the end of the project or investment.

The fault of IRR not being the actual return on the project is a problem in in-
terpreting IRR and not a fault in calculating IRR. However, because of the inability
to reinvest intermediate cash flows at the IRR, the issue is known as the “rein-
vestment rate problem.” Keane (1979) and Keef and Roush (2001) are adamant
about the issue of IRR not specifying a reinvestment rate in its calculation and
that the reinvestment rate problem is an issue of interpretation, not calculation.
Consequently, the appropriate interpretation of the reinvestment rate problem is
that the attempts to resolve the issue are meant to make IRR a better metric rather
than considering IRR to be incorrect. Before approaching the reinvestment rate
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issue, understanding a different issue about IRR regarding the timing of cash
flows within a project and about the scale of the project is important.

Suppose a project has an initial cost of $10,000 and then produces four annual
cash inflows of $3,500 beginning next year for four years. The project’s IRR is
14.963 percent annually. Change the annual cash inflows for the project to $3,000,
$3,000, $3,000, and $5,000, and IRR decreases to 13.664 percent as the cash flows
become larger toward the end of the project (relative to the initial case). In a
similar manner, change the annual cash inflows to $5,000, $3,000, $3,000, and
$3,000, and IRR increases to 16.657 percent as the cash flows become larger toward
the beginning of the project (relative to the initial case). Notice that the “timing”
of the cash inflows influences IRR even though, nominally, the total cash inflow
has not changed. When NPV and IRR disagree on the selection of the better of
two projects (note: IRR selects based on the higher IRR and NPV selects based
on the higher NPV > 0), the “timing” issue is considered one of the reasons
this occurs.

Suppose another project has an initial cost of $5,000 and then produces annual
cash inflows of $1,800 beginning next year for four years. The project’s IRR is
16.367 percent, which is higher than the IRR of 14.963 percent from the initial
project just discussed. However, using a 10 percent discount rate to calculate NPV,
the smaller project has an NPV of $705.76 while the larger project has an NPV of
$1,094.53, implying that the larger project is better because it adds more value to
the firm. The reason for the confounding result is because the two projects differ in
scale. Generally, a firm cannot accept two versions of the smaller project to create
a combined project that is better than the larger project. How the firm resolves
its selection of projects is not the subject of this chapter, but this simple example
illustrates that one should not ignore NPV when considering IRR.

In fact, the “timing and scale” issues of IRR are only issues because of situa-
tions when IRR is inconsistent with NPV. Ironically, survey-based studies such as
Graham and Harvey (2001) and Ryan and Ryan (2002) find practitioners respond-
ing to their surveys generally prefer IRR because it is a rate of return measure.
By contrast, academics tend to prefer NPV. In fact, a large portion of the literature
deals with schemes for resolving this inconsistency between IRR and NPV includ-
ing the reinvestment rate problem. Setting the stage for where NPV and IRR clash
routinely involves considering two mutually exclusive projects.

NPV AND IRR: MUTUALLY EXCLUSIVE PROJECTS
Projects are mutually exclusive when one project “precludes” the selection of the
other project. In other words, both projects cannot exist at once for various rea-
sons (e.g. both products appeal to the same market and are not complementary).
Suppose Project A has an initial cost of $10,000 and produces annual cash inflows
of $3,500 beginning next year for the next four years. From the previous section,
Project A’s IRR is known to be 14.963 percent. A second project, Project B, also
has an initial cost of $10,000 with four annual cash inflows beginning next year:
$4,000, $1,000, $2,000, and $7,500, respectively. Project B’s IRR is 14.660 percent
and is below Project A’s IRR, making Project A the dominant project. However, if
the discount rate for the two projects is 9 percent (note: the discount rates do not
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necessarily need to be the same), Project A’s NPV is $1,339.02 and Project B’s NPV
is $1,368.96, making Project B the superior project, contrary to the IRR metric by
which Project A is the dominant project.

Because selecting a project’s discount rate involves various issues as discussed
in Chapter 4, sensitivity analysis may be in order. Changing the discount rate
to 10 percent, Project A’s NPV becomes $1,094.53 while Project B’s NPV becomes
$1,088.04. Now, Project A is the dominant project based on IRR and NPV. Somehow,
between the 9 percent and 10 percent discount rate, NPV switched to favor Project
A. In fact, at a discount rate of 9.817 percent, both projects have the same NPV. This
rate is known as Fisher’s rate of return (FROR) (Alchian, 1955; Hirshleifer, 1958;
Dudley, 1972; Hajdasinski, 1997a), named after Irving Fisher (1930).

Assuming the FROR is below the IRRs of the two projects, whenever the
discount rate is above the FROR, IRR and NPV agree as to which project is the
dominant project. If the FROR is above the IRRs of the two projects (i.e., a rate
when the two projects have equal NPVs < 0), IRR and NPV agree as to which
project is the dominant project. The key to this insight is finding the FROR.

Also attributed to Fisher (1930) is a procedure for finding the FROR by taking
the difference between the two sets of cash flows, say Project A’s cash flows less
Project B’s cash flows, and then finding the IRR for the differences between the
cash flows:

Year 0: (−$10,000 less − $10,000) = $0
Year 1: ($3,500 less $4,000) = −$500
Year 2: ($3,500 less $1,000) = $2,500
Year 3: ($3,500 less $2,000) = $1,500
Year 4: ($3,500 less $7,500) = −$4,000

IRR for these “differenced” cash flows is 9.817 percent, that is, the FROR.
Although finding the FROR is an exercise that allows identifying a conflict be-

tween IRR and NPV, it does not necessarily provide a policy or metric for resolving
the conflict other than the insight that choosing the discount rate is critical in mak-
ing a decision. However, if the FROR value is a relatively low value and a discount
rate is elusive, choosing the project with the higher IRR appears to be a pragmatic
solution that is consistent with NPV. Further, if the FROR results in a negative NPV
for both projects (i.e., the FROR is greater than both project IRRs), choosing the
project with the higher IRR is again the pragmatic and correct solution. Ultimately,
the benefit of the IRR metric in the case of a project with an initial cash outflow
followed by cash inflows is that an IRR can always be calculated while an NPV is
dependent upon an appropriate risk-adjusted discount rate (RADR). In this vein of
logic, the FROR becomes beneficial to the decision maker as a means of following
the selection criteria of NPV while not actually calculating NPV. This discussion
depends upon the two projects’ IRRs being sufficiently high to consider them as
viable projects.

What still needs to be addressed is the reinvestment rate problem and the
potential possibility of multiple IRRs, because cash flows switch from being inflows
to outflows more than once through time instead of an initial outflow (costs)
followed only by inflows (benefits). Both of these issues are the subject of the
next section.
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REINVESTMENT RATES AND MULTIPLE IRRs

The reinvestment rate problem, as described before, arises from the inability to
invest intermediate cash flows at the IRR until the end of the project. Although
NPV also suffers from this problem, the resolution of the reinvestment issue within
an NPV analysis is that the company can reinvest intermediate cash flows in future
projects of similar risk. In other words, within an NPV analysis assuming future
projects of similar risk, the possibility exists of reinvesting intermediate cash flows
at the same risk-adjusted rate throughout a given project’s life (Hartley, 1990).

Whether companies actually follow or maintain such a policy is questionable.
Further, using a single rate for all cash flows no matter when the cash flows occur
in the future is an issue within an NPV analysis as discussed in Chapter 4. Leaving
such issues aside, a similar claim of the firm maintaining a constant reinvestment
rate cannot be made with an IRR analysis. Future projects having the same IRR as
current projects is an unlikely scenario. Such a scenario cannot be the by-product
of company policy to maintain a particular debt and equity mix yielding a stable
NPV discount rate. A particular debt and equity mix could maintain a specific
weighted average cost of capital (WACC), which analysts could use as the RADR
within an NPV analysis.

As stated earlier, IRR is the discount rate that sets NPV to zero, but it cannot
be precisely interpreted as the actual return generated by the project. To illustrate
the issue, use one of the projects from the previous section: initial cost of $10,000
followed by four annual cash inflows of $3,500 beginning next year. The project’s
IRR is 14.963 percent, but assuming the firm can reinvest intermediate cash flows at
10 percent annually, what is the actual return on the project? The four cash inflows
at the end of the project are worth $16,243.50 (=$3,500.00((1.10)4 − 1)/0.10), making
the annual return on the project 12.894 percent (=(($16,243.50/$10,000.00)0.25 − 1).
Notice that the project’s actual return is lower than the IRR. If the reinvestment
rate were 14.963 percent (i.e., equal to the IRR) instead of 10 percent, the actual
return would be equal to the IRR.

Assuming the above discussion convinces a decision maker to consider
reinvestment rates (Solomon, 1956; Renshaw, 1957; Teichroew, Robichek, and
Montalbano, 1965a, 1965b; Dudley, 1972; Dorfman, 1981), Marglin (1963) offers
the following question: What reinvestment rate should be used? Solomon suggests
an opportunity cost expressed as a rate for the reinvestment rate and concludes
that the reinvestment rate should be the firm’s cost of capital. The only cost to be
considered is the initial cost and all the following cash flows accrue interest at the
cost of capital until the project ends. The terminal value of all the cash flows with
interest is then compared to the initial cost to find a holding period return that is
compared to a hurdle rate. This process is exactly what is performed previously,
assuming that 10 percent is the cost of capital (reinvestment rate) to find the project
return of 12.894 percent and is a variant of what Lin (1976) calls the modified
internal rate of return (MIRR).

MIRR discounts all costs to the present (no assumption of only using the initial
cost), appreciates all inflows to the end of the project, and then finds a holding
period return. However, Lin (1976) does not specify which rates should apply for
discounting and compounding. Combining the work of McDaniel et al. (1988),
Shull (1992, 1994), and Hajdasinski (1997b), the appreciation rate and discount
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rate become the cost of capital. To illustrate the difference from Solomon’s (1956)
procedure, change the cash flows in the project to an initial cost of $10,000 and a
second cost of $500 in the first year of the project. The four annual cash inflows
become $4,000, $3,500, $3,500, and $3,500, respectively. Assuming a cost of capital
of 10 percent, the discounted costs or investment base becomes $10,454.55.

$10,454.55 = $10,000.00 + $500.00/(1.10)1

The appreciated cash inflows become $16,909 as shown below:
$16,909.00 = $4,000.00/(1.10)3 + $3,500/(1.10)2 + $3,500/(1.10)1 + $3,500. MIRR,
or holding period return, is 12.772 percent (=($16,909/$10,454.55)0.25 − 1). In
Solomon’s (1956) procedure, the cash flow in the first year would have been netted
to $3,500 (i.e., $4,000 − $500), leading to a holding period value of 12.894 percent.
However, because the project cash flows have not been changed, the Solomon pro-
cedure and the MIRR would produce the same answer. Although a subtle difference
exists between Solomon’s procedure and the MIRR, the true benefit of the MIRR
over Solomon’s procedure is seen when multiple IRRs become present within the
project cash flows (Lorie and Savage, 1955; Teichroew et al., 1965a, 1965b; Oehmke,
2000; Saak and Hennessy, 2001). This issue will be addressed later in this section.

Returning to the MIRR calculation, what is the criterion for determining
whether a project is acceptable? The project is acceptable assuming MIRR is higher
than a particular hurdle rate. The current convention appears to set the hurdle rate
at the cost of capital, 10 percent in this example. Further, MIRR is consistent with
NPV decisions, that is, higher MIRRs are better than lower MIRRs, and equates to
a similar project ranking based on NPV (i.e., a higher NPV corresponds to a higher
MIRR). How MIRR reflects NPV can be shown in the following example.

A project has an initial cost of $5,000 and generates two annual cash flows
of $2,750.00 and $2,970.25 over the next two years, respectively. Assuming a cost
of capital of 9 percent annually, the investment base is $5,000, which is the sum of
all of the discounted costs, and the terminal value is $5,940.50 (=$2,750.00(1.09) +
$2,970.25), which is the sum of all of the cash inflows appreciated at the cost of cap-
ital until the end of the project. MIRR is 9 percent (=($5,940.50/$5,000.00)0.5 − 1)
and is equal to the cost of capital. This situation is equivalent to NPV equaling
zero when the project returns exactly the risk-adjusted rate. Assuming this project
is of equivalent risk as other projects within the firm, 9 percent becomes the ap-
propriate discount rate for an NPV calculation and the NPV calculation is equal
to zero.

NPV = 0 = ($2,750.00/(1.09) + $2,970.25/(1.09)2) − $5,000.00

Change the project cash inflows to $3,000 annually beginning next year. The
investment base does not change from $5,000, but the terminal value increases
to $6,270.00 (=$3,000.00(1.09) + $3,000.00), making MIRR equal to 11.982 percent
(=($6,270.50/$5,000.00)0.5 − 1). MIRR is greater than the hurdle rate of 9 percent
and an NPV greater than zero also emerges.

NPV = $277.33 = ($3,000/(1.09) + $3,000/(1.09)2) − $5,000.00

Thus, an MIRR above the hurdle rate reflects an NPV > 0.
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Change the project cash inflows to $2,000 annually beginning next year. Again,
the investment base does not change from $5,000, but, the terminal value de-
creases to $4,180 (=$2,000(1.09) + $2,000), making MIRR equal to −8.567 percent
(=($4,180/$5,000)0.5 − 1). MIRR is less than the hurdle rate of 9 percent and an
NPV less than zero also emerges.

NPV = −$1,481.78 = ($2,000/(1.09) + $2,000/(1.09)2) − $5,000

Thus, an MIRR below the hurdle rate reflects an NPV < 0. Having demonstrated
how MIRR and NPV are consistent with each other in a simple framework, the
issue of multiple IRRs and the application of MIRR can now be addressed.

Multiple IRRs can occur when cash flows alternate from being inflows to out-
flows more than once. All of the previous project examples except for one example
have had an initial cost followed by inflows. In practice, costs emerge throughout a
project and costs can be higher than the cash inflow generated within a given oper-
ating period. Thus, having only an initial cost appears to be an oversimplification
that should be addressed.

The NPV calculation is unaffected by having alternating cash inflows and
outflows through time, but the specification of the discount rate matters greatly
because there may be multiple regions in which the NPV is greater than zero instead
of just a single region. IRR is affected because mathematically each time the cash
flows alternate from inflow to outflow a new discount rate that sets NPV to zero
may emerge. This is equivalent to finding zero roots for a polynomial where the
degree of the polynomial is determined by number of times the cash flows change
from inflow to outflow through time. That is, a project with unconventional cash
flows (i.e., more than one change in the sign of the cash flows) may potentially
have as many IRRs as the number of changes in sign of the cash flows. A numerical
illustration is helpful for demonstrating this issue.

A project has the following cash flows: −$757.58 initially, $1,742.42 one year
from today, and −$1,000.00 two years from today. Assume the project has a discount
rate of 15 percent, which is also the project’s cost of capital. Calculating NPV, the
project adds value to the firm because of the positive NPV.

NPV = $1.43 = ($1,742.42/(1.15) − $1,000.00/(1.15)2) − $757.58

Change the discount rate to 8 percent and NPV becomes negative.

NPV = −$1.56 = ($1,742.42/(1.08) − $1,000.00/(1.08)2) − $757.58

Change the discount rate to 22 percent and NPV is also negative.

NPV = −$1.22 = ($1,742.42/(1.22) − $1,000.00/(1.22)2) − $757.58

Given what is happening to the NPV calculation at the different discount rates,
there appear to be two rates that set NPV to zero between 8 percent and 22 percent.
In fact, the two rates are 10 percent and 20 percent and both are considered to be
an IRR for the project.
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Applying the MIRR technique, the investment base becomes $1,513.72
(=$757.58 + $1,000.00/(1.15)2) and the terminal value is $2,003.78 (=$1,742.42
(1.15)). MIRR is 15.054 percent (=($2,003.78/$1,513.72)0.5 − 1), which is above the
hurdle rate of 15 percent and indicates an acceptable project similar to that found
using the NPV calculation.

If the cost of capital becomes 22 percent, is MIRR still consistent with NPV
(negative in this case)? The answer is MIRR is consistent with NPV. The investment
base becomes $1,429.44 (=$757.58 + $1,000.00/(1.22)2) and the terminal value is
$2,125.75 (=$1,742.42(1.22)). MIRR is 21.95 percent (=($2,125.75/$1,429.44)0.5 − 1),
which is below the hurdle rate of 22 percent. As noted above, having the correct
RADR for the NPV calculation is critical to this analysis. Given the values of IRRs,
imprecision in evaluating the discount rate near the values of 10 percent and 20
percent could lead to accepting a project that has a negative NPV or rejecting a
project that has a zero or positive NPV.

Can a conflict exist when a project’s RADR differs from the cost of capital? A
strict adherence to MIRR being calculated with the cost of capital can lead to some
issues depending on the RADR rate being higher or lower than the cost of capital.
However, appealing to the work of Solomon (1956) and Lin (1976), the appropriate
rate is supposed to be the opportunity cost, which is the cost of capital. Thus,
the argument is that the opportunity cost in this case is the RADR for the project
despite the rate being different from the cost of capital (most likely higher than the
cost of capital).

Other techniques also exist to evaluate capital investments having multiple
IRRs. In each method, finding all of the possible IRRs is important (Hajdasinski,
1993). In some cases, however, IRRs with imaginary components (“imaginary” in
the mathematical sense) are the conclusion of such a search. Hazen (2003), Hartman
and Shafrick (2004), Zhang (2005), and Osborne (2010) propose such techniques.
These newer techniques are highly sophisticated. The next section introduces the
profitability index (PI), which shares some similarities to the development of MIRR
and NPV.

PROFITABILITY INDEX
PI is the discounted sum of the cash inflows divided by the discounted sum of the
cash outflows. PI can be considered a ratio version of NPV. As Ross, Westerfield,
and Jordan (2009) note, PI measures the “bang for the buck” provided by a project.
Although, consistent with NPV, a PI > 1 is equivalent to an NPV > 0, a PI = 1 is
equivalent to an NPV = 0, and a PI < 1 is equivalent to an NPV < 0, PI is not as
useful as NPV. When considering mutually exclusive projects, due to scale issues
similar to what happens with IRR, PI can disagree with NPV. A simple example
demonstrates this point.

Project A has an initial cost of $10,000 and has an NPV of $2,000
(implying the sum of the discounted cash inflows is $12,000), generating a PI
of 1.20 (=$12,000/$10,000). Project B has a cost of $5,000 and has an NPV of $1,200
(implying the sum of the discounted cash inflows to be $6,200), generating a PI
of 1.24. Due to the scale of the projects, the PI measure considers Project B to
be superior while Project A adds more value to the firm as measured by NPV.
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Consequently, when considering mutually exclusive projects, PI should not be
used as a decision metric.

However, PI does have value as a metric when there are more NPV > 0
projects available than the firm can fund at a given time. In this case, PI can be
used successfully as a ranking metric. For example, a consumer arrives at a store
and finds two desirable items, but cannot afford both items. The consumer decides
to buy the item that generates more benefit relative to the cost (i.e., the item with
the higher PI). This is different from a mutually exclusive decision where the other
item will not be considered again because the other item is available for purchase at
a later date. Consequently, when a capital constraint limits what desirable projects
can be accepted, PI can become a useful metric.

Relative to MIRR, PI has a common link in that both metrics require calculating
a ratio of benefits over costs. The benefit/cost ratios differ in that the benefits are
discounted in the PI rather than appreciated as in the MIRR. To see the linkage
more clearly between the two measures, allow the cost of capital to be 11 percent,
which is also the discount rate for a project with the following cash flows: −$1,000
initially, $700 one year from today, and $800 two years from today. Following the
MIRR technique, the investment base is $1,000 and the terminal value is $1,577.00
(=$700.00(1.11) + $800.00). MIRR is 25.579 percent.

MIRR = 25.579 percent = ($1,577/$1,000)0.5 − 1 = (1.577)0.5 − 1

Compared to previous MIRR calculations, the solution equation has been extended
to demonstrate how PI is contained within the MIRR calculation.

Following the PI calculation, the sum of the discounted cash outflows is
$1,000 and the sum of the discounted cash inflows is $1,279.93 (=($700.00/(1.11) +
($800/(1.11)2) generating a PI of 1.280 (=$1,279.93/$1,000.00). To demonstrate how
the PI is within the MIRR calculation, let PI appreciate by the discount rate for the
full life of the project:

1.577 = 1.280(1.11)2

In fact, the MIRR calculation can be put in terms of the PI (“k” is the cost of capital
and hurdle rate) as shown in Equation 5.1.

MIRR = (PI(1 + k)N)
1/N − 1 (5.1)

The previous section demonstrated numerically how MIRR is consistent with
NPV. Given Equation (5.1), this fact can be shown to be true. To make the proof
clearer, adjust Equation (5.1) in the following manner.

(1 + MIRR)N/(1 + k)N = PI (5.2)

If PI > 1, meaning that NPV > 0, then MIRR > k. If PI = 1, meaning that
NPV = 0, then MIRR = k. If PI < 1, meaning that NPV < 0, then MIRR < k.
Because the NPV, through the PI, is integrated into the MIRR, MIRR must always
agree with the associated NPV analysis.
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SUMMARY AND CONCLUSIONS
The dominance of NPV as a project evaluation method among academics does
not appear to be shared by practitioners who often prefer to use IRR and the
seemingly inferior PB measure. The use of PB appears to be a combination of
focus on short-term liquidity needs (with or without an agency issue) and a cost-
benefit analysis relative to project evaluation. In other words, safe or lesser valued
projects do not warrant extensive analysis and are not good candidates for a NPV
analysis.

The popularity of IRR is more puzzling in that it is an imprecise rate of return
metric. For instance, having an IRR of 13 percent versus an appropriate risk-
adjusted return of 10 percent does not imply a gain of three percentage points.
Consequently, the interpretation that people often assign to the IRR is incorrect
because the percentage point gain can only be obtained if intermediate cash flows
can appreciate at the IRR throughout the project’s life. This “problem” became
known as the “reinvestment problem,” which led to much research to better define
the issue and to potentially mitigate the problem by calculating MIRR.

MIRR is consistent with NPV because the NPV calculation is actually within the
MIRR calculation. This equivalence can be seen by evaluating the MIRR calculation
in terms of the PI, which is an NPV calculation in a ratio format. PI is generally not
as useful as the NPV calculation, but PI does have some benefits when evaluating
acceptable projects under a capital constraint.

In general, all of these metrics are related in some fashion. IRR is the discount
rate that sets NPV to zero, PI to one, and DPB and PBL to the duration of the
project. An NPV > 0 implies that the project life is greater than PB, DPB, and PBL,
PI > 1, and MIRR > cost of capital (or a hurdle rate). An NPV < 0 implies that the
project life is less than DPB and PBL, PI < 1, and MIRR < cost of capital (or a hurdle
rate). Being able to see these relationships allows the decision maker to use more
than one metric, convert a given metric into another, and understand the biases
of each metric. Ultimately, the decision maker should realize that these project
evaluation techniques are simply tools to help in the decision-making process. All
of the considerations necessary for making the decision are not contained within
any one of these metrics alone or combined.

DISCUSSION QUESTIONS
1. Why may smaller firms use PB initially to evaluate projects and then use more

sophisticated evaluation techniques as the firm grows in size?
2. What is Myers’s (1977) contention that makes firms short-term focused?
3. When considering two projects, what is Fisher’s rate of return?
4. What causes a project to have multiple IRRs?
5. Consider a mining project in which there are costs to open the mine and to seal

the mine at the end of the project. Consider the following cash flows for the
project: −$3,787,879 initially, $8,712,121 one year from today, and −$5,000,000
two years from today. How many potential IRRs exist for the project?

6. Why must the MIRR agree with an associated NPV analysis?
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CHAPTER 6

Capital Rationing for
Capital Budgeting
ALEXANDER BRÜGGEN
Associate Professor, Maastricht University

INTRODUCTION
Decisions on capital budgeting are among the most important decisions of manage-
ment, especially in terms of the financial consequences. Typically, capital budgeting
involves relatively large amounts of money. Many techniques and mechanisms are
available that help to improve capital budgeting decisions.

Organizations with abundant capital rarely have capital budgeting problems
because sufficient capital is available to fund all desirable projects. There is, hence,
no allocation problem where some projects are funded and some are not, or some
projects are funded at the expense of others. Scarcity or the abundance of capital
has an important influence on decision making for two reasons: (1) With scarce
or rationed capital management needs to make much more difficult choices, and
(2) scarcity of capital means that the firm must reject some investments.

The purpose of this chapter is to introduce capital rationing as a mechanism
to improve capital budget decisions. The chapter begins by defining capital ra-
tioning and describing the mechanism and the different parties involved in such a
process. Next, the chapter describes the purpose of capital rationing as well as the
advantages of this mechanism for organizations. Following the advantages, capital
rationing can have several disadvantages that could render this capital budgeting
mechanism useless. These are described in the next section. After that, the chapter
provides an outlook on the future and describes questions that remain unanswered
on capital rationing. The final section of this chapter summarizes and concludes.

DEFINITION OF CAPITAL RATIONING
FOR CAPITAL BUDGETING
The literature provides various definitions of capital rationing. Capital rationing is a
limit of funds available in a market for investment projects. This, however, does not
provide any insights into the mechanism of capital rationing for capital budgeting.
In general, to maximize value, investment projects increase value for the investor
if the projects have a positive net present value (NPV). According to this simple
rule and under the assumption that capital markets are efficient, all projects with a
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Exhibit 6.1 An Internal Capital Market
Note: This exhibit describes the flow of capital in a firm with different divisions. Divisions generate
cash that is transferred to headquarters and then reallocated to divisions based on the perceived capital
needs in the next period.

positive NPV should be accepted and receive funding. According to theory, capital
rationing can only exist in the presence of severe market imperfections where a
firm cannot raise enough capital to fund all its projects.

Despite the theoretical prediction that capital rationing only exists in the pres-
ence of market imperfections, capital rationing can be actively introduced in capital
markets. Such capital markets are not necessarily external capital markets that are
difficult to discipline and steer by authorities, but capital markets within orga-
nizations, the so-called internal capital markets. In such internal capital markets
different parts of an organization, such as business divisions, generate cash that
is transferred to a central position that redistributes cash to different areas of the
organization in order to fund investment projects. Exhibit 6.1 provides an example
of an internal capital market where divisions generate cash that is transferred to
headquarters, and in turn, headquarters decides on the allocation of the funds
back to the divisions with regard to the investment decisions. The management of
organizations can limit the available capital for such capital budgeting decisions
particularly at the individual division level. As a consequence, some investment
projects will be rejected and will not be funded. Management thus has to make
choices about which investment projects to fund. Further, different investment
projects compete with each other for capital. The mechanism of capital rationing
induces competition and, based on certain criteria, only some of the competing
investment projects will “win” funding.

Capital rationing seems to be a widely used mechanism in firms (Mukherjee
and Hingorani, 1999). In organizational practice, there are primarily two ways
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of applying capital rationing. First, the firm can set a hurdle rate higher than
the cost of capital. This ensures that only projects that are expected to generate
returns higher than the hurdle rate are accepted and funded. Setting the hurdle
rate is at the discretion of management and can lead to higher or lower levels
of capital rationing. Second, the firm can set a fixed investment budget. With a
fixed investment budget, different projects compete for funding and projects to be
funded are ranked based on certain selection criteria.

The main difference between a fixed investment budget and a hurdle rate is
that theoretically, the firm could fund an unlimited number of projects if they fulfill
the hurdle rate criterion. In contrast, with a fixed investment budget, the number
of projects is limited to the total amount of funds available for investment. Once
the selected projects meet the total amount of the fixed budget, all other projects
must be rejected.

Capital rationing as a mechanism to improve investment decisions is a
voluntarily installed mechanism. Capital might be rationed for other reasons such
as inefficient markets. The intention is then different, but the actual process of cap-
ital rationing and the resulting competition remains similar. This chapter focuses
on capital rationing imposed voluntarily by firms rather than capital rationing
imposed by external capital markets due to market imperfections.

HOW DOES CAPITAL RATIONING WORK
TO IMPROVE CAPITAL BUDGETING?
As previously mentioned, the main purpose of capital rationing in a capital
budgeting context is to improve decision making in order to enhance the value
of the organization that funds investments. Besides other mechanisms for capital
budgeting, such as NPV analysis, an early survey shows that about two-thirds
of Fortune 1000 firms use capital rationing in the process of capital budgeting
(Gitman and Mercurio, 1982). A later survey conducted by Mukherjee and
Hingorani (1999) indicates that the majority of Fortune 500 firms ration capital
in the capital budgeting process.

Setting hurdle rates or fixed investment budgets induces competition for
capital. Improving decision making in a capital budgeting context means both a
reduction of agency costs and control over agency costs. The next section provides
an explanation of these agency costs.

Reduction and Control of Agency Costs

Much of the literature on capital rationing takes capital rationing as a given. Many
studies investigate how to optimize capital rationing and capital budgeting de-
cisions. Fewer studies, however, examine the question of why firms use capital
rationing. Hirshleifer (1970) and Weingartner (1970) argue that capital rationing is
a response to organizational problems such as agency problems. Eisenhardt (1989,
p. 58) makes the following observation about agency theory:

Agency theory is concerned with resolving two problems that can occur in agency
relationships. The first is the agency problem that arises when (a) the desires or
goals of the principal and agent conflict and (b) it is difficult or expensive for the
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principal to verify what the agent is actually doing. The problem here is that the
principal cannot verify that the agent has behaved appropriately. The second is
the problem of risk sharing that arises when the principal and agent have different
attitudes toward risk. The problem here is that the principal and the agent may
prefer different actions because of the different risk preferences.

In capital budgeting, agency problems occur when information asymmetry
exists in the capital budgeting process regarding the expected returns of investment
projects. For example, the divisional managers in Exhibit 6.1 have more and better
information on divisional investment prospects than do managers at headquarters
because divisional managers are closer to the products and markets.

In addition to information asymmetry, moral hazard is another condition that
can induce agency costs. Managers engage in moral hazard (i.e., act in their
own interest rather than the interest of the firm) possibly by acting myopically
(i.e., have a short-term orientation) so that the organization does not have the best
information about investment opportunities. Information asymmetry and moral
hazard are the most important conditions for agency problems to exist. A result of
agency problems can be agency costs. According to the literature, agency costs in a
capital budgeting context result from two sources: (1) overinvestment in low-return
projects that occurs when managers have private information and incentives for
controlling more assets (Antle and Eppen, 1985; Zhang, 1997; Inderst and Laux,
2005), and (2) managerial understatement of current performance in order to lower
their future performance targets (Fisher, Maines, Peffer, and Sprinkle, 2002). The
next section explains these two sources in more detail.

Overinvestment

Much empirical evidence shows that managers prefer to control more assets rather
than fewer assets (Stein, 1997). Schumpeter (1934) already recognized that man-
agers have a tendency to build empires and that such empires are not necessarily
the result of efficient capital allocation but can harm investor value. Controlling
more assets, however, does not mean that the firm uses these assets economically.
A consequence of this empire-building behavior is that managers tend to over-
invest in projects to increase the “empire” that they control. Agency costs due to
overinvestment are actually opportunity costs. Instead of increasing the empire of
a particular manager, the firm could have invested funds in projects with a higher
return elsewhere or could have paid out dividends to shareholders or repurchased
shares if no economically beneficial projects were available. With competition for
capital, different investment projects compete for capital and the firm will not
fund projects with relatively low expected returns. This mechanism is a form of
“winner-picking,” where the firm funds only a fraction of projects based on a rela-
tive ranking. Capital rationing is thus a response to the problem of overinvestment
(Holmström and Ricart i Costa, 1986).

Understating Future Performance

Understating expected returns is a way of reducing future performance targets
for managers. Setting performance targets below what is actually possible, how-
ever, could lead to severe misallocations of resources in firms, which result in
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agency costs. Competitive capital rationing is an effective mechanism to address
this problem because a firm funds only the highest ranked projects. Competitive
capital rationing can be a helpful mechanism in capital budgeting because it pro-
vides incentives for agents to predict higher returns for their projects. Managers
are less inclined to understate expected returns for reasons of lower future perfor-
mance targets. Capital rationing thus provides a countervailing force against this
tendency (Zhang, 1997; Fisher et al., 2002). Also, to the extent that control mecha-
nisms limit the divergence between managers’ predictions and reality, pressure to
predict higher returns provides an incentive to discover new business opportuni-
ties with genuinely higher expected returns (Inderst and Laux, 2005). For example,
divisions of the company in Exhibit 6.1 compete for capital. If divisions A, B,
and C have good investment opportunities, competition forces divisions D and
E to search for investment opportunities that are at least comparable in terms of
quality so that divisions D and E do not lose any chance of funding upfront. Cap-
ital rationing is thus a mechanism that induces a constant search for investment
opportunities.

CONDITIONS FOR SUCCESSFUL
CAPITAL RATIONING
In the process of capital budgeting, different players are involved who contribute
to the complexity of capital budgeting and capital rationing. In essence, the players
are those who have authority to provide capital and those who apply for funding.
With agency theory as the major theory describing this relationship, those players
with budget authority are principals and those who apply for funding and actually
work with the budget are agents. Successful capital rationing means that agency
costs, that is, costs that occur due to information asymmetry and moral hazard in
the relationship between principals and agents, are reduced to a minimum and
capital budgeting decisions are successful for a firm.

One condition for agency costs to exist is that agents have superior informa-
tion about investment projects than the principals. In a capital budgeting setting,
this could be divisional managers (agents) knowing more about a project in their
relevant division than headquarters (principal) does. According to the Fortune 500
survey by Mukherjee and Hingorani (1999), more than 40 percent of the respond-
ing firms have divisions submitting project information to headquarters. Moreover,
headquarters decides on the capital allocation (capital budget), as illustrated in the
example used earlier in this chapter. Information asymmetry provides agents with
the opportunity to misrepresent investment information that is relevant for invest-
ment decisions.

According to a survey by Gitman and Forrester (1977) on capital budgeting
practices of major U.S. firms, more than 64 percent of the respondents indicate that
the most difficult stage in the capital budgeting process is cash flow estimation
and project definition. Based on a theoretical model of capital budgeting, Zhang
(1997) predicts that capital rationing as a control mechanism for managers is more
effective with increasing levels of information asymmetry, because in high levels
of information asymmetry capital rationing can be used to apply forms of winner-
picking and ranking projects based on the predicted performance that has the
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highest benefit. In contrast, if information asymmetry is low, capital rationing is
simply not necessary because headquarters has good ideas about each divisional
investment project. So, the more information asymmetry between, for example,
divisional managers and headquarters, the more of a disciplinary effect capital
rationing actually has. By extending this argument of information asymmetry,
one can expect more information asymmetry in larger firms where less detailed
information is available at the headquarters level than at the division level. Firm
characteristics thus seem to have an important influence on the role of capital
rationing. Headquarters engaging in winner-picking (i.e., selecting projects for
funding that are ranked highest relative to each other) will provide divisions with
relatively better investment opportunities with more funds and at the same time
penalize those divisions with unfavorable investment opportunities.

Capital rationing thus provides incentives to generate good investment
opportunities and is especially important in settings with high information asym-
metry. This is confirmed by the survey conducted by Mukherjee and Hingorani
(1999). Internal capital rationing is most important in situations when senior
management cannot trust project forecasts and the downside risk of a project
is large. Another important reason for the use of internal capital rationing is to
discourage biased cash flow forecasts.

Capital rationing can have negative incentive effects in settings where divisions
are highly heterogeneous. Divisions that are very different from each other are
difficult to compare and the same is true of their investment opportunities. Under
competitive capital rationing, headquarters selects the “best” investment projects.
A problem with highly heterogeneous divisions is that investment projects are
dissimilar. Thus, managers of two divisions could both work equally hard, but one
division could generate much greater expected profits than another division due
to the nature of the business, the stage in the business cycle, or other reasons.

For example, assume that the company in Exhibit 6.1 is heterogeneous.
Division A is a bank; Division B is an insurance company; Division C is a manu-
facturer of motorcycles; Division D is a supplier for Division C; and Division E is a
selling division. The divisions could be somewhat related, but they are all active in
different markets and industries. Performance indicators could differ in terms of
their benchmarks and interpretation. Comparison is difficult and without further
(costly) investigation, it may be impossible.

A high level of comparability of divisions is important for capital rationing to
work and to function as an incentive and control mechanism. Otherwise, capital
rationing serves as a disincentive for managers and could even lead to lower firm
value due to a misallocation of funds (Inderst and Laux, 2005).

NEGATIVE SIDE EFFECTS OF COMPETITIVE
CAPITAL RATIONING
The success of capital rationing is the result of competition between different
investment projects and a capital budget that is allocated to the projects that ap-
pear to be the most promising projects. Capital rationing thus creates relative
performance evaluation based on a selection of different criteria. An important
challenge for all parties involved in the capital budgeting process is the prediction
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of the future economic benefit of an investment project. Given the fact that firms
typically allocate capital based on predicted values, room exists for misrepresen-
tation of the future. Whereas competition can have beneficial effects for capital
budgeting, competition can also have negative effects on the budgeting process,
especially on the reported information for budgeting purposes. A problem not only
for capital budgeting decisions but also for other budgeting decisions is that with
increasing levels of information asymmetry, principals need to rely increasingly on
the input of their agents for decision making. With high information asymmetry
and a strong reliance on information reported by agents, principals have fewer
opportunities to verify the information that is provided to them by agents. As a
consequence, agents could use this dependency for their own purposes and report
information that is not necessarily correct but serves their own private benefits
such as personal empire building. Stronger competition could increase the pres-
sure to report information that shows future investment projects in a better light
simply to warrant chances of funding.

As mentioned earlier, when divisions are heterogeneous ex ante in terms of
resources and investment opportunities, competitive rationing is likely to provide
less incentives than noncompetitive rationing for the least advantaged divisions
to make the effort of developing profitable new projects (Inderst and Laux, 2005).
More heterogeneity can cause the effort of disadvantaged divisions to be useless,
given the difficulties in comparing performance predictions of investment projects.
Moreover, insofar as competition increases incentives for managers, this is not un-
ambiguously beneficial: Some actions that increase the probability of receiving
funding are detrimental to the organization (e.g., sabotage and dishonesty), and
competition is likely to increase these actions as well (Harbring and Irlenbusch,
2008). But exactly how competition due to capital rationing affects misrepresen-
tation in budget proposals depends on whether and how individuals’ utility for
honesty provides a counterweight against the incentive to misrepresent. In partic-
ular, it depends on how individuals trade off honesty and the benefits of misrep-
resentation. The next section provides an overview on the effects of competition
on managerial reporting behavior; for example, investment projects competing for
funding under capital rationing.

RESEARCH RESULTS ON THE EFFECTS OF
COMPETITION ON THE RELIABILITY OF
MANAGERIAL REPORTING
Although surveys indicate that capital rationing is complex and difficult,
especially in terms of cash flow projection and project selection (Gitman and
Forrester, 1977), the mechanism of capital rationing and how it should be applied is
relatively straightforward. Capital rationing and the capital allocation decision are
vulnerable to the quality of the criteria used for project selection and misreporting
by subordinates. Whereas the criteria for capital budgeting decisions are mostly
internal rate of return (IRR) or net present value (NPV) (Mukherjee and Hingorani,
1999), the input for these measures is based on information developed by the sub-
ordinate managers, the agents. The use of the allocation measures is only as good
as the information used to calculate those measures. Here, the process of capital
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rationing has its weakest part. In the context of competition, there are conflicting
results on the influence of competition on behavior of agents. The following section
provides an overview on research findings relating to competition and reporting
behavior.

HONESTY IN MANAGEMENT REPORTING
AND BUDGET PROPOSALS
People usually prefer to think of themselves as being honest (Alicke, Klotz,
Breitenbacher, and Yurak, 1995) and to avoid actions that clearly conflict with
this self-image (Mazar and Ariely, 2006; Mazar, Amir, and Ariely, 2008). Past
research shows that people are willing to incur costs in order to avoid dishon-
esty (e.g., Goldstone and Chin, 1993; Evans, Hannan, Krishnan, and Moser, 2001;
Greenberg, 2002). The participative budgeting literature offers several examples
of this behavior. In studies by Hannan, Rankin, and Towry (2006) as well as in
Rankin, Schwartz, and Young (2008), individuals give up a considerable amount
of welfare by reporting information more honestly to a superior. Despite evidence
that misrepresentation frequently occurs in organizations, the magnitude of the
misrepresentation is often well below the amount that apparently would maxi-
mize the subordinates’ utility from wealth, and the magnitude varies with factors
other than the monetary payoffs for misrepresentation (Luft, 1997).

Experimental research on budgeting finds that the performance of budget-
ing mechanisms depends in complex ways on managers’ preferences for honesty
(Evans et al., 2001, Hannan et al., 2006). Antle and Eppen (1985) suggest that a
hurdle rate well above the cost of capital can be an efficient mechanism to im-
prove capital allocation efficiency. With a hurdle rate above the cost of capital,
not all projects in an organization are likely to be funded and capital is rationed.
However, Evans et al. provide evidence that the higher-hurdle capital rationing
mechanism proposed by Antle and Eppen does not perform very well. Rather,
mechanisms that rely on the honesty of agents seem to be relatively effective.

Evans et al. (2001) also provide evidence that agents will sacrifice more cash
payoffs to be honest when the compensation system does not award a dispropor-
tional share of the common surplus to the principal. So, when agents feel that a
principal receives a fair share of the surplus, honest behavior increases. Hannan
et al. (2006) find that individuals sacrifice cash payoffs not only to be honest but also
to appear honest in a face-to-face interaction with a superior, even though this is
a one-time interaction that can generate no future economic gains from reputation
building.

The effects of honesty and related social preferences, such as accepting moral
standards and group norms, in motivating “organizational citizenship behavior”
have been identified as significant economic forces in firms (Williamson, 1985).
These effects generate organizational capital and reduce transaction costs via “con-
summate cooperation,” that is, cooperation beyond what can be cost effectively
induced through purely economic incentives in contracts (Deckop, Mangel, and
Cirka, 1999; Fehr and Falk, 1999; Podsakoff, MacKenzie, Paine, and Bachrach,
2000). The question is, however, how robust are social preferences and prefer-
ences for honesty in the context of competition for resources within one firm?
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The following sections provide an overview of the literature on competition and
misrepresentation in budget proposals. For reasons of clarity, the sections are
divided into three relevant effects on misrepresentation: (1) maximum misrepre-
sentation as soon as there is some form of competition, (2) highest level of misrep-
resentation in medium competition, and (3) increasing levels of misrepresentation
with increasing levels of competition (Brüggen and Luft, 2011).

Maximum Misrepresentation in the Presence of Competition

Economically, preferences for honesty can be modeled as a disutility from lying.
People making choices in their daily work can trade off welfare as a result of their
choices, and a disutility from lying can play a role here. However, in most formal
agency models, honesty is virtually nonexistent or it is assumed to be too small to
play a role. In an experiment where participants need to report their skill level to
potential future employers, Baiman and Lewis (1989) find that participants com-
municate very opportunistically for very low monetary incentives. This suggests
that the disutility from lying is rather low, providing support for many formal
agency models.

If the disutility of lying is too small to affect reporting decisions (as in most
formal agency models), and if under capital rationing the firm funds only projects
with the highest forecasted performance characteristics, then agents do not have
any reason to forecast anything but the highest credible performance prediction.
Any lower prediction reduces their chances of funding and thereby reduces their
control over firm assets, an important driver for managerial misreporting. If com-
mon knowledge suggests that the disutility of lying is zero (i.e., there are no
significantly honest “types” among agents), then agents cannot gain by imitating
an honest type and reporting less than maximum revenues in order to increase
the likelihood of receiving funding from the principal. As a result, all subordinates
report the highest possible performance prediction in order to gain funding. This
tendency to strongly misreport exists as soon as some level of competition exists,
because disutility from lying is almost zero and the chances of getting a project
funded decrease without lying. So, in order to warrant chances for funding, agents
misstate their project performance predictions as soon as competition for capital
(or stricter capital rationing) exists. In this setting, with almost no disutility of
lying, there is theoretically no major difference between lower or higher levels of
competition. As soon as competition exists, agents will misrepresent to the maxi-
mum what is credibly possible. Consequently, headquarters (the principal) cannot
separate good from bad investment projects and capital allocation becomes very
difficult and distorted.

Nonmonotonic Relationship between Competition
and the Reporting Behavior

Besides views that the disutility of lying is almost zero, other studies suggest that
this is not the case. Rather, people have a preference for honesty that has a strong
weight in individuals’ economic decisions.

If the psychological cost (disutility) of misrepresentation is a nontrivial amount,
then it can be modeled in a manner similar to how effort is modeled in economics,
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with effort that is personally costly to agents. Agents are willing to deliver effort if
the expected monetary payoff is high enough (Brickley, Smith, and Zimmerman,
2004). Just as individuals vary in ability, and therefore have different costs of
effort to reach a given level of performance, so individuals also vary in their
utility for honesty, resulting in different psychological costs for a given level of
misrepresentation.

Moldovanu and Sela (2001) model tournaments with contestants of differing
ability and show that when effort-cost functions are convex, multiple-prize tour-
naments or medium levels of competition result in higher expected effort than
single-prize (high competition) tournaments. The reason for this is that chances
of winning appear better to contestants because with a single prize only those
with the highest skills are likely to win the tournament, which reduces effort for
all others. With multiple-prize tournaments, however, not only those with abso-
lute top skills but also others have chances to win a prize. Accordingly, medium
competition should also result in higher misrepresentation than high competition
if misrepresentation can be modeled as effort, and if large misrepresentations are
disproportionally more costly than small ones. Goldstone and Chin (1993) find evi-
dence for this in a university setting where individuals report the number of copies
made. Results show that intermediate levels of dishonesty are quite common, but
that extreme levels of misreporting are very rare. Large misrepresentations seem
to be disproportionally more costly than small or intermediate ones. This is also
supported in a study by Mazar et al. (2008). They examine the tension between
dishonesty that results in monetary benefits and honesty for the sake of one’s own
self-image. Results of the experiments show that people are likely to act dishon-
estly in order to gain some advantage or profit, but to act honestly enough so that
their own integrity is not deluded.

Freeman and Gelber (2006) use the Moldovanu and Sela (2001) model to explain
(unanticipated) experimental evidence of an inverted-U-shaped function relating
the level of competition to the amount of cheating in tournaments: Cheating (like
productive effort) was highest at a medium level of competition. Capital budget
settings, however, differ from standard tournaments in that an agent who wins with
an honest proposal earns more money than an agent who wins with a dishonest
proposal because in many organizations, the agents’ welfare depends on the actual
success of the project. This difference tends to make large misrepresentations less
attractive in capital budget settings than in a standard tournament and is one of the
important disciplining mechanisms of capital rationing. After all, agents in real life
work for multiple periods and need to live with the consequences of their actions.
Excessive misrepresentation is therefore unlikely.

However, instead of massive misrepresentation agents need to consider the
credibility of their reported information. According to this reasoning, with high
levels of competition and limits to misrepresentation, agents would rather report
honestly than misrepresent excessively. As a result, misrepresentation is highest
under medium levels of competition when misrepresentation does not have to be
excessive in order to warrant chances of funding. Under low levels of competition,
misrepresentation is unnecessary because funding is very likely; under high lev-
els of competition, misrepresentation is “not worth it” because the disutility from
(massive) lying is higher than the expected gain from getting a project funded.
Following this argument, discovering misrepresentation is very difficult for
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strategic reasons because misrepresentation is never extreme. Therefore, “stretch-
ing the truth” and biasing information are the problems here. This might appear
less of a problem than severe misrepresentation. However, no clear borderline ex-
ists between stretching the truth and misrepresentation so that stretching the truth
and biasing information can be considered to be harmful for a firm.

Increasing Levels of Misrepresentation with Increasing
Levels of Competition

Various psychological considerations could motivate individuals to misrepresent
more in high competition. If these forces are strong enough, they could motivate
individuals to misrepresent more when competition is high. First, the prediction
that misrepresentation will peak at medium competition and then decline is driven
by the expectation that agents with strong utilities for honesty are disadvantaged
competitors and will drop out of the competition when it becomes particularly
difficult (high competition). This may not happen. For example, experimental re-
search provides evidence that disadvantaged competitors often do not drop out as
readily as equilibrium models predict, but increase their efforts to levels that are
very costly for them in an attempt to win (Bull, Schotter, and Weigelt, 1987; Schotter
and Weigelt, 1992; Orrison, Schotter, and Weigelt, 2004). The presence of competi-
tion often seems to drive extremely costly actions: excess market entry (Camerer
and Lovallo, 1999; Fischbacher and Thöni, 2008) and excess investment to deter
competitors (Krishnan, Luft, and Shields, 2002; Lankton and Luft, 2008). Excess
market entry increases as the intensity of competition increases (i.e., with larger
winner-take-all markets in Fischbacher and Thöni) and “excess misrepresentation”
may do so as well.

Second, Messick (1999) argues that when individuals interpret a situation as
more competitive, they regard it as socially appropriate for self-interest to dom-
inate their decision making. Interestingly, the same individuals would consider
self-interest dominating their decision making as being inappropriate in noncom-
petitive situations. Managers can believe that part of their job is to gain funding
for projects, and succeeding in this task is a quasi-normative obligation that jus-
tifies some misrepresentation. If agents in a budget setting think this way and
expect others to have the same view, misrepresentation will increase with com-
petition because the cost of misrepresentation—the uncomfortable sense that it is
wrong—decreases when competition is high.

Third, misrepresentation could be highest in high competition for the same
reason that competition eliminates fairness behavior. The more competitive the
setting, the higher is the total (monetary and psychological) cost of off-equilibrium
choices such as fairness or honesty (Roth, Prasnikar, Okuno-Fujiwara, and
Zamir, 1991).

This can be similar in a capital budget setting with capital rationing. For
example, if one agent in a firm is willing to make large misrepresentations, there
is still a possibility in medium competition that another agent with a good project
can win funding with little or no misrepresentation and achieve the goal of not
only earning money but also assisting the principal to earn. Gneezy (2005) and
Rankin et al. (2008) provide evidence of concern for the other party’s welfare as a
driver of honesty. But in a setting with high competition, if one agent makes a large
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misrepresentation and the principal chooses this agent’s project, then other agents’
honesty benefits neither themselves nor the principal, and honesty may therefore
seem less worthwhile.

The previous sections have provided an overview of the literature on reporting
behavior of agents under different levels of competition. Some arguments and em-
pirical findings provide very mixed evidence. Whereas some studies suggest that
a competitive setting can improve the capital budgeting procedure by ensuring
that only the best projects are funded; other studies imply that competition does
not come without a cost. The cost of competition could be dysfunctional behavior
that nullifies the benefits of a competitive setting. Future research can help to
clarify the mixed results. Further, combinations of different capital budgeting
mechanisms can be a successful way to go for companies that are confronted
with capital allocation decisions. A combination of different capital budgeting
mechanisms, such as capital rationing and NPV analysis, could help to reduce
gaming effects based on one mechanism and reduce dysfunctional behavior.

SUMMARY AND CONCLUSIONS
Capital rationing for capital budgeting is a mechanism to reduce and control
agency costs in capital budgeting. By limiting funds that are available for divisional
investment opportunities, firms can create a competitive environment where di-
visions, for example, compete for funding. Firms can select divisions based on a
relative ranking (winner-picking) or based on a hurdle rate (projects with perfor-
mance predictions beyond a threshold level receive funding). Competitive capital
rationing helps to reduce and to control agency costs. In particular, it helps to avoid
problems of overinvestment, which can occur when firms fund projects without
stricter selection and in the absence of comparable and competing projects. Com-
petition for capital also means that managers are less inclined to understate future
performance, which is typically done to decrease performance targets. A nega-
tive side effect of capital rationing is, however, that managers are pressured to
present successful projects or projects that “beat” other projects in terms of future
performance. As a result of this pressure managers have a tendency to overstate
future performance of their projects so that truthful reporting in a firm is seriously
harmed.

Research on the role and effect of capital rationing shows mixed results in terms
of improvements in investment decisions. The main question in the context of
capital rationing is how the level of competition influences the reporting behavior
of managers. One stream of research argues that there is overstatement to the
maximum possible extent as soon as “some” level of competition exists in order to
warrant chances of funding. Here, individuals bear no private costs or disutility of
lying or acting unethically. Another stream of literature suggests that individuals
tend to trade off the potential benefits of overstating predicted performance of
their investment projects and the disutility from misreporting. This trade-off leads
to more misreporting under medium levels of competition, but less misreporting
under high levels of competition, because here individuals need to overstate too
much to warrant chances of funding so that the disutility from lying is too high
relative to the potential benefits from receiving funding. A third stream of literature
argues that a linear relationship exists between the level of competition and the
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level of misreporting because individuals feel that the level of competition justifies
the level of misreporting.

Capital rationing is thus a mechanism that helps to improve capital budgeting.
While this mechanism has some potential disadvantages, overall practice and
research findings indicate that capital rationing is an efficient way to control and
limit agency costs in the process of capital budgeting. Further, some of the negative
effects, such as overstating predicted performance of investment projects, are much
less of a problem when managers are concerned with their reputation. Managers
try to avoid a reputation of constantly overstating investment outlooks because
this could harm their success in getting funding in other future projects. Long-
term considerations can help to mitigate the negative effects of capital rationing
mentioned in this chapter.

DISCUSSION QUESTIONS
1. A main purpose of capital rationing is to control and reduce agency costs in

the process of capital budgeting. Explain agency costs in the context of capital
budgeting and how capital rationing can help to reduce and control these costs.

2. Discuss the trade-off between more competition among parts of an organiza-
tion as a consequence of capital rationing and the perceived benefits of capital
rationing.

3. What are possible reasons to apply capital rationing in highly heterogeneous
organizations and highly homogeneous organizations?

4. Research on the effects of capital rationing is relatively scarce. Different streams
of literature provide different results about the effects of competition on report-
ing behavior of managers. Explain the different streams of the literature.

5. Explain the assumptions of human behavior regarding the three different ar-
guments in the literature on the possible effects of competition on the level of
misreporting of divisional managers toward headquarters. Why may some of
the assumptions not hold in a setting with multiple periods and investment
“rounds”?
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INTRODUCTION
Investing at home and investing abroad may seem similar, but many differences
exist. Building up a presence in another country poses several challenges. First,
the investment process is more complicated with foreign investments than with
domestic investments. Strategic and organizational issues make a difference, even
at the level of the financial valuation processes. Second, the financial modeling
of international investments presents particular difficulties, especially regarding
risk, financing, and taxes. Third, the financial selection of cross-border investments
abroad involves much the same techniques as within-border investments, but the
perspective of the parent in the home country differs from that of the subsidiary
in the host country.

In this chapter, the term investments refers to investments in assets (“capital”)
under the (direct) control of a nonfinancial firm. These may be related to green-
fields (“startups”), expansions, replacements, and acquisitions (takeovers). Foreign
investments are made in a country other than the home country of a firm, which is a
multinational enterprise (MNE) in that it has subsidiaries in more than one country.
These subsidiaries are not just local legal entities, but are involved in substantial
operations, which may include procurement, production, logistics, sales, market-
ing, and/or other activities. MNEs try to optimize their company-wide operations
to increase their economic value.

The chapter has the following organization. The analysis of foreign investments
starts with an overview of the financial valuation process followed by financial
modeling basics. Next, modeling complications relating to foreign investments
are discussed and supplemented by a comprehensive example. The final section
provides a summary and conclusions.

FINANCIAL VALUATION PROCESS
Before looking at financial calculations for foreign investments, the financial valua-
tion process for such investments—as financial modeling and financial investment
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selection do not occur in a vacuum—is discussed. Financials do not rely only on the
financial habits of (often) experienced investors, but they also occur in a context
where strategic and organizational considerations matter. Moreover, firms often
make investments in stages or phases. Therefore, this chapter takes a broad view,
starting with financially oriented literature on foreign investment phases and mov-
ing on to how the valuation process typically occurs, illustrating the process with
a case example.

Phasing Investments

Academics often strongly emphasize the final decision making on investments.
However, economic value is actually created in the phases before and after the ulti-
mate decision. Aharoni (1966), a pioneer on foreign investment processes, studied
U.S. investments in Israel and identified perception, analysis, and choice (decision
making) as crucial components of the process. King (1975) was among the first to
disentangle the phases in a capital budgeting process preceding the decision. Later
authors added a realization phase. Haspeslagh and Jemison (1991) break up the
takeover process into seven phases: (1) strategic objectives, (2) search and screen-
ing, (3) strategic evaluation, (4) financial evaluation, (5) negotiation, (6) agreement,
and (7) integration. Westerman (2004) distinguishes between five phases in the
financial valuation process of foreign greenfields and acquisitions and shows that
organizational, strategic, and financial issues all interact. Titman and Martin (2008)
describe three investment evaluation phases, separated by documents: (1) invest-
ment (idea) origination and analysis, (2) managerial review and recommendation,
and (3) managerial decision and approval.

Hall and Westerman (2008) expand the above ideas and look at the financial
valuation process for foreign investments in MNEs. Three views on the planning
and control of the process appear to prevail. The project control approach stresses
the organization of investments with loose planning but tight control procedures
along the way. The financial planning approach focuses on financial valuations before
making investments and treats control as a minor issue. The strategic planning
approach highlights centralized strategy formation with only limited control of the
results of the strategic course taken. In practice, the three approaches are often
combined. Additionally, there are four foreign investment phases: (1) setting the
scene, (2) information management, (3) risk management, and (4) decision making.
Financial managers assess the givens of the firm, assemble and process data, deal
with the risks involved, and contribute to the final decision. Exhibit 7.1 combines
the three views on the foreign investment process with the four phases into the
framework stated below.

Typical Valuation Process

The idea for a foreign investment may originate with just one sales or production
officer, but it may also be the result of a screening process by business developers
or a proposal from external parties. If the investment seems attractive at first
glance, management forms a project team, which includes the financial function,
assigns specific tasks and responsibilities to individual project team members, and
confirms hierarchical authorization lines. The team looks at the strategic fit of the
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Project Control Financial

Planning

Strategic Planning 

Setting the
scene 

Information
management

Risk
management

Decision
making

Assign tasks and
responsibilities 

Assemble and
process information 

Treat operational
project risks  

Control bounded
rational behavior  

Assess capital
expenditures 

Calculate and refine
profits and values  

Allow for financial
risk effects  

Determine expected
(present) values  

Design allocation
of resources  

Benchmark and
forecast  

Assess strategic
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Exhibit 7.1 Valuation Phases with Foreign Investments
Note: The subsequent foreign investment phases are put in four rows. Three views on the foreign
investment process are discerned in the columns. The cells show the activities undertaken.

investment with the firm’s resources. If the investment requires resources that are
unavailable, such as management capacity or production lines, it is turned down.
Specific commercial, production, and other investment motives must comply with
the strategy. Also, a project team estimates the total amount of capital needed and
examines the available financial funds. Calculations must show positive outcomes
in terms of basic yardsticks such as margins.

If the investment looks promising after a preliminary review, the investment
team starts to gather the data it needs from sources such as market forecasts, accom-
modation locations, and accounting regulations. The data assembly is restricted
by time and money but is intensive. Benchmarking with other firms and inter-
nal operations helps to specify the strategic alternatives, which vary from up or
downscaling operations to selling off parts of businesses. The competitiveness of
the operations must be guaranteed as much as possible. However, synergy effects
may strengthen the case for the investment. Analysts conduct the financial mod-
eling using a spreadsheet model adapted to the case at hand. Volumes and prices,
margins, profits and returns, as well as liquidity and solvency can be calculated in
this way. The management does not give much weight to paybacks and present
values at this stage, as the financial risks still have to be assessed.

Next, the remaining information gaps are filled. The project team looks espe-
cially at the risks of the investment and tries to limit them. Major risks can include
local market regulation, product responsibility, customer creditworthiness, supply
chain reliability, machine and equipment quality, the availability of bank funds,
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local shareholder requirements, and local tax regulations including transfer pric-
ing requirements. Strategic risk ranges (“limits”) are specified by the management.
Where they are not met, management can take diverse measures including the
intensification of controls, insurance and hedging, and operational changes. Cash
flows and discount rate estimations are reassessed and possible forecast errors are
taken into account. Analysts incorporate the risks into the financial model. Profits,
returns, and present values indicate the economic feasibility of the project. Sensi-
tivity analysis with one important variable at a time and scenario analyses with
more or less optimistic general conditions show the strength of the investment
case. The project team can also assess strategic (“real options”) values.

When the final decision is reached, the project team specifies how the invest-
ment should be shaped. The underlying document usually consists of a man-
agement summary, a brief introduction of the investment, a strategic analysis,
a financial historical analysis (with acquisitions), a financial forecast, a suggested
price range (with acquisitions), and organizational recommendations. The strategic
analysis may take the form of a strengths, weaknesses, opportunities and threats
(SWOT) analysis or a Porterian analysis that positions the investment vis-à-vis
market forces (Porter, 1980). Next, the investment proposal goes to the decision-
making stage. Depending on the size of the project, the board of directors and
(if applicable) the board of supervisors may have final say and specify the lim-
its for the implementation of the investment, especially the performance levels.
These limits are more or less formally monitored (postcompletion audit). Whereas
the relative competitive positions created are normative, foreign investments are
usually selected on the basis of economic values.

Example: Euro Sport Hotels in Surinam

Euro Sport Hotels (ESH) (names and identifying details have been altered for the
sake of confidentiality) operates hotels and restaurants in Europe. ESH is a market
leader in the Netherlands and a major player in Germany and Belgium. The British
leisure chain United Leisure (UL) owns ESH, but ESH operates on a stand-alone
basis. A manager of a Dutch ESH hotel originally came from Surinam and he still
visits the country regularly. He believes that Surinam has the potential for a small
hotel that targets enthusiasts of water sports, as the weather in Surinam is pleasant
all year. Tourism to the former Dutch colony has grown since the end of political
upheaval in the late 1990s. Business will initially rely mainly on Dutch and U.S.
guests, but the venture may soon receive guests from neighboring South American
countries. Following up the suggestion by the initiator, the board of directors has
appointed a multi-focus group to study the feasibility of the first ESH hotel in
Surinam from January 2011 onward. The process evolves in the standard way that
was described in the former section.

FINANCIAL MODELING BASICS
Financial modeling refers to framing investments in financial calculation schemes.
The following discusses how these calculation schemes are framed in a general
investment valuation setting. The schemes are oriented toward calculating results,
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book values, and cash flows. A realistic numerical example is introduced to demon-
strate the basic issues with MNEs that should be emphasized.

Financial Modeling Design

Computer advances in the last 50 years and advanced programming techniques
have made complex financial modeling feasible. Analysts can now use large data
sets with multiple mutual links to make financial forecasts. Thus, the depth (in
terms of assumptions) and width (in terms of aspects addressed) of the models
have improved. Bromiley (1986) developed a capital investment model that is
closely linked to the corporate planning and control process. It uses sales and
production forecasts to improve corporate planning. The model is accounting-
oriented. Rappaport (1986) developed a shareholder value approach (SVA) that
focused on modeling cash flows to forecast business performance, especially with
acquisitions. The economic value added (EVA) approach of Stewart (1991) is useful
to measure past performance in economic terms. Schlosser (1992) applies value
creation models to investments of multiple kinds. Buckley (1996) was among the
first to build complicated models of foreign investments.

One advantage of computerized financial modeling is that sensitivity analyses
became possible because analysts can easily test the rigor of the outcomes of key
variables, called value drivers. Rappaport (1986) identifies seven value drivers: (1)
value growth duration, (2) sales growth rate, (3) operating margin, (4) income tax
rate, (5) working capital investment, (6) fixed capital investment, and (7) cost of
capital. In addition to sensitivity analysis, analysts can perform simulations, which
are experiments with models. When optimistic and pessimistic values are added
to expected values of sets of variables, the potential advantages and disadvantages
of the base model become clear. Sensitivity and scenario analyses are especially
useful with foreign investments, which bring about additional uncertainties com-
pared to their domestic counterparts. (Part IV of this book provides more detailed
information about these techniques.)

An MNE may already have an investment valuation spreadsheet, but changes
may be needed on a case-by-case basis, necessitating a (re-)design of the spread-
sheet model (Schlosser, 1992; Westerman, 2004; Koller, Goedhart, and Wessels,
2010). The model framework is built up gradually, keeping additions and modifi-
cations under control. The main model sets the scene and uses data from various
submodels. The model frameworks can be developed privately, but may also be
bought from software or financial analysis firms. If the actual modeling is left to
consultants, accountants, and banks, the MNE will have to stay in charge. Model
analyses may seem basic, but skillful users can employ advanced views. The fi-
nancial forecast period reflects the MNE’s vision in planning future foreign invest-
ments. The actual terms, which may vary from only a few years to as many as
20 years, can be adapted by users. After the forecast period, a terminal value has
to be assumed.

Regarding the focus of a financial valuation model, knowing the starting point
of view of the MNE is essential. Accounting methods and economic methods can
be discerned (Schlosser, 1992; Koller et al., 2010). Accounting methods are based
on standard financial reporting formats, such as the profit and loss account, the
balance sheet, and the cash flow statement. If economic cash flows prevail in the
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analysis, the focus is on the difference between receipts and disbursements. Re-
quirements around the alignment of internal and external reporting can complicate
matters here; so cash flow calculations always need a profit analysis and balance
sheets. If financial statements are normalized, they refer to an average and stable
situation. Otherwise, growth plans can be modeled. The terminal book or cash
flow value may determine a large part of the value of an investment. Last, MNEs
may distinguish explicitly between the stand-alone and synergy effects of a foreign
investment.

Profits and cash flows can be discounted to account for time value and risk. The
analyst can use multiple hurdles to evaluate foreign investments (Buckley, 1996;
Westerman, 2004). Accounting and economic approaches look at book interest
rates or the cost of debt, the return on equity or the cost of equity, and the return
on investment (ROI) or the weighted average cost of capital (WACC). Analysts
can set hurdle rates more or less arbitrarily by benchmarking against the figures of
comparable firms or by applying the capital asset pricing model (CAPM). Analysts
may also take into account specific conditions such as the sector or country in
which the investment occurs when finalizing the financial modeling heuristics.
Various charges may be added to the base rates. The design of the valuation model
(including the determination of profits, balance sheet items and cash flows, and
the hurdle rates used) sets the scene for the financial investment selection methods
to be applied with foreign investments.

ESH in Surinam—Continued

The financial director of UL wonders whether ESH should be allowed to set up the
new business and makes sure that ESH collects the financial data needed to assess
the venture. Key value drivers in the hotel business relate to the time that elapses
between overhauls, growth of the target group(s), occupancy rate of the rooms,
restaurant and bar utilization, operational efficiency, fixed investment level, and
cost of capital. The occupancy rate in particular is subject to much scrutiny, as many
of the costs are fixed. In the industry, contracts are closed with major customers,
often at a sizeable bargain. Unfortunately, as ESH’s proposed hotel does not yet
exist, the company cannot take advantage of this opportunity. Nevertheless, the
project group sketches the market outlook, identifies other key success factors, and
develops the financial data shown below. It assumes exchange rates of the British
pound (£) versus euro (€) and Surinam dollar (SRD) of £1 = €1.20 = SRD 6.

The sales revenues of the new business are assumed to start at SRD 20 million
in 2011 and will grow by 10 percent per year. The variable costs start at 80 percent
of the sales revenues, but will drop by 4 percentage points per year until 2016 (they
will be 76 percent of the sales revenues in 2012, 72 percent thereof in 2013, and so
forth). The yearly fixed outlay costs are SRD 5 million. The fixed investment in the
venture is SRD 6 million, to be written off straight-line in six years. The working
capital investment is SRD 2 million. All investments are made at the end of 2010.
Assume that the corporate tax rate is 35 percent and losses can be compensated.
The business may be wrapped up on strategic grounds by the end of 2016. If
so, the closure budget for the hotel will have to be SRD 20 million because of
contract buy-offs and staff layoffs. ESH assumes 50 percent likelihood that it will
continue the local business after 2016. The residual value in 2016 is estimated at SRD
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Exhibit 7.2 Financial Forecast ESH Surinam (Before Disposal): Tentative Model

2010 2011 2012 2013 2014 2015 2016

Sales revenues 20.0 22.0 24.2 26.6 29.3 32.2
Variable costs 16.0 16.7 17.4 18.1 18.7 19.3
Fixed outlays 5.0 5.0 5.0 5.0 5.0 5.0
Depreciation 1.0 1.0 1.0 1.0 1.0 1.0
EBIT –2.0 –0.7 0.8 2.5 4.5 6.9
Taxes –0.7 –0.3 0.3 0.9 1.6 2.4
Earnings (net profit) –1.3 –0.5 0.5 1.6 3.0 4.5
Depreciation 1 1 1 1 1 1
Operating cash flow –0.3 0.5 1.5 2.6 4.0 5.5
Investment cash flow –8 0 0 0 0 0 0
Free cash flow –8 –0.3 0.5 1.5 2.6 4.0 5.5
PV factor 1 0.8929 0.7972 0.7118 0.6355 0.5674 0.5066
Present value –8.0 –0.3 0.4 1.1 1.7 2.2 2.8

This is the first model of ESH’s proposed investment. All amounts are x SRD million.

40 million. According to ESH’s control department, the relevant cost of capital is
12 percent. ESH Surinam is to be financed entirely with equity.

Exhibit 7.2 shows the forecasted financial results of operating the new ven-
ture. It indicates that the earnings and the cash flows are negative in the first
year, but that the results will improve afterwards. Cumulative earnings, operating
cash flows, and free cash flows are SRD 7.8 million, SRD 13.8 million, and SRD
5.8 million, respectively. The payback period is six years. The ROI can be calcu-
lated as SRD (7.8 million/6)/SRD 4 million = 0.33 = 33 percent. The net present
value (NPV) without considering the disposal of the business is SRD –0.1 mil-
lion. A highly insecure 0.50 × SRD – 20 million + 0.50 × SRD 40 million = SRD
10 million is to be expected with the disposal of the business. For safety’s sake, one
may want to exclude this value from the calculations, but if taking this terminal
value amount into account, the free cash flow in 2016 becomes SRD 15.8 million.
The NPV is SRD 5.0 million. In terms of euros and pounds, this is 1.0 million and
0.8 million, respectively.

FINANCIAL MODELING COMPLICATIONS
This section discusses how to deal with specific problems involving foreign in-
vestments. These problems may include asset (and liability) valuation differences,
intracompany transfer pricing, differing tax systems, noncomplete transferal of re-
sults, exchange rate changes over time, political risks abroad, and foreign financing
conditions. The discussion also distinguishes between parent firm and subsidiary
views on results and hurdle rates. Each of the topics is treated separately. (For more
background, see Buckley, 1996 on international capital budgeting, Koller et al., 2010
on corporate valuation, Levi, 2009 on international finance, and Westerman, Van
der Meer-Kooistra, and Langfield-Smith, 2010 on international management ac-
counting and control.) The treatment of these issues is illustrated by continuing
the ESH example.
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Asset Valuation

Analysts around the world do not value revenues, costs, assets, and liabilities
identically. The International Accounting Standards Board (IASB) has issued Inter-
national Financial Reporting Standards (IFRSs) (www.iasb.org/IFRSs/IFRs.htm).
IFRS standards are not accepted worldwide. The standards used in the United
States (U.S. GAAP) remain particularly important. Interpretations of accepted
international standards may differ in each country. For example, profits in
German-type countries are generally calculated more conservatively than profits
in Anglo-Saxon–type countries. Countries often allow various standards to be used.
Local standards remain in force alongside international ones. Smaller and non-
listed firms often apply local standards, which may be poorly documented. Last,
depending on local customs, firms use fiscal, economic, or accounting standards.

Locally accepted accounting principles differ from country to country with
regard to the realization of profits (the timing of realization in particular), the valu-
ation of work in progress, inflation corrections on assets, the treatment of goodwill
(value not directly attributable to specific balance sheet items), the valuation of
leases (which may be recognized as assets or are directly expensed), the terms and
timing of the various kinds of depreciations, and the valuation base of loans (book
value or market value). As long as the corrections are only book matters, there
are no material influences (other than accounting fees). However, loan covenants
may be broken and tax obligations influenced. In the case of ESH’s investment
in Surinam, a country where accounting practices are lax and which has a Dutch
regulatory heritage, the influence of valuation issues is negligible.

Intracompany Transfer Pricing

Foreign investment involves deliveries from the parent firm to the subsidiary,
from the subsidiary to the parent firm, and between the subsidiaries. The result-
ing transactions may refer to goods including machines, equipment, semi-finished
products, and final products. They may also refer to services including packaging,
product licenses, technical assistance, management services, and general services
(holding cost allocations). The intracompany prices charged are called transfer
prices. Transfer pricing guidelines for MNEs are set by the Organization for Eco-
nomic Cooperation and Development (OECD) (subscribers can access these via the
OECD portal, http://titania.sourceoecd.org). Local tax authorities and accounting
regulators may use private interpretations of the guidelines. They may also al-
low standards not approved by the OECD. Approval procedures may be quite
challenging at times and for certain countries. Double taxation cannot always be
avoided.

The OECD encourages using market prices for internal transactions, but mar-
ket prices are not always easily observed. Often, “cost plus” (a profit charge) pricing
is used, and local customs may be long-lived. In the example case, the Dutch and
Surinam regulators leave some room for the actual approach. Advance pricing
arrangements (APAs) may even be made. ESH aims to charge license costs and
general (“overhead”) costs to its Surinam venture. The project group originally
planned a charge set at 20 percent of the sales revenues, which is considered rea-
sonable from a management accounting perspective. However, ESH may lower
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Exhibit 7.3 Financial Forecast ESH Surinam (Before Disposal): Transfer Pricing Issues

2010 2011 2012 2013 2014 2015 2016

Sales revenues 20.0 22.0 24.2 26.6 29.3 32.2
Direct variable costs 12.0 12.3 12.6 12.8 12.9 12.9
Indirect variable costs 2.0 2.2 2.4 2.7 2.9 3.2
Fixed outlays 5.0 5.0 5.0 5.0 5.0 5.0
Depreciation 1.0 1.0 1.0 1.0 1.0 1.0
EBIT 0.0 1.5 3.2 5.2 7.5 10.1
Taxes 0.0 0.5 1.1 1.8 2.6 3.5
Earnings 0.0 1.0 2.1 3.4 4.9 6.6
Depreciation 1 1 1 1 1 1
Operating cash flow 1.0 2.0 3.1 4.4 5.9 7.6
Investment cash flow –8 0 0 0 0 0 0
Free cash flow –8 1.0 2.0 3.1 4.4 5.9 7.6
PV factor 1 0.8929 0.7972 0.7118 0.6355 0.5674 0.5066
Present value –8.0 0.9 1.6 2.2 2.8 3.3 3.8

The second model of ESH’s proposed investment takes into account transfer price change consequences.
All amounts are x SRD million.

this amount to just 10 percent of the sales revenues, taking into account probable
requirements set by the Dutch and Surinam tax authorities.

The direct variable costs in Exhibit 7.3 refer to all variable local expenditure,
whereas the indirect variable costs refer to the intracompany costs charged. With
a transfer price of 20 percent of the revenues, there is no change, compared to
that shown in Exhibit 7.2. However, a transfer price of 10 percent leads to higher
profits and cash flows in Surinam. The startup losses disappear and the total of the
profits becomes €18 million. The ROI rises to (SRD 18 million/6)/SRD 4 million
= 0.75 = 75 percent per year. By adding the sum of the present values shown in
Exhibit 7.3 and the present value of the terminal value of SRD 5.066 million, the
NPV of the business increases to SRD 11.6 million. There is one drawback: Total
profits in the Netherlands fall by the same SRD 18 million – SRD 7.8 million = SRD
10.2 million as the profit increases in Surinam. However, the Dutch corporate tax
rate is 25 percent. So, a loss of (35 percent – 25 percent) x SRD 10.2 million = SRD
1.0 million (= €0.2 million) must be cashed in for the MNE as a whole. Clearly, the
transfer price should not be lowered. Nevertheless, ESH may be urged to do so.

Differing Tax Systems

In an international setting, several kinds of tax are in place, such as indirect taxes
(sales taxes in North America, value added taxes in Europe, and excise duties
and import duties), and direct taxes (income taxes and corporate taxes). According
to a KPMG (2009) survey, indirect taxes have become more important globally
as direct taxes have become less important, resulting in tax competition between
countries. Corporate taxes levied on profits vary from 0 percent to 70 percent
or more, depending on the size of the firm, its legal incorporation, and the tax
status of its owners. A specific issue relates to withholding taxes (local charges on
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Exhibit 7.4 Financial Forecast ESH Surinam (Before Disposal): Tax System Differences

2010 2011 2012 2013 2014 2015 2016

Earnings 0.0 1.0 2.1 3.4 4.9 6.6
Dividends 0.0 0.7 1.6 2.5 3.6 4.9
Depreciation 1 1 1 1 1 1
Operating cash flow 1.0 1.7 2.6 3.5 4.6 5.9
Investment cash flow –8 0 0 0 0 0
Free cash flow –8 1.0 1.7 2.6 3.5 4.6 5.9
PV factor 1 0.8929 0.7972 0.7118 0.6355 0.5674 0.5066
Present value –8.0 0.9 1.4 1.8 2.2 2.6 3.0

The third model of ESH’s proposed investment takes into account the influence of tax system specifics.
For lines not shown, refer to Exhibit 7.3. All amounts are x SRD million.

royalty payments, interest payments, and dividend payments to an MNE parent
firm), which typically vary between 0 percent and 30 percent of the distribution.
Last, subsidies, which are effectively negative taxes granted on investments and
operations, may also apply.

In the Surinam case, there is no separate corporate tax—firms are taxed just like
individuals. In the example provided, the corporate tax rate used is derived from
the actual one for small and medium enterprises. Surinam levies a withholding tax
of 25 percent on dividends, but this can be waived when there is a tax treaty with the
MNE’s home country, as with the Netherlands. If Surinam did not exempt Dutch
firms from withholding taxes and if all profits would be distributed immediately,
with a transfer price of 10 percent of sales revenues, the surcharge would be
25 percent of the total profits of SRD 18 million (SRD 4.5 million). The net dividend
payout is lowered by this amount, such as Exhibit 7.4 shows. The local NPV
becomes SRD 9.0 million and therefore the loss would be SRD 11.6 million – SRD
9.0 million = SRD 2.6 million (= €0.5 million). Although this not a high figure, ESH
might want to consider relocating profits in this case.

Blocking Funds

Although host countries generally welcome foreign investments, they may also
worry about MNE disinvestment later. One way to discourage disinvestment is
to partially or wholly stop cash outflows to the home country. Another reason
for so-called exchange controls is foreign exchange shortages. The blocked funds
may include dividends, interest payments, royalties, and even management fees.
Blocking has to be temporary or else an MNE would not invest at all since eternal
blocking would in fact be expropriation. ESH’s Surinam investment may become an
issue when the free cash flow is positive and even more with the planned disposal.
But even then, the Surinam government is not expected to stop the remittance of
sales proceeds, although it may influence the sale in such a way that losses occur,
for example, with sale hold-ups and forced investments to local investors. Shapiro
(1978) provides general formulae for calculating the NPV with blocked funds.

Exhibit 7.5 uses figures already included in Exhibit 7.3 but assumes that ESH’s
Surinam profits cannot be distributed to the Netherlands until the disposal of
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Exhibit 7.5 Financial Forecast ESH Surinam (Before Disposal): Blocking Funds

2011 2012 2013 2014 2015 2016

Earnings 0.0 1.0 2.1 3.4 4.9 6.6
PV factor loss 0.8219 0.8548 0.889 0.9246 0.9615 1
Present value 0.0 0.8 1.8 3.1 4.7 6.6
Present value loss 0.0 0.1 0.2 0.3 0.2 0.0

The fourth model of ESH’s proposed investment examines the consequences of blocking of funds. For
lines not shown, refer to Exhibit 7.3. All amounts are x SRD million.

the venture. The funds must be placed in the bank in Surinam and earn a risky
8 percent. Moreover, another assumption is that the sale will realize a 20 percent
lower price than previously expected. The effect on the NPV of the business is an
opportunity loss of (12 percent – 8 percent) = 4 percent over the profits in the first
five years. Its NPV is SRD 0.81 million (€0.16 million). An opportunity loss of SRD
2 million × 0.50 = SRD 1 million (€0.20 million) also exists because the terminal
value of the hotel is reduced.

Exchange Rate Changes

A major problem with the analysis of foreign investments (outside currency zones
such as the Eurozone) is the volatility of exchange rates between currencies. Interest
rate differences induce money flows that are corrected by exchange rate changes.
Purchasing power and trade balance differences also play a role, but in a rather
indirect way. MNEs ask banks for advice when forecasting the future spot rates
(cash rates) and may also look at spot futures rates that are arranged now and
settled later. Two approaches for calculating NPVs cashed in by the ultimate owners
prevail (Ross, Westerfield, Jaffe, and Jordan, 2011). One approach involves judging
the results against the hurdle rate applicable at home (home currency approach).
Another method involves converting the (net present) value of the investment in
the foreign currency against the spot rate, if the local hurdle rate is known (foreign
currency approach).

ESH does not distinguish explicitly between a home country discount rate and
a host country discount rate, but ESH actually uses a home country rate. Hence,
it has to produce exchange rate forecasts. There are no usable SRD futures rates,
especially not in the long run. The spot rate for the SRD is SRD 6 = EUR 1.20 =
GBP 1. (Because the British firm UL owns ESH, the British pound exchange rate is
also relevant). ESH assumes a depreciation of the SRD versus the euro of 5 percent
per year and versus the pound of 7.5 percent per year. Thus it effectively forecasts
a depreciation of the euro versus the pound.

Exhibit 7.6a uses the same assumptions as Exhibit 7.3. With a stable exchange
rate, the NPV of the venture excluding the disposal effect is €1.3 million and £1.1
million, respectively, and with this effect the NPV amounts to €3.3 million and £2.8
million, respectively.

Exhibit 7.6b uses the data in Exhibit 7.3. Here, the depreciation factors are
cumulative. The depreciation factor in euro terms is equal to 0.95 × 0.95 = 0.9025
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Exhibit 7.6a Financial Forecast ESH Surinam (Before Disposal): Exchange Rate Changes

2010 2011 2012 2013 2014 2015 2016

Free cash flow (SRD) –8 1.0 2.0 3.1 4.4 5.9 7.6
Free cash flow (€) –1.6 0.2 0.4 0.6 0.9 1.2 1.5
Free cash flow (£) –1.3 0.2 0.3 0.5 0.7 1.0 1.3
PV factor 1 0.8929 0.7972 0.7118 0.6355 0.5674 0.5066
Present value (SRD) –1.3 0.9 1.6 2.2 2.8 3.3 3.8
Present value (€) –1.6 0.2 0.3 0.4 0.6 0.7 0.8
Present value (£) –1.3 0.1 0.3 0.4 0.5 0.6 0.6

Panel A of the fifth model of ESH’s proposed investment assumes stable exchange rates. For lines not
shown, refer to Exhibit 7.3. All amounts are x SRD million.

in 2013. If the exchange rate decreases as predicted, the NPV of the Surinam venture
without the probable disposal drops to €0.8 million and £0.3 million, respectively.
Including this effect, the NPV becomes €2.2 million and £1.3 million, respectively.
The NPV decreases the most in pound terms because of the appreciation of the
pound versus the euro. Nevertheless, the investment remains financially feasible.

Political Risks

Political risks include, among others, the consequences of armed conflict, govern-
mental turmoil, and strikes and slowdowns (for a full discussion, see Chapter 13).
If such events affect a local economy as a whole, hurdle rate adjustments may be in
place. Analysts can incorporate specific risks in the profit and cash flow forecasts.
An MNE may also arbitrarily adjust either hurdle rates or cash flows for all the po-
litical risks. For example, ESH may have to lower the sales revenue forecasts for its
Surinam venture by 15 percent because of local political circumstances in the host
country. The sales revenues are decreasing slowly at present, because the growth
factor is 1.1 × 0.85 = 0.94. The yearly earnings will become barely positive in the
very last (sixth) year of the planned period. The NPV of the venture, assuming the

Exhibit 7.6b Financial Forecast ESH Surinam (Before Disposal): Exchange Rate Changes

2010 2011 2012 2013 2014 2015 2016

Free cash flow –8 1.0 2.0 3.1 4.4 5.9 7.6
Depreciation factor (€) 1.0 1.0 0.9 0.9 0.8 0.8 0.7
Free cash flow (€) –1.6 0.2 0.4 0.5 0.7 0.9 1.1
Depreciation factor (£) 1.0 0.9 0.8 0.7 0.7 0.6 0.6
Free cash flow (£) –1.3 0.1 0.3 0.4 0.5 0.6 0.7
PV factor 1 0.8929 0.7972 0.7118 0.6355 0.5674 0.5066
Present value –8.0 0.9 1.6 2.2 2.8 3.3 3.8
Present value (€) –1.6 0.2 0.3 0.4 0.5 0.5 0.6
Present value (£) –1.3 0.1 0.2 0.3 0.3 0.3 0.4

Panel B of the fifth model of ESH’s proposed investment assumes specific exchange rate changes. For
lines not shown, refer to Exhibit 7.3. All amounts are x SRD million.
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Exhibit 7.7a Financial Forecast ESH Surinam (Before Disposal): Political Risks

2010 2011 2012 2013 2014 2015 2016

Sales revenues 17.0 15.9 14.9 13.9 13.0 12.1
Direct variable costs 10.2 8.9 7.7 6.7 5.7 4.9
Indirect variable costs 1.7 1.6 1.5 1.4 1.3 1.2
Fixed outlays 5.0 5.0 5.0 5.0 5.0 5.0
Depreciation 1.0 1.0 1.0 1.0 1.0 1.0
EBIT –0.9 –0.6 –0.4 –0.2 0.0 0.1
Taxes –0.3 –0.2 –0.1 –0.1 0.0 0.0
Earnings –0.6 –0.4 –0.2 –0.1 0.0 0.0
Depreciation 1 1 1 1 1 1
Operating cash flow 0.4 0.6 0.8 0.9 1.0 1.0
Investment cash flow –8 0 0 0 0 0 0
Free cash flow –8 0.4 0.6 0.8 0.9 1.0 1.0
PV factor 1 0.8929 0.7972 0.7118 0.6355 0.5674 0.5066
Present value –8.0 0.4 0.5 0.5 0.6 0.6 0.5

Panel A of the sixth model of ESH’s proposed investment assumes politically induced sales drops. All
amounts are x SRD million.

base case used in Exhibit 7.3, drops to SRD –4.9 million without disposal effects
and SRD 0.1 million including these effects (see Exhibit 7.7a).

For political risks against which a company can take out insurance, an (op-
portunity) cost charge can be included in the profit and cash flow calculations
(Stonehill and Nathanson, 1968). However, insurance is not possible for all politi-
cal risks, if any. If, instead of the former alternatives, ESH raises the discount rate
to 30 percent, the NPV is lowered to SRD 0.0(05) million, if excluding the terminal
value NPV of SRD 2.1 million (see Exhibit 7.7b).

Financing Conditions

The foreign operations of an MNE are financed by equity, debt, and/or hybrids.
The cost of equity can be assessed with various concepts. Besides the book return
on equity, the CAPM and the dividend discount model (DDM) are used. The cost of
debt can be drawn from book interest rates and market interest rates. In addition to
internally generated cash flows, an array of financial instruments is used including
various types of shares and loans. The funds to be used can come from the home
country, the host country, or elsewhere, causing various costs levels. If funds cannot

Exhibit 7.7b Financial Forecast ESH Surinam (Before Disposal): Political Risks

2010 2011 2012 2013 2014 2015 2016

Free cash flow –8.0 1.0 2.0 3.1 4.4 5.9 7.6
PV factor 1 0.7692 0.5917 0.4552 0.3501 0.2693 0.2073
Present value –8.0 0.8 1.2 1.4 1.5 1.6 1.6

Panel B of the sixth model of ESH’s proposed investment assumes a politically induced discount rate
rise. For lines not shown, refer to exhibit 7.7a. All amounts are x SRD million.
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be obtained from the cheapest sources, financial market segmentation applies.
Prohibitive local regulations and good citizenship considerations may provoke
this. All in all, with foreign investments, financing and investment may easily
become intertwined. Lessard (1985) shows that the adjusted present value (APV)
method can effectively single out financing effects.

Calculating the cost of equity and the cost of debt with foreign investments is
not easy because many methods are available. With regard to the cost of equity,
Stulz (1995) suggests using a global CAPM for integrated markets. The CAPM is
as follows:

Rs = R f + �(Rm − R f ) (7.1)

where Rs is the risk-free rate of return, Rm is the market rate of return, and � is
the beta coefficient that measures the systematic risk of a security. All variables
used should have global reference bases. Now that global indices and databases
are increasingly in place, applying the global CAPM has become relatively easy.
Even basic benchmarking with other firms may already be helpful. Aside from
the cost of equity, the cost of debt can also be derived from the global CAPM,
and benchmarks derived from various sources may suffice (in integrated markets
only). If markets are not wholly integrated, local CAPM and local benchmarks also
become important.

In the case of ESH in Surinam, only equity is in place for reasons of convenience.
The local equity market is very thin, whereas ESH and UL have funds available.
Therefore, the cost of equity used at the parent firm(s) is applicable. This rate
has been set at the 12 percent used above. Alternatively, local book rates, UL
benchmarks with similar countries, and private hunches may lead ESH to set the
rate of locally acquired equity at 16 percent. A notable effect of local equity would
be that the venture gets local owners but the use of preferred shares, for example,
may limit their control rights. The relevant local interest rate is set at 8 percent,
in accordance with long-term bank lending rates. With a mix of 50 percent equity
and 50 percent debt, the cost of capital becomes 0.16 × 0.50 + 0.09 × (1 – 0.35) ×
0.50 = 0.10925 ≈ 11 percent. The NPV of the venture then rises to SRD 5.7 million
without the disposal effect and SRD 11.0 million with this effect. All in all, the net
effect of local financing would be negligible (as indicated by comparing Exhibits 7.3
and 7.8).

Parent Firm Viewpoint

So far, the discussion mainly applies the subsidiary’s point of view on the values
likely to be obtained with foreign investments. However, subsidiary and parent
firm perspectives must be clearly distinguished (Ahkam and Baker, 1993). Issues
that may matter to MNE parent firms include operational cash transfers, termina-
tion values, foreign exchange risks, and political risks. The following discussion
shows the joint effects of these items for ESH by building an expected case for its
Surinam business. The case uses a transfer price of 10 percent of the sales revenues
(this includes a 2 percent license fee and 8 percent overhead charge), a terminal
value of SRD 8 million (= discount of 0.20 × SRD 10 million), as well as operational
payout and SRD conversion schemes as follows: All excess operational cash flows
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Exhibit 7.8 Financial Forecast ESH Surinam (Before Disposal): Financing Conditions

2010 2011 2012 2013 2014 2015 2016

EBIT 0.0 1.5 3.2 5.2 7.5 10.1
Interest 0.4 0.4 0.4 0.4 0.4 0.4
EBT –0.4 1.1 2.8 4.8 7.1 9.7
Taxes 0.0 0.5 1.1 1.8 2.6 3.5
Earnings –0.4 0.6 1.7 3.0 4.5 6.2
Depreciation 1 1 1 1 1 1
Operating cash flow 0.6 1.6 2.7 4.0 5.5 7.2
Investment cash flow –8 0 0 0 0 0 0
Free cash flow –8 0.6 1.6 2.7 4.0 5.5 7.2
PV factor 1 0.9174 0.9174 0.9174 0.9174 0.9174 0.9174
Present value –8.0 0.6 1.5 2.5 3.7 5.0 6.6

The seventh model of ESH’s proposed investment takes into account specific financing conditions. For
lines not shown, refer to Exhibit 7.3. All amounts are x SRD million.

are put in a bank account and earn 8 percent, until they are released by the end of
Year 6. The spot exchange rate is SRD 1 = EUR 5 = GBP 6, and the SRD depreciates
after 2011 versus the euro by 5 percent per year and versus the pound by 7.5 percent
per year. The Dutch corporate tax rate is 25 percent and the dividend payments to
the United Kingdom are tax-free.

Exhibit 7.9 first calculates the earnings directly made by the Dutch parent
company. The Surinam operating cash flow, expected to be transferable in 2016,
is the sum of the operating cash flows and the interest earned. The resulting ESH
free cash flow is calculated in terms of SRD first and then converted into euros
and pounds. The parent firm’s earnings are SRD 11.6 million + 27.0 million = SRD

Exhibit 7.9 Financial Forecast ESH Surinam Business; Parent Firm Viewpoint

2010 2011 2012 2013 2014 2015 2016

License fee 0.4 0.4 0.5 0.5 0.6 0.6
Overhead charge 1.6 1.8 1.9 2.1 2.3 2.6
EBIT 2.0 2.2 2.4 2.7 2.9 3.2
Taxes 0.5 0.6 0.6 0.7 0.7 0.8
Earnings 1.5 1.7 1.8 2.0 2.2 2.4
Operating cash flow 0 0 0 0 0 27.0
Investment cash flow –8 0 0 0 0 0 8
Free cash flow (SRD) –8 1.5 1.7 1.8 2.0 2.2 37.4
Depreciation factor (€) 1.0 1.0 0.9 0.9 0.8 0.8 0.7
Free cash flow (€) –1.3 0.3 0.3 0.3 0.3 0.3 5.5
Depreciation factor (£) 1.0 0.9 0.8 0.7 0.7 0.6 0.6
Free cash flow (£) –1.3 0.2 0.2 0.2 0.2 0.2 3.6
PV factor 1 0.8929 0.7972 0.7118 0.6355 0.5674 0.5066
Present value (SRD) –8.0 1.3 1.3 1.3 1.3 1.2 19.0
Present value (€) –1.3 0.3 0.2 0.2 0.2 0.2 2.8
Present value (£) –1.3 0.2 0.2 0.2 0.1 0.1 1.8

The eighth model of ESH’s proposed investment assumes Dutch and British parent viewpoints. All
amounts are x million.
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Exhibit 7.10 Financial Forecast ESH Surinam Business (Parent Firm Viewpoint Revisited)

2010 2011 2012 2013 2014 2015 2016

License fee 0.3 0.3 0.3 0.3 0.3 0.2
Overhead charge 1.4 1.3 1.2 1.1 1.0 1.0
EBIT 1.7 1.6 1.5 1.4 1.3 1.2
Taxes 0.4 0.4 0.4 0.3 0.3 0.3
Earnings 1.3 1.2 1.1 1.0 1.0 0.9
Operating cash flow 0 0 0 0 0 22.1
Investment cash flow –8 0 0 0 0 0 8
Free cash flow –8 1.3 1.2 1.1 1.0 1.0 31.0
Depreciation factor (€) 1.0 1.0 0.9 0.9 0.8 0.8 0.7
Free cash flow (€) –1.3 0.3 0.2 0.2 0.2 0.2 4.6
Depreciation factor (£) 1.0 0.9 0.8 0.7 0.7 0.6 0.6
Free cash flow (£) –1.3 0.2 0.2 0.1 0.1 0.1 3.0
PV factor 1 0.8929 0.7972 0.7118 0.6355 0.5674 0.5066
Present value –8.0 1.1 1.0 0.8 0.7 0.6 15.7
Present value (€) –1.3 0.2 0.2 0.1 0.1 0.1 2.3
Present value (£) –1.3 0.2 0.1 0.1 0.1 0.1 1.5

Note: The ninth model of ESH’s proposed investment examines a negative scenario from both Dutch
and British parent viewpoints. All amounts are x million.

38.6 million, which is€1.9 million +€4.0 million =€5.9 million. The payback period
of the parent firm’s investment of €8 million, taking into account the depreciation
of the SRD, is a little over five years in euro terms. The parent firm’s investments
are wholly depreciated in six years. This promises a healthy ROI of 74 percent per
year, even excluding the disposal gains. The expected NPV of the business for the
parent firm is a sound €2.6 million or £1.3 million.

In the end, the NPV of the parent firm is what matters. Thus, the expectation
is that those involved would greet the investment proposal with enthusiasm and
that nothing would prevent ESH from happily investing in Surinam. However,
there are some caveats. Assume, for instance, that Surinam sales lag 15 percent
behind the original forecast. Recall that with a similar assumption, the local NPV
becomes almost zero. The parent firm’s ROI then falls to 48 percent, excluding
the disposal. If the hurdle is 40 percent, this is still acceptable. Also, the NPV is
still positive, with €1.7 million or £0.7 million (see Exhibit 7.10). Thus, the revised
scenario remains acceptable. But suppose that the local sales become 75 percent
of the original forecast. Then, the parent firm’s ROI, excluding the disposal, drops
to 10 percent and the parent firm’s NPV becomes negative at €–0.4 million and
£–0.5 million, respectively. Such scenarios raise doubt about the venture.

Concluding the Story

How does the ESH story end? The analysis has combined and adapted two sim-
ilar cases. In the first case, the hotel was never established. Analysts studied the
prospects of the business in depth and the financial outlook seemed positive, but
uncertainties about the competitiveness of the location overshadowed the deci-
sion making. The project ended the way that it had started—gradually. The other



ANALYZING FOREIGN INVESTMENTS 127

hotel had already been in business for a long time but needed a major over-
haul and upgrade to serve the target group. The strategic and financial prospects
were exciting, but the owners and managers perceived the local risk to be very
high. Thus, they postponed the investment. However, as new windows of op-
portunity opened later, “real options came in the money” and resulted in realizing
much of the original investment plan despite the foreign investment process taking
several years.

SUMMARY AND CONCLUSIONS
In a foreign setting, financial valuation basics are much the same as those in a do-
mestic setting. They are about managing processes, profits or cash flows, hurdles
or discount rates, and returns or present values. However, there are some differ-
ences. First, the investment valuation process is less straightforward for activities
abroad than for activities back home, as shown in the phase framework of the
activities undertaken. Second, foreign outcomes do not resemble domestic ones.
This is due especially to asset and liability valuation differences, intracompany
transfer pricing, different tax systems, incomplete transfer of results, exchange rate
changes over time, political risks abroad, foreign financing conditions, and the
parent versus daughter perspective. Third, investment valuation techniques work
in environments abroad differently than in those at home. Whereas this is largely
an outcome of the above, it may influence the mutual priority of the techniques.

In this chapter, the treatment of the analysis of foreign investments started with
a process view. This treatment dealt with the setting of the investment (emphasiz-
ing information management), took into account risk management, and discussed
the final decision making. The chapter focused on modeling profits and cash flows
and largely left hurdling and discounting issues to other chapters. Although sen-
sitivity analyses and scenario analyses play a large role in the actual financial
modeling, they are not discussed here in depth. The chapter dealt with common
financial investment selection techniques such as payback, ROI, and NPV largely
as outcomes of a financial modeling process. (Part V of this book discusses the
relevance of real option techniques in financial investment selection).

DISCUSSION QUESTIONS
1. A business development manager of a financial institution that was enthusi-

astically capturing Eastern European markets commented as follows: “Yes, we
do make some basic calculations. But no, we do not discuss our ideas with the
financial department beforehand. However, now that you mention it, the final
investment proposal must indeed be sent to the financial staff. This is just a
matter of rubber stamping.” Comment.

2. “The financial modeling of foreign investments is a matter of sensitivity analysis
and scenario analysis. This is not necessarily the case for domestic investments.”
Is this statement true? Why or why not?

3. U.S. firms are typically less interested in the payback periods of foreign invest-
ments than, for example, German firms. Relate this to U.S. domestic depreciation
practices.
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4. “Since I want to behave as a good local citizen, I am not really interested in
foreign exchange rates,” the financial director of ESH said in regards to a foreign
investment. Others in the firm disagree with this statement. Comment on this
attitude.

5. An Australian firm, National Boomerang Beer (NBB), is preparing to enter
the Litoromian market, which it considers a greenfield investment (startup).
The Litoromian beer market is fragmented. Only a few firms have substantial
market shares, none of which exceed 5 percent. In fact, the market is regionally
divided, except for some special beers and three firms competing for a country-
wide presence. Market share gains can only be acquired by accepting large
price cuts.
� As of today, the Litos is pegged to the dollar and the beer prices are dol-

lar related. As Litoromia will adopt the euro eventually, it will give up the
peg. NBB expects a gradual changeover and depreciation. The exchange rate
of the Litos vis-à-vis the Australian dollar will be AUD 1 = LTO 2.0 on
January 1, 2011 and will gradually drop to AUD 1 = LTO 3.0 by December 31,
2020.

� NBB must invest LTO 10 million by January 1, 2011, to be straight-line de-
preciated in 10 years. The yearly revenues will be LTO 7.5 million. Royalties
and fees paid to the mother firm are 8 percent of the revenues. The yearly
outlay costs for sales/marketing, production and general purposes are LTO
2.2 million, LTO 1.6 million and LTO 0.9 million, respectively. The European
Union will subsidize half of the investment outlay. The Litoromian govern-
ment offers NBB tax exemption during the planning period of 10 years, unless
any dividend is paid before year-end 2020.

� All cash flows after the investment are expected to occur at the year-end.
NBB plans to reinvest depreciation funds in the business immediately. No
terminal values are to be included. The cost of capital employed is 12 percent,
although NBB uses a hurdle rate of 8 percent in Australia. NBB’s corporate
tax rate is 30 percent. Items not provided (e.g., working capital changes) are
neglected.
A. Is the investment attractive from a subsidiary point of view? Provide both

an ROI and an NPV calculation.
B. Is the investment attractive from a parent firm’s point of view? Include an

NPV calculation. Assume that NBB can earn 8 percent per year with its
local excess cash flows.
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CHAPTER 8

Postcompletion Auditing
of Capital Investments*

JARI HUIKKU
Assistant Professor, Aalto University School of Economics

INTRODUCTION
Success in capital investment greatly affects the extent to which a company can
achieve its strategic objectives. Academic researchers posit that postcompletion
auditing (PCA) of capital investments can provide valuable feedback for current
and future investments, and consequently make capital investment more effective
(Neale, 1991a; Pierce and Tsay, 1992). Other synonymous terms for PCA are postau-
dit, postcompletion review, and postappraisal (of capital investments). Postcompletion
audit and postaudit seem to be the two most often presented terms in recent stud-
ies. PCA is a formal process that checks the outcomes of individual investment
projects after the initial investment is completed and when the project is opera-
tional (Chenhall and Morris, 1993; Huikku, 2007). It can be regarded as one formal
control system within a company’s management control system (MCS) package,
which consists of various formal and informal controls (Otley, 1999; Malmi and
Brown, 2008). According to Merchant and Otley (2007, p. 785), MCS is a system
that is “designed to help an organization adapt to the environment in which it is
set and to deliver the key results desired by stakeholder groups.”

Researchers particularly emphasize that PCA information can facilitate orga-
nizational learning (OL) with regard to planning future investment projects (e.g.,
Huikku, 2009). In other words, PCA information has the potential to help a com-
pany avoid previous mistakes and to systematically identify successful processes
that can be repeated (Shapiro, 2005; Northcott and Alkaraan, 2007). Additionally,
scholars suggest that PCA can be used to measure the performance of an invest-
ment, to provide feedback to aid control of current investments, to enhance the
integrity of investment appraisals, and to evaluate management (e.g., Huikku,
2008). Researchers examining PCA emphasize the fact that the appropriate design
of PCA systems, particularly regarding PCA reports and aspects of their communi-
cation, is a prerequisite for effective knowledge transfer and sharing, and hence for

*The author appreciates the helpful comments provided by Seppo Ikäheimo, H. Kent Baker,
and Philip English.
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organizational learning (Mills and Kennedy, 1993; Azzone and Maccarrone, 2001;
Huikku, 2010). Commonly referred-to aspects of PCA design are related to the
selection of projects for PCA, the timing of PCA, the location of responsibility for a
PCA system, the persons conducting PCA, and the format and communication of
a PCA report (e.g., Neale and Holmes, 1991; Pierce and Tsay, 1992; Kennedy and
Mills, 1993). The use of PCA is very common among large companies in the United
States and the United Kingdom, and many companies in other countries have also
adopted the approach (Neale, 1994; Arnold and Hatzopoulos, 2000).

The recent empirical PCA research is not voluminous (for a literature review,
see Haka, 2007). This chapter provides a synthesis of academic empirical research
on PCA. First, it discusses the definition of PCA and adoption rates. The chapter
continues by addressing managerial uses of PCA, its perceived problems, rea-
sons for adoption/nonadoption, and the design of PCA systems. The final section
provides a summary and conclusions including suggestions for future studies.

Definition of PCA

Capital budgeting can be understood as a process consisting of distinct stages.
There are many different capital budgeting process models (e.g., Mukherjee and
Henderson, 1987; Northcott, 1992; Pike and Neale, 2003). Their common feature
is that the control phase (i.e., PCA) is always presented as the final and conclud-
ing phase. Northcott proposes that the capital budgeting process comprises the
following stages: (1) project identification, (2) project definition and screening, (3)
analysis and acceptance, (4) implementation, and (5) monitoring and postaudit.
Such a presentation suggests dividing the concluding phase into two stages. Mon-
itoring refers to the control that takes place during the implementation of a capital
investment project (i.e., the phase before completion of a project). In this phase,
a typical approach is to follow up on the cost budget, scheduling, and technical
specifications to see that they are progressing according to plan.

PCA can be described as a formal review of a completed investment project ful-
filling the following criteria: (1) PCA takes place after an investment has been com-
pleted (commissioned) and has begun to generate cash flows (or savings); (2) PCA
reporting is at least partly focused on a comparison between the pre-investment
estimates of an investment project and the actual figures and achievements after
completion; and (3) PCA is a systematic, regular, and formalized process with
instructions that provide guidance. This description is congruent with that sug-
gested by Gadella (1986), Pierce and Tsay (1992), Chenhall and Morris (1993), and
CIMA (2005), but is more explicit with regard to criterion (3). In practice, moni-
toring of the implementation phase and PCA are overlapping concepts because
monitoring is, to some extent, a prerequisite for PCA. Nevertheless, monitoring
alone cannot be considered as fulfilling the criteria for PCA. In a monitoring phase,
estimating whether an investment project will achieve its targets typically occurs
too early. Besides monitoring, this PCA description rules out routine reporting
as well as informal ways of controlling capital investments. Internal and external
routine reporting such as monthly, quarterly, and annually do not usually ful-
fil all the criteria required for PCA. For example, routine reporting is typically
(1) profit-center or cost-center focused, not investment project-focused; and (2)
does not compare the preinvestment objectives of an investment project with the
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actual achievements. Neale and Holmes (1991), Azzone and Maccarrone (2001),
and Huikku (2007) provide discussions about the distinction between PCA and
other control mechanisms.

PCA ADOPTION RATES
The adoption rates of PCA have been much studied in the United States and the
United Kingdom. According to the latest studies, most large companies within
these countries use PCA. In the United Kingdom the following adoption rates
have been reported: 98 percent (Arnold and Hatzopoulos, 2000) and 79 percent
(Neale, 1991b). Correspondingly, in the United States reported adoption rates are
88 percent (Farragher, Kleiman, and Sahu, 1999), 76 percent (Gordon and My-
ers, 1991), and 90 percent (Klammer and Walker, 1984). Neale (1994) provides
a list of older PCA adoption studies. In other countries, adoption rate studies
have been rare. Examples of such studies include Neale (1994) in Norway and
Azzone and Maccarone (2001) in Italy. Neale finds that 41 percent of large Norwe-
gian companies use PCA. The corresponding figure in large Italian companies is
71 percent. Furthermore, Huikku (2007) reports that 20 out of the 30 largest Finnish
manufacturing companies (i.e., 67 percent) conduct PCA at least to some extent.
The remaining 10 companies do not formally compare preinvestment estimates
of investment projects with the actual outcomes after the projects have been com-
missioned and have started to generate cash flows. Interestingly, a “grey area”
appears within PCA adopters; namely, companies that conduct formal PCA but
do so only irregularly and unsystematically. Consequently, Huikku suggests that
the inclusion of ad hoc adopters tends to drive adoption rates upward.

Besides the inclusion of ad hoc adopters, other issues may challenge the com-
parison of different adoption studies. The concept of PCA and the criteria for
adopters is not necessarily the same in all studies. The potential “grey areas” in-
clude, at a minimum: monitoring vs. PCA; routine reporting vs. PCA; and informal
control vs. PCA. Also, companies with less sophisticated capital investment proce-
dures may not be eager to respond to surveys. Consequently, these findings may
challenge the reliability of mail surveys. Furthermore, due to different types of
population and different sized companies, comparing these adoption rate figures
is problematic. Some studies concentrate on the largest companies, others use only
industrial companies, while still others selectively include firms from manufactur-
ing and nonmanufacturing sectors.

MANAGERIAL USES OF PCA
Prior studies have examined both the objectives of PCA (Neale and Holmes, 1991;
Neale, 1994; Azzone and Maccarrone, 2001; Huikku, 2010) and the benefits accruing
from applying PCA (Neale and Holmes, 1991; Neale, 1994; Pierce and Tsay, 1992;
Mills and Kennedy, 1993; Huikku, 2008). These studies suggest that enhancing
organizational learning (OL) is the major reason for conducting PCA. Also, the
major perceived benefits of PCA for the adopters are related to organizational
learning. Nevertheless, further objectives/benefits have also been proposed.

Based on evidence from the empirical literature, the next section reviews the
relevance of PCA to various managerial uses. The review covers PCA’s role in
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measuring performance, assisting correction/abandonment decisions, enhancing
the integrity of investment appraisals, evaluating and rewarding personnel, and
enhancing organizational learning. Besides these managerial uses of PCA, Neale
(1989) has studied whether companies use the approach to reduce management
autonomy at a local level. The findings indicate, however, that the companies
studied consider this kind of usage to be trivial. Furthermore, Neale (1991a) ex-
amines whether companies perceive PCA to be beneficial for improving corporate
performance, but this is ruled out as an ultimate, catch-all use in this chapter.

Measuring Performance

Performance measurement (evaluating the success of a completed investment) is a
core function of PCA. In practice, companies measure performance by comparing
and analyzing the ex-post outcomes of an investment project with its ex-ante objec-
tives (Neale and Holmes, 1991). Huikku (2007, 2008) maintains that performance
measurement is not perceived to be beneficial per se, but rather it is a prerequisite
function supporting other PCA uses. According to Huikku (2008), technical diffi-
culties such as the separation of incremental cash flows, changes in the business
environment, and estimation of future cash flows do not dramatically challenge
the appropriateness of PCA for measuring investment project performance.

Assisting Correction/Abandonment Decisions

PCA has the potential to be of value with regard to current underperforming
investment projects by providing early warning or helping companies to analyze
different correction/abandonment alternatives. Busby and Pitts (1997) and Shapiro
(2005) provide discussions about the various choices for companies dealing with
underperforming projects. The beneficial role that PCA plays in providing feedback
to assist in decision making for corrections is perceived within companies to be of
minor, but not negligible, importance (Neale, 1989; Pierce and Tsay, 1992; Huikku,
2008). Neale (1991a) proposes that the earlier the first PCA, the greater the ability
of a company to successfully modify an investment project.

Another suggestion is that benefits regarding modifications might primarily
come from regular monitoring of projects before commissioning rather than from
PCA (Neale and Buckley, 1992). Huikku (2008) posits that the potential for PCA to
contribute to decisions concerning the course of an investment can be marginal for
two reasons. First, making any changes after commissioning an investment project
can be too late. Second, triggers for change are likely to come from alternative
mechanisms such as routine reporting.

Howe and McCabe (1983) suggest that a company should abandon a com-
missioned investment if the abandonment value exceeds the net present value for
the remaining lifetime of the investment. Smith (1993) finds a positive associa-
tion between abandonment decisions and firm performance in companies with
a PCA system. That is, the existence of a PCA system in a company increases
the probability of timely abandonment decisions and of avoiding unjustified ones.
Nevertheless, consistent with Corr (1983) and Neale (1991a), who report the limited
importance of PCA for assisting abandonment decisions, Huikku’s (2008) findings
indicate that the approach can be perceived as insignificant in this context. One
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reason for the low importance may be that the main focus in cases of an under-
performing investment is on improving its performance and not on terminating it
(Neale, 1989). Likewise, as with corrections, triggers for change are likely to come
from other sources (Huikku, 2008).

Enhancing the Integrity of Investment Appraisals

Investment project appraisals can include intentional upward biases (and less often
downward) because managers may exaggerate project cash flows in order to gain
approval for their proposals (e.g., Pruitt and Gitman, 1987; Pohlman, Santiago,
and Markel, 1988). Pierce and Tsay (1992) suggest that companies consider PCA
beneficial for enhancing the integrity of investment project appraisals. Similarly,
Neale (1989, 1991a), and Mills and Kennedy (1993) propose that PCA encourages
greater realism in project appraisals. In a similar vein, Lumijärvi (1990) argues
that PCA is the only factor diminishing harmful game-playing behavior in capital
investment processes. Because of asymmetric information distribution, managers
may be in a position to play games in the capital investing process. They may use
their information advantage to enhance their self-interest, for example, by focusing
only on certain aspects of information, by filtering information, or by manipulating
information.

In addition to intentional biases related to game playing, project appraisals may
include unintentional biases by managers who believe that they are acting in the
best interest of shareholders (Roll, 1986). Managers may be overconfident and/or
overoptimistic about investment decisions and therefore overestimate the returns
of their investment projects. According to Huikku (2008), the perceived status of
the integrity of investment appraisals seems to affect whether companies consider
PCA to be relevant. That is, if the status is good, the approach is not considered
relevant for enhancing integrity of appraisals. Furthermore, Huikku suggests that
the existing alternative methods for evaluating the success of an investment and
preapproval reviews seem to diminish the relevance of PCA for these purposes.

Evaluating and Rewarding Personnel

Some propose that facilitating evaluation and rewarding of the personnel involved
in the capital investment process is one of the purposes for carrying out PCA (Neale,
1989; 1994). Nevertheless, according to research, few companies use PCA in formal
evaluation of managers (Smith, 1994; Huikku, 2008) or consider it beneficial to
evaluation (Neale, 1994). Huikku (2008) suggests that some basic challenges may
discourage companies from integrating PCA into their formal evaluation systems
such as incentive systems.

One problem in trying to connect PCA and personnel evaluation can be the
lengthy time interval between investment appraisal and PCA. This may mean
that the people involved in the appraisal phase may already be in other positions.
Another difficulty is that formal evaluation systems are often related to the financial
year, and this frequency is not necessarily optimal for the aims of PCA. Moreover,
the interim character of PCA reports may discourage companies from relying
on these in formal evaluation. That is, PCA is typically conducted at the beginning
of the life cycle of an investment and may consist of uncertain forecasts. In practice,
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an informal evaluation of personnel occurs through the process of PCA when
management compares the investment plan and the actual outcome and attempts
to explain the reasons for the deviations from that plan (Huikku, 2008).

Enhancing Organizational Learning

Research suggests that the major objective for companies to implement PCA is
the enhancement of organizational learning for future capital investments (Neale,
1989, 1994; Azzone and Maccarrone, 2001; Huikku, 2009). Similarly, the major
perceived benefits from PCA within companies are related to its enhancement
of organizational learning (Corr, 1983; Neale, 1991a, 1994: Pierce and Tsay, 1992;
Huikku, 2008). Organizational learning is a process whereby an organization re-
sponds to changes in its environment by detecting errors and correcting them in
order to maintain the central features of the organization (Argyris, 1977, 1990).
OL is not merely the sum of individual learning in an organization. It is a process
involving the sharing of knowledge, beliefs, or assumptions among individuals, in-
fluenced by a broader set of social, political, or structural elements (Marquardt and
Reynolds, 1994).

Argyris (1977, 1990) distinguishes between two types of OL: single-loop and
double-loop learning. Single-loop learning focuses on problem solving but does
not address the causes of the problems. In double-loop learning, organizations
not only detect and correct errors but also question underlying policies and goals.
In its ultimate form, double-loop learning may lead to resolving incompatible
organizational norms by setting new priorities or restructuring norms, and to
creating a new operational paradigm (Senge, 1990).

Huber (1991) proposes that OL processes include four constructs: (1) knowl-
edge acquisition, (2) information distribution, (3) information interpretation, and
(4) organizational memory. Knowledge is first obtained in a knowledge acquisition
process. Thereafter, information from various sources is shared and new informa-
tion (or understanding) is created in an information distribution process. In the
next step—the information interpretation phase—commonly understood interpre-
tations are attached to information. Finally, in the organizational memory phase,
knowledge is stored for later use.

The effective reuse of knowledge assets that exist within a firm is essential to
the realization of a competitive advantage (Teece, Pisano, and Shuen, 1997; Jensen
and Szulanski, 2007). Communication plays a major role by enabling knowledge
transfer and knowledge sharing (Ghoshal and Bartlett, 1988; Ghoshal, Korine, and
Szulanski, 1994; Tucker, Meyer, and Westerman, 1996). Similarly, Garvin (1993)
emphasizes the importance of the quick and efficient transfer of learning experi-
ences as a prerequisite for OL. Kolb (1984) emphasizes the vital role of concrete
experiences in the learning process.

Management control systems can play a pivotal role in facilitating or hindering
OL (Kloot, 1997; Carmona and Grönlund, 1998). More specifically, some suggest
that the information resulting from PCA has the potential to aid a company in
avoiding previous mistakes and in systematically identifying successful processes
that can be repeated in future investment projects (Neale, 1989; Northcott and Alka-
raan, 2007). According to Huikku (2008), companies perceive PCA to be relevant
to the double-loop type of learning because it helps them address why problems
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arise in the first place. Specifically, PCA can help companies improve the accuracy
of underlying assumptions and goals in their planning material.

In a similar vein, Chenhall and Morris (1993) maintain that PCA feedback can
enhance managerial learning at the project definition stage, particularly in rela-
tively certain operating situations, whereas environmental uncertainty can moder-
ate learning. At the project definition stage, PCA feedback can potentially enhance
the development of proposals for new projects, improve the understanding of key
factors affecting investment projects, and develop knowledge related to strategy
formulation. Furthermore, Mills and Kennedy (1993) maintain that PCA can be
conducive to learning for capital investment processes in general—not merely for
project-specific investment activities. PCA information may, for example, trigger
improvements in capital investment procedures and instructions.

PROBLEMS ASSOCIATED WITH PCA
The difficulties and drawbacks associated with PCA may diminish its power as
a management tool and in extreme cases discourage firms from adopting the ap-
proach or even encourage its abandonment. Pierce and Tsay (1992) classify prob-
lems further into three groups: (1) technical, (2) organizational, and (3) economic
problems. Studies by Neale (1989), Mills and Kennedy (1993), and Huikku (2001)
also report problems associated with PCA. The technical problems can, for ex-
ample, be related to the separation of incremental cash flows of an investment
project, changes in business environment, estimation of future cash flows, and
difficulties in planning material. Organizational problems include reluctance of
people to conduct PCA, the lack of top management interest, the lack of personnel
resources, and increased risk aversion. Economic problems are related to the costs
of implementing and conducting PCA.

According to Neale and Holmes (1991), managers consider changes in the busi-
ness environment and the presence of qualitative factors to be principal difficulties
for PCA. As Azzone and Maccarrone (2001) note, however, companies consider
the incompleteness or inadequacy of data and insufficient resources to be the most
relevant difficulties likely to be encountered in PCA. In a study of Norwegian com-
panies, Neale (1994) mentions the difficulty of separating incremental cash flows
of investment projects as the primary problem of PCA. Similarly, Linder (2005)
finds, in his review of empirical PCA studies, that this is the most often mentioned
and first-ranked problem. Based on the empirical evidence, however, companies
do not necessarily perceive that technical difficulties jeopardize PCA’s measure-
ment ability to a great extent (Huikku, 2008). For example, companies seem to be
able to reduce the difficulties related to separating incremental cash flows by using
sophisticated cost accounting systems and by regarding integrated investments as
an investment bundle, that is, a package of investments (Miller and O’Leary, 1997).

EXPLAINING ADOPTION AND
NONADOPTION OF PCA
Empirical studies maintain that the likelihood of PCA adoption is associated with
the size of the company. A larger company is more likely to adopt the approach
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(Scapens, Sale, and Tikkas, 1982; Neale, 1989, 1994; Huikku, 2007). Furthermore,
Huikku suggests that companies having a critical mass of absolute tangible assets
combined with a high tangible assets/turnover ratio have a tendency to adopt
PCA more often than other companies. This is plausible because implementing
and running a PCA system is not without cost, and from a cost-benefit viewpoint,
capital-intensive companies are more likely to find PCA useful.

Studies examining PCA adoption rates report, however, that despite the appar-
ent benefits, some large companies still do not consider PCA adoption appropriate
to their organization. Little empirical research on PCA nonadoption exists per se.
A few comprehensive surveys (Ghobadian and Smyth, 1989; Neale and Holmes,
1991; Pierce and Tsay, 1992; Azzone and Maccarrone, 2001) provide a discussion of
nonadoption, but it has not been the primary interest of any study. Taken together,
these studies report three overlapping groups of reasons for PCA nonadoption: (1)
scarcity of investments; (2) difficulties of PCA; and (3) alternative ways to achieve
the benefits expected from PCA. Scarcity of investments can be considered an
obvious reason for nonadoption.

With regard to difficulties, Pierce and Tsay (1992) and Azzone and Maccarrone
(2001) report changes in the technologies/business environment and the unique-
ness of projects as among the main reasons for PCA nonadoption. The utility of
PCA can be diminished if feedback is irrelevant to future investments. Other ma-
jor difficulties that have been reported to influence nonadoption are the separation
of project-specific profit (Neale and Holmes, 1991; Pierce and Tsay, 1992) and the
difficulty of employing PCA to modify ongoing projects (Neale and Holmes, 1991;
Azzone and Maccarrone, 2001). Furthermore, all four studies mentioned above
note a lack of resources required to carry out PCA as a reason for nonadoption.

The third main explanation for PCA nonadoption relates to alternative ways
to achieve the benefits thought to accrue from the use of PCA. Neale and Holmes
(1991) and Azzone and Maccarrone (2001) suggest that personal contacts between
corporate and divisional managers (or operating managers and controllers) are
one reason for nonadoption.

Huikku (2007) explicitly addresses the types of alternative capital investment
controls in a field study, and examines if and how companies can evaluate their
completed investments and enhance organizational learning by using them. The
investigation results in the discovery and mapping of controls that discretely or
as a package enable companies to achieve PCA benefits. Regarding the evaluation
of success, Huikku finds that companies use many different means to help them
understand whether or not the targets of an investment are being met. These means
include formal systems for routinely following up key production figures, sales,
and profit centers. Also, visiting investing sites, presentations, and discussions can
be formally arranged for investment control purposes, but typically the practices
seem to be more informal. Huikku also discovers that companies acquire relevant
capital investment knowledge for organizational learning purposes in many ways.
In particular, the utilization of central expertise and experienced internal resources
seems to be crucial. The author suggests that smaller companies without major
strategic, complex, and repetitive investments in particular perceive that the pack-
age of different simultaneous alternative control mechanisms yields a performance
that is equal, or close to equal, to formal PCA. Consequently, these companies do
not adopt PCA.
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DESIGN OF A PCA SYSTEM
This section presents commonly referred aspects of PCA design and discusses
how these aspects could be taken into consideration in designing a PCA system
for organizational learning.

Aspects of PCA Design

Common aspects of the design of PCA concern the selection of projects undergo-
ing PCA, timing of PCA, location of responsibility for the PCA system, persons
conducting PCA, and content and communication of a PCA report (e.g., Neale
and Holmes, 1991; Pierce and Tsay, 1992; Kennedy and Mills, 1993; Huikku, 2010).
Gordon and Smith (1992) suggest that using sophisticated PCA procedures is pos-
itively correlated with firm performance.

Regarding the selection of projects undergoing PCA, Mills and Kennedy (1990)
propose that the greatest benefit can be achieved by focusing on major invest-
ment projects, making such projects worthy of inclusion. This is especially true for
projects that provide the company with substantial potential for learning, such as
pilot projects and repetitive investments. Project size is by far the primary selection
criterion for PCA (e.g., Gordon and Myers, 1991; Pierce and Tsay, 1992, Huikku,
2010), and few if any companies conduct PCA for all their investments (e.g., Ghoba-
dian and Smyth, 1989; Neale, 1994). According to Kennedy and Mills (1993), size
can be the only selection criterion, or it can be combined with unexpected outcomes
or degrees of investment risk.

The appropriate timing of a PCA depends upon the objectives set for it
(Gadella, 1986). Neale (1991a) suggests that timing has an important bearing on
the benefits related to the control of ongoing investments, whereas timing is not so
critical for obtaining learning-related benefits for future projects. Accordingly, if a
company uses PCA to assist in detecting underperforming investment projects and
in analyzing the appropriate actions required (correction/abandonment), a suffi-
ciently early PCA after commissioning the investments is essential. Nevertheless,
with regard to enhancing learning for future projects, the prerequisite for obtain-
ing reliable PCA data is that it will be conducted in a suitably timely period after
commissioning such investments when stable working patterns are discernible. In
other words, firms conduct PCA after they resolve any teething troubles identified
at the start of the project and after the investment is operational (Neale, 1995).

The decision regarding the timing of PCA is a trade-off between PCA’s role
in providing well-timed assistance for planning subsequent investment projects
and the accuracy of PCA data. Consequently, PCAs that are conducted earlier
may be appropriate for providing valuable learning experiences for projects under
consideration, whereas later PCAs can provide more comprehensive and accurate
feedback about the success factors of an investment. On the other hand, late timing
may cause PCA reports to be irrelevant due to radical changes in premises of capital
investments such as changes in technology and the business environment (Huikku,
2010). Neale and Holmes (1991) report that two-thirds of the companies studied
conducted their first PCA at around one year after project completion, and only a
minority of the firms undertook more than one PCA per investment project (see
also Mills and Kennedy, 1993; Neale, 1994; Gordon and Myers, 1991; Huikku, 2010).
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The location of responsibility for the PCA system can reside centrally at the
corporate level or locally in divisions or in their subsets (e.g., business units). The
unit responsible for the PCA system has ownership of PCA activities and is in
charge of tasks such as the development of the system and the general functioning
of PCA activities including providing policies, giving instructions, and ensuring
that the company adheres to them (Huikku, 2010). Furthermore, such tasks may
include selecting investment projects to be included in PCA, choosing PCA audi-
tors, and checking draft PCA reports. Azzone and Maccarrone (2001) report that
in more than 80 percent of the large Italian companies they studied, the responsi-
bility for the PCA system resides at the corporate level, and that the responsibility
was more centralized in companies stressing OL as their PCA objective. These
authors suggest that aspects of communication such as the need for generalization
and dissemination of PCA results can explain this phenomenon. Huikku (2010)
finds that managers in highly diversified companies delegate responsibility for
the PCA system to a divisional level. This may indicate that there is no immedi-
ate need to disseminate investment experiences across the whole corporation. In
other words, capital investment can vary considerably between the divisions and
transferring division-specific investment knowledge to the other divisions may be
inappropriate.

Researchers have different opinions about who would be the most suitable
person or team to conduct PCA. According to one approach, objectivity can be
achieved by using outsiders or a team that has not been involved in the investment
project (Gulliver, 1987). Other researchers such as Dillon and Caldwell (1981) con-
tend that the compilation of a PCA report requires the contribution of people with
detailed knowledge. Yet obtaining objectivity could be difficult if the investment
project group members are allowed to review their own investments. The members
may present the situation subjectively or even be tempted to use their information
advantage to manipulate figures or exaggerate performance estimations, thereby
downgrading the potential for PCA reports to contribute to OL.

In practice, the persons and teams conducting PCA appear to vary widely
among firms, although studies report controllers in business units making the
investments to be the key resource (Kennedy and Mills, 1993; Azzone and
Maccarrone, 2001; Huikku, 2010). According to Azzone and Maccarrone, using
“hybrid” PCA review teams including both fully external persons and those with
prior involvement with the project is common. In larger companies, Scapens et al.
(1982) and Corr (1983) find that responsibility for conducting PCA is more likely
to be delegated to divisional management, whereas in the smaller companies cor-
porate staff is more involved. Additionally, Farragher et al. (1999) report that few
companies use individuals or teams with no prior involvement in the project to
conduct PCA. Nevertheless, the companies allowing an investing unit itself to con-
duct PCA do not necessarily consider it problematic from the objectivity point of
view if divisional or head office staff is checking draft PCA reports and “objective”
controllers are involved in carrying out PCA (Huikku, 2010). Furthermore, Huikku
suggests that connecting people from the business unit making the investment with
outside persons can enhance the quality of PCA reports in terms of objectivity.

A company can consider the following aspects of the content of a PCA re-
port (e.g., Mills and Kennedy, 1990; 1993; Azzone and Maccarrone, 2001; Huikku,
2001, 2010): (1) the language used; (2) a standard versus nonstandard format for
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reporting; (3) an analysis for both monetary and nonmonetary targets; (4) ex-post
calculations, including or excluding future estimates; (5) the inclusion of detailed
ex-post calculations; and (6) proposals for action such as suggestions, helpful hints,
and lessons learned. Although proposals are likely to be conducive to learning, few
PCA reports include proposals (Azzone and Maccarrone, 2001; Huikku, 2010). Even
when they do include a proposal, few companies have a formal mechanism for
following up. The prerequisite for ex-post performance evaluation is the existence
of documented investment appraisal material and the availability of such material
to those conducting the PCA. Moreover, using the same ex-ante and ex-post cap-
ital budgeting calculation methods enables the required comparisons to be made.
Farragher et al. (1999) report, however, that companies do not always use the same
methods.

PCA scholars emphasize the fact that an appropriate communication of PCA
reports is a prerequisite for effective knowledge transfer and sharing, and hence
for organizational learning (Mills and Kennedy, 1993; Azzone and Maccarrone,
2001). The communication aspects of PCA reports can be described in terms of
their forum of presentation, dissemination, and storage. According to Azzone and
Maccarrone, companies typically have common meetings of PCA auditors and
other staff involved in the investment process in which they discuss PCA results
and implement potential actions.

A common forum can be valuable for three principal reasons: (1) disseminating
knowledge among the attendees, (2) facilitating the interpretation of the results,
and (3) generating shared understanding (Huikku, 2010). Such a forum can also
help to confirm that the results and proposals in a final PCA report represent
shared understanding in an organization. Without a forum, the readers of the
reports may become suspicious about the reliability and general acceptability of
the reports; for example, relevant proposals may be omitted. Huikku finds that
although almost all the companies he studied have a formal forum, this forum is
usually not intended for interactive discussion and interpretation. The dominating
noninteractive forums in these companies are executive group meetings, which
characteristically feature one-way reporting of performance measurement issues
to decision makers rather than an interactive discussion of issues for the purposes
of organizational learning.

Mills and Kennedy (1993) emphasize the importance of effective dissemination
of PCA reports to ensure enhanced organizational learning. Huikku (2010) reports
that a common practice is to disseminate PCA reports to those responsible for
initiating, planning, and implementing the project, whereas less than half of the
companies studied automatically communicate PCA results back to the ultimate
approvers of investments—the executive group and board of directors. According
to Kennedy and Mills (1993), the distribution of final PCA reports tends to be
relatively limited, and routine distribution to other divisions is rare. In a similar
vein, Azzone and Maccarrone (2001) report that companies pay little attention to
the dissemination of PCA results.

According to Walsh and Ungson (1991), companies should appropriately store
information from the organization’s history so that it can be brought to bear on
present decisions. Studies pinpoint turnover of personnel (Levitt and March, 1988;
Huber, 1990) and organizational forgetting (Carmona and Grönlund, 1998) as ma-
jor threats leading to a loss of the information itself and what that information
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conveyed. Studies also identify formal control systems and their documents (i.e.,
information repositories within a company including codified explicit knowledge)
to be essential for developing organizational memory (Levitt and March, 1988;
Huber, 1991). Little empirical research focuses on storing and retrieving aspects
of PCA reports. According to Huikku (2010), few companies have comprehensive
databases or archives for PCA data that permit conveniently retrieving valuable
learning experiences. Consequently, companies may repeat past mistakes or, even
in the best case, may search for the same data again (Huber, 1991; Walsh and
Ungson, 1991).

Designing a PCA System for Organizational Learning

The design of a PCA system can play a major role in enabling effective reuse of
learning experiences relating to capital investment. Azzone and Maccarrone (2001)
suggest that the design of a PCA system is associated with the main objectives set
for it—OL vs. decision-making support for current investments. They find, for
example, that responsibility for the PCA system appears to be more centralized
to the headquarters in firms in which organizational learning is cited as the most
important PCA objective. Additionally, Neale (1991a) examines the association
between the objectives and design of PCA on the one hand and the perceived
benefits of PCA on the other. He states that benefits are associated with the degree of
emphasis placed on the objectives (e.g., companies stressing OL-related objectives
are more likely to reap the benefits of OL). Furthermore, he finds that the companies
selecting only major investment projects for PCA are more likely to generate OL
benefits than those investigating all the projects.

In his study, Huikku (2010) focuses on examining the relationship between
PCA design and organizational learning. Based on a synthesis of the OL and PCA
literature, he proposes an OL-conducive PCA design as shown in Exhibit 8.1. Draw-
ing on Huber’s (1991) subphases of organizational learning, the properties of PCA
design are presented under the following headings: knowledge acquisition, in-
formation distribution/interpretation, and organizational memory. Furthermore,
Huikku suggests that problems in conveying capital investment experiences can
be related to PCA design. In particular, issues relating to organizational memory
such as inappropriate filing and difficult access to PCA reports appear to hinder
the effective conveyance of investment experiences to new projects. Other aspects
related to the communication of PCA reports may also hinder OL such as the lack
of improvement proposals and their systematic follow-up, a lack of interactive
forums for interpretation of results, and restricted dissemination. Additionally,
these findings provide support for the contention that sophisticated PCA designs
help companies to transfer and share learning experiences more effectively. Fur-
thermore, in line with the management control system literature such as Chenhall
(2003), evidence suggests that the smaller the size of a company, the lower is
the likelihood of a sophisticated PCA system (and vice versa). Other means of
managing capital investment knowledge such as the use of central expertise and
experienced internal resources also seem to affect the degree of sophistication.
Thus, in smaller companies, some may perceive that a sufficient OL outcome can
be achieved by relying on the combination of less sophisticated PCA systems and
alternative means for controlling investments.
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Exhibit 8.1 The Proposed Organizational Learning Conducive PCA Design

Organizational Learning
Subphases/Design
Properties Proposed Criteria for PCA Design

Panel A. Knowledge Acquisition

Selection of projects for PCA All major capital investment projects selected
Timing of PCA After an investment has reached a relatively settled

state, but not too late to ensure that lessons learned
are still useful

Location of responsibility
for PCA system

Centralized; corporate level, or alternatively in highly
diversified corporations also division level (not
business unit level)

PCA auditor Can be from business unit making the investment or
outside (both expected to be involved in making
PCA reports)

Panel B. Information Distribution and Interpretation

Content of PCA report The same capital budgeting calculation methods used
ex ante and ex post

Detailed comparisons of ex-ante and ex-post
calculations

Comments on the achievement of objectives
Common PCA reporting language
Standard format
Proposals for future investing

Presentation forums for
PCA reports

At least one formal forum for interactive discussion
and presentation of the reports

Executive group meeting (if investment approved
by it)

Board of directors (if investment approved by them)
Dissemination of final PCA

reports
Extensive dissemination at least to all people involved

in the project (planning, approval, implementation,
and PCA)

Panel C. Organizational Memory

Archiving and filing of PCA
reports

Database or archive of PCA reports exists and its
existence and content is known to relevant persons

Relevant persons can conveniently find and retrieve
appropriate reports from the database/archive

SUMMARY AND CONCLUSIONS
The empirical findings lend support to the notion that enhancing organizational
learning is the major reason for conducting PCA and that the major perceived
benefits of PCA relate to OL. Specifically, PCA appears to help companies enhance
the accuracy of assumptions and goals in planning future capital investments.



144 Capital Budgeting Valuation

PCA can also be marginally beneficial to problem detection and solving for current
investments (Huikku, 2008). Although studies show that the evaluation and reward
of personnel is a fundamental element of functioning control systems (Otley, 1999),
coupling PCA with formal evaluation and reward appears to be rare due to timing-
related difficulties.

Studies report difficulties in separating the incremental cash flows of differ-
ing investment projects as the primary problem of PCA. Nevertheless, companies
do not necessarily perceive that technical difficulties jeopardize the measurement
ability of PCA to a great extent (Huikku, 2008). Although the use of PCA is very
common among large companies, many such companies have not adopted the
approach. Scarcity of investment is an obvious reason for this, but existing alter-
native control mechanisms may also discourage companies from adopting PCA
(Huikku, 2007). Specifically, smaller companies that do not have major strategic,
complex, and repetitive capital investments can perceive that alternative controls
are sufficient for their purposes and do not adopt PCA. An appropriate design of a
PCA system appears important for organizational learning. In particular, improved
methods of communication, such as appropriate filing and convenient access to
PCA reports, improvement proposals and their systematic follow-up, and interac-
tive forums for interpretation of results may enhance the effective conveyance of
investment experiences to new projects (Huikku, 2010).

Despite the widespread diffusion of PCA and its suggested usefulness for
enhancing OL, empirical research focusing on PCA is not voluminous. Many
research gaps still need to be addressed. With regard to issues of PCA adop-
tion/nonadoption, research addressing the reasons for adoption could also cast
more light on nonadoption. A worthwhile study would be to investigate the role
of human factors such as key decision makers or teams in connection with adop-
tion (Miller, 1987). Researchers could further investigate the circumstances (e.g.,
capital-intensity, the characteristics of investments, size, technology, strategy, and
organization structure) in which companies perceive alternative control mecha-
nisms to be insufficient and adoption of PCA to be appropriate.

Adoption studies could also be based on approaches from theories of institu-
tional sociology (e.g., Meyer and Rowan, 1977; Powell and DiMaggio, 1991) and
management fashions (Abrahamson, 1991, 1996). Researchers could use the lens
of institutional sociology to examine how companies attempt to legitimize their
PCA (non)adoption decisions and whether coercive, normative, and mimetic pres-
sures (or lack of them) can explain their behavior. Furthermore, by applying the
notions of management fashion theory, researchers could examine to what ex-
tent the motives relate to managerial fads/fashions or efficient-choice affects PCA
(non)adoption decision.

Prior studies indicate that companies having a more sophisticated PCA design,
specifically one related to aspects of communicating PCA results, are more suc-
cessful at achieving OL benefits. Nevertheless, more research is needed to deepen
knowledge of the design-benefit relationship. Additionally, with regard to PCA
design, there is still no consensus about who would be the most suitable person or
team to conduct PCA. From an accountability or organizational learning point of
view, is this lack of consensus relevant? As Northcott and Alkaraan (2007) suggest,
more studies could address the issue of what managers actually learn from PCA.
In a similar vein, following Neale’s (1991b) call, investigating the concrete effects of
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PCA would be a worthwhile endeavor. For example, researchers could analyze in
more detail how tacit investment knowledge is acquired and transferred to future
capital investment and the role that PCA plays in this process. These research gaps
provide examples of research questions that might benefit from using case-study
methods.

Evidence suggests that alternative methods of managing capital investment
knowledge discourage the development of PCA systems. By drawing on notions
in the management control package literature (e.g., Otley, 1999), further exami-
nation could address the complementarity issues of formal PCA and alternative
control mechanisms (Fisher, 1995). Furthermore, inspired by the results of alter-
native controls in the PCA context, future management control research could
explicitly investigate the role of alternative controls in the (non)adoption of man-
agement accounting innovations (e.g., activity-based costing, balanced scorecard,
and value-based management). Clearly, important avenues exist for further re-
search in this field.

DISCUSSION QUESTIONS
1. What kinds of organizational learning can PCA facilitate?
2. For what reason might PCA have only a minor role in assisting correc-

tion/abandonment decision making of ongoing investment projects?
3. Who would be the most suitable person or team to conduct PCA? What are the

pros and cons of the different alternatives?
4. Discuss how alternative formal and informal control mechanisms can affect the

adoption of PCA and the sophistication of PCA systems.
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INTRODUCTION
Capital budgeting may best be understood when viewed as a process that re-

quires several tasks to be performed at different stages of development. This pro-
cess progresses in four stages: (1) identification, (2) development, (3) selection and
implementation, and (4) postcompletion auditing (PCA). First, ideas for possible
investment of company assets are identified. Ideas are then screened and those with
greater potential are developed into investment plans. In the selection stage, invest-
ment opportunities are compared and those that appear to be in the best interests
of the company are selected. Finally, investments are monitored for variations from
expectations to gain insights for future improvement of the budgeting process.

Many studies investigate the question of how the capital budgeting process
is actually translated into practice by firms. Several studies analyze the results of
surveys to discern patterns in capital budgeting practices. In the mid-1980s, Scott
and Petty (1984), Mukherjee (1987), and Mukherjee and Henderson (1987) syn-
thesized the results of surveys regarding capital budgeting practices of large U.S.
firms performed up until that point. Later, Kim and Ulferts (1996) provided a sum-
mary of survey results focusing primarily on the selection techniques employed
by multinational firms. Recently, Burns and Walker (2009) updated previous work
to examine the progress made toward understanding the entire capital budgeting
process since the mid-1980s.

This chapter reexamines the results of many important surveys involving U.S.
firms beginning with Istvan (1961). The major purpose is to analyze and synthesize
their results in order to achieve three goals: (1) understand how large firms in the
United States make their decisions involving the entire capital budgeting process;
(2) detect and possibly reconcile any gap that might remain between the relevant
theories and actual practices; and (3) identify areas requiring new survey evidence.
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The remainder of the chapter has the following organization. First, the chapter
briefly discusses the four stages of the capital budgeting process and relevant issues
pertaining to each stage. Second, it presents a discussion of the surveys that are
reviewed in this chapter. Third, the chapter examines survey results to understand
actual capital budgeting practices in each stage of the capital budgeting process.
The final section presents a summary and conclusions.

CAPITAL BUDGETING PROCESS
As previously mentioned, the capital budgeting process involves four stages: (1)
identification, (2) development, (3) selection and implementation, and (4) postcom-
pletion auditing. Many questions need to be answered to better understand the
firm’s decision-making process relevant to capital budgeting. Below is a sample of
these questions.

Identification

In the first stage of the capital budgeting process, companies attempt to identify
possible uses of capital. Suggested questions for this stage include:

� How do companies initiate project proposals? Do they continually solicit
ideas for capital projects or do they identify projects only when needed?

� At what level within the firms are projects generally generated?
� Do companies have a formal process for submitting ideas? If so, how does

that process work?
� Does an incentive system exist for suggesting good project ideas?

Development

The suggested questions at the development stage consist of two categories: those
pertaining to screening ideas and those relating to developing an idea into a full
proposal (i.e., estimating the cost-benefit data needed to justify a proposal).

Screening

Questions relating to the screening process include:

� Do all ideas develop into specific projects proposals or are the ideas screened
before further development?

� At what level within the firm are these ideas reviewed or screened?
� What criteria do firms use to screen ideas? What role does the project size or

organizational structure play in this regard?

Estimating Cash Flows

Questions relating to estimating project data include:

� Who is responsible for the data estimation?
� What type of cost-benefit data (for example, net income versus cash flows)

is used?
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� How are the data estimated? Do common guidelines exist about what data
to exclude and include?

Selection and Implementation

Questions at this stage include the following:

� Who (or which department) analyzes capital expenditures?
� What techniques do firms use to evaluate competing projects? Has the use

of discounted cash flow (DCF) techniques increased over time? Do firms
continue to use both DCF and non-DCF techniques? If so, why?

� How is the discount rate determined? Is the discount rate company-wide,
division-wide, or project specific?

� How is the risk defined in the context of capital budgeting? How is risk
incorporated into decision making?

� How prevalent is capital rationing? How are projects selected in the presence
of capital rationing?

� Do firms consider real options? How do they make decisions regarding
research and development (R&D)?

� Who makes the final decision on an investment?

Postcompletion Auditing

Suggested questions for this stage are as follows:

� Is project performance evaluated? How often? Who performs such evalua-
tion? How is the evaluation done?

� What action does the company take when it finds that actual performance
is below the projected performance?

� Is there an expenditure control procedure?
� Is management penalized or rewarded depending on the relationship be-

tween the estimated and actual outcomes? How?

SURVEYS ON U.S. FIRMS
Exhibit 9.1 provides a partial list of some notable surveys focusing on U.S. compa-
nies from the mainstream academic literature in finance and accounting. Exhibit 9.1
shows that about 90 percent of these surveys are questionnaire based. Only three
surveys (Mao, 1970; Rosenblatt, 1979; Ross, 1986) are based solely on interviews
to gather information and only one (Mukherjee, 1988) presents analyses based
on capital budgeting manuals obtained from large firms. Scapens and Sale (1981)
combine questionnaires and interviews (before and after the survey). Because each
method has limitations, a combination of these methods may be desirable to draw
reliable conclusions.

Scott and Petty (1984), Gordon and Pinches (1984), and Mukherjee (1987) call
for academia to understand the entire capital budgeting process instead of primar-
ily focusing on the question of the extent to which practitioners use DCF tools such
as net present value (NPV) and internal rate of return (IRR). Almost all surveys
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listed in Exhibit 9.1 focus on the selection stage of the process, with their primary
emphasis being the tools employed to evaluate projects. Istvan (1961), Farragher
(1986), and Mukherjee (1988) are notable exceptions in that they consider the entire
process.

As Exhibit 9.1 shows, the number of capital budgeting surveys appears to
have decreased in recent years. Identifying the reasons for this decline is specula-
tive. First, Baker and Mukherjee (2007) point out that the editors of main-stream
finance journals might be unwilling to publish survey-based articles if they do not
add substantially to existing knowledge about the topic. Second, managers and
executives appear less willing to respond to academic surveys than in the past.
Third, financial economists often point out drawbacks to using DCF tools when
making capital budgeting decisions (e.g., Trigeorgis, 1993; Triantis and Borison,
2001; Copeland, 2002). These researchers suggest using real options to supplement
existing evaluation methods.

Several surveys focus on a specific aspect of the capital budgeting process such
as hurdle rate, capital rationing, real options, R&D, and postcompletion auditing.
Exhibit 9.2 provides a partial list of such surveys.

Survey-based studies often have shortcomings that temper making definitive
conclusions. Potential shortcomings may include the following: nonresponse bias;
lack of knowledge on the part of the respondents about the questions being asked;
difficulties in framing questions so as not to be leading or subject to misinter-
pretation; potential that academic jargon differs from that used or understood by
practitioners; and the possibility that choices given to the same (or similar) question
might vary among surveys.

ANALYSIS OF PAST SURVEYS
This section analyzes and synthesizes actual capital budgeting practices of firms
regarding each of the four stages of the capital budgeting process. In so doing, it
evaluates results of surveys listed in Exhibits 9.1 and 9.2.

Stage One: Identification

Because only a few surveys examine the identification stage of the process, knowl-
edge about this stage is incomplete. Evidence shows that the number of firms
seeking or encouraging ideas from their employees has increased over the years.
While Istvan (1961) finds that less than 2 percent of firms in his sample make spe-
cial efforts to stimulate ideas for capital expenditures, Klammer (1972) puts this
percentage at 82 percent in 1959 and 94 percent in 1972. According to Farragher
(1986), 58 percent of firms, on average, seek ideas for capital budgeting projects
from their employees with retail firms being the highest at 94 percent.

Surveys are unanimous in suggesting that ideas originate from the bottom up
rather than from the top down (Istvan, 1961; Mao, 1970; Petty, Scott, and Bird,
1975; Stanley and Block, 1984). Surveys also suggest that directly rewarding the
employee for suggesting a good idea is uncommon among large firms. Although
the evidence is about 25 years old, Farragher (1986) reports that only 5 percent
of the firms in his sample use a formal reward system for valuable ideas, with
diversified services group being the highest at 15 percent.
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Stage Two: Development

The second stage in the capital budgeting process includes eliminating infeasi-
ble ideas, implementing the mandatory projects (i.e., projects that do not require
economic justification), and developing the remaining economic ideas into project
proposals. Firms consider this stage more difficult yet more critical than project
selection or project auditing (Fremgen, 1973; Gitman and Mercurio, 1982).

Screening Ideas
Survey evidence suggests that firms screen ideas before developing them into in-
depth proposals. Istvan (1961) finds that 55 percent of his sample requires that
the proposals be reviewed by a nonspecialist before being forwarded to decision
makers. Also, the screening is more likely to take place at the divisional or plant
level rather than at the central level (Petty et al., 1975). Scapens and Sale (1981)
note, however, that divisional and senior managers interact when developing an
expenditure plan. However, U.S. surveys have not explored how the screening
process works. Thus, several questions remain: Are ideas screened based on their
excellence, or are only the projects preferred by divisional managers put forward?
Are the ideas favored by the top managers the only ones likely to be further
developed by divisional managers? Do some good proposals fail to reach top
management?

Cost-Benefit Data
Due to the complicated nature of the cost-benefit data, the finance department
should be deeply involved in developing proposals. However, evidence suggests
that the finance department’s role in this endeavor has been less than desirable.
Williams (1970) finds that the engineering (39 percent) and accounting (33 per-
cent) departments primarily share this responsibility, with the finance or budget
committee being the next closest group (17 percent). In a later study, Pohlman,
Santiago, and Markel (1988) report that 85 percent of the firms in their sample have
specific individuals with a wide variety of backgrounds (e.g., accountant, financial
analyst, treasurer, vice president, department manager, controller, division direc-
tor, assistant controller, or assistant treasurer) oversee the process of preparing the
firm’s cost-benefit data for project evaluation. According to Farragher (1986), this
responsibility belongs primarily to the finance department (55 percent).

Data requirements for proposals vary with the project size and classification.
Mukherjee (1988), who reviews capital budgeting manuals collected from large U.S.
firms, provides a typical description of supporting data requirements depending
on the project’s size and classification.

Most firms estimate cash flows rather than just net income in determining
a project’s worth. Pohlman et al. (1988) report that 85 percent of their sample
firms have a company-wide procedure for estimating cash flows, with 78 percent
of firms having standard forms and worksheets for this purpose. Schall, Sundem,
and Geijsbeek (1978) find that a majority of firms (62 percent) consider theoretically
correct cash flows as the appropriate cost-benefit stream. They also report that the
most common method for estimating cash flows is to forecast net income and then
adjust it for noncash items such as depreciation. Meier and Tarhan (2007) find that
about 78 percent of firms in their sample compute cash flows by using the following
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model or a slight variation of this model: earnings before interest and after taxes
(EBIAT) + depreciation – capital expenditures – net change in working capital.

Cash flow estimates must incorporate opportunity costs such as cannibaliza-
tion (i.e., when a proposed project takes away sales from an existing product).
Meier and Tarhan (2007) find that about 81 percent of the firms in their sample take
into account the effect of cannibalization in estimating a project’s cash flows.

Inflation introduces a downward bias in determining a project’s worth because
the discount rate (cost of capital) is stated in nominal terms and thus reflects
the expected inflation rate while the cash flows are stated in real terms and therefore
are unadjusted for inflation. A practical and theoretically correct solution to this
problem is to adjust cash flows for inflation. Surveys show that many firms follow
this procedure. The following are the percentages of firms in specific surveys that
make such adjustment: 50 percent in Hendricks (1983), 31.4 percent in Ryan and
Ryan (2002), and 68.2 percent in Meier and Tarhan (2007). Hendricks also finds that
firms using DCF as a primary tool utilizing a computer in the capital budgeting
process or having a large capital budgeting project are more likely to adjust for
inflation.

Stage Three: Selection

Conventional capital budgeting theory dictates that firms select only those projects
that add value. To this end, there are several theoretical prescriptions. For example,
firms should use DCF methods to select the highest NPV project among mutu-
ally exclusive projects and the projects with positive NPVs among independent
projects. Also, firms should select the project favored by NPV when confronted with
a ranking conflict between NPV and IRR. Theory also suggests that in an efficient
market, capital rationing should not exist. Further, a project’s hurdle rate should be
based on the risk inherent in the project’s future cash flows. Thus, a firm’s weighted
average cost of capital (WACC) may serve as a hurdle rate for average-risk
projects only.

Personnel
As in the case of proposal development, the finance department should also be
heavily involved in analyzing proposals. The survey evidence in this regard, how-
ever, is mixed. Williams (1970) indicates that companies rely more on engineering
departments for developing proposals, but accounting departments play a greater
role in analyzing the proposals. He also notes that 56 percent of corporations as-
sign at least one full-time person to analyze capital projects, with 80 percent of
them assigning three or more people to this job. Yet, Gitman and Forrester (1977)
report that the finance department is primarily responsible for project analysis in
60 percent of their sample and 24.2 percent of the cases, respectively. Comparing
the results of Williams to those of Gitman and Forrester (1977) is impractical be-
cause these authors provide a different set of choices to similar questions in their
questionnaires.

Selection Techniques
Over the past five decades, the most extensively researched area in capital budget-
ing surveys is the way in which firms assess and compare projects. Here, survey



CAPITAL BUDGETING TECHNIQUES IN PRACTICE: U.S. SURVEY EVIDENCE 161

100

90

80

70

60

50

40

30

20

10

0
1950 1960 1970 1980 1990 2000

Year of Survey

Payback

DCF
P

er
ce

nt
ag

e 
of

 C
om

pa
ni

es

2010

Exhibit 9.3 Use of DCF and Payback Period Methods as Primary Tools
Note: This exhibit shows the trend in percentages of firms using DCF methods versus the payback
period as a primary tool in evaluating capital budgeting projects. When two surveys are conducted
during the same year, the exhibit reflects the midpoint of the percentage usage reported in the two
surveys. This exhibit demonstrates an upward trend in using DCF methods and a downward trend in
using the payback period. Sources: Istvan (1961), Klammer (1972), Petty, Scott, and Bird (1975), Gitman
and Forrester (1977), Oblak and Helm (1980), Kim and Farragher (1981), Moore and Reichert (1983),
Hendricks (1983), Gilbert and Reichert (1995), Klammer and Walker (1984), Stanley and Block (1984),
Kim, Crick, and Kim (1986), Shao and Shao (1993), and Bruner, Eades, Harris, and Higgins (1998).

questions focus on whether firms, especially large firms, have adopted DCF tech-
niques. The survey results show that the use of DCF techniques has increased
substantially over time. Further, the use of DCF methods as primary selection cri-
teria has steadily increased, while the use of the payback period as a primary tool
has steadily declined. Exhibit 9.3 captures the upward trend of DCF tools and the
downward trend of the payback period.

Theory suggests that NPV is superior to IRR but surveys consistently show
that firms typically prefer IRR to NPV. Based on their survey results, Burns and
Walker (1997) seem to imply that firms prefer IRR because it is easier to understand
and compute than NPV. IRR is easier to understand than NPV as it can be more
readily compared with returns from other investment opportunities. However, the
claim that IRR is easier to compute than NPV is questionable.

Despite the greater popularity of IRR compared to NPV, firms apparently favor
NPV when conflict occurs. Apap and Masson (2004–2005) find that 56 percent of
firms rely on NPV to resolve conflicts, compared to 19 percent and 4 percent of
firms who favor IRR and the modified internal rate of return (MIRR), respectively.
Ryan and Ryan (2002) report a similar finding.
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Payback remains a popular secondary tool for project evaluation despite its
declining popularity as a primary tool. The percentage of firms that use the pay-
back period method as a secondary selection tool ranges from 39 percent in Kim
and Farragher (1981) to 72 percent in Trahan and Gitman (1995). Burns and Walker
(1997) report that payback’s continued popularity results from its ease of compu-
tation and its usefulness in conjunction with DCF techniques as a measure of both
liquidity and risk.

Surveys indicate that firms often use more than one selection technique. More-
over, many firms combine pure financial techniques (DCF or non-DCF) with non-
financial measures such as strategic consideration. At least two surveys attempt
to find reasons for using multiple methods. Based on responses to their survey,
Apap and Masson (2004–2005) report that some methods give more information
than others (72 percent); different management executives want different methods
(31 percent); and managers lack confidence in using only one method (16 percent).
Chen (2008) concludes that firms with high product standardization tend to em-
phasize DCF analysis, while firms with low standardization tend to focus on using
nonfinancial measures such as firm strategy, growth potential, and competition.
Thus, firms with projects that require complex manufacturing processes or high
R&D expenses (uncertain outcome) rely more on nonfinancial measures.

Choice of Hurdle Rate
Several questions involving the choice of an appropriate hurdle rate are relevant.
First, to what extent do firms use a hurdle rate to make project selections? Second,
do firms use the same hurdle rate to evaluate all projects? Third, how do firms
define a hurdle rate? Finally, how do firms select a project’s hurdle rate?

Survey evidence shows that at least three-quarters of the firms surveyed em-
ploy at least one hurdle rate in capital budgeting (Petty et al., 1975; Schall et al.,
1978; Gitman and Mercurio, 1982). Poterba and Summers (1995) report that most
firms have more than one hurdle rate based on a specific project being selected
or considered. Early surveys indicate that less than 30 percent of the firms report
using WACC as a hurdle rate (Christy, 1966; Williams, 1970; Petty et al. 1975). Later
studies show a substantial increase in the WACC usage, from 46 percent in Schall
et al. (1978) to 93 percent in Bruner, Eades, Harris, and Higgins (1998). More recent
studies by Ryan and Ryan (2002) and Meier and Tarhan (2007) report a similar
trend.

Bruner et al. (1998) examine how firms compute WACC. Their findings show
that firms generally base WACC weights on market values rather than book values
and base the after-tax cost of debt on the marginal tax rate. Survey evidence also
shows that the use of the CAPM to estimate the cost of equity has increased
substantially since 1980 when, as reported by Gitman and Mercurio (1982), less
than 22 percent of firms employed the CAPM. In more recent years, the use of the
CAPM is reported to be 85 percent in Bruner et al. (1998), 93 percent in Gitman and
Vandenberg (2000), and 74 percent in Graham and Harvey (2001).

Risk Analysis
Several questions for this area are relevant: How do firms assess risk? How do
they incorporate risk in making capital budgeting decisions? Is the risk assessment
process purely ad hoc? Do firms use one hurdle rate for all projects?
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Evidence suggests that firms use sensitivity analysis as the primary risk-
assessment tool. Most, if not all, surveys that ask this question indicate it as such
(for example, Brigham and Pettway, 1973; Kim and Farragher, 1981; Kim, Crick,
and Kim, 1986; Ferreira and Brooks, 1988; Shao and Shao, 1996; Payne, Heath, and
Gale, 1999; Ryan and Ryan, 2002). Regarding risk adjustment, the three primary
methods used by firms for this purpose are changing the required rate of return,
adjusting cash flows, and modifying the payback period. Except for results re-
ported by Petty et al. (1975), shortening the payback period is less popular than the
other risk adjustment methods. Stanley and Block (1984) and Shao and Shao (1996)
find that firms use risk-adjusted cash flows more frequently than risk-adjusted
discounted rates.

The process of incorporating risk by adjusting discount rates or cash flows
is not formal but ad hoc. Trahan and Gitman (1995) ask why firms shun formal
techniques. The respondents answer that formal models are impractical, based on
unrealistic assumptions, hard to explain to top management, and difficult to apply.
According to Mukherjee (1987), other reasons for avoiding sophisticated models
are their inability to reflect risk from the firm’s perspective, their need for massive
amounts of data, and their requirement for high data processing efficiency.

Finally, firms typically do not adjust for investment risks in foreign countries.
Graham and Harvey (2001) find that 58.8 percent of the firms surveyed use a
company-wide discount rate when evaluating cross-border projects.

Capital Rationing
Theoretically, there should be no limit to the amount that firms can invest in
projects as long as the return is equal to or greater than the required rate of return.
In other words, in efficient capital markets, capital rationing in which firms limit
the size of their capital budgeting consequently rejecting positive NPV projects
should not exist. However, evidence shows that a substantial percentage of firms
surveyed (between 40 and 70 percent) operate under a capital constraint or fixed
budget (Brigham and Pettway, 1973; Fremgen, 1973; Petty et al., 1975; Gitman and
Forrester, 1977; Ferreira and Brooks, 1988; Mukherjee and Hingorani, 1999).

Survey evidence suggests that capital constraints are imposed internally by
senior managers rather than externally by the suppliers of funds. According to
Scapens and Sale (1981), 93 percent of firms in their sample impose a ceiling
on capital expenditures as a tool for central control. Although Fremgen (1973),
Gitman and Forrester (1977), and Gitman and Mercurio (1982) report that limits on
borrowing are the primary reason for capital rationing, the borrowing limit is more
likely set by senior managers based on the firm’s debt ratio relative to its target
than on the lenders’ unwillingness to provide money to the firm. In fact, Gitman
and Vandenberg (2000) report that capital rationing is due to the debt restrictions
imposed by top-level management. Mukherjee and Hingorani (1999) find that of
the 64 percent of firms operating under a capital rationing environment, 82 percent
consider the limit to be internally imposed.

The literature offers three major explanations for the prevalence of internal
capital rationing: (1) the presence of forecast bias among the firm’s middle man-
agers; (2) the firm’s reluctance to issue external financing; and (3) senior managers’
aversion to downside risk. Proponents of the biased forecast rationale (e.g., Antle
and Eppen, 1985; Hirshleifer, 1993; Holmstrom and Ricart i Costa, 1986) argue that
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senior managers use capital rationing as a tool to discourage biased cash flow pro-
jections by junior managers. Based on their survey, Pruitt and Gitman (1987) note
that senior managers are aware of this potential bias in junior manager’ estimates
(overstating revenues and understating costs). Myers and Majluf (1984) support
managerial reluctance to issue external financing as a reason for capital rationing.
This explanation is rooted in the information asymmetry problem between the
firm and external capital markets, which makes external financing more costly
than internal financing. Consequently, senior managers limit the amount to be in-
vested in a given year to the capital that the firm can raise internally. Myers (1984)
further suggests that firms may forego a marginally acceptable project, especially
if it needs external financing, in order to maintain a reserve borrowing capacity to
fund a potentially high NPV project in the future. Bierman and Smidt (1993) are the
main proponents of the argument that senior managers might reject a positive NPV
project if they perceive its downside risk as too high. Based on the survey response,
Mukherjee and Hingorani (1999) report that the three most common explanations
for capital rationing are aversion to downside risk first, followed by maintaining
reserve borrowing power and reducing the impact of optimistic forecasts.

Mukherjee, Baker, and D’Mello (2000) further compare the biased-forecast and
costly external financing explanations to determine which of the two motivations
better explains the prevalence of capital rationing among U.S. firms. The authors
attempt analysis to explain the frequency of capital rationing experienced by For-
tune 500 firms during 1981 to 1991 by using proxies for these two explanations.
The authors obtain the frequency data from the Mukherjee and Hingorani (1999)
survey with 0 to 3 years of capital rationing defined as low frequency and 7 to
10 years as high frequency. They hypothesize that, if avoiding costly external fi-
nancing is the primary motive, then firms with low profitability (lower level of
internal capital), higher debt ratios (relative to the industry), and lower institu-
tional ownership would experience a higher frequency of capital rationing. On
the other hand, if reducing forecast bias is the primary motive, then the higher
the job mobility (in the affiliated industry) and the number of business segments,
the higher is the frequency of capital rationing facing a firm. Based on univari-
ate analyses, Mukherjee et al. report that high-frequency firms have significantly
lower profitability and lower debt capacity than the low-frequency firms do. Logit
analysis yields similar results. They conclude that avoiding external financing is
the primary motive behind capital rationing.

Despite the prevalence of capital rationing, only a small percentage of firms
report using management optimization tools to deal with this issue. Klammer
(1972) shows an increase in the use of linear programming from 4 percent to
17 percent between 1959 and 1970. Fremgen (1973) and Kim and Farragher (1981)
report that 19 percent of firms use linear programming, while Ryan and Ryan
(2002) indicate that only 5.4 percent of their respondents frequently employ linear
programming in a capital constraint situation. Mukherjee and Hingorani (1999)
report that none of the firms in their sample use linear programming for project
selection under capital rationing. Additionally, they note that the failure to use this
management tool does not result from unfamiliarity but from a lack of sufficiently
accurate data.

Although the use of linear or integer programming is rare under capital ra-
tioning, firms do select projects following theoretical prescriptions. Mukherjee and
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Hingorani (1999) find that firms rank projects in terms of the IRR or the profitability
index and select the bundle that maximizes NPV. According to Graham, Harvey,
and Puri (2010), NPV ranks highest as the most popular vehicle for allocating
capital to projects under capital rationing.

Project Approval

Including a capital project in the annual capital budget does not constitute ap-
proval to commit funds for that project. Therefore, a system must outline the level
of authorization as well as the steps needed to get the budget approved. Upon
analyzing 60 manuals on capital budgeting, Mukherjee (1988) notes that almost
75 percent of most manuals focus on this specific aspect of the capital budgeting
process. He reports that the level of approval depends primarily on two factors: (1)
budget status (budgeted or nonbudgeted) of the project, and (2) project size. The
level of the approval authority also rises with the project size, consistent with the
data requirements reported in Exhibit 9.3 above. However, a nonbudgeted project,
irrespective of its size, requires approval from a higher authority than a budgeted
project.

Stage Four: Postcompletion Auditing

The final step of the capital budgeting process involves conducting postcompletion
auditing (PCA). PCA analysis has three primary objectives: (1) to take necessary
action (such as expenditure control) on the projects being reviewed; (2) to use the
information learned from the postaudit review to improve future proposals; and
(3) to implement a reward/punishment system for responsible personnel based on
the performance of the projects being reviewed. Chapter 8 provides an in-depth
discussion of PCAs.

Survey evidence suggests that PCAs appear to be growing in importance.
The percentage of firms performing PCAs ranges from 50 percent (Istvan, 1961) to
90 percent (Gitman and Mercurio, 1982). Many firms conduct PCAs but typically
not on a regular basis, as indicated by Gordon and Myers (1991), who report that
the postauditing stage is not a standard part of a firm’s capital budgeting process.

The issue of who performs the postaudit (e.g., corporate headquarters or
the originating division) and the circumstances under which PCA is conducted
are important issues. If the division is responsible for project development, corpo-
rate headquarters might conduct PCA as a control measure. On the other hand,
if project development is mostly an interaction between the divisional and senior
managers within the overall strategic framework of the firm, PCA might be rou-
tine and therefore delegated to the division. Scapens and Sale (1981) report that 53
percent of firms in their sample perform this function at the division level and 44
percent conduct PCAs at the corporate headquarters. Little evidence is available,
however, concerning when headquarters takes on this responsibility and when it
delegates PCAs to a division.

Does the intensity of PCA vary depending on the type of project? Brigham
and Pettway (1973) find that utility firms in general do not re-review operating
costs and operating revenues because these investments are mandatory. Gordon
and Myers (1991) find that the intensity of performance evaluation is tied to the
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asset base. Thus, the level of intensity is highest for strategic assets (e.g., expansion
projects), followed by administrative assets (e.g., replacement projects), and then
operating assets (e.g., minor office equipment).

As stated above, a major objective of the postaudit system is to reward or
reprimand project sponsor(s) based on the review of project performance. Early
surveys show that many firms reward (Rosenblatt, 1979) or reprimand (Istvan,
1961) managers based on how the project has performed.

A project’s performance is best measured by its DCF that focuses on long-term
profitability. Myers, Gordon, and Hamer (1991) compare the overall performance
of a group of firms that employ DCF technique in the postaudit stage with a control
group that does not employ such techniques. They attribute superior performance
to the former group. Measuring performance using short-term returns (e.g., return
on investment [ROI]) leads to a distorted reward system that encourages managers
to forego good long-term projects in favor of projects that look good in the short run
but might turn out to be poor investments in the long haul. Despite the shortcom-
ings of short-term measures, surveys show firms commonly use ROI to measure
performance of a project or a division (Miller, 1960; Williams, 1970; Scapens and
Sale, 1981). A possible explanation of this behavior might be that investors react
more strongly to short-term news about the firm than to its long-term potential.
Also, due to many external factors beyond a manager’s control, isolating the level
of contribution a manager might make to the long-term performance of a project
is often difficult.

SUMMARY AND CONCLUSIONS
Over the past five decades, numerous surveys have examined the capital bud-
geting practices of large U.S. firms. This chapter reviews a broad cross-section of
these surveys to learn about investment practices pertaining to the four stages of
the capital budgeting process. The analysis suggests that the gap between tradi-
tional capital budgeting theory and actual practices has narrowed over the last
few decades. In the development stage, most firms agree that cash flows are the
appropriate cost-benefit data. For example, most firms estimate cash flows in a
manner consistent with theory including consideration of opportunity costs as-
sociated with the project. In the selection stage, the use of DCF analysis as the
primary selection tool has steadily increased while the use of the payback period
as the main evaluation method has steadily declined. The use of WACC has also
increased over the years. Cost computation of individual components of a firm’s
target capital structure appears to be consistent with theory. Managers recognize
risk differences in projects and adjust the hurdle rate, albeit on an ad-hoc basis,
accordingly.

On first glance, certain practices seem to be inconsistent with the traditional
theory. These practices include: (1) continued preference of IRR to NPV; (2) contin-
ued use of the payback method; and (3) prevalence of capital rationing. On further
analyses, however, these practices might not necessarily violate theory. Firms might
prefer IRR because of its comparability with returns from other investment oppor-
tunities, which are almost always expressed in percentage terms. Further, reliance
on IRR does not necessarily imply that managers overlook NPV. Upon reviewing
60 capital budgeting manuals obtained from large U.S. firms, Mukherjee (1988)
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notes that all firms require project sponsors to compute both NPV and IRR. When
NPV and IRR give conflicting ranking of mutually exclusive projects, emphasis on
IRR might lead to incorrect decisions. However, according to Apap and Masson
(2004–2005) and Ryan and Ryan (2002), firms prefer NPV when a conflict occurs
between NPV and IRR. Also, in the presence of capital rationing, most firms rank
the projects by their IRRs but select the bundle that maximizes a firm’s overall NPV
(Mukherjee and Hingorani, 1999).

Continued use of the payback method may not be inconsistent with theory
for several potential reasons. First, for most firms, the payback method plays
a secondary role to DCF methods. Nothing is inherently wrong with choosing
from two competing projects the one with the lower payback as long as no large
difference exists in the projects’ NPVs. Second, continued use of payback period
might be justified as a secondary selection tool based on its simplicity of calculation,
emphasis on liquidity, and ability to serve as a quick risk-screening device.

The ubiquitous presence of capital rationing might not necessarily contradict
theory for several reasons. For example, Mukherjee and Hingorani (1999) find that
capital rationing is mostly soft in kind in that firms do not strictly adhere to the
ceiling and raise it when complying with the ceiling amounts to giving up high
NPV projects. Also, according to Thakor (1990), capital rationing is consistent with
theory because managers might intentionally decide to forego current projects in
favor of future higher NPV projects.

The gap between conventional theory and practice is not entirely bridged.
For instance, firms seem to continue to employ a company-wide hurdle rate to
evaluate almost all projects including cross-border projects. Additionally, firms
appear to evaluate employees based on the short-term performance of their spon-
sored projects. Overall, however, practitioners appear to have generally adopted
traditional capital budgeting theory.

Before celebrating the successful applications of traditional models, a word of
caution is in order. Many researchers question whether DCF models are appropriate
when decisions depend on many factors beyond simply calculating a project’s NPV.
Traditional capital budgeting theory assumes that once a firm accepts the project
using DCF models, it can no longer influence the project’s final outcome. In practice,
however, the firm can influence a project’s final outcome by exploiting options
such as abandoning the project before its economic life expires or postponing
implementation of an accepted project. According to Brigham and Ehrhardt (2008),
the assumption underlying traditional capital budgeting theory (DCF models) is
akin to a roulette wheel in which a gambler cannot change the outcome once the
wheel is in motion. Yet, the assumption underlying real options is more like draw
poker, which allows the gambler to change the ultimate outcome of the game and
possibly win by drawing additional cards.

Myers (1984) is perhaps the first to point out the inadequacy of DCF analy-
sis in evaluating a firm’s strategic options including investments in R&D. Some
researchers, such as Trigeorgis (1993), Triantis and Borison (2001), and Copeland
(2002), opine that NPV analysis systematically undervalues investment oppor-
tunities relative to real options analysis, which incorporates uncertainty and
flexibility.

The use of real options analysis lags behind DCF analysis but is increasing,
especially among large firms. For example, Block (2007) reports that, although the
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use of real options is limited to only 14 percent of Fortune 1000 firms sampled, this
percentage is substantially higher than what previous surveys report. McDonald
(2006) argues that DCF analysis is not dead but can coexist peacefully with real
option analysis, and the two types of analysis can play a complementary role to
each other.

DISCUSSION QUESTIONS
1. What are several inherent shortcomings with survey-based research?
2. Of the four major stages of the capital budgeting process, which stage is the

most difficult but most crucial for making correct capital budgeting decisions?
Which stage is the most extensively researched in surveys?

3. Survey findings about capital budgeting selection techniques used by firms
imply several apparent departures from theory. Explain two of these deviations.

4. Why, in theory, might capital rationing run counter to the goal of shareholder
wealth maximization?

5. Capital rationing might be internally or externally imposed. Briefly discuss two
major information-asymmetry–based explanations for the existence of internal
capital rationing.

6. Based on survey findings, identify several areas in which the gap between
theory and practice has narrowed over the years and other areas in which a gap
continues to exist.
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INTRODUCTION
On June 18, 2010, the Universal Orlando Resort held the grand opening of the Wiz-
arding World of Harry Potter attraction. The grand opening was the culmination
of more than five years of planning and the investment of more than $200 mil-
lion of the entertainment giant’s capital (Garcia, 2010). Before making the decision
to invest firm resources into the Harry Potter attraction, Universal evaluated this
investment opportunity. The process of evaluating investment opportunities and
making investment decisions is called capital budgeting.

From inception through maturity, firms make capital budgeting decisions on a
recurring basis. Often capital budgeting decisions are limited to evaluating whether
existing productive capacity needs to be replaced or repaired. In many cases, firms
must weigh the costs and benefits of capital investments intended to increase
productive capacity or to expand into new product lines or markets (Danielson
and Scott, 2006).

Capital budgeting has a long-term focus that provides a link to an organi-
zation’s strategic plan, which is a road map for accomplishing the organization’s
long-term strategic goals. Capital budgeting decisions generally commit substan-
tial amounts of corporate resources, and capital investments are difficult to convert
to more liquid assets (Migliore and McCracken, 2001). Therefore, decisions made
in the capital budgeting process should be consistent with the goals set forth in the
organization’s long-term strategic plan and provide inputs for the organization’s
short-term budgeting process. As a road map for the achievement of organiza-
tional goals, capital budgeting seeks to maximize future net cash inflows realized
from the investment of the organization’s limited resources (Casolari and Womack,
2010).

THEORETICAL DISCUSSION
Capital budgeting decisions generally fall into three broad categories: replacements
of existing assets, investments to expand existing product lines, and investments
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to expand into new product lines. Danielson and Scott (2006) report the results of
a survey conducted by the National Federation of Independent Business (NFIB)
related to capital budgeting decisions made by 792 small businesses, defined in the
NFIB survey as those with fewer than 250 employees. The NFIB survey addressed
capital budgeting decisions made during the period from May 2002 to April 2003.
Respondents indicate that, on average, 46 percent of capital investment decisions
made during the survey period were for the replacement of existing equipment,
21 percent related to the expansion of existing product lines, and 23 percent related
to expansion into a new product line.

Casolari and Womack (2010) classify capital investment decisions as replace-
ment or maintenance projects, mandatory projects (that is, those pursuant to leg-
islative or regulatory initiatives), core mission investments (related to existing
product lines), and new business and market expansion projects. They discuss
these classifications in the context of prioritizing capital projects when companies
are constrained by limited capital resources.

Finance theory suggests that companies make decisions intended to maximize
firm value. However, Danielson and Scott (2006) suggest that owners/managers
of small firms may not seek to maximize firm value. They suggest that own-
ers/managers may focus more on sustaining the viability of the firm, or may seek
to provide “an alternative to unemployment” for the owners/managers rather
than maximizing firm value. As Danielson and Scott (2006) note, more sophisti-
cated capital budgeting models may not be deemed appropriate or necessary by
such firms. More sophisticated models are more likely to result in decisions that
maximize firm value.

Replacement decisions do not necessarily fit well into the typical capital bud-
geting models. As a result, replacement decisions tend to be based more on “gut
feel” than theoretically sound models. For example, the decision to replace a ve-
hicle used by a maintenance worker may ultimately be based on the manager’s
perception of the best vehicle for the money, rather than on a comparison of oper-
ating and maintenance costs of competing vehicles. Replacement decisions are not
discretionary in nature. Evaluating investments intended to expand existing prod-
uct lines or to expand into new product lines, on the other hand, would generally
be more likely to benefit from using more sophisticated decision models.

RELEVANT CASH FLOWS
Companies typically have two alternatives when making capital budgeting de-
cisions: The investment opportunity can be either accepted or rejected. Relevant
information related to capital budgeting decisions is defined as any cash flows that
differ between alternatives. Relevant cash flows are incremental cash flows (inflows
and outflows) that would not occur if not for the investment being evaluated. After
identifying investment opportunities, the first steps in the capital budgeting pro-
cess are to identify the relevant cash flows for each investment opportunity and
then map out cash flows for each year of the investment’s expected term. Relevant
cash flows typically fall into three categories: (1) the initial investment, (2) the
expected incremental future annual cash inflows and outflows resulting from the
investment, and (3) the expected terminal value of the investment.
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Since incremental future cash flows result from investing large amounts of
firm resources and affect a firm’s long-term future, capital budgeting decisions
should be consistent with its long-term strategic plan. Migliore and McCracken
(2001) suggest that the advent of capital budgeting models has reduced capital
budgeting decisions to selecting the investment opportunity with “the best set of
numbers.” They discuss the importance of tying the capital budget to the firm’s
strategic plan, and identify three stages in the asset management process: acqui-
sition, maintenance, and disposition. Capital budgeting describes the investment
analyses leading up to the acquisition of productive assets. However, capital bud-
geting addresses the other two stages as well. Properly prepared capital budgets
include estimates not only of the initial acquisition cost of an asset but also es-
timates of the costs of operating and maintaining the asset and estimates of the
asset’s salvage value at the end of the project period. Relevant cash flows used
in the capital budgeting process address all three stages. Estimates of the initial
investment impound acquisition costs, future annual cash flows include estimated
maintenance costs, and the terminal value addresses the disposition of the asset at
the end of its useful life.

Initial Investment

Cash outflows associated with the initial investment include all costs the company
expects to incur to ready the asset for its intended use. In many ways, this paral-
lels the treatment in financial accounting. That is, the initial investment includes
acquisition costs plus other costs that would typically be capitalized for financial
accounting purposes. However, for capital budgeting, the initial investment may
also include costs that would be expensed or listed in other parts of the balance
sheet for financial accounting purposes. Costs incurred to prepare the asset for its
intended use vary based on the type of investment. For example, if an organization
is evaluating the purchase of production equipment, the initial investment includes
delivery, installation, testing, and training costs in addition to the acquisition cost
of the asset.

The initial investment may also include the estimated change in the organi-
zation’s working capital as a direct result of the investment. Investments in pro-
ductive assets generally result in increases in current assets, such as inventory and
accounts receivable, that the organization carries on its balance sheet, but can also
result in decreases in net working capital. This expected increase in current assets
is generally offset by expected increases in current liabilities directly related to the
asset’s operation, such as accounts payable and accrued liabilities. For Universal,
the initial investment in the Harry Potter attraction would include resources tied
up in merchandise inventories in addition to construction and development costs.

Often, evaluating the investment opportunity involves purchasing new pro-
ductive assets to replace old assets. In these cases, any proceeds from the sale of
the old assets reduce the initial investment in the asset. This treatment differs from
the treatment of a sale for financial accounting purposes. Under generally accepted
accounting principles (GAAP), the sale of an existing asset would result in a gain
or loss being recognized on the company’s income statement and the removal of
the asset that is sold from the company’s balance sheet. Investments in smaller pro-
ductive assets are usually accomplished within a relatively short period, generally
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under a year. Initial investments in larger, longer-term investments, such as the
construction of a manufacturing facility or the development of income-producing
property, can occur over several years. In the case of the Wizarding World of Harry
Potter, Universal reported that it began incurring costs five years before it realized
the first investment related cash inflow. Such costs likely included, among oth-
ers, the acquisition of the right to use the Harry Potter name and likeness, legal
fees associated with the acquisition of such rights, preliminary market studies,
and preliminary engineering and cost studies. Since Universal already owned the
property where the attraction is located, the acquisition costs of the land would
not be included in the initial investment. However, Universal likely included the
fair value of the land (as an opportunity cost) in its assessment of the investment
and its expected returns.

A company evaluating the acquisition of land with the intention of constructing
and equipping a manufacturing facility may begin incurring costs well in advance
of the actual acquisition of the land and construction of the facility. Preacquisition
costs include fees for property appraisals, various types of engineering services,
traffic studies, and legal fees to prepare and negotiate purchase contracts. Once
the company acquires the land, it may incur additional costs for zoning changes,
permits, and other issues related to land use regulations. The production facility
must be designed. Therefore, the company will incur architectural and engineering
fees. The company may also procure the services of consultants to assist with the
layout of the production areas and the specification of the equipment needed to
operate the facility.

Once the building design is complete, the company typically solicits bids from
several contractors to construct the facility. After the construction contract has
been awarded, the company incurs construction costs along with architect fees to
oversee the project’s construction. All of these costs, from preacquisition through
construction management, are included in the initial investment for capital bud-
geting purposes. These costs could be incurred over two or more years for a large
project. Accordingly, larger capital projects may incur several years of cash out-
flows before realizing cash inflows from the investment. Many costs of this nature
would likely be part of the $200 million investment made by Universal in its Harry
Potter attraction.

Assume that Acme Company, a hypothetical U.S. company, is evaluating the
purchase of a new machine for its production process. The list price of the equip-
ment is $525,000, but Acme expects to negotiate the price down to $500,000. Acme
expects to pay a common carrier $25,000 to transport the equipment from the manu-
facturer’s plant to Acme’s plant. The common carrier will not insure the equipment
during delivery, so Acme must provide insurance while the equipment is in transit.
Acme’s insurance agent has provided a premium quote of $1,000 for this coverage.
Once the equipment arrives at Acme’s manufacturing plant, the manufacturer will
send a team to install, test, and calibrate the equipment before its integration into
the production process. The manufacturer typically charges its customers $2,500
for this service. Acme expects the manufacturer’s installation team to use $1,250
of raw materials in connection with testing and calibrating the equipment. Acme’s
controller has estimated that the accounts receivable and inventories associated
with this investment will be, on average, $10,000 greater than the current liabilities
associated with this investment during the project life. The initial investment in
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Exhibit 10.1 Acme Company’s Initial Investment in Equipment

Description Expected Costs

Acquisition cost $500,000
Delivery 25,000
Insurance during delivery 1,000
Installation, testing, and calibration 2,500
Materials used during installation, testing, and calibration 1,250
Working capital 10,000
Total initial investment $539,750

This exhibit lists the cash expenditures that comprise the initial cash outflow for the investment con-
templated by Acme Company.

this equipment is expected to be $539,750. Exhibit 10.1 provides a summary of
Acme’s initial investment.

Estimated Future Annual Cash Flows
Estimated future annual cash flows are the cash inflows and outflows that are
expected to occur as a result of the company making the proposed investment.
Expected future cash inflows are increases in cash receipts from the sale of goods
and/or services to customers, decreases in costs incurred to provide goods and/or
services to customers, or a combination of the two. Expected future cash outflows
are increases in costs incurred as a result of the operation of the acquired assets.

The Harry Potter attraction provides a useful example of factors to consider
when forecasting future cash flows that arise as a result of the investment. An ad-
mission ticket to the Universal theme park provides visitor access to all attractions
within the park. Therefore, identifying ticket sales directly resulting from opening
the particular attraction is difficult. Instead, Universal analysts likely forecast in-
creased sales of admission tickets that could be attributed to the new attraction.
Universal’s analysts probably included increases in food and beverage sales within
the park, sales of Harry Potter merchandise, increased hotel occupancy rates, and
other peripheral sales expected to be realized as a result of this attraction. Cash out-
flows associated with the attraction are somewhat easier to identify. Clearly, costs
associated with the operation of the attraction, such as payroll, utilities, taxes, and
cost of merchandise sales can be easily traced directly to the attraction. Other costs,
such as additional staffing in park areas and adjacent hotels, are more difficult to
trace directly to the investment. However, management must make every effort to
identify cash flows that would differ between alternatives.

In many organizations, someone from the accounting or finance departments
assembles estimated future annual cash flows. Regardless of who actually assem-
bles these data, input should be solicited from representatives of various disciplines
within the organization when preparing the capital budget. Ideally, representatives
from marketing, operations (production), finance, accounting, human resources,
and corporate counsel should provide input when forecasting initial investments
and future cash flows.
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Marketing Input
Capital investments should support the firm’s long-term strategic plan. The strate-
gic plan should focus on the needs and expectations of the firm’s customers (cur-
rent or projected). Once these are adequately identified and documented, the assets
required to meet customer needs and expectations can be more easily identified.
Experienced operations personnel can develop estimates of initial acquisition costs
and related operation and maintenance costs with a relatively high degree of cer-
tainty. Product volumes, market sizes, and price points are more difficult to forecast.
The expertise provided by marketing personnel can reduce the level of uncertainty
inherent in such forecasts.

The customer-centric focus of the firm’s marketing personnel makes their in-
put into the capital budgeting process vital. Marketing personnel should have a
thorough understanding of current and potential markets for the firm’s goods and
services, and should be in the best position to identify and document opportunities
to expand current product lines and enter new markets. Marketing costs are fre-
quently overlooked in capital budgeting (IOMA, 2003). Marketing personnel are
the best source of cost estimates related to the promotion, distribution, and market
research associated with a proposed product. Marketing personnel should have
their fingers on the pulse of the firm’s existing and potential competition.

Marketing personnel provide data about the estimated market size for the
goods or services related to the investment, market shares the company expects to
command, and expected price points for the goods or services offered to customers.
These types of data may be obtained from market studies, focus groups, or industry
publications.

Operations Input
Representatives from operations (production) provide insight into production
capacity, expected cost behaviors, and other potential constraints. The practical
knowledge provided by operations personnel may need to be supplemented with
cost information and other studies performed by independent consultants. Costs
incurred in the operation of capital assets acquired may be the largest portion of
future cash outflows related to a proposed investment. Thus, the importance of
objective input from operations personnel cannot be overstated if management
is to optimize the organization’s return on the investment of limited resources in
capital projects.

Input from Other Departments
Finance personnel can provide guidance regarding required rates of return for
investment opportunities. Additionally, finance personnel can determine whether
the organization has sufficient liquidity to make the proposed investment from
available cash. Larger capital investments may require the organization to issue
debt and/or equity in public or private markets to finance the project. Accounting
personnel provide historical cost data that can be used to estimate future product
costs. Human resources personnel can determine whether the firm’s current staff
possesses the skills necessary for the production process. If no employees with
the appropriate skill set are available, human resources personnel can provide
estimates about the cost and time requirements for production staff to develop the
necessary skills. Corporate counsel can identify any potential legal issues relating to
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the product or service such as patent infringements, product liabilities, or potential
problems with any unions representing company employees.

Many firms rely on management judgment to estimate relevant cash flows for
evaluating investment opportunities. Estimates of future cash flows resulting from
investments involving either the replacement of existing productive assets or the
expansion of a firm’s productive capacity typically involve less uncertainty than
cash flows associated with investment decisions involving new lines of business.
Expected cash flows derived from the firm’s entry into new markets are more
difficult for managers to project. Thus, firms considering entering new lines of
business, either through acquiring productive capacity or an operating entity, may
find engaging outside consultants useful. Such consultants may have the expertise
necessary to provide insights about market size and competition, estimated price
points, and estimated fixed and variable operating costs for proposed new lines of
business.

Example of Expected Future Cash Inflows and Outflows
Acme is contemplating the acquisition of equipment (as described above) for use
in its production process. Assume that Acme intends to use this equipment to
introduce the next generation of a product that complements an existing product
line. Acme’s vice president of marketing believes that the product life cycle, from
inception through growth and maturity to product decline, will be five years. The
vice president expects to achieve a 10 percent market share by the end of the sec-
ond year after the product is introduced. That market share is expected to hold
until the last year of the product life, when Acme expects to command half of
the remaining market share. The current market for this type of product is about
100,000 units per year, but the vice president believes the market will be 1,000,000
units per year at product maturity in Year 4. Based on expected technological
innovations, the vice president expects the next generation of products to be intro-
duced in Year 4, which will cause the market for this product to cease by the end
of Year 5. Exhibit 10.2 provides expected sales volumes in units and market shares
for the new product’s five-year life.

Based on prices charged for the prior generation of similar products, Acme
believes that the appropriate selling price for this product is $15.00 per unit. Acme’s
vice president expects this price to hold for the first two years of the product life

Exhibit 10.2 Acme Company Expected Sales Volumes

Year Sales (Units)
Expected Market

Share (%)

1 5,000 5
2 55,000 10
3 90,000 10
4 100,000 10
5 10,000 50
Total 260,000
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cycle, with an increase in the selling price to $15.50 per unit for the last three years
of the product life.

Acme’s vice president of marketing expects to incur about $7,500 per year of
fixed costs on marketing campaigns during the first four years that the product is
on the market. Since this new product will be in the decline stage of its life cycle
during Year 5, Acme does not plan to engage in marketing campaigns in the last
year. Acme expects to provide its sales force with its customary commissions equal
to 1.5 percent of the selling price of this new product.

Personnel from Acme’s operations department have reviewed the sales fore-
casts submitted by marketing and believe that the equipment has the capacity to
handle expected volumes. Further, the operations manager estimates variable man-
ufacturing costs for this product as $11.00 per unit for the first two years, increasing
to $11.25 per unit for the last three years of the product’s life. Variable manufactur-
ing costs include direct materials and direct labor, as well as costs for repairs and
maintenance, tools and supplies, and utilities. Acme’s operations manager expects
to incur $15,000 per year of fixed manufacturing overhead. Fixed manufacturing
overhead includes additional costs such as property taxes, property insurance, and
the salaries and benefits of production support staff that would need to be hired
if this project is accepted. Acme’s operations manager believes that performing a
minor overhaul of the equipment will be necessary at the end of Year 3 at a cost of
$50,000.

Acme’s vice president of finance indicates that Acme will not need to seek
external financing for this equipment purchase because the firm can buy it using
Acme’s available cash. Based on prior experience, the controller determines that
the cost estimates provided by the operations manager and the vice president of
marketing are reasonable. Acme’s human resources manager, after meeting with
the operations manager, has determined that Acme has personnel with the train-
ing necessary to properly operate the equipment. Corporate counsel has verified
that the new product will not infringe on any existing patent rights and that the
potential for product liability claims is remote. Acme’s controller has also deter-
mined that Acme has adequate insurance to cover any product liability claims that
may arise.

Once the necessary input has been received from all appropriate disciplines,
future annual cash inflows and outflows related to this investment can be forecast.
Exhibit 10.3 provides the forecast of Acme’s expected annual cash inflows from
operating activities for each year of the project’s expected life. Cash inflows are
based on the expected sales volumes and price points provided by Acme’s vice
president of marketing.

Exhibit 10.4 provides the forecast of Acme’s cash outflows from operating
and marketing activities related to the new product based on the cost behaviors
provided by the operations manager and the vice president of marketing.

Terminal Value

Part of any cash flow forecast includes an estimate of the value of the asset at
the end of the forecast period. This value is generally referred to as the terminal
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Exhibit 10.3 Acme Company Forecast of Cash Inflows from Operating Activities

Year 1 Year 2 Year 3 Year 4 Year 5 Total

Estimated unit sales 5,000 55,000 90,000 100,000 10,000 260,000
Selling price per unit $15.00 $15.00 $15.50 $15.50 $15.50
Estimated cash inflows $75,000 $825,000 $1,395,000 $1,550,000 $155,000 $4,000,000

This exhibit provides a summary of the estimated annual cash inflows to Acme Company as a result of
expected sales volumes and price points for the units that will be produced by the equipment if Acme
accepts the investment opportunity.

value. The terminal value represents a cash inflow at the end of the last year of the
forecast period, and can be expressed as a specific amount or as a percentage of the
original cost. Either approach is acceptable. Depending on the type of investment,
the terminal value could be nominal (i.e., small relative to the initial investment) or
substantial. Terminal values for investments in productive equipment tend to be
nominal while terminal values for investments in real estate developments tend to
be more substantial. Investments in real properties are generally expected to have
large terminal values by virtue of positive cash flows expected to be generated
by the property at the end of the project term and general upward trends in real
estate values.

The estimated terminal value for an asset used in the production process gen-
erally comes from someone in the operations area, as this may be the person most
familiar with the market for used equipment in the company’s specific industry.
However, the firm may also use independent sources, such as used equipment
brokers, trade publications, or “blue book” type reference materials, to estimate
the terminal value. Productive assets may be expected to decline in value over
the project life, resulting in little or no terminal value. Land and buildings, on the
other hand, may appreciate in value over the project life. Assume in the Acme
example that the operations manager has estimated that the equipment origi-
nally purchased for $539,750 will have a terminal value of $25,000 at the end
of Year 5.

Exhibit 10.4 Acme Company Forecast of Cash Outflows from Operating and Marketing
Activities

Year 1 Year 2 Year 3 Year 4 Year 5 Total

Estimated unit sales 5,000 55,000 90,000 100,000 10,000 260,000
Manufacturing costs

Variable cost per unit $11.00 $11.00 $11.25 $11.25 $11.25
Total variable cost $55,000 $605,000 $1,012,500 $1,125,000 $112,500 $2,910,000
Total fixed costs $15,000 $15,000 $15,000 $15,000 $15,000 $75,000

Marketing costs
Total variable costs $1,125 $12,375 $20,925 $23,250 $2,325 $60,000
Total fixed costs $7,500 $7,500 $7,500 $7,500 $0 $30,000
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FORECAST OF NET CASH FLOWS
The next step in the capital budgeting process is to combine forecasts of cash
inflows and outflows and estimate the net cash flow for each year in the forecast
period. The net cash flow in any given year may be a net inflow or a net outflow,
depending on the expected timing of cash receipts and disbursements.

Panel A of Exhibit 10.5 provides a summary of the cash flows for each year of
the project life for the Acme investment opportunity, using the data provided in
Exhibits 10.3 and 10.4 and the terminal value described above. Note that the initial
investment is presented as a cash outflow in the Year 0 column of Exhibit 10.5. This
indicates the cash outflow for the initial investment is made during the current
period (i.e., today) while other cash inflows and outflows are expected to occur in
future periods. The cash inflow for the terminal value of the asset is included in the
Year 5 column of Panel A of Exhibit 10.5, as this cash inflow is expected to occur at
the end of the five-year project life.

During the capital budgeting process, the assumptions underlying future cash
inflows and outflows should be adequately documented. In general, documenting
as many assumptions as possible related to the initial investment and subsequent
annual cash inflows and outflows is desirable. The availability of detailed capital
budget data allows for an audit of the initial investment, expected annual cash
inflows and outflows, and terminal value of the project at various stages during
the project life.

Net Present Value

Panel A of Exhibit 10.5 presents expected current and future cash flows related to
the investment opportunity. The data in Panel A implicitly assume that the cash
flows all have the same purchasing power. That is, Panel A does not incorporate
the effects of the time value of money. The time value of money is predicated upon
the assumption that a dollar today is worth more than a dollar at some point in the
future. Accordingly, dollars collected or spent in future years do not have the same
purchasing power as dollars invested today. The computation of present values for
each year adjusts for this mismatch in the value of cash flows over the project life by
restating future cash flows in today’s dollars. This is accomplished by discounting
future cash flows at an appropriate discount rate. The appropriate discount rate,
often referred to as the hurdle rate, is generally based on the company’s weighted
average cost of capital (WACC), adjusted for perceived project risk.

The net present value (NPV) of the project is the sum of cash outflows for the
initial investment plus the present values of future cash flows discounted at the
hurdle rate. A positive NPV indicates that the project is expected to generate a
return that is higher than the company’s hurdle rate, and a negative NPV indicates
that the project is expected to generate a return that is lower than the company’s
hurdle rate. The firm should reject negative NPV projects and should consider
accepting positive NPV projects. The firm may not accept all positive NPV projects
due to capital rationing (e.g., limitations on capital available for investment). Be-
cause companies generally have limited resources available for investment, they
may be able to accept only those positive NPV projects that generate the highest
combined NPV.
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Research provides evidence that, for U.S.-based firms, the use of discounted
cash flow (DCF) methods for evaluating investment opportunities is positively
correlated with firm size and the education of the chief executive officer (CEO) but
negatively correlated with the age of the firm and the age of the owner (Bailes,
Nielsen, and Lawton, 1998; Graham and Harvey, 2002; Danielson and Scott, 2006).
Canadian firms favor the use of DCF models when evaluating investment oppor-
tunities (Bennouna, Meredith, and Merchant, 2010). However, survey evidence
suggests that firms in other countries are less likely to use DCF methods, prefer-
ring instead to use the payback period and accounting rate of return to evaluate
investment opportunities (Verma, Gupta, and Batra, 2009; Haddad, Sterk, and
Wu, 2010).

NPV Example
Acme’s vice president of finance has reviewed the project and believes that the
appropriate hurdle rate for this investment is 12 percent, based on the project’s
perceived risk. Panel A of Exhibit 10.5 shows that Acme’s net cash inflows for
the forecast period are expected to be $360,250 greater than the $539,750 initial
investment. Panel B of Exhibit 10.5 provides the present value computations for
Acme’s expected cash flows for each year in the expected life of the investment.
The present value factors decrease each year, reflecting the concept that cash flows
occurring farther in the future have lower values in today’s dollars. The initial
investment, a cash outflow of $539,750, is not discounted because the initial outlay
is already stated in today’s dollars.

Panel B of Exhibit 10.5 shows that Acme’s proposed investment has a positive
NPV of $79,843, indicating that the investment will generate a return that exceeds
the 12 percent hurdle rate for this type of investment. Knowing that the investment
exceeds the hurdle rate only provides a portion of the story. Determining by how
much the project’s return exceeds the hurdle rate is just as relevant. The last line of
Panel B of Exhibit 10.5 provides the internal rate of return (IRR) for this investment
opportunity. The IRR is the discount rate at which the present value of future cash
flows is exactly equal to the initial investment. That is, the IRR is the discount
rate at which the project’s NPV is equal to zero. Acme’s proposed investment is
expected to generate an IRR of 16.9 percent, which exceeds Acme’s hurdle rate of
12 percent.

NPV vs. IRR
When companies are evaluating several potentially positive NPV investment op-
portunities, they should rank the opportunities in order to identify which oppor-
tunities should be accepted and rejected. The magnitude of positive NPVs may
not provide an appropriate basis for making such decisions. That is, larger invest-
ments may be associated with higher NPVs, biasing the decision in favor of larger
investment opportunities. The IRR serves as one means for resolving this problem.
A positive NPV indicates that the investment is expected to generate a return that
exceeds the company’s hurdle rate. The IRR provides a measure of how much the
investment’s return exceeds the hurdle rate. Managers often rank positive NPV
investment opportunities based on their expected IRRs. Companies should then
accept only those investment opportunities that are expected to generate the high-
est IRRs.
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Graham and Harvey (2002) conducted a survey of the chief financial officers
(CFOs) of 392 Fortune 500 companies concerning which capital budgeting meth-
ods they are most likely to use. The survey data indicate that 76 percent of the
CFOs always or almost always use IRR when making capital budgeting decisions,
compared with 75 percent that always or almost always use NPV. The authors find
that almost 57 percent of the CFOs use the payback period method to evaluate
investment opportunities. Their evidence also shows that the use of the payback
period is positively correlated with the age and educational background of CFOs,
and smaller firms with fewer resources are more likely to use the payback period.
This latter finding is consistent with results from Danielson and Scott (2006), who
report that smaller firms tend to rely more on the payback period and manage-
ment’s “gut feel” when making investment decisions. In fact, Danielson and Scott
report that more than half of investment decisions made by small firms in their
sample involve the replacement of existing productive capacity rather than expan-
sions into new markets or product lines. Thus, using the payback period and “gut
feel” may not be as inappropriate as it would seem for these firms. Jackson (2010)
finds that many firms use the payback period as an initial screening method. That
is, firms reject projects with payback periods that exceed an established maximum
without preparing DCF analyses. The frequency of payback period as a capital
budgeting method reported for U.S. firms is consistent with surveys conducted in
Cyprus (Lazaridis, 2002), India (Verma et al., 2009), Canada (Bennouna et al., 2010),
and Taiwan (Haddad et al., 2010).

Effects of Income Taxes

Panel A of Exhibit 10.5 indicates that Acme expects to generate cumulative net
cash inflows of $900,000 from Year 1 to Year 5. Cash flows, whether inflows or
outflows, generally have tax consequences. Ignoring the tax effects of cash inflows
and outflows projected during the five-year project period omits substantial cash
flows from the analysis. Exhibit 10.6 includes the income tax effects of the projected
cash flows for Acme’s investment opportunity. The amounts included as a tax effect
in Exhibit 10.6 are based on the assumption that Acme has adequate income to use
any net operating losses generated (e.g., Year 1). Another assumption is that Acme
is taxed at 35 percent for ordinary income and 15 percent on long-term capital
gains (LTCG).

The initial investment of $539,750 is presented in the Year 0 column of Panel A of
Exhibit 10.5. However, under current tax laws, there is no immediate tax effect from
the initial investment. Tax effects associated with the initial investment are realized
through the depreciation deduction taken in future years. Had Acme planned to
sell an old asset and replace it with a new asset, the sale of the old asset would
have generated a tax liability associated with a gain for tax purposes or would
have provided tax benefits associated with a loss for tax purposes. Since Acme is
not planning to sell an asset in connection with this investment opportunity, the
firm does not realize any tax consequences in Year 0.

Panel A of Exhibit 10.6 shows the tax effects of expected cash inflows and
outflows for Year 1 through Year 5. By showing the tax effects of each major
activity, this format isolates the effect that each type of cash flow has on Acme’s
income tax payments. The major categories in Panel A are cash flows associated
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with operating the asset, costs of the minor overhaul expected to occur in Year 3,
tax benefits expected to be derived from tax depreciation, and the sale of the asset
at the end of the project life (the terminal value) along with related tax effects.

Expected cash flows in Panel A associated with operating the asset include cash
inflows from sales and cash outflows from production and marketing activities. The
tax effects of net cash flows for each year are calculated by multiplying the projected
net cash flows for each year by Acme’s 35 percent effective tax rate. Projected cash
flows for Year 1 are a net outflow of $3,625, which generates an expected tax
benefit of $1,269. That is, Acme expects to reduce its payments for income taxes
as a result of tax losses generated by the investment in Year 1. Accordingly, Panel
A of Exhibit 10.6 shows the tax effect for Year 1 as a cash inflow. Cash inflows
related to income taxes can only be assumed if Acme expects to generate taxable
income in other operating areas in Year 1. Otherwise, tax losses in Year 1 would
be carried forward and cash outflows for tax payments in future years would be
reduced accordingly. In Years 2 through 5, the investment is expected to generate
cash inflows, which would result in taxable income. Therefore, Acme expects cash
outflows in the form of income tax payments in each of those years. Cumulative
cash flows from operating activities from Year 1 through Year 5 are expected to be
$925,000, which, in turn, are expected to generate net tax payments of $323,750 (35
percent of $925,000).

Shown separately in Panel A is the tax effect of the minor overhaul that is
expected to occur at the end of Year 3. The assumption is that this expenditure is
tax deductible. If this is not the case, then the overhaul costs would not have a tax
effect in Year 3. Instead, the tax effect of the minor overhaul would be realized as tax
benefits associated with tax depreciation in future periods. The minor overhaul at
the end of Year 3 is expected to result in a cash outflow of $50,000, which is expected
to reduce income tax payments for Year 3 by $17,500 (35 percent of $50,000).

Panel A of Exhibit 10.6 shows the benefits derived from the depreciation of
the assets. Panel B of Exhibit 10.6 provides the computation of tax depreciation
and related tax benefits. Depreciation is a noncash expense that companies are al-
lowed to deduct from taxable income before computing their income tax liabilities.
Panel A of Exhibit 10.6 excludes depreciation but includes the reduction of in-
come taxes associated with the depreciation deduction. Tax depreciation in Panel
B of Exhibit 10.6 is computed using the Modified Asset Cost Recovery System
(MACRS). MACRS is a depreciation method dictated by federal taxing authorities
in the United States for taxpayers that use depreciable assets in their businesses.
Exhibit 10.7 provides the annual depreciation rates for the various depreciable lives
assigned under MACRS. Other tax depreciation methods are allowed in limited
circumstances. Since most U.S. taxpayers use some version of MACRS, this exam-
ple uses depreciation rates published in the MACRS tables. Assets are assigned
depreciable lives under MACRS regardless of the expected useful lives used to
calculate book depreciation. The data in Panel B of Exhibit 10.6 are based on the
assumption that the equipment is MACRS 3-year property and that Acme uses the
mid-year convention (that is, all assets are assumed to be put into service halfway
through the year for tax purposes).

The sale of the equipment at the end of its useful life (at its expected terminal
value) also has tax consequences. Panel C of Exhibit 10.6 provides a computation
of the expected taxable gain on the sale of the asset and the computation of income
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Exhibit 10.7 Modified Accelerated Cost Recovery System (MACRS) 3-, 5-, 7-, 10-, 15-,
and 20-Year Property Half-year Convention

Year
3-Year

Property
5-Year

Property
7-Year

Property
10-Year

Property
15-Year

Property
20-Year

Property

1 33.33% 20.00% 14.29% 10.00% 5.00% 3.750%
2 44.45 32.00 24.49 18.00 9.50 7.219
3 14.81 19.20 17.49 14.40 8.55 6.677
4 7.41 11.52 12.49 11.52 7.70 6.177
5 11.52 8.93 9.22 6.93 5.713
6 5.76 8.92 7.37 6.23 5.285
7 8.93 6.55 5.90 4.888
8 4.46 6.55 5.90 4.522
9 6.56 5.91 4.462

10 6.55 5.90 4.461
11 3.28 5.91 4.462
12 5.90 4.461
13 5.91 4.462
14 5.90 4.461
15 5.91 4.462
16 2.95 4.461
17 4.462
18 4.461
19 4.462
20 4.461
21 2.231

This exhibit provides the percentages used to depreciate assets for tax purposes.

taxes associated with this gain. This example assumes that the firm will sell the
equipment for its terminal value of $25,000 and that long-term capital gains will
be taxed at 15 percent.

Acme’s tax basis in the equipment must be computed to determine the taxable
gain or loss on the sale. An asset’s tax basis is similar in concept to its net book
value for financial reporting purposes. While net book value for financial reporting
is the original cost minus accumulated book depreciation, tax basis is original cost
minus accumulated tax depreciation. The description of tax basis provided here
is the general rule. Exceptions to this general rule in computing tax basis abound
and are beyond the scope of this chapter. Since the asset is fully depreciated for
tax purposes (that is, it has a tax basis of zero) when it is sold, Acme will realize
a gain for tax purposes that is equal to the expected proceeds from the sale of the
asset at the end of the project’s life. Cash flows associated with the equipment’s
terminal value include the expected proceeds from the sale in Year 5 ($25,000
inflow) and a cash outflow of $3,750 (15 percent of $25,000), which is the tax effect
of the sale at LTCG rates The expected book value of the asset at the end of the
project life is ignored in capital budgeting, as it does not directly affect cash flows in
Year 5.

In Panel A of Exhibit 10.6, the project’s NPV is reduced from $79,843 to $17,793
when including the respective tax consequences of cash inflows and cash outflows
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in the analysis. Additionally, the IRR for this investment opportunity decreases
from 16.9 percent to 13.3 percent when including the cash outflows for income
taxes.

As Danielson and Scott (2006) report, 74 percent of responding firms surveyed
by the National Federation of Independent Businesses consider the tax implications
of investment decisions. Traditional corporations (referred to as C Corporations in
the U.S. tax code) must pay taxes based on corporate earnings. Other types of legal
entities, such as partnerships (limited and general), limited liability corporations
(LLCs), and S Corporations, do not pay taxes at the entity level. Instead, income for
these entities flows through to the owners (partners, members, or shareholders),
and taxes are paid at the owner level. The proliferation of these types of entities
likely explains why only 74 percent of respondents consider taxes in their capital
budgeting analyses.

Risk Assessment

Based on their nature, expected future cash flows are inherently uncertain. Man-
agement makes its best estimate of the future based on the assumptions and market
intelligence available today. However, actual project cash flows are unlikely to ex-
actly equal estimated cash flows used to evaluate the investment. Thus, the risk
exists that actual project returns will be lower than projected returns. Risk in cap-
ital budgeting is often defined as the likelihood of the investment not achieving
a positive NPV. Firms consider investments that expand operations into markets
(geographic and/or product lines) in which the firm has little or no experience to be
of higher risk than investments involving the replacement of existing productive
capacity (Hogaboam and Shook, 2004). Firms adjust for this type of risk in several
ways. Commonly cited methods include increasing the appropriate discount rate
used in DCF models to reflect higher risk, adjusting the project life downward, and
using sensitivity analysis.

Sensitivity analysis is accomplished by adjusting the underlying assumptions
used to prepare DCF models. That is, analysts adjust assumptions related to each
of the three types of cash flows to assess the impact on the project’s expected NPV
and IRR. As part of a sensitivity analysis, cash flow estimates typically include
contingencies that increase the initial investment, decrease annual cash inflows, or
decrease expected terminal values. Using sensitivity analysis helps to quantify the
investment’s margin for error, which is the amount by which the initial investment
could increase, future cash inflows could decrease, or the expected terminal value
could decrease and still have the project produce a positive NPV.

Finance theory supports more statistical approaches to risk assessment. Among
the statistical methods frequently cited are expected outcome analysis, simulation,
and decision tree analysis (Bierman, 1978; Hogaboam and Shook, 2004). Graham
and Harvey (2002) report that almost three-quarters of survey respondents use
the capital asset pricing model (CAPM) to estimate the cost of capital used in DCF
models. However, most surveys find that smaller, less sophisticated firms generally
use sensitivity analysis and judgmental adjustments to the firm’s cost of capital to
adjust for project risk (Bailes et al., 1998; Lazaridis, 2002; Hogaboam and Shook,
2004).
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SUMMARY AND CONCLUSIONS
Each year organizations are confronted with various investment opportunities.
However, capital constraints limit their ability to accept every opportunity. Or-
ganizations address these constraints using methods that have been developed
to assist in evaluating and ranking investment opportunities. These methods are
based on cash flow forecasts for each project. This chapter discusses factors that
firms should consider when preparing cash flow forecasts.

Capital budgeting describes the process of evaluating investment opportuni-
ties. Such decisions should be consistent with the long-range strategic goals of the
organization. Capital budgeting decisions depend on the quality of the assump-
tions used to evaluate investment opportunities. Relevant assumptions include
forecasts of cash inflows and outflows. Relevant cash outflows include the initial
investment and future operation and maintenance costs. Relevant cash inflows
include expected future cash flows generated by the asset and the expected value
of the asset at the end of the project life (the terminal value). The accuracy and
reliability of future cash flows is dependent upon the extent that input is solicited
from the various disciplines within an organization. Input should be obtained
from operations, marketing, sales, finance, accounting, legal, and human resources
personnel throughout the capital budgeting process.

Once cash flow forecasts are compiled, organizations must evaluate and rank
investment opportunities so that limited capital can be optimally allocated and
firm value maximized. Methods commonly employed to evaluate and rank invest-
ment opportunities include DCF models and the payback period. Larger, more
sophisticated organizations generally rely on DCF models while smaller, less so-
phisticated organizations tend to rely both on the payback period and judgment
(“gut feel”) when making capital budgeting decisions. Managers often base capital
budgeting decisions involving the replacement of existing productive capacity on
the payback period and judgment, while decisions involving expansion of existing
product lines or entering new product lines are more reliant on DCF models.

DISCUSSION QUESTIONS
1. A proposed project has a negative NPV. Does this mean that the project has a

negative IRR? Why or why not?
2. Does including the tax consequences of estimated future cash flows in DCF

models likely increase, decrease, or have no effect on a project’s NPV? Explain.
3. List three methods commonly used to adjust for project risk in the capital bud-

geting process and discuss why these methods might be appropriate.
4. What are some reasons that may explain the pervasive use of the payback period

method to evaluate investment opportunities?
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INTRODUCTION
Adjusting for inflation is an important aspect of capital investment analysis because
inflation can dramatically affect the attractiveness of specific capital investments.
For example, Walter (1972, p. 46) says that “There is little doubt that the explicit
recognition of anticipated rates of price change can contribute to improved in-
vestment planning.” Hodder and Riggs (1985, p. 131) stress that “the error that
arises from the failure to include inflation in cash flow estimates compounds with
time as long as inflation is positive.” Properly dealing with inflation requires rec-
ognizing expected inflation in the projection of cash flows and using a discount
rate that appropriately reflects investors’ expectations of future inflation. Unfortu-
nately, no simple relationship exists between inflation and cash flows for specific
investments. Also, determining an appropriate discount rate that incorporates
investors’ expectations of future inflation is not a simple matter. The extant liter-
ature sets forth several approaches for dealing with inflation when analyzing a
capital budgeting project. One approach involves using nominal cash flows and
nominal interest rates while the other involves using real cash flows and real
interest rates.

Analysts often consider the following methods when evaluating capital bud-
geting projects.

1. Nominal prices that include inflation and real price increases. When using this
method, the forecasting takes the actual prices that are expected to occur
into consideration. That is, the analyst must forecast inflation rates and real
increases in prices.

2. Real prices that include only real price increases. Although using the real prices
method is similar to the previous method, the analyst does not consider
inflation in the forecast.

3. Constant prices that exclude inflation and real price increases. This means that
the price used in the forecast is the price valid in the initial year or year zero.
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This chapter discusses that conducting capital budgeting and investment ap-
praisal based on financial statements with real prices is potentially misleading.
Under certain circumstances, the adverse effects of inflation could result in se-
lecting “bad” projects. The chapter also shows that modeling with nominal prices
is not only feasible but also relatively simple using a spreadsheet program on a
personal computer.

The remainder of the chapter consists of four major sections. The first section
presents the literature review on the subject. The next section discusses reasons
that the real prices approach persists in investment appraisal. For example, using
real prices continues in the development agencies such as the International Bank
for Reconstruction and Development at the World Bank (Belli, Anderson, Barnum,
Dixon, and Tan, 2001; Vélez-Pareja, 2006). The third section provides a review of
some main impacts of inflation and uses a simple numerical example to illustrate
the ideas. The final section offers a summary and conclusions.

LITERATURE REVIEW
Inflation refers to an increase in average prices. In an early paper, Cooley, Roenfeldt,
and Chew (1975, p. 18) discuss how to introduce inflation adjustments into the
capital budgeting process and note that “failure to consider the impact of inflation
tends to produce suboptimal decisions.” They mention the effect of inflation on
depreciation tax shields and consequently on value. Bailey and Jensen (1977),
who analyze how price level adjustments might change the ranking of projects,
comment that the presence of general price level changes affects the evaluation
of investment proposals. Chen (1984, p. 335) notes that “a serious error in capital
budgeting decision may [result] if the impact of uncertain inflation is ignored in
the valuation process.”

Nelson (1976) demonstrates the theoretical impact of inflation on capital bud-
geting and shows how inflation would shift the entire net present value (NPV)
schedule of a capital budget downward for a set of projects. According to Nelson
(p. 923), “after-tax present values are not neutral with respect to different rates
of inflation, because depreciation charges are based on historical costs.” He says
that inflation affects the optimal level of capital investment and influences the
firm’s choice of technologies of production. The NPV ranking of mutually exclu-
sive investment projects depends on the rate of inflation. Typically, rankings are
biased toward projects with lower duration when inflation is high. Nelson indi-
cates that replacement policy generally depends on the rate of inflation and defers
the replacement decision.

The literature offers numerous warnings about consistency between cash flows
and the corresponding discount rates (e.g., Van Horne, 1971; Watts and Helmers,
1979; Hill and Gough, 1981; Hodder and Riggs, 1985; Delson, 1992; Harvey, 1995,
Levy and Sarnat, 1995; Brealey, Myers, and Marcus, 1995; Canada and White,
1996; Damodaran, 1996; Benninga and Sarig, 1997; Luenberger, 1998; Day, 2001;
Brealey and Myers, 2003; Ross, Westerfield, and Jaffe, 2004; Benninga, 2006). When
conducting a capital budgeting analysis, analysts should treat inflation the same
in both the discount rate and the cash flow. That is, they should not mix real rates
and nominal free cash flows and vice versa.



CAPITAL BUDGETING AND INFLATION 199

According to Rappaport and Taggart (1982, p. 5), “If corporate income tax
effects are ignored, and if one assumes that inflation affects all prices and costs
simultaneously and at the same rate, then all . . . approaches [for dealing with
inflation: real or nominal prices] yield identical results.” Copeland, Koller, and
Murrin (2000) note that using real free cash flows, discounted with the real dis-
count rate is equivalent to using nominal free cash flows discounted with the
nominal discount rate. Van Horne (2001) recognizes that inflation destroys value
and advocates consistency in the analysis: using real cash flows with a real dis-
count rate and nominal cash flows with a nominal discount rate. Brealey and Myers
(2003) echo this sentiment.

Although some including Hodder and Riggs (1985) prefer the real prices ap-
proach, others including Berk and Demarzo (2009) prefer using nominal or current
prices to estimate future free cash flows and discount these flows at the nominal
rate of return. Findlay, Chapman, Frankle, Cooley, Roenfeldt, and Chew (1976)
find no theoretical justification to conduct analysis at the firm level in real terms.
Further, Rappaport and Taggart (1982, p. 6) point out that “of the two theoreti-
cally superior approaches, the nominal cash flow approach is probably easier to
understand and marginally easier to calculate than the real cash flow approach.”
Ezzell and Kelly (1984, p. 53) say, “The analysis also implies that when inflation is
present, it is not generally appropriate to calculate NPV, the project’s NPV under
inflation, by discounting the project’s real cash payoff.” In short, decision makers
might reject a project under the nominal prices scenario but accept it under the
real price one and vice versa. Mehta, Curley, and Fung (1984) view the nominal
method as more expedient than the real method for implementation purposes and
consider following the real discount rate technique as inconsistent.

As Schall (1984, p. 104) notes, “A shareholder’s ranking of alternative firm
policies can change as a result of a purely neutral inflation, in which case a policy
which does not maximize share price will be preferred under some inflation rates.”
Failing to include inflation in the analysis could shift the decision from one alter-
native to other. Dixon and Hufschmidt (1986), who recognize that neutral inflation
cannot be assumed when working with constant prices, use the increase in relative
price or real prices. They think that the results are identical once including the
increases in relative prices.

Howe (1992, p. 31) states that “Inflation and taxes, through their interaction,
change both the discount rate and cash flows used in capital investment analysis.
Prior studies show that estimation of cash flows under inflation, though more
difficult, poses no intractable problem.” Using a detailed example, Weston and
Copeland (1992) show that when there is no or neutral inflation, the results are
the same. When inflation is not neutral, the results differ. However, assuming that
the same decision results would be incorrect, Levy and Sarnat (1995) illustrate that
when taxes exist, depreciation introduces an upward bias when working with the
constant approach, which assumes that prices are fixed and equal to the prices at
time or instant zero. Although the current practice is to name that instant as year or
period zero, there is no such period zero. It is an instant in time from where the time
is counted forward or backward. Mills (1996, p. 86) concludes that a good project at
constant or real prices can be a bad project at nominal prices and “that the capital
budgeting process is not neutral with respect to inflation, even if output prices rise
at the same rate as costs.” Moyer, McGuigan, and Kretlow (1998) recognize that
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inflation reduces the NPV for a project because inflation is included in the discount
rate. That is, the higher inflation, the higher will be the discount rate. As discussed
below, some conditions, such as cash in hand, accounts receivables, and payables,
negatively affect the NPV of a project.

English (2001) includes inflation in the forecasting for model building. Lord
(2002, p. 2) suggests “that in many cases we are projecting real sales and cost-of-
goods-sold figures, and are then using nominal required returns to discount them.
To use the old economics adage, this is mixing apples and oranges.” He shows the
bias when not including inflation in the valuation.

Various international organizations including the Independent Evaluation
Group of the International Finance Corporation (2008) support constant prices
despite long lasting evidence to the contrary. Some practitioners appear to support
the notion that the right procedure is the constant or the real price approach. For
example, Vélez-Pareja (2006), using a case from the International Bank for Recon-
struction and Development—The World Bank (2002), which supports the constant
dollar or constant price approach, shows how the constant price approach might
lead to overvaluation of a project.

Although many capital budgeting surveys exist, few mention the problem of
inflation. However, Ross (1986) and Summers (1987) analyze the effect of inflation
on the current corporate capital budgeting practices. Ross has only one reference
to inflation, which reflects a response from one of the interviewed executives about
the possible overestimation of the internal rate of return (IRR) in some projects.
On the other hand, Summers (p. 27) states “In both corporate investment decisions
and economists’ evaluations of tax policies, the present value of the depreciation
deductions associated with specific investments plays a key role. . . . For example,
the adverse effect of inflation in conjunction with historic cost depreciation on
investment results from the increased discount rate that must be applied to future
nominal depreciation allowances.”

In summary, financial economists generally agree that ignoring inflation may
affect the outcome of capital investment analysis. Although consensus exists that
having consistency between cash flows and the corresponding discount rates is
important, views differ on whether to use real cash flows with real discount rates
or nominal cash flows with nominal discount rates. Some consider that either
approach gives the same results while others contend that the two approaches give
different results. One way to illustrate differences between these two approaches
is to use simple examples. The evidence and arguments shown in the following
section suggest that the nominal approach is preferable to the real approach.

REASONS TO JUSTIFY A REAL OR CONSTANT
PRICES APPROACH
The “real prices” method is appealing for various reasons. First, many analysts
believe that using the nominal and real prices gives the same results. Second,
analysts think that even if the results are not identical, the error in using the
real prices method is sufficiently small and acceptable. Third, some analysts con-
tend that the “simplicity” of real prices outweighs any marginal benefits of using
the nominal prices approach. Fourth, some analysts believe that “forecasting”
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future inflation rates is too difficult and consequently prefer to do the analysis in
real terms.

Equivalence

As previously stated, a widely held belief is that using the real prices approach and
the nominal prices approach give the same answers. The false logic of the argument
favoring this equivalence goes as follows. With nominal prices, the procedure is to
inflate the values by the expected inflation rates and then discount with the nominal
discount rate. With real prices, the procedure is to discount the real cash flows with
the real discount rate. Therefore, the answers from both methods must be the same.
The argument fails to realize that other factors such as credit transactions and taxes
create wedges between the results derived from the two methods. Under certain
stringent but unrealistic conditions, the equivalence between the two methods is
true (Vélez-Pareja, 2000, 2006). However, in general, if the necessary conditions are
not satisfied, the results from the two methods differ and a high probability exists
that a project could be incorrectly selected and approved because of improper
modeling of the inflation effects. Later, the details of some of the conditions are
discussed.

In some cases, special conditions may hold for specific projects in the public
sector. For example, the use of the real prices approach may be suitable in an envi-
ronmental project where the financial analysis is less relevant and the benefits and
costs are mostly economic in nature. That is, the project pays no taxes and involves
no credit transactions. However, with the continued involvement of the private
sector in areas that have traditionally been in the public domain, the conditions
under which these two methods are equivalent become less likely.

The main conditions that must be satisfied for the equivalence between the two
methods to hold are no taxes and no credit sales or purchases. Vélez-Pareja (2000,
2006) discusses additional conditions. In some public sector projects, there may be
no tax payments. However, with the increased emphasis on the privatization of
public companies, the presence of taxes will be more relevant in the financial anal-
ysis that precedes evaluating capital budgeting projects. Even traditional public
sectors such as water and power have accounts receivable. Moreover, the present
value of the cash revenues is eroded because the water and power tariffs rarely
keep pace with inflation and high rates of inflation. Thus, modeling the tariffs as
constant in real terms would be a heroic assumption. In some cases, tariffs are
constant in nominal terms. Therefore, with increases in inflation, the present value
of the tariffs decreases in real terms. Moreover, lags occur in the inflation adjust-
ments of the water and power tariffs. By constructing the financial statement in
nominal rather than real terms, the impact of inflation is modeled explicitly with
less likelihood of making errors in the analysis.

A “Good Enough” Approximation

In the past without the easy availability of computing power, using nominal prices
in capital budgeting was difficult because conducting sensitivity and scenarios
analyses would have been extremely time consuming. Thus, justification existed
for using the real prices method with suitable approximations. Currently, using
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real prices is inappropriate because conducting the analysis in nominal prices and
performing the relevant sensitivity and scenario analyses is relatively easy. Vélez-
Pareja (2006) shows that overvaluation due to using the constant prices approach
might exceed 10 percent.

Misleading Simplicity

Another supposed argument favoring the real prices approach in capital budgeting
is its simplicity. Before the common use of spreadsheets, the simplicity argument
had merit. Today, the simplicity argument is a poor excuse for avoiding the use of
nominal terms.

Forecasting Inflation

A final argument against the nominal prices approach is the belief that forecast-
ing inflation is impossible. Consequently, the analysis must be done in real terms.
Although forecasting inflation is a notoriously difficult activity, this does not imply
that the analysis must be conducted in real terms. Forecasting the future demand
for outputs and inputs in real terms is no easier than forecasting the inflation
rates. Nevertheless, the appropriate modeling and analysis with nominal prices
can and should be done. Without the availability of computing power, this ar-
gument against nominal prices might have some merit. With the availability of
inexpensive and widespread computing power and the means to conduct exten-
sive sensitivity and scenario analyses without too much difficulty, the insistence
on using real prices seems anachronistic and betrays a lack of knowledge about the
new techniques that are available in computing and modeling. Perhaps this view
reflects the typical slowness in adopting new techniques.

The preference for “real” or “constant” prices is difficult to understand. More-
over, investors are unfamiliar with transactions in real prices. All the cash flows and
returns in commercial transactions are in nominal terms. The term “real prices” is
misleading and a misnomer. The financial statements constructed with real prices
are make-believe because the “real” values stated are not the actual values that
the investor will face in the future years. For example, in year N, the investor will
receive $X in nominal terms. The investor will not receive some real amount $Y
that has been adjusted in terms of a base year. Similarly, in year N, the investor may
have to make tax payments based on the nominal income in year N. The actual tax
payments are not based on the “real” income that has been calculated with respect
to a base year. The tax payments for year t are based on the nominal income for
that particular year t.

The same logic applies to constructing a loan schedule. The interest payments
are calculated with the nominal interest rate and have to be paid in nominal terms.
Constructing a loan schedule with the real interest rate is a fiction. The real interest
rates are unobserved and the loan repayments are not in real terms; the real interest
rates and the real payments are artificial constructs.

In the constant price method, the only items that are kept constant are prices.
This does not affect items such as depreciation and interest rates. This means
that the forecasted cash flows are a strange mix of constant (real) items and interest
payments that are calculated with an interest rate that has implicitly an inflationary
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component. Most importantly, using the real prices approach could lead to incorrect
project selection. Typically, inflation has a negative impact on a project’s NPV. The
expected inflation rate is an uncertain parameter in the analysis and the impact
of fluctuations in the expected inflation rate should be part of the analysis. For
example, suppose the analysis is based on an expected inflation rate of 8 percent
and the NPV is positive. The NPV would be negative if the expected inflation rate
were 10 percent. Without explicitly modeling the impacts of inflation in nominal
terms, incorrect project selection could occur. All this would invalidate a proper
capital budgeting process. With scenario analyses, analysts can easily specify the
likely profiles for the expected inflation rates and examine the impacts of the
different inflation profiles on the NPV of the project.

IMPACTS OF INFLATION ON THE FINANCIALS:
AN EXAMPLE
This section reviews some of the main impacts of inflation and uses a simple nu-
merical example to illustrate the ideas. Inflation has both direct and indirect effects
upon the analysis of a project. The direct effects of inflation occur due to credit sales,
credit purchases, and changes in the minimum cash requirements for running the
business or project. Essentially, the direct effects involve the “time value of money.”
The indirect effects of inflation occur through increases or decreases in the taxes
due to the depreciation allowance, cost of goods sold (COGS), and the interest
deduction from debt financing. Other effects include loss carry forwards (LCF),
investment and reinvestment of excess cash, price elasticity of demand effects, and
salvage values.

Necessary Conditions for Equivalence

The equivalence between the real prices and nominal prices approach would hold
if all of the above effects do not occur. To be specific, if there are no taxes, no
credit sales or purchases, and no minimum cash requirements, the two approaches
would be equivalent. However, proponents of the real prices approach do not
mention or insist on the necessary conditions for equivalence. Vélez-Pareja (2000,
2006) provides a more complete discussion of some of the necessary assumptions
for the equivalence between the two methods to hold.

Direct Impacts

A detailed exposition of the direct impacts of inflation that occur through accounts
receivable, accounts payable, and minimum cash requirement (MCR) is presented
below. If the project allows credit sales and the expected rate of inflation is positive,
the present value of the cash receipts decreases. The higher the inflation rate, the
lower is the present value of cash receipts. The rationale is simple. With credit sales,
the customers have postponed the payment and with an increase in the expected
inflation rate, the postponed payments by the customers have lower value for
the project.
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ACCOUNTS RECEIVABLE
Let Rt be the revenues at the end of year t (or the beginning of year t + 1) and
assume that beginning in year 1 the expected nominal increase in the revenues is
�Rev. Let � be the accounts receivable in year t as a percentage of the revenues in
year t. For simplicity, assume that both �Rev and � are constant. Also assume that
the firm has no bad debts and collects all accounts receivable in the year following
their creation.

The cash receipts in year t are equal to the revenues in year t less the accounts
receivable (AR) in year t plus the accounts receivable in the previous year t – 1. In
year t, the accounts receivable for the current year t is subtracted because � percent
of the sales are on credit and will be received in the following year. In year t, the
accounts receivables from the previous year t – 1 are added because the customers
pay for the credit sales from the previous year.

Cash receiptst = Rt − ARt + ARt−1 (11.1)

Let the change in the accounts receivable be the difference between the accounts
receivable in year t and the year t – 1.

�ARt = ARt − ARt−1 (11.2)

Then the cash receipts can be written as the annual revenues less the change
in the accounts receivable.

Cash receiptst = Rt − �ARt (11.3)

Let R0 be the revenues in the beginning of year 1 (or the end of year 0). Then
the cash receipts in year t can be rewritten in terms of the revenues in year 1, the
expected annual increase in revenues and the change in the accounts receivable.

Cash receiptst = R0(1 + �Rev)t − �ARt (11.4a)

= R0(1 + �Rev)t − �[Rt − Rt−1] (11.4b)

Similarly, if the project has credit purchases and the expected inflation rate
increases, the present value of the cash expenditures is lower. With credit purchases,
the project has postponed the payments for the purchases; with an increase in the
expected inflation rate, the project gains from the postponement of the payments
for the purchases.

ACCOUNTS PAYABLE
Let Zt be the purchases at the end of year t and assume that beginning in year 1 the
expected nominal increase in the purchases is �Pur. Let � be the accounts payable
in year t as a percent of the purchases in year t. For simplicity, assume that both
�Pur and � are constant. Assume that the firm will pay accounts payable in full.
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The cash expenditures in year t are equal to the purchases in year t less the
accounts payable (AP) in year t plus the accounts payable in the previous year
t – 1. In year t, the accounts payable for the current year t are subtracted because
� percent of the purchases are on credit and will be paid in the following year. In
year t, the accounts payable from the previous year t – 1 are added because the
credit purchases from the previous year have been paid.

Cash expenditures = Zt − APt + APt−1 (11.5)

Let the change in the accounts payable be the difference between the accounts
payable in year t and the year t – 1.

�APt = APt − APt−1 (11.6)

Then, the cash expenditures can be written as the annual purchases less the
change in the accounts payable.

Cash expenditurest = Zt − �APt (11.7)

Let Z0 be the purchases in the beginning of year 1 (or the end of year 0). Then
cash expenditures in year t can be written in terms of the purchases in year 1, the
expected annual increase in purchases and the change in the accounts payable.

Cash expenditurest = Z0(1 + �Pur)t − �APt (11.8a)

= Z0(1 + �Pur)t − �(Zt − Zt−1) (11.8b)

A third effect of inflation occurs through the change in the cash balance or
the minimum cash requirement (MCR) for the project. To operate a business, a
minimum amount of cash is required to pay for various expenses. Assume that
the cash does not receive any interest. Here the impact of changes in the expected
inflation rate on the MCR is examined.

An increase in the MCR is a cash outflow because additional cash is required
for running the business. With an increase in the inflation rate, the present value
of the increases in the MCR is higher, and this represents a real increase in the cash
outflow for the project.

Indirect Tax Effects of Inflation

The indirect effects of inflation occur through the impact on the tax payments.
There are three main channels for the indirect impacts of inflation: the depreciation
allowance, COGS, and the interest deduction.

The previous section presents the direct effects of increases in the expected
inflation rate on the change in accounts receivable, the change in accounts payable,
and the change in the MCR. This section provides a discussion of the indirect effects
of inflation through the impact on the tax payments.
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Depreciation Allowance
Typically, the depreciation allowance is not adjusted for inflation. Thus, even
though the depreciation allowance is unchanged in nominal terms, the present
value of the depreciation allowance has decreased in real terms. If the expected
inflation rate increases, the annual nominal revenue and the annual taxable income
also increase. Since the tax payments are based on the nominal values of the tax-
able income, the present value of the tax payments is higher with an increase in
the inflation rate.

Assume that at the end of year 0, the cost of a machine for a project is spread
during an economic life of N years. The direct impact of inflation via the deprecia-
tion allowance affects the tax payments. The effect of depreciation has to be seen as
the PV of a depreciation allowance that decreases with inflation and by the resulting
tax payment that increases with inflation. Given a constant nominal depreciation
allowance, taxes are higher and the present value of taxes is also higher.

A negative relationship exists between the present value of the depreciation al-
lowance and the expected inflation rate, holding constant the expected growth rate
for revenues. The annual depreciation allowances are constant in nominal terms.
With increases in the expected inflation rates, the present value of the depreciation
allowance decreases in real terms.

With the decrease in the present value of the depreciation allowance, tax
payments increase. What is the explanation for the increase in the tax payments?
The reason is as follows. The depreciation allowance is unadjusted for inflation.
Thus, with a given expected inflation rate, the nominal taxable income increases
and consequently the tax payments have also increased. The increase in the tax
payments is equal to the change in the present value of the depreciation allowance
times the tax rate.

Change in tax payments = (tax rate) (change in PV of depreciation) (11.9)

With higher inflation rates, the present value of the depreciation allowance
would be lower and the increase in the present value of the tax payments would
be higher. In the presence of expected rates of inflation that are high and uncertain,
the effect on the present value of the tax payments would be higher for capital
intensive projects.

The present value of the depreciation allowance is lower with a higher expected
inflation rate. Thus, there is a negative impact on the overall value of the cash flow
profile due to the impact of the expected inflation rate through the tax payments.

Cost of Goods Sold
A similar effect occurs with the COGS. With the first-in, first-out (FIFO) method,
COGS is understated with an increase in the inflation rate. Again, as taxable income
increases, the present value of the tax payments is higher. Bernstein and Wild (1998,
p. 168) provide further details on FIFO and last-in, first-out (LIFO).

Interest Deduction
The nominal cost of debt incorporates the expected inflation rate. With a higher
expected inflation rate, the cost of debt is correspondingly higher. With a higher
inflation rate, the present value of the principal repayments on a loan has a lower
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value. To compensate for the decrease in the value of the principal repayments, the
higher nominal discount rate increases the present value of the interest payments
by the corresponding amount. The higher present value of the interest deductions
means that the tax shield is higher and consequently the tax payments are lower.
Recall that the present value of the project is assumed to be independent of the debt
financing, and the effect of debt financing only occurs through the tax savings from
the interest deductions. Thus, even if the nominal interest rate fully incorporates
the expected inflation rate and the present value of the loan remains unchanged
under both expected inflation rates, the present value of the tax shield is higher
with the higher expected inflation rate. If the expected inflation rate is lower than
expected, the present value of the loan may differ and the project may lose or gain.

Numerical Example

The following numerical example illustrates the previous ideas. Exhibit 11.1 shows
the input data. In this example, the project is 100 percent equity financed.

� Revenues. The nominal increase for the revenues is 9 percent [(1 + 0.0800)
(1+ 0.0093) – 1 = 9 percent]. Appendix 11.1 provides an explanation of this
rule, which is also known as the Fisher equation. Relative to the expected
inflation rate, the nominal increase for the revenues is one percentage point
higher. For example, if the expected inflation rate is 10 percent and the
real increase in revenues is 0.91 percent, then the expected increase in the
revenues is 11 percent. Accounts receivable are 10 percent of the annual rev-
enues as shown in Exhibit 11.1. Due to the Fisher relationship between real
and nominal prices, the real increase in revenues, purchases, and expenses

Exhibit 11.1 Project’s Input Data

Inputs Year

0 1 2 3 4 5

Inflation rate 8.00% 8.00% 8.00% 8.00% 8.00%
Real return rate 6.00 6.00 6.00 6.00 6.00
Real increase in revenues 0.93 0.93 0.93 0.93 0.93
Real increase in purchases 1.85 1.85 1.85 1.85 1.85
Real increase in expenses 0.46 0.46 0.46 0.46 0.46
Accounts payable policy 7%
Accounts receivables policy 10%
MCR as a % of expenses 20%
Tax rate 34%
Annual revenues $700
Annual purchases $200
Annual expenses $300
Assets $800
Depreciation life 8 years

This exhibit shows the input data for a simple example with the purpose to show how inflation affects
value.
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is slightly less than the additional nominal increase above inflation. For ex-
ample, with revenues, the real increase is 0.93 percent, which is less than the
extra nominal increase of 1 percent.

� Purchases. The nominal increase for the purchases is 10 percent. Relative
to the expected inflation rate, the nominal increase for the purchases is
two percentage points higher.

� Expenses. The values for the annual expenses are shown in Exhibit 11.5.
Relative to the expected inflation rate, the nominal increase for the expenses
is one-half percentage point higher.

� Minimum cash requirement. The minimum cash requirement is 20 percent of
the annual expenses. Assume that there are no inventory requirements.

� Machine. The machine is purchased at instant 0 for $800 with an economic
life of 8 years.

Based on the above parameters, the income statement, the balance sheet, and
the free cash flows (FCF) are constructed and shown below.

INCOME STATEMENT AND BALANCE SHEET
Exhibit 11.2 shows the project’s income statement. Every year, the taxable income
is positive. There is no interest deduction because here the assumption is no debt
financing. Note that the depreciation allowance remains constant and is indepen-
dent of the expected inflation rate. Exhibit 11.3 shows the project’s balance sheet.

Free Cash Flow

Chapter 10 discuses the derivation of cash flows for capital budgeting, especially
free cash flow. Exhibit 11.4 shows the FCFs, their present value, and NPV. Because
the NPV is positive, the project should be accepted. Here the assumption is that
the correct value for the expected inflation rate is 8 percent. However, because the
expected inflation rate is uncertain, the impact of changes in the expected inflation
rates on the project’s NPV must be examined.

Exhibit 11.2 Project’s Income Statement

Year

1 2 3 4 5

Annual revenues $763.00 $831.67 $906.52 $988.11 $1,077.04
COGS 220.00 241.99 266.19 292.80 322.07
Gross profit 543.00 589.68 640.33 695.31 754.96
Expenses 325.49 353.15 383.15 415.71 451.03
Depreciation 100.00 100.00 100.00 100.00 100.00
Taxable income 117.51 136.53 157.18 179.60 203.93
Taxes 39.95 46.42 53.44 61.06 69.34
Net income 77.56 90.11 103.74 118.54 134.60

This exhibit shows the resulting income statement when the input data from Exhibit 11.1 are used in a
simple model that has the financial statements as outputs.
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Exhibit 11.3 Project’s Balance Sheet

Year

0 1 2 3 4 5

Assets
Cash $ 65.10 $ 70.63 $ 76.63 $ 83.14 $ 90.21
Accounts receivable 76.30 83.17 90.65 98.81
Current assets 800.00 800.00 800.00 800.00 800.00 $800.00
Accumulated depreciation 100.00 200.00 300.00 400.00 500.00
Net assets 800.00 700.00 600.00 500.00 400.00 300.00
Total assets 865.10 846.93 759.80 673.79 589.02 300.00

Liabilities and equity
Accounts payable 15.40 16.94 18.63 20.50
Debt 0.00 0.00 0.00 0.00 0.00 0.00
Equity 865.10
New equity –33.57 -88.67 –87.70 –86.64 –268.52
Total equity 865.10 831.53 742.86 655.16 568.52 300.00
Total equity and liabilities 865.10 846.93 759.80 673.79 589.02 300.00

This exhibit shows the balance sheet, which is consistent with the income statement from Exhibit 11.2.
The depreciation charge from the income statement is accumulated under the line of accumulated
depreciation.

Sensitivity Analysis of the Project’s NPV
Exhibit 11.5 shows the effects of the expected inflation rate and real increase in
revenues on NPV. If the expected inflation rate is 10 percent and the real increase
is 0.5 percent, the NPV of the project is negative and should be rejected.

Why does the NPV decline with the increase in the expected inflation rate
from 8 percent to 10 percent? To find the answer requires calculating the PV of
each line item in the FCF statement and identifying the specific effects of inflation.
Observe that even for one-digit inflation (7 percent to 9 percent), the project should
be rejected when the real increase in revenues is 0 percent. Notice that for inflation
at 0 percent the NPV is highest, which corresponds to the real price approach. The
constant prices approach is equivalent to having inflation at 0 percent and real
increase of sales revenues at 0 percent. This means that constant and real prices
overvalue the NPV for the project in the presence of inflation.

Exhibit 11.4 Project’s Free Cash Flow

Year

0 1 2 3 4 5

Free cash flow –$865.10 $111.13 $178.78 $191.44 $205.18 $823.88

PV of FCF 899.54 918.67 872.91 807.87 719.67
NPV(FCF) 34.44

This exhibit shows the resulting free cash flow (FCF) derived from the income statement and balance
sheet from previous exhibits. This FCF is discounted at the discount rate of 14.48 percent that is derived
from an inflation rate of 8 percent and a real interest rate of 6 percent and using the Fisher equation (see
Appendix 11A).
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Exhibit 11.5 Sensitivity of NPV to Inflation Rates and Real Increases in Prices

NPV ΔReal Sales

Inflation rate $34.44 0.0% 0.5% 0.93% 1.5% 2.0%
0.0% $145.94 $174.01 $198.21 $231.25 $260.43
7.0% 0.00 27.89 51.94 84.76 113.75
8.0% –17.45 10.42 34.44 67.24 96.21
9.0% –34.20 –6.35 17.65 50.42 79.36

10.0% –50.29 –22.47 1.52 34.26 63.17

This exhibit combines two variables: �real sales and inflation, and shows the resulting NPV for different
combinations of these two variables. For some combinations NPV is negative. Overall, the exhibit shows
that inflation and real increase in prices change the NPV. The maximum NPV for each increase in price
is obtained when inflation is zero.

Exhibit 11.6 Sensitivity of NPV to Inflation Rates and Accounts Receivables Policy

NPV Accounts Receivables Policy

Inflation rate $34.44 0.0% 5.0% 10.00% 15.0% 20.0%
0.0% $212.25 $205.23 $198.21 $191.19 $184.17
7.0% 81.29 66.61 51.94 37.26 22.59
8.0% 65.82 50.13 34.44 18.76 3.07
9.0% 51.01 34.33 17.65 0.97 –15.71

10.0% 36.83 19.17 1.52 –16.14 –33.80

This exhibit shows the same sensitivity of NPV to the inflation rate and accounts receivables policy.
The greater the accounts receivable, the lower the NPV, and the larger the inflation rate, the lower the
NPV. The highest NPV is reached when inflation is zero.

Exhibit 11.6 shows the interaction between accounts receivables policy and
NPV and their effects on the NPV. As Exhibit 11.6 shows, the NPV for the project
becomes negative and the project is now unacceptable due to relatively high AR
policies and one-digit inflation. Increasing the AR policy decreases the NPV. Also,
the maximum NPV occurs when the inflation rate is 0 percent.

Exhibit 11.7 shows the interaction of accounts payable policy and inflation and
their effects on the NPV. As Exhibit 11.7 shows, for a given inflation rate, the NPV

Exhibit 11.7 Sensitivity of NPV to Inflation Rates and Accounts Payables Policy

NPV Accounts Payable Policy

Inflation rate $34.44 0.0% 7.00% 10.0% 15.0% 20.0%
0.0% $195.34 $198.21 $199.44 $201.49 $203.54
7.0% 45.93 51.94 54.51 58.80 63.08
8.0% 28.03 34.44 37.19 41.78 46.36
9.0% 10.83 17.65 20.57 25.45 30.32

10.0% –5.71 1.52 4.61 9.77 14.93

This exhibit shows the same effect on NPV but this time it considers the accounts payable (AP) policy
and inflation. The results regarding the AP policy are contrary to the AR policy. The greater the AP
policy, the greater is the NPV. Again, inflation negatively affects the NPV. Given a level of AP, the
highest NPV is found when inflation is zero.
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of the FCFs increases due to the reasons mentioned in this section. Once more,
when inflation is 0 percent, NPV is highest.

SUMMARY AND CONCLUSIONS
The example presented supports the evidence and arguments announced in the
literature. Inflation alters the capital budgeting analysis and may lead to selecting
inappropriate projects. As the simple example shows, a project might appear to be
optimal when analyzed at real or constant prices. When considering inflation and
hence nominal prices, the project might become unacceptable. Reality is based on
nominal or current prices, not real or constant prices. The simple numerical exam-
ples with sensitivity analysis show that changes in the expected inflation rates have
direct and indirect impacts on the project’s NPV. The failure to properly model the
impacts of inflation in nominal prices may lead to mistakes in capital budgeting
and result in incorrect project selection. This chapter has shown the inconvenience
of working with real or constant prices when analyzing alternatives. This is an
invitation to adopt the practice of appraising projects with nominal prices.

DISCUSSION QUESTIONS
1. The constant prices approach assumes that the expected real increase in prices

is zero. Briefly discuss an example where this assumption is invalid.
2. Assume that the annual revenues increase at the expected inflation rate of 5 per-

cent and that accounts receivable are 10 percent of the annual revenues. What
is the impact of the expected positive inflation rate on the present value of the
cash receipts, relative to an expected inflation rate of 0 percent? Is the impact
positive, negative, or unchanged?

3. Assume that the cost of debt is fully indexed to the expected positive inflation
rate so that the NPV of the loan and loan repayment, discounted by the cost of
debt, is zero. What is the present value of the interest payments in the presence
of inflation, relative to the case where the expected inflation rate is zero? Is it
higher, lower or unchanged? What is the impact of inflation on the tax savings
from the interest deduction?

4. Typically, annual depreciation allowances are not indexed to inflation. What
is the impact of inflation on the tax savings from the annual depreciation
allowances?

5. Many authors insist that by using real discount rates and real cash flows they ob-
tain the same results as if using nominal rates and flows. However, an ambiguity
exists in the definition of the “real” WACC. First, real WACC can be defined in
terms of real parameters. Second, real WACC can be obtained from the nominal
WACC using the Fisher relationship to get the deflated WACC. Using the for-
mula for WACC, Kd × D%(1 – T) + KeE%, where Kd = the nominal cost of debt;
D% = leverage; T = the tax rate; Ke = the cost of equity, and E% = the weight of
equity in the cost of capital and the following parameters, show that a difference
exists between the real and deflated WACC. Assume that D% = 40 percent,
E% = 60 percent, T = 20 percent; expected inflation rate, g = 5 percent, real cost
of debt, Kd = 6 percent, and real cost of equity, Ke = 10 percent.
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APPENDIX 11.1 NOMINAL RATES VERSUS
REAL RATES: FISHER EQUATION
Before examining the impacts of inflation, discussing the relationship between the
expected inflation rate (�), the nominal rate (i), and the real rate r is useful. One
plus the nominal return i divided by one plus the expected inflation rate � is equal
to one plus the real rate r.

(1 + i)/(1 + �) = 1 + r (A11.1a)

Solving for the nominal return in line A11.1a,

1 + i = (1 + r)(1 + �) (A11.1b)

i = (1 + r)(1 + �) − 1 (A11.1c)

i = r(1 + �) + � = r + � + r × � (A11.1d)

The real rate fluctuates in the short term but the real rate is reasonably stable in
the long term. For simplicity, assume that the real rate is constant. In other words,
assume that the nominal rate incorporates both the real rate and the expected
inflation rate. For example, suppose the real rate is 6 percent and the expected
inflation rate is 8 percent. Then the required nominal rate is 14.48 percent.

i = 6% + 8% + 6%(8%) = 14.48%

This Fisher relationship applies for interest rates and price increases. Sensitivity
and scenario analyses can be used to examine the impact of changes in the real
rates on the project’s NPV.
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INTRODUCTION
Investment decisions are usually based on long-term future predictions or esti-
mates of financial, technological, or other variables. Management must inevitably
consider risk and uncertainty when dealing with these long-term estimates, es-
pecially regarding their influence on a capital budgeting project, the project’s ac-
cept/reject decision, and the influence of these decisions on the overall risk profile
and value of the firm. Ignoring or failing to incorporate risk into the capital bud-
geting process can lead to destroying shareholder value.

Long before the evolution of modern capital budgeting theories, prudent fi-
nancial managers incorporated risk in the capital budgeting process. Just as some
actions or decisions are more or less risky than others, so are some investment
projects. These projects should be adjusted to compensate for the level of risk.
This adjusting is usually accomplished by requiring a higher return for more risky
projects and a lower return for less risky projects than normal. Over the years, the
difficulties of incorporating risk in the capital budgeting process have grown, due
mainly to increasing uncertainty in the underlying economic environment, insta-
bility in the inflation and exchange rates, and the general concern for shareholder
value creation.

This chapter addresses basic risk analysis methods. The first methods dis-
cussed are judgment and shortening the payback, followed by the certainty equiv-
alent (CE) method of adjusting cash flows. The bulk of the chapter focuses on the
risk-adjusted discount rate method (RADR), which cannot be explained without in-
cluding a brief discussion of the capital asset pricing model (CAPM). None of these
methods can eliminate risk, but they may provide a rational and fundamentally
prudent way of incorporating risk in the capital budgeting process. Each of these
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methods has strengths and shortcomings, and each requires various assumptions
to deal with the difficult concept of predicting the future.

DECISION-MAKING TECHNIQUES FOR RISKY
CAPITAL BUDGETING PROJECTS
There are various ways to categorize the differing techniques used to incorporate
risk in the capital budgeting process. For example, Baker and Powell (2005) use the
size of the capital budgeting project as a classification criterion. Relatively small
projects often require only good judgment to adjust for risk, while major projects
require more time and effort from management and employ more sophisticated
techniques. Stand-alone or single-project risk can be evaluated by using sensitivity
and scenario analysis, but these methods do not provide any guidelines for accept-
ing or rejecting a project. More sophisticated techniques for assessing single-project
risk include simulation and decision-tree analysis. One way to overcome the short-
comings of accept/reject guidelines is to use the CAPM, which, despite its inherent
problems, provides a wealth of information and some solutions. One advantage of
the CAPM is that it allows analysts to incorporate risk into the capital budgeting
process and represents a fairly sophisticated technique that provides accept/reject
guidelines. The chapter discusses CAPM later in more detail.

Ho and Pike (1991) contend that risk-handling techniques fall broadly into
two categories. One category involves using intuitive methods based on adjusting
the cash flows or the capital budgeting technique itself. An example of such an
approach is shortening the payback period. Another category involves a more
comprehensive analysis of a project’s risk-return trade-off by applying techniques
such as basic probability analysis, sensitivity analysis, decision-tree analysis, Monte
Carlo simulation, and incorporating the CAPM to allow for risk adjustment by
changing the discount rate and cash flows of a particular project. The more rigorous
the analysis, the more prudent is the firm’s accept/reject decision on a given capital
budgeting project.

Vishwanath (2007) argues that two main approaches exist to incorporate risk
in the capital budgeting process, which in turn determines the techniques chosen
to appraise a capital budgeting project. First, an estimation of alterations in the
net present value (NPV) and internal rate of return (IRR) results in changes in the
actual determinants of the project, such as sales growth, market share, and various
cost factors. Techniques used to make adjustments to these relevant input variables
(sales and cost factors) include best case–worst case analysis, simulation, scenario
analysis, and sensitivity analysis. Second, the cash flow or discount rate can be
adjusted to allow for the riskiness of the project. This entails applying the CAPM
to culminate in the CE or RADR approach.

Hill (1998) identifies six techniques that can be applied to address the problem
of incorporating risk in the capital budgeting process. These methods are: (1) a
judgmental adjustment and modification of a project’s acceptance criteria, based on
the perceived risk of the project; (2) sensitivity analysis; (3) a three-point estimation
of the project; (4) a probability estimation of all the inputs in the project; (5) the
calculation of the standard deviation of the outcomes; and (6) the application of
the project’s certainty cash equivalent in order to adjust the cash flows.
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This chapter deals with basic risk adjustment techniques—basic in the sense
that they are fundamental to the incorporation of risk into the capital budgeting
process. Therefore, as a precursor to the more popular techniques, the chapter
addresses judgment considerations followed by adjusting the payback period. The
chapter emphasizes the CE approach of adjusting the cash flows and the RADR
approach where various aspects of the CAPM apply. Subsequent chapters deal
with methods such as sensitivity analysis, break-even analysis, decision trees, and
simulation.

THE JUDGMENT APPROACH
When management considers the risk-return relationship of a project and makes
a decision based on its perceived judgment of the outcome, it is not using any
scientific procedures or techniques. This approach may be justified if the project is
sufficiently small in monetary terms or if decisions are made by vote of a capital
budgeting committee, executive committee, or board of directors. Management
may be aware of future events containing risk factors that cannot be sufficiently in-
corporated into another technique for a numerical analysis of the project. The main
use of the judgment approach is to supplement and support other more scientific
and prudent techniques for incorporating risk into the capital budgeting process.
As Seitz and Ellison (2005) note, judgment decision making may seem haphazard,
but people often make important decisions without a predefined selection formula
and then select a project (alternative) that appears (feels) to be the best. That is,
people collect information and apply judgment instead.

ADJUSTING THE PAYBACK PERIOD
Many academics regard adjusting the payback period as an unsophisticated capital
budgeting technique because it ignores risk and the time value of money (e.g., Blatt,
1979; Herbst, 1982; Seitz and Ellison, 2005; Moyer, McGuigan, and Rao, 2005). Yet,
Bierman and Smidt (2007, p. 164) note that “the payback calculation is an effective
way of communicating how rapidly the investment recovers its initial outlay.” As
discussed in Chapter 9, numerous empirical studies indicate that the NPV and IRR
are more popular with advanced practitioners than adjusting the payback period
(Kee and Bublitz, 1988; Graham and Harvey, 2001).

The payback period can play a substantial role in incorporating risk into the
evaluation of a capital investment project. The well-known relationship between
risk and time can lead management to apply a technique that can indicate the
recovery period (i.e., the time required before the firm and its investors are restored
to the position they were in before undertaking the investment). The longer the
estimated life of a project, the more uncertain are its cash flows and discount rate.
Also, there is the increasing probability that some unfavorable event may occur as
the project’s length increases. All these arguments favor using the payback period,
but in a modified version.

One of the main disadvantages of the payback period is that it does not take
the time value of money into account. This disadvantage can be overcome by
discounting the cash flows at the required rate of return and then calculating a
discounted payback period. Management then has to set a payback period that
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reflects the risk of the project under review, resulting in a payback requirement
that is shorter than the firm’s normal payback benchmark.

When management uses other profitability measures such as the NPV or IRR,
the payback period can serve as a control measure. Boyle and Guthrie (2006, p.
7) indicate that the “payback period should be used in conjunction with the NPV
or some other discounted cash flow method rather than in isolation.” Kee and
Bublitz (1988) also support this view. An established firm with a large, prof-
itable portfolio of projects can use the payback period as an additional mea-
sure to lower risk because the initial investment is recovered within an accept-
able length of time. Furthermore, the use of a payback criterion can become a
greater priority, even a compulsory requirement, for a firm’s project evaluation
process during uncertain economic periods. The payback period can also serve
as an indicator of a project’s liquidity. Further, firms often apply this approach
when investing in politically unstable regions in order to account for their fear
of nationalization and possible loss of the firm’s investment through expropri-
ation (Seitz and Ellison, 2005). Finally, firms use the payback period to evalu-
ate relatively small projects without having to go through a rigorous analysis
process.

In summary, firms should probably not use the payback period as the sole or
main technique to evaluate and account for risk in an investment project. Instead,
they should use this approach in conjunction with other techniques to arrive at a
more informed accept/reject decision.

THE CERTAINTY EQUIVALENT METHOD
A capital budgeting project that is ready for evaluation typically consists of cash
flows that have been carefully compiled, estimated, and projected on the basis of
a large amount of information. An appropriate discount rate is applied to the cash
flows and, depending on the techniques used and the benchmark set by the firm, a
simple answer can result in a guideline or decision about whether to accept/reject
the project. Therefore, if the firm changes its estimates of the cash flows or discount
rate, the answer and perhaps the accept/reject decision will change.

The CE method of Robichek and Myers (1965) is a technique to establish a
cash flow that can be accepted with certainty, in contrast to the original uncertain
cash flows resulting from the estimator’s forecasts and possible ignorance of future
risk regarding the project’s cash flows. The further into the future that one needs
to forecast or estimate, the more difficult obtaining correct amounts or values
becomes. Hence, the probability that the original forecasted cash flow will differ
from the actual cash flow is greater for longer-lived projects. As Sick (1986) notes,
the certainty equivalent cash flow is a risky cash flow that has been converted so
that analysts are willing to accept it with certainty. These certain, risk-free cash
flows are then discounted at the risk-free rate, normally the return on government
bonds or the Treasury bill rate. The initial investment is then deducted and the
result is a risk-adjusted NPV. The risk-adjusted cash flows are not discounted at
the firm’s cost of capital because the risk component already included in the cost
of capital would mean that provision for risk has been made twice.
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Determining the Certainty Equivalent Factors

Calculating the certain cash flows requires adjusting the normal cash flows with a
risk factor—the certainty equivalent factor (CEF). The most difficult aspect of the
CE method is to determine the CEFs, therefore, to calculate or assign a risk profile
to each future cash flow. Seitz and Ellison (2005, p. 400) note that “a problem with
certainty equivalents is the question of perception of managers or decision makers
regarding the degree of risk associated with the forecasted cash flow distribution
and their degree of aversion to perceived risk.”

One method of determining CEFs involves first categorizing the different types
of project a firm can undertake (Clark, Hindelang, and Pritchard, 1984). For ex-
ample, a firm can distinguish between replacement projects, new investments
(expansion), and research and development (R&D) projects. Next, for each cate-
gory for each year, the appropriate measures of risk and return are determined
and a probability distribution of the annual cash flows is computed based on
historical information and the performance of past projects. From these data, the
coefficient of variation (CV) for the annual cash flow is calculated. The CEF is
then assigned, for example, in line with the manager’s preference in terms of risk
aversion to each project category, based on the size of the coefficient of variation.
This method uses the economic concept of utility theory, which formalizes indivi-
dual preferences.

Lee and Finnerty (1990) claim that the obstacles to measure utility have so far
proved insurmountable because an appropriate unit of measurement for utility
has not yet been found and because of the problem of keeping external factors
constant. The CEF can vary between 0 and 1. Baker, Mukherjee, and Van Belle
(2003) offer a procedure to generate the necessary CEFs needed to use certainty
equivalents to evaluate risky projects.

Cash inflows can then be adjusted with this factor. Exhibit 12.1 shows a hy-
pothetical example of the CEFs based on the utility preferences for a firm at a
given time. An uncertain cash flow in Year 3 of $250,000 for a replacement project

Exhibit 12.1 Certainty Equivalent Factors for Different Project Categories for a
Hypothetical Company

Certainty Equivalent Factor (CEF)

Type of Project Coefficient of Variation (CV) Year 1 Year 2 Year 3 Year 4

Replacement CV ≤ 0.1 0.95 0.92 0.89 0.85
Replacement 0.1 < CV ≤ 0.25 0.90 0.86 0.82 0.77
Replacement CV > 0.25 0.84 0.79 0.74 0.68
Expansion CV ≤ 0.25 0.85 0.82 0.78 0.73
Expansion CV > 0.25 0.80 0.75 0.70 0.63
R&D Irrespective 0.70 0.60 0.50 0.10

This exhibit contains the coefficient of variations (CVs) for different categories of projects and the
corresponding certainty equivalent factor (CEF) based on the utility preferences for one firm at a given
time.
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with a coefficient of variation of 0.30 will become a certain cash flow of $185,000
($250,000 × 0.74). The opposite relationship exists for risky cash outflows, whether
it is the initial investment or an operating cash outflow in a future year. Assume
that the CEF for a cash outflow is 1.1. The certainty equivalent value of an amount
of $1,000,000 would then be $1,100,000. That is, the decision maker would be in-
different between a certain outflow of $1,100,000 and a risky outflow of $1,000,000.
The CEFs should be reviewed at least annually because any change in the risk-free
rate, cost of capital, or management’s utility preferences alters the CEF. For this
firm, R&D projects are so risky that, irrespective of the coefficient of variation,
management uses only one set of CEFs. This assumption includes a good measure
of judgment.

Another method to determine the CEFs is to derive them by relating the certain
return (in monetary value or percentage return) to the risky return (in monetary
value or percentage return). For example, if the risk-free rate is 8 percent and the
RADR 17 percent, the CEF is calculated as follows:

CEF = 1 + 0.08
1 + 0.17

= 0.92

Steps in Calculating the Certainty Equivalent Net Present
Value [CE(NPV)]

The CE method results in the CE(NPV) and involves the following steps:

1. Forecast the cash flows for the project.
2. Assign the appropriate CEF to its corresponding yearly cash flow.
3. Multiply the cash flow by its CEF to determine the certain cash flow.
4. Discount the cash flows at the risk-free rate, deduct the initial investment,

and obtain the CE(NPV).

The CE(NPV) is therefore calculated as follows:

CE(NPV) =
n∑

t=1

CECt × CFt

(1 + Rf)t − (I0 × CEC0) (12.1)

where I0 = initial investment; CEC0 = certainty equivalent coefficient of the initial
investment amount; CECt = certainty equivalent coefficient of the cash flow in
period t; CFt = net cash flow in period t; Rf = risk-free discount rate; and n =
expected life of the project (periods 1, 2, 3 . . . n).

The decision rule for the CE(NPV) is the same as that for the NPV. For inde-
pendent projects, accept the project if the CE(NPV) is positive or zero, and reject
the project if the CE(NPV) is negative. For mutually exclusive projects, the decision
rule is to accept the project with the highest positive CE(NPV).

Examples of Calculating the CE(NPV)

The following are two examples involving calculating the CE(NPV).
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Example 1
The hypothetical company that developed the CEFs in Exhibit 12.1 is contemplating
investing in an expansion project with an estimated initial investment of $500,000.
The after-tax cash flows with their risk characteristics are the following:

Standard Coefficient of
Year Cash Flow Deviation Variation (CV)
1 $100,000 $15,000 0.15
2 200,000 50,000 0.25
3 300,000 100,000 0.33
4 200,000 120,000 0.60

The analyst calculates the initial investment’s CEF as 1.05; the firm’s weighted
average cost of capital (WACC) is 17 percent and the risk-free rate is 7 percent.
What are the project’s NPV and its CE(NPV)?

Suggested Solution NPV @ 17% = $25,614

CE (NPV): 

4 3 2 1 0 

(0.85)$100k
+ + + –(1.05) $500k

(0.82)$200k (0.70)$300k (0.63)$200k
+ 

(1.07)  1 (1.07)  2 (1.07)  3

–525,000

79,439

143,244

171,423

96,125
CE(NPV) = –$34,769

4(1.07)

Using the normal NPV as a guideline, the project should be accepted with
a positive value of $25,614. However, the CE(NPV) gives an answer of –$34,769,
indicating that, if the project is adjusted for risk, it will destroy value if the firm
accepts the project. Therefore, the final decision must be to reject the project.

Example 2 A Changing Risk-Free Rate
The hypothetical company is considering replacing one of its existing machines.
The replacement investment is $200,000 and the following additional information
applies:

Coefficient of Risk-free
Year Cash Flow Variation (CV) Rate (%)
1 $50,000 0.05 7
2 100,000 0.10 6
3 100,000 0.20 5
4 200,000 0.27 6

What is the CE(NPV) of the project?
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Suggested Solution

CE(NPV):

4 3 2 1 0 

(0.95)$50k 
 –$200k 

(0.92)$100k (0.82)$100k (0.63)$200k 

(1.07)  1 (1.07)(1.06) (1.07)(1.06)
(1.05) 

(1.07)(1.06)2

 (1.05) 

–200,000

44,393

81,114

68,855

99,813 

CE(NPV) = $99,175 

++++

The project should be accepted because the CE(NPV) is positive (i.e., $99,175).

Strengths and Weaknesses of the CE Method

According to Shapiro (2005), many financial theorists consider the CE method
superior to the RADR method for several reasons. When valuing future cash flows,
the CE method accounts for the time value of money and risk separately. That is,
the CE method uses the discount rate to account for the time value of money and
the CEF to account for the riskiness of each individual cash flow. Also, Seitz and
Ellison (2005) note that the CE method allows decision makers to incorporate their
own risk preferences directly into the analysis.

The major weakness of the CE method lies in the difficulty of determining
the correct CEFs. Determining whose certainty equivalents to consider is unclear.
Should those of the shareholder be used or should the total project risk be taken
into account? The utility theory to determine the CEFs formalizes individuals’ pref-
erences, but it is difficult to measure because no appropriate units of measurement
exist and external factors can play a role. The risk preferences of individual decision
makers differ, are highly subjective, and may change over time. These preferences
may even influence the accept/reject decision regarding the project. Further, the
CE method suffers from the same limitations as NPV, especially regarding the rein-
vestment rate assumptions (Hill, 1998). That is, an underlying assumption of the
NPV method is that the firm can reinvest any positive cash flows at the rate used
to discount the project.

Although the CE method is conceptually superior to the RADR method, prac-
titioners rarely use the CE approach. For example, Kim, Crick, and Kim (1986)
offer survey data indicating that only 7 percent of their survey respondents use the
CE method, versus 29 percent for the RADR method. Their evidence shows that
the most common method is to make risk adjustments subjectively (49 percent).
Only 7 percent of their respondents report shortening the payback period to adjust
for risk.
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THE RISK-ADJUSTED DISCOUNT RATE METHOD
When incorporating risk in the capital budgeting process, the cash flows or the
discount rate must be adjusted (see also Chapter 7). Adjusting the discount rate is
arguably the method best understood by management, as the principle of increas-
ing a discount rate to reflect higher risk is intuitively appealing. The principle is
that a high-risk project is penalized by a higher discount rate. This in turn lowers
the NPV of the project and thereby sets a higher benchmark for the project to be
accepted or rejected.

The implication of using a higher than normal discount rate to evaluate a risky
project is that the overall cost of capital or WACC also increases. When a firm
adds a project with more than normal risk to its current portfolio, the overall risk
increases and the required rate for shareholders and debt holders also increases,
leading to an increase in the WACC. This has several implications for the overall
value of the firm, which fall beyond the scope of this discussion.

Calculating the Risk-Adjusted Net Present Value

The risk-adjusted net present value [RADR(NPV)] is calculated in a similar way
to the normal NPV, except that WACC is not used as a discount rate for the cash
flows. The risk-adjusted discount rate, r, is used instead.

Calculating the RADR(NPV) involves the following steps:

1. Forecast the cash flows for the project.
2. Determine the RADR.
3. Discount the cash flows at the RADR, deduct the initial investment, and

obtain the RADR(NPV).

The RADR(NPV) is calculated using the following formula:

RADR(NPV) =
n∑

t=1

CFt

(1 + r)
− I0 (12.2)

where I0 = initial investment; CFt = net cash flow in period t; r = risk-adjusted
discount rate; and n = expected life of the project (periods 1, 2, 3 . . . n).

The decision rule for the RADR(NPV) is the same as that for the NPV. For
independent projects, accept the project if the RADR(NPV) is positive or zero, and
reject the project if the RADR(NPV) is negative. For mutually exclusive projects,
the decision rule is to accept the project with the highest positive RADR(NPV).
Accepting a project with a positive RADR(NPV) compensates the firm for risk
and adds value. The opposite is true of a project with a negative RADR(NPV).
According to Ariel (1998), in capital budgeting, discount rates for risky cash flows
are independent of whether the flow is a cost or revenue. That is, risky cash outflows
(costs) need not to be discounted at a lower rate, but must be discounted at the
same rate than the cash inflows. This chapter adheres to this principle but makes
an adjustment to accommodate for a risky initial investment.
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Determining the Risk-Adjusted Discount Rate

The firm’s WACC is the appropriate discount rate for projects of average or normal
risk. According to Clark et al. (1984) the RADR consists of the following three parts:

1. The risk free rate, Rf;
2. An adjustment for the normal business risk of the firm, Rb; and
3. An adjustment for the risk of a specific project, Rp, which can be positive or

negative depending on the risk profile of the project in relation to the firm’s
existing project portfolio.

The RADR can therefore be stated as follows:

r = Rf + Rb + Rp and WACC = (Rf + Rb) (12.3)

The WACC is the rate at which projects of average risk, or risk similar to that of
the firm, should be discounted. In such cases, Rp is zero. Where the risk of a project
differs from that of the firm, Rp has a positive value (for a higher risk project) or a
negative value (for a lower risk project).

The success of the RADR(NPV) method is a function of how accurately man-
agement can determine or estimate the RADR, and more specifically, the applicable
risk factor, Rp. Unfortunately, there is no easy way to do this. Scenario analysis or
computer simulation can give some indication of the riskiness of past projects,
but no specific risk adjustment factor flows from this. Management must use its
judgment and experience to quantify the risk factor for a specific project. Three ma-
jor ways are available for doing this: (1) project classification, (2) project-specific
discount rates, and (3) the CAPM.

Project Classification
Companies can classify projects according to type and then assign a risk factor to
each project type. Projects are classified in a similar way to the CE method. Projects
can be classified as replacement, expansion, or R&D projects. Replacement projects
pose a lower risk than R&D projects. Assigning a risk factor to each project class
is subjective and both management’s judgment ability and risk aversion play a
role. Exhibit 12.2 lists the types of projects for a hypothetical company with their
respective risk adjustment factors.

Replacement projects carry the lowest risk because their performance is known
and trusted. Expansion projects usually have a risk premium well above the firm’s
WACC. Expansion projects in existing product lines have a lower risk premium
than that of expansion into new markets where the cash flows are more difficult to
predict. R&D has the highest risk factor due to the high level of uncertainty of the
cash flows.

Project-Specific Discount Rates
Instead of classifying the various projects into risk categories, management could
analyze each project and determine its risk characteristics. The firm analyzes past
projects on the basis of the variability of their cash flows and NPV and calculates a
coefficient of variation (CV) for each project. The firm can now rank these projects
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Exhibit 12.2 Risk Premiums for Different Project Categories for a Hypothetical Company

Risk Category Type of Project Risk Adjusted Discount Rate, RADR

RP1 Replacement WACC
RP2 Replacement WACC + 2%
RP3 Replacement WACC + 5%
EP1 Expansion WACC + 4%
EP2 Expansion WACC + 8%
RD1 R&D WACC + 12%

This exhibit lists the various types of projects for a firm. Using a firm’s WACC as the appropriate discount
rate for projects of average or normal risk, the exhibit also shows the respective risk adjustment factor
for each type of project.

according to the CV of their NPVs. Based on this CV, the analyst can decide upon a
risk premium. For example, projects with a CV lower than 0.5 represent the lowest
risk and can be discounted with the firm’s WACC minus, say, 2 percent. Projects
with a CV between 0.5 and 1 represent average risk and can be discounted at the
WACC. If a project has a CV toward the upper end of the ranking, a risk premium
can be added to the WACC to arrive at a risk-adjusted discount rate of WACC
plus, say, 8 percent. This discussion shows that all calculations must be executed
correctly. This method of project classification is not only firm specific but also
industry specific. It arrives at a unique RADR for each situation, mainly because
the risk premium to be added or subtracted is based on the analyst’s judgment and
differs between situations and firms.

The Capital Asset Pricing Model
Analysts and others use the CAPM to calculate the expected return of a well-
diversified portfolio of assets at a certain level of risk. The model deals with
systematic or market risk only, as it assumes that firm specific risk can be diversified
away. Analysts use the CAPM at the firm level, but the model can also be applied at
the project level. The model, adapted to determine the expected return of a capital
investment project, is calculated as follows:

rp = Rf + �p(Rm − Rf) (12.4)

where rp = return of the capital budgeting project; Rf = risk-free rate of return;
�p = beta coefficient of the project; and Rm = expected return on the market.

The CAPM states that the required rate of return of a specific capital budgeting
project is the risk-free rate, plus a risk premium consisting of the market risk
premium (Rm – Rf) multiplied by the project specific risk factor, that is, the beta
of the project (�p). The CAPM implies that only the market risk (beta) of the
project explains the risk-return relation, but Baker and Powell (2005) cite studies
showing that factors such as firm size and the book-to-market equity also affect the
risk of a project. An alternative to the CAPM, the multivariable arbitrage pricing
theory (APT), includes a number of risk factors to find the required rate of return
of an investment project (Ross, 1976). The CAPM is a simplification of a very
complex real-world situation. Because the CAPM is easy to use, it is implemented
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widely in practice despite its disadvantages and assumptions. Numerous empirical
studies both support and condemn the CAPM such as Fama and French (2004)
and Giaccotto (2007). In spite of any condemnation, analysts use the CAPM to
determine the required return for a company, a portfolio of assets, and a single
investment project.

This section uses the CAPM as part of the RADR(NPV) to determine the RADR
of a single capital budgeting project. Therefore, showing how best to calculate or
estimate the three inputs in the model, namely Rf, �p, and Rm, is important.

The risk-free rate of return is usually regarded as the return on government
bonds (Northcott, 1992; Baker and Powell, 2005). However, financial analysts must
make sure that the project life of the capital investment project is the same as the
time to maturity of the government bond that they use. For example, if the project
has a 7-year time period, the yield on the 7-year U.S. Treasury bonds should be
used as Rf.

The next input in the CAPM formula is the estimated market return, Rm.
The historical market return can be measured by looking at the movement in the
total market capitalization (market value) of a stock exchange or index (such as
the S&P 500) over a given period. Usually, the longer the period (e.g., the past
10, 20, or 30 years), the more accurately a yearly return can be presented. The
problem arises when using historical returns to estimate an expected future return,
rp. Studies that take a forward-looking perspective show that the actual historic
average return on equities substantially overstates the market equity premium
used by analysts using the CAPM. Jagannathan and Meier (2002) cite various
studies in this regard. Brigham and Ehrhardt (2002, p. 429) state that “we use
typically a risk premium of 5 percent.” Also, measuring and using the total market
return when the market consists of hundreds of companies in various sectors is a
gross generalization. Remember that the objective is to estimate the required return
of a unique project of a single firm. Nevertheless, studies such as Jagannathan
and Meier show a historical average market return of between 4.5 percent and
6 percent.

The beta is probably the most difficult CAPM input variable to determine.
Unlike the beta of stocks, a project’s beta cannot be observed. Further, a project’s
beta shifts over time (Brealey and Myers, 2003). A project’s beta, �p, measures the
sensitivity of the project’s return to that of the market. Project betas are usually
between 0.5 and 2, where 2 reflects a project with a return twice as volatile and risky
as that of the market. Several ways are available for estimating a project’s beta. For
example, one method is to compare the historical return of similar projects to that
of the total market return. This method has the disadvantage of comparing two
variables that have little in common. A slightly more sophisticated version of the
first method is to calculate the historical return on equity of a whole division of a
firm and compare that to the market return such as the S&P 500. Reliable records
must exist and the firm must be large enough to have a division within which
the project under review can be identified. Lasher (2011) calls this the accounting
beta method. Lee and Finnerty (1990) and Keown, Martin, and Petty (2008) discuss
this method.

Probably the best method to estimate a project specific beta is to examine the
risk characteristics of projects undertaken by similar companies. These companies
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must be publicly traded and in the same line of business as the proposed project.
This is called the pure-play method (Fuller and Kerr, 1981; Keown et al., 2008). Al-
though finding companies in a similar line of business, especially in a country or
industry with limited participants, may be difficult, the betas of those companies
are readily available from services such as Bloomberg, Standard & Poor’s (S&P),
or Value Line. Once the companies have been identified, they can be ranked ac-
cording to their similarity to the project under consideration, eliminating some and
averaging the betas of those most closely resembling the company to determine
a project beta. If financial managers can identify pure-play companies very close
to the project under review, they can even assign weights to the betas to obtain a
weighted average pure-play beta.

Example to Calculate a Project’s Required Rate of Return with CAPM
Assume that a company manufactures writing materials and wants to invest in
two projects. Project X is a new investment that differs from the current line of
business and involves manufacturing ballpoint pens. Project Z involves replacing
existing manufacturing equipment to continue the manufacture of pencil erasers.
Project Z’s risk is similar to the overall company risk and can be evaluated at the
company beta of 1.3. Finding pure-play companies that manufacture ballpoint pens
proves a challenge, but after an extensive search, the financial manager finds two
companies, one with a beta of 1.8 and the other with a beta of 2. The risk-free rate
amounts to 5 percent and the company’s policy is to use a market risk premium of 6
percent. Based on this information, Project X carries a higher risk than replacement
Project Z. Project X has an average pure-play beta of 1.9. The two projects’ required
rates of return using the CAPM are calculated as follows:

Project X : rX = 5% + 1.9(6%) = 16.4%

Project Z : rZ = 5% + 1.3(6%) = 12.8%

Analysts at the firm should evaluate Project X at a discount rate of 16.4 percent
and Project Z at 12.8 percent.

Unlever Beta
In this example, the pure-play companies may be in the same industries and
conduct the same type of projects that the analyst wants to evaluate, but they may
have different financing structures and therefore different levels of risk. Total risk
for a firm consists of a risk-free portion, a risk premium for business risk, and a
risk premium for financial risk. In Exhibit 12.3, risk is measured by the total debt
ratio. Business risk comes from the normal operation of the firm and its projects.
Financial risk refers to the way the firm is financed, essentially the total debt ratio.
Financial risk does not influence the firm’s business risk.

Both business and financial risk influence a firm’s beta. If an analyst wants to
use the beta to evaluate a project using the CAPM, the analysis should exclude
financial risk and the required rate of return of the project should reflect only
business or operational risk. If the pure-play company uses debt in its financing
structure, the beta must be adjusted downward (unlevered) to reflect business risk
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Exhibit 12.3 Relationship between the Required Rate of Return and Financial Leverage
Note: This exhibit indicates the components of the required rate of return for a firm: the time value of
money plus the business and the financial (leverage) risk premiums.
Source: Adapted from Baker and Powell (2005, p. 298).

only. If this is done, the required rate of return for the project also decreases. Baker
and Powell (2005) propose the following formula to unlever a company’s beta:

�u = �pp

1 + (1 − Tpp) Dpp

App

(12.5)

where �u = the unlevered beta of the project; �pp = the levered beta of the pure-
play company; Tpp = the marginal tax rate of the pure-play company; Dpp = the
market value of debt of the pure-play company; and App = the market value of
equity of the pure-play company. This estimate of beta serves as an improved
measure of risk for evaluating the project because of removing the financial risk
influence.

Example of Unlevering a Beta
The hypothetical company has obtained additional information from the pure-
play company that it used to calculate the project’s required rate of return in the
example. Recall that the betas are 1.8 and 2.0, respectively. The betas are averaged
to obtain a beta of 1.9. The financial manager has now established that the two
companies have a debt ratio of 35 percent and 45 percent respectively, their tax rate
is 30 percent, and the first company’s operations are closest to the proposed project.
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Therefore, the analyst decides to give the first company an 80 percent weight. The
two betas must be unlevered using Formula 12.5 above:

�u = 1.8
1 + (1 − 0.30)(0.35)

= 1.8
1.25

= 1.44

�u = 2
1 + (1 − 0.30)(0.45)

= 2
1.14

= 1.75

�Weighted = 1.44(0.8) + 1.75(0.20) = 1.50

Because the betas have been unlevered and properly weighted, the project beta
(�p) has decreased from 1.9 to 1.5. If the risk-free rate is 5 percent and the market
risk premium is 6 percent, the required rate of return for Project X can be calculated
as follows:

Project X : rX = 5% + 1.5(6%) = 14%.

This is lower than the original required rate of return of 16.4 percent for this
project.

Using the Security Market Line in Capital Budgeting
The security market line (SML) is the graphic presentation of the CAPM. The
positive slope of the SML indicates that projects with a higher risk have a higher
required rate of return, in contrast to applying a constant WACC to all projects.
Presenting the SML graphically permits determining which projects to accept or
reject, based on a changing required rate of return (Baker and Powell, 2005). The
changing risk level is represented by a corresponding changing required rate of
return. Projects that plot above the SML have an expected rate of return higher than
the required rate of return. These projects should yield a positive NPV and should
be accepted. The opposite is also true. Projects with a required rate of return (risk)
higher than the expected rate of return should yield a negative NPV and should
be rejected. Thus, the firm should make accept/reject decisions irrespective of the
firm’s WACC. In fact, the firm can accept a project with an expected rate of return
less than its WACC if the (risk-adjusted) required rate of return is less than the
expected rate of return. An example follows.

Example Using the SML in Capital Budgeting Decision Making
The hypothetical company is still considering Projects X and Z, but is now also
considering Project Y. Exhibit 12.4 summarizes specifics about these projects. As
Exhibit 12.5 shows, plotting the three projects provides a means of determining the
accept/reject decision for each project.

Project X falls in the acceptance region above the SML and Project Z in the
rejection region below the SML. Project X has an expected rate of return of
18 percent, while its required rate of return is only 14 percent. Project Z has a
required rate of return of 12.8 percent. This required rate of return of Project Z lies
on the intersection of the SML and r, which is the WACC of the firm based on the
fact that the company beta is 1.3. However, the expected rate of return of Project Z
is only 11 percent and the project should therefore be rejected.
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Exhibit 12.4 Required and Expected Rates of Return for a Hypothetical Company

Project Beta, �
Required Rate of

Return, r (%)
Expected Rate of
Return, IRR (%) Decision

X 1.5 14.0 18.0 Accept
Z 1.3 12.8 11.0 Reject
Y 0.7 9.2 10.0 Accept

This exhibit sets out the expected and required rates of return for three projects, the beta and the
accept/reject decision for each project.

Now consider Project Y. The CAPM can be used to calculate the required rate
of return as 9.2 percent (rY = 5% + 0.7(6%) = 9.2%). This required rate of return is
less than the firm’s WACC of 12.8 percent, but the expected rate of return of Project
Y is 10 percent, so the firm should accept the project.

The project acceptance region is not above the firm’s WACC of 12.8 percent
but it is above the SML. This illustrates the value of the CAPM and the SML. Its
application adjusts the required rates of return for risk; it modifies the accept/reject
decision so that it is improved from just using the WACC for all projects. Using
WACC as a hurdle rate in the evaluation of the three projects would have incorrectly
caused Project Z to be accepted and Project Y to be rejected. Shareholder value
would have been destroyed. Instead, using RADRs facilitates the process of making
correct accept/reject decisions. The riskiness of projects differs and is also different
from the WACC of the firm. If a project with a lower relative risk is accepted, the

Expected  Rate 
of  Return,  IRR 
(%)

    

      
     30 
      

    
     25 
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Exhibit 12.5 The SML and WACC
Note: The SML is the graphical exposition of CAPM and is used here to place three projects in the
accept/reject region, based on their expected rates of return, using a firm’s WACC as the appropriate
discount rate for projects of average or normal risk.
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WACC or hurdle rate should decrease. Using the CAPM to determine the correct
RADR for each project and the SML to determine the accept/reject criteria enhances
shareholder value.

Strengths and Weaknesses of the CAPM
Although the CAPM’s appeal largely stems from its ease of use, this method has
been challenged in the academic literature (Roll, 1977; Myers and Turnbull, 1977;
Ang and Lewellen, 1982; Lee and Finnerty, 1990; Lasher, 2011) Jagannathan and
Meier (2002) cite numerous studies in this regard, especially one by Fama and
French (1992). The implicit assumptions of the CAPM (in the model itself and
in its application) are as follows: The market is efficient; the betas derived are
stable; the RADR derived from the CAPM can be used for a multi-period project;
the beta can be unlevered with relative ease (that is, the risk of debt can simply
be adjusted with the debt ratio and the corporate tax rate); and capital markets
are perfect.

The main problem seems to be with finding a correct beta for the project, which
means identifying an applicable pure-play company. Furthermore, assuming that
a project’s beta will not change over time is unrealistic because the risk-free rate
and the market return change according to Brealey and Myers (2003) as well as
Baker and Powell (2005). As previously mentioned, the market risk premium is
controversial and depends on the subjective judgment of analysts. Some projects
can become less risky over time while the risk level of others increases. A more basic
problem is that beta considers only systematic risk. Disregarding unsystematic risk
may be inappropriate. Total risk, as measured by a project’s standard deviation of
returns, is higher than systematic risk because it consists of both systematic and
unsystematic risk (Lasher, 2011). Lewellen (1977), Jagannathan and Meier (2002),
and Giaccotto (2007) discuss the problems with the CAPM, especially its use in
capital budgeting.

Despite its imperfections and practical difficulties, the CAPM approach is
probably the most correct way to determine a RADR, especially when it is extended
with the SML to incorporate accept/reject decisions. Part of the strength of the
CAPM method is that decision makers are forced to at least consider the risk issue
rather than mechanically applying a single discount rate to all capital investments.
In a survey of financial practice, Graham and Harvey (2001) find that almost
74 percent of the responding firms in their sample always or almost always use the
CAPM to estimate the cost of capital.

Example in Calculating the RADR(NPV)
Assume that a company wants to evaluate an investment project involving the
production of a new product. The initial investment is $300,000. Analysts estimate
that the project will generate after tax cash flows of $50,000 in Year 1, $100,000 in
each of Years 2 and 3, and $200,000 in Year 4. The firm’s WACC is 11 percent, but the
board of directors believes that, due to the uncertain nature of this investment, the
project should be adjusted for risk. Specifically, the board thinks that the discount
rate should be adjusted to compensate for the risk. The financial manager proposes
using the CAPM to determine the RADR. After careful research, analysts pro-
vide the following additional information: the return on the government bonds is
6 percent, the total market return is 13 percent, and the project’s beta is estimated
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to be 2.0 based on using an average of comparable companies. What are the NPV
and RADR(NPV) for the firm?

Suggested Solution
Discounting the firm’s cash flows at the firm’s WACC of 11 percent results in an
NPV of $31,073. The RADR is calculated using the CAPM as follows: rp = 6% +
2(13% − 6%) = 20%.

RADR (NPV): 

4 3 2 1 0 

$50,000 
+ + + –$300,000 $100,000 $100,000 $200,000 

+ 
(1.20)  1 (1.20)  2 (1.20)  3

–300,000

41,667

69,444

57,870

96,450 
RADR(NPV) = –$34,569 

4(1.20)

According to the normal NPV, the project should be accepted given a positive
NPV of $31,073. Yet, the RADR(NPV) is –$34,569, indicating that the project on
risk-adjusted basis will destroy value if it is accepted. Thus, the firm should reject
the project. However, the IRR of a project can be an indication to management
what the RADR should be to accept or reject the project. The IRR of this project is
14.9 percent. Therefore, if the project should have a RADR of less than 14.9 percent,
it will have a positive RADR(NPV) and should then be accepted.

Strengths and Weaknesses of the RADR(NPV)
The main advantage of the RADR method is its apparent simplicity—the principle
that a relatively high-risk project’s cash flows must be discounted at a higher
rate is both appealing and relatively simple to apply. The opposite applies for a
relatively low-risk project and its cash flows—discount the project at a lower rate.
This method leads to an adjusted NPV, which provides the basis for making an
accept/reject decision.

The RADR method has several drawbacks. More than four decades ago, Ro-
bichek and Myers (1966) started to highlight conceptual problems with the RADR.
The greatest obstacle seems to be determining the RADR and more specifically the
inputs in the CAPM. The same shortcomings and problems already discussed con-
cerning the CAPM apply here. Other problems include the difficulty of obtaining
a project beta (Northcott, 1992) and using judgment to get a market risk premium
(Lumby, 1991). Butler and Schachter (1989) discuss the problem of estimation risk
and its influence on the RADR. A high probably exists that given the same set
of circumstances, different financial managers will each have a different RADR.
Also, the same RADR is used over the entire project life. This amplifies the risk
adjustment over time, penalizing the project based on a lower NPV, and can lead to
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unnecessary rejections. No adjustment is made to a changing riskiness due to the
time factor (Haley, 1984; Giaccotto, 2007). Over time, some projects might become
more risky while others might become more certain. Categorizing projects into risk
classes is also subjective. In practice, firms deal with projects on an individualized
or single-project basis (Clark et al., 1984). Ouederni and Sullivan (1991) contend
that traditional approaches to capital budgeting have only been partially success-
ful in explicitly accounting for risk and offers a utilitarian semivariance model for
risk treatment in the evaluation of a capital budgeting project.

COMPARING THE CE AND RADR METHODS
One of the criticisms of the RADR method is the fact that analysts often categorize
projects into risk groups and use a constant discount rate over time. Further, the
application of the relatively high RADR increases the discount factor over time. CEs
address this problem in the sense that analysts adjust cash flows for each project
for each period, generally on a yearly basis. Analysts further adjust cash flows
with the relatively low risk-free rate, which reduces the compounding discount
rate effect over time. Thus, the CE method seemingly has a more refined risk-
adjusting process than the RADR approach. Similar to the RADR method, the CE
method suffers because it is based on personal judgments involving the inputs.
Analysts may choose the method (CE or RADR) having in their opinion the most
dependable set of inputs or estimates.

Herbst (1982) argues that, if the CEF relates the cash flow to its expected value
and if Rf is the risk-free rate and rp is the risk-adjusted discount rate, the relationship
between these variables can be stated as follows:

CE RADR
CEF × CFt

(1 + Rf)t = CFt

(1 + rp)t (12.6)

which, after rearranging terms, yields:

rp = (1 + Rf)

CEF1/t − 1 (12.7)

Analysts who are perfectly consistent in applying the CE and the RADR meth-
ods should obtain identical NPVs, therefore the CE(NPV) should be equal to the
RADR(NPV). However, the question is whether decision makers use only one or
both methods. Vishwanath (2007) reports on a survey of Fortune 1000 companies
reporting that of those respondents incorporating risk into their capital budgeting
decisions, 39 percent of respondents risk-adjust the cash flows of a project (CE
method), 32 percent risk-adjust the cost of capital applied to each project (RADR
method), 20 percent adjust both cash flows and discount rate, while the rest use
some other method. The study reports that almost one-third of respondents do
not adjust for risk. Ho and Pike (1991) find that firms prefer relatively simple risk
adjustments and sensitivity analysis, while advanced risk analysis techniques such
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as CAPM are still in an experimental stage in practice. Relative simple approaches
tend not to be replaced by more advanced ones, but are used to supplement the
analysis.

SUMMARY AND CONCLUSIONS
Analysts should incorporate risk into the capital budgeting process because
projects may have different levels of risk. Some projects have a risk level simi-
lar to that of the firm; other carry a risk level less than that of the firm; and still
others have a markedly higher level of risk. The level of difficulty in estimating
future cash flows and returns varies for each project. Because both projects and
firms can have markedly different levels of risk, the level of return required to
compensate for the risk also varies.

This chapter examines several methods used to incorporate risk in the capital
budgeting process. The adjusted payback period method is helpful because it indi-
cates the liquidity of the project and supplements other methods. The CE method
focuses on adjusting the cash flows of the project to compensate for risk. Although
this method suffers because of judgments and personal utility preferences, it cus-
tomizes the incorporation of risk for each project. That is, the analyst adjusts the
periodic cash flows and discounts these adjusted cash flows by the risk-free rate.

The RADR method of incorporating risk is by far the most appealing method
and the most popular in practice. Several methods are available to obtain the dis-
count rate such as using project risk classification. To mitigate personal judgment
from the process of determining the discount rate, analysts often use the CAPM. Be-
cause the CAPM incorporates several restrictive assumptions, finance researchers
have scrutinized this approach for decades. Capital investment projects with higher
than normal risk require using a higher discount rate than a firm’s WACC. Because
analysts do not change this rate over the project’s life, the continuous use of a
high discount rate in contrast to a lower rate aggravates the compounding effect
over time (Haley, 1984). Both the CE and RADR methods produce a NPV upon
which the firm can base an accept/reject decision. If the firm consistently applies
the inputs of these methods, the same NPV should result.

Ultimately, many decisions regarding which method to use, which inputs to
apply, and where to set crucial benchmarks for the accept/reject decision rest with
individual analysts. These analysts face the important task of incorporating risk
into the capital budgeting process so that every accept/reject decision, with the
possible exception of mandatory projects, adds value to the firm.

DISCUSSION QUESTIONS
1. List the basic steps involved in using the CE method to incorporate risk in the

capital budgeting process.
2. List the basic steps involved in using risk-adjusted discount rates to obtain an

adjusted NPV. How does this process relate to the CAPM?
3. A company wants to replace a machine with a modern, more efficient model

with a longer life expectancy. The equipment requires an initial investment of
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$600,000 in Year 0. The expected cash flows and standard deviations are as
follows:

Standard
Year Cash Flow Deviation
1 $140,000 $15,000
2 160,000 50,000
3 300,000 100,000
4 400,000 120,000

The firm’s WACC is 16 percent and the risk-free rate is 6 percent. The analyst
develops the following CEFs.

Certainty Equivalent Factor (CEF)
Coefficient of Variation (CV) Year 1 Year 2 Year 3 Year 4
CV ≤ 0.30 0.95 0.92 0.89 0.85
CV > 0.30 0.85 0.82 0.78 0.73

What are the project’s NPV and its CE(NPV)?
4. Millennium Catering Company is considering two mutually exclusive invest-

ments. The company wants to use the RADR method in its analysis. Millen-
nium’s WACC is 15 percent, which is similar to the total market return using the
CAPM. The risk-free rate of return is 7 percent. Analysts provide the following
additional information about the investments:

Project X Project Y
Initial investment $400,000 $500,000

Year Cash Flow Cash flow
1 $100,000 $150,000
2 $200,000 $200,000
3 $300,000 $300,000
4 $300,000 $400,000
Project beta 1.5 2.0

What is the RADR(NPV) for each project? Which project should be pre-
ferred? Why?

5. Compare and contrast the CE and RADR methods. Can these two methods
provide the same adjusted NPV? Why or why not?
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INTRODUCTION
The notion of political risk emerged in the literature of the 1960s with such authors
as Usher (1965), Zenoff (1967), and Root (1968) in response to the opportunities
and risks of doing business in the newly formed countries created from postwar
decolonization. From the outset, authors treated political risk in the vague, general
terms of investment climate. As noted by many authors such as Kobrin (1979),
Brewer (1981), Merrill (1982), Simon (1982), Fitzpatrick (1983), Desta (1985), Howell
and Chaddick (1994), and Rivoli and Brewer (1997), there is no consensus on a
comprehensive definition of political risk.

Various terminologies that are used to deal with similar and/or overlapping
issues compound the difficulty of reaching a comprehensive definition of political
risk and agreeing on its meaning. When dealing with the risk of doing business
abroad, the two terms most frequently encountered are political risk and coun-
try risk. Yet, others refer to cross-border risk and sovereign risk. Political risk is
the oldest terminology. Country risk became popular in the banking industry in
the 1970s and 1980s in the aftermath of the international debt crises of those two
decades. The term country risk as opposed to political risk has been gaining ascen-
dency because it has a broader meaning in that it can include any risk specific to a
given country, whereas political risk restricts the risks to those that are exclusively
political in nature.

In the financial literature, risk is often defined as the variance or standard
deviation of a performance measure. In this context, political risk can result in
gains as well as losses and refers to the probability of occurrence of political events
that will change the prospects for the profitability of a given investment. Another
approach adopts a more practical stance and analyzes risk as a negative outcome.
In this context, political risk involves only a loss and refers to the probability that
a loss-causing event will occur (i.e., downside risk).
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For risk assessment, some authors such as Robock (1971), Haendel, West, and
Meadow (1975), Kobrin (1979), and Feils and Sabac (2000) focus on political risk as
it affects the volatility of an investment’s overall profitability both negatively and
positively. Other authors, such as Root (1968), Simon (1982), Howell and Chaddick
(1994), Roy and Roy (1994), and Meldrum (2000), adopt a more practical stance and
analyze risk as an explicit negative event that causes an actual loss or a reduction
of the investment’s expected return. Tests of political risk on investment outcomes
reflect these two approaches. Cutler, Poterba, and Summers (1989), Chan and Wei
(1996), Bittlingmayer (1998), and Kim and Mei (2001) consider political risk with
respect to stock market volatility. Other papers, such as Bekaert (1995), Cosset
and Suret (1995), and Bekaert and Harvey (1997) focus on losses and test for the
impact of political risk regarding stock market performance. Other studies, such as
Aggarwal, Rao, and Hiraki (1989), and Bekaert, Erb, Harvey, and Viskanta (1998),
establish the skewness of the return distribution at the international level, thus
offering a further case for limiting analysis to downside risk versus the increasingly
challenged choice of variance.

A review of the literature over the last 40 years shows that the political/country
risk field always refers to doing business abroad and includes a wide range of
different situations. Bouchet, Clark, and Groslambert (2003) provide a review of
the literature. The particular features of each investment or transaction type must
be taken into account. Adopting an overall perspective is also necessary because
the sources of risk all interact and possibly impact several if not all sectors of an
economy. For example, Meldrum (2000) says that all business transactions involve
some degree of risk. When business transactions occur across international borders,
they carry additional risks not present in domestic transactions. These additional
risks, called country risks, typically include risks arising from various national
differences in economic structures, policies, sociopolitical institutions, geography,
and currencies. Country risk analysis attempts to identify the potential for these
risks to decrease the expected return of a cross-border investment. This definition
rejoins the early work of Gabriel (1966) and Stobaugh (1969a, 1969b) on how the
investment climate in a foreign country and at home may differ. These works also
highlight the specific risks encountered when doing business abroad (i.e., outside
the national borders of a firm’s country of origin). Of particular note is that country
risk exists irrespective of the level of a country’s economic development. Even
the most economically advanced countries can generate a substantial degree of
country risk.

Until now, no comprehensive theory of political/country risk has yet been
formulated because of the multiplicity of the sources of risk, the complexity of
their interactions, and the variety of social sciences involved. The literature has
simply built on the implicit assumption that, for a given country, imbalances in the
economic, social, and political fields are likely to increase the risk of investing there.
However, a comprehensive theory would greatly help to identify the variables at
stake and make testing the respective relevance of the various approaches possible.
So far, most of the research merely consists of classifying and describing various
potential sources of risk and assessing methods that turn these elements into
numerical variables without any scientific justification.

Kobrin (1979) and Desta (1985) identify two main sources of political risk. The
first focuses on government or sovereign interference with business operations.
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This focus refers to political risks that arise from the actions of national govern-
ments who interfere with or prevent business transactions, change the terms of
agreements, or cause the confiscation of wholly or partially foreign owned busi-
ness property (e.g., Zenoff, 1967; Aliber, 1975; Baglini, 1976; Feils and Sabac, 2000).
The second source of political risk, represented by Root (1968), Robock (1971), and
Haendel et al. (1975), refers to environmental instability and its impact on business
conditions. This line provides a broader perspective and includes, besides govern-
mental sources of risk, any other causes that may impede the functioning of any
foreign organization abroad.

Over the last four decades, a series of crises has mainly driven research in the
field of country risk: the political crises of the 1960s and 1970s, the debt crises of the
1970s and 1980s, and the financial crises of the 1990s. Each type of crisis induced a
plethora of papers that tried to explain ex post the causes of the foregoing events.
The period ranging from the 1960s to the end of the 1970s featured studies on
multinational corporations (MNCs) and their exposure to political risk. At that
time, many countries had just recovered their sovereignty from colonial powers
and gradually had started to question the benefits of having extremely powerful
foreign firms nesting in their backyard. The research over this period primarily
concerned the influence of governments on firms doing business abroad. The
second series of crises took place in the 1970s and 1980s with the oil price shock and
the advent of the international debt crisis. A large part of the literature examined
creditworthiness assessment. Finally, the third series of crises emerged in the 1990s
with the Mexican peso crisis in 1994, the Asian meltdown in 1997, the Russian
default, and a series of other currency crises in the late 1990s. Although currency
and banking crises have occurred regularly over the last decades, the crises of the
1990s generated a particularly rich literature on banking and currency crises.

The remainder of the chapter consists of the following sections. The next sec-
tion discusses the different methods used to analyze political/country risk. In
particular, this section compares and contrasts the following methods: compara-
tive techniques, analytical techniques, econometric techniques, and Monte Carlo
simulation. Following that is a section on how to implement political/country
risk in the capital budgeting decision. The section shows how to account for po-
litical/country risk in the net present value (NPV) framework. The final section
summarizes and concludes.

METHODS AND TECHNIQUES OF
POLITICAL/COUNTRY RISK ANALYSIS
As discussed above, the sources of political/country risk are many and varied. They
include all aspects of a country’s economic, financial, social, and political organi-
zation as well as its geographic location and strategic importance. As an example,
comprehensive checklists of political/country risk sources include almost every
situation that could conceivably occur in any given country. Such sources include
war, occupation by a foreign power, civil war, revolution, riots, disorders, takeover
by an extremist government, state takeover of the enterprise, and indigenization
(forced relinquishment of control by foreign owners of enterprises). Other sources
of political/country risk are politically motivated debt default, renegotiation
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or rescheduling, unilateral change in debt service terms, and overextension in
external borrowing. Still other sources relate to the economy including depression
or severe recession, mismanagement of the economy, credit squeeze, long-term
slowdown in real GNP growth, strikes, rapid rise in production costs, fall in ex-
port earnings, sudden increase in food and/or energy imports, and devaluation
or depreciation of the currency. Finally, natural calamities can lead to political/
country risk.

Potential entries in a list like this are virtually limitless and the heterogeneous
nature of the information suggests that risk identification is a major problem. Fur-
thermore, a problem also exists in how to digest this menu of diverse information.
Even if the analytical assessment is entirely accurate, determining how to translate
the assessment into a comprehensible statement of the consequences for a foreign
direct investment (FDI) is unclear.

An analysis of the effects of political risk often divides the events affecting
foreign operations into three general categories: hard political risk, administra-
tive or soft political risk, and social risk. The first group includes expropriation,
confiscation, nationalization, forced local shareholding. The second group covers
decisions such as control of prices, foreign exchange, and remittances. Finally, so-
cial risk encompasses such areas as strikes, lack of an experienced labor force, war,
and ethnic strife. The methods for analyzing political risk can be grouped into three
categories: comparative, analytical, and econometric.

Comparative Techniques: Rating Systems

The aim of rating systems in political risk analysis is to compare all countries
or some subset of them, such as the less developed countries, according to an
analytical grid based on a set of relevant parameters. Because of the nature and
scope of political risk, the set of what is deemed to be the relevant parameters is
wide ranging and often includes elements that are difficult to measure with any
precision.

The rating approach generally proceeds in two stages. First, each country is
graded on the parameters selected as judgmental criteria. Second, the resulting
data are weighted into a global rating, which makes comparing all the countries on
the same scale possible. The quality of the rating depends on the accuracy of the
analysis as well as on the relevance of the judgmental parameters and the weights
assigned to each.

Many types of rating systems are available. For instance, Business Environment
Risk Intelligence (BERI) S.A. covers about 50 countries and has been available since
the mid-1970s. BERI provides four types of ratings: (1) the Political Risk Index (PRI),
(2) the Operations Risk Index (ORI), (3) the Remittance and Repatriation Factor
(R Factor), and (4) the Composite Score, which represents a combination of the
other three. For each type of rating, an assessment of the present situation as well
as a one-year and a five-year forecast is published.

Political Risk Services (PRS) publishes Political Risk Services (PRS) as well as
the International Country Risk Guide (ICRG). The PRS method is a kind of “mod-
ified Delphi technique” that treats and systematically processes several experts’
opinion for each country under review. It produces 18-month and five-year fore-
casts. The International Country Risk Guide (ICRG) covers about 140 countries.



CAPITAL BUDGETING WITH POLITICAL/COUNTRY RISK 245

It produces three distinct risk categories on a monthly basis: political, economic,
and financial, as well as a composite risk rating derived from the previous three
indexes. ICRG assesses the current situation and makes forecasts over one-year
and five-year time horizons.

The Economist Intelligence Unit (EIU) produces country risk ratings for 100
developing countries on a quarterly basis. The EIU method flows from experts’
answers to a series of 77 predetermined qualitative and quantitative questions. It
results in a 100-point index (the higher the score, the riskier is the country), which
is divided into five bands from A (lowest risk) to E (highest risk). Four general risk
categories are analyzed (political risk, economic policy risk, economic structure
risk, and liquidity risk) and are combined into an overall risk index. Besides this
broad macro measure of risk, EIU produces other more investment-specific micro
risk ratings (currency risk, sovereign debt risk, and banking sector risk) that address
the particular needs and concerns of certain groups of investors.

The weaknesses of comparative systems are obvious. First, no objective theo-
retical basis exists for including or excluding the numerous parameters employed
in the different rating systems. Second, the process for attributing the respective
weights given to the various parameters has no indisputable foundation. Differ-
ent weights might give different results. Third, the same grid is applied to all
countries, whatever their regional location or specific characteristics. Moreover,
“extreme” situations (e.g., the Iranian revolution or the Gulf War) cannot be an-
ticipated from comparative approaches. Nevertheless, comparative methods can
be useful as a screening process designed to eliminate the countries that are com-
pletely unacceptable.

Analytical Techniques

In contrast to the rating method, the analytical techniques focus on one country at
a time. Among these techniques are (1) the special report approach, (2) the prob-
abilistic approach, (3) the sociological approach based on dynamic segmentation,
(4) the multicriteria methods, and (5) the expert systems approach.

Special Report Approach
The special report approach to political risk analysis focuses on one country, is
descriptive, and involves one or several experts who examine the key variables
that are supposed to describe a given country’s main characteristics and who
communicate their findings in the form of a special report. Thus, for each individual
country being considered, the report usually contains an analysis of the political,
social, and economic outlook that explicitly takes into account the specificities
of the local environment. The special reports usually sum up a country’s overall
strengths and weaknesses and focus on such aspects as the country’s political
environment, the major characteristics of the current regime, the degree of stability
of the domestic currency, the tax system, the regulations pertaining to foreign
investment, the social structure and climate, and the country’s economic prospects.
The advantages of the special report are its ability to focus on the particularities
of each country, low cost, and rapidity. The method’s main drawbacks are its
subjectivity, lack of scientific analysis, and relative partiality. In fact, the quality of
any special report basically depends on the capabilities and intuition of the analyst.
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Probabilistic Approach
The probabilistic approach uses the decision tree methodology to compute alter-
native outcomes, each one receiving a certain probability of occurrence associated
with specific measures concerning foreign investment. For example, the outcome
of a definitive election in a South American country might be depicted by two
scenarios: The current government remains in power or the opposition takes over.
Each scenario might have a different probability, such as 75 percent for the current
regime and 25 percent for the opposition, but the probabilities must sum to 100 per-
cent. Probabilities are then assigned to choices facing each government. For exam-
ple, if the current government remains in power, its choices might be a subsidy for
foreign investment with a 60 percent probability or the status quo with a 40 per-
cent probability. If the opposition wins, its choices might be an increased tax on the
foreign operation with a 70 percent probability or expropriation with a 30 percent
probability. The effects of each choice are then calculated. The subsidy might make
the investment worth $150 million, the status quo $100 million, the increased tax
$75 million, and expropriation $10 million. The value of the investment is found
by multiplying the joint probability by the value of each outcome and summing
up across the products.

The same methodology can be applied to more complicated situations with
several steps and numerous possible outcomes. Yet, the obvious difficulty is cal-
culating the different probabilities and estimating the effect that the different mea-
sures will have on the outcome of the investment.

Sociological Approach
The sociological approach to political risk analysis seeks to identify a set of variables
that can be specific to each country as a means of understanding the country’s
“degree of stability.” The variables can range from state hegemony and political
terrorism to such esoteric concepts as a democratic tradition and the capacity
to live in peace. Each country requires a specific set of variables and a distinct
methodology. The advantage of this approach is its tailor-made nature that makes
individualizing the analysis possible. The disadvantages are that it lacks scientific
rigor and is difficult to apply in a comparative context.

One of the oldest and most respected techniques of the sociological approach
is the “dynamic segmentation” methodology, known as the ALLY method. The
ALLY method seeks to analyze the fundamental trends of a country that are likely
to influence the relationship between the investing company and the political pow-
ers. Dynamic segmentation divides a society into various behavior-homogenous
groups, called segments. A segment can be socioeconomic or ethnic. The incum-
bent power in the society is based on the coalition of a group of these segments. The
segments outside the coalition form the opposition. As time passes, new segments
may appear and others disappear, but many of them continue to exist no matter
what coalitions come to power. The technique considers the fact that demographic,
economic, and social developments in a given country can, in the space of a few
years, substantially modify the relative importance of the individual segments.
However, certain segments occupy a pivotal position, thereby guaranteeing them
a place in all possible power coalitions. Therefore, focusing information gathering
on the medium-term developments and short-term fluctuations of these pivotal
segments is essential.
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Some segments have natural or historic ties, which make possible identifying
the coalitions of segments that are likely to wield power. From these, the coalition
of maximum homogeneity and importance is selected and its future evolution is
assessed by analyzing whether the coalition will stay in power or when it will
be replaced by another coalition. Based on these forecasts, the investing foreign
corporation will attempt to take advantage of the situation by modifying its policy.

Multicriteria Method
The multicriteria method aims at supporting decision makers, experts, or ana-
lysts in their judgmental assessment. It has been applied to country choice in
global index funds (Khoury, Martel, and Yougourou, 1994), portfolio management
(Zopounidis, Godefroid, and Hurson, 1995) and country risk (Cosset, Siskos, and
Zopounidis, 1992; Clark, Cusin, and Lesourd, 1998). The multicriteria method starts
with a decision-support tool that serves as an analytical guideline, which makes
the final decision easier and quicker to achieve. The final decision, however, is still
subjective in that it is based entirely on the analyst’s judgment. The multicriteria
method tackles a decision problem rather than a modeling problem. The decision
could be described in terms of preference theory. An aggregation function or a
partial aggregation function, which, in effect, is a utility function, is determined.
The possible decisions are then classed in terms of the values of this function. Typ-
ically, these methods employ a stepwise process in which the departures from the
initial goal are introduced into the problem while taking into account the relative
importance of each criterion.

Expert Systems Approach
The expert systems approach requires a database and an inference paradigm. The
database includes quantitative information such as population, economic growth,
and current account balance, as well as symbolic information that ranges from
management definitions and rules to the description of international institutions
(e.g., the International Monetary Fund and World Bank), national institutions (e.g.,
the government, central bank, and armed forces), and private agents (e.g., multi-
national and domestic firms). The inference paradigm replicates the thinking of
an expert through chains of causality such as event x causes effect y that causes
effect z.

Econometric Techniques

Econometric techniques for political risk estimation, in contrast to the techniques
discussed above, are completely objective. Econometric analysis starts from the
assumption that certain economic indicators such as growth rates, debt ratios, cur-
rent account balance, and other economic measures have predictive value. During
the late 1970s and early 1980s, many banks began to develop their own econometric
models. The World Bank and several central banks including the Bank of England
also experimented with such models. Although the shortcomings of econometric
forecasting are well known, econometric analysis can be a powerful complement
to the comparative and analytical techniques described above. The two most pop-
ular econometric techniques are discriminant analysis and logit/probit models.
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Other techniques include regression analysis and model building as well as Monte
Carlo simulation.

Discriminant Analysis
Discriminant analysis is a statistical technique that enables classification of an ob-
servation into one of several a priori groupings. In the case of political risk analysis,
the idea is to classify countries according to whether or not they are likely to
expropriate (default). Basically, this technique involves three steps:

1. Establish mutually exclusive group classifications. Each group is distin-
guished by a probability distribution of the characteristics.

2. Collect data for each of the groups.
3. Derive the linear combinations of the characteristics that best discriminate

among the groups. “Best” in this sense means that the discriminations min-
imize the probability of misclassification.

Logit and Probit Models
Logit and probit models enable the modeling of dichotomous variables, that is,
variables that take a value of 1 or 0. These types of models are adapted to many
types of political risk, which often have either/or outcomes: for example, either
the country defaults or it does not; either the country expropriates or it does not.

Let xi be a k × 1 vector of independent variables and a k × 1 vector of coef-
ficients. The logit model assumes that the probability that yi equals 1 is e�′xi

(1+e−�′xi )
,

which can be written as

Prob(y = 1) = e�′xi

(1 + e�′xi )
(13.1)

yi =
{

1 if default occurs
0 if it does not occur

The probit model is similar to the logit model except that it uses the normal
distribution

Prob(y = 1) =
∫ �′xi

−∞
�(t)dt (13.2)

where �(t) represents the density function for the normal distribution.
One way of using logit (probit) analysis in cross-border lending decisions is

to assign a maximum default probability above which no loans are granted. As
previously mentioned, however, using the data from logit analysis as a complement
to other analytical techniques is more common.

Regression Analysis and Model Building
As applied to political/country risk, the logit/probit models developed above gen-
erally lack a strong theoretical underpinning. Their methodology involves draw-
ing up a list of variables that theory or practice suggests might influence the
phenomenon in question and testing whether they enter the model as significant



CAPITAL BUDGETING WITH POLITICAL/COUNTRY RISK 249

explanatory variables. An alternative procedure to this ad hoc, empirical approach
is to develop a theoretical model and then test its ability to explain the phenomenon
in question. Recent studies have started to adopt this approach. For example, Clark
and Kassimatis (2004, 2009) employ this methodology to estimate the country fi-
nancial risk premiums that they test against equity returns and FDI flows. Merrick
(1999) reports tests of bond pricing models for Argentine and Russian bonds,
Pagès (2000) and Keswani (2005) for Latin American Brady bonds, and Dullmann
and Windfuhr (2000) for European government credit spreads. Clark and Zenaidi
(1999) develop an optimal stopping model for sovereign willingness to pay and
test its relevance for 21 countries in four geographic regions.

Most risk models that drive economic and financial analysis are linear in their
structure. Consequently, most tests are designed to detect a linear structure in
the data. The risk models are also parametric in that they specify a particular
distribution for the variables in question. The techniques are many and varied and
include straightforward regressions using least squares, maximum likelihood or
generalized method of moments (GMM), as well as event studies, cointegration,
and error correction models, to mention only a few.

However, many aspects of economic and financial behavior are nonlinear and
in many cases the parametric form of the variables is unknown. For variables such
as these, nonparametric estimation is a growing area of econometrics. Parametric
models that capture nonlinearities in economic phenomena, such as the family of
ARCH/GARCH models, are also a growing area of econometrics.

Monte Carlo Simulation
Monte Carlo simulation is a well-known technique that is used in many economic
and financial applications. Basically, Monte Carlo simulation is a sampling proce-
dure that uses a table of random numbers to generate the probability distributions
and risk estimates. The process involves three steps.

1. Identify the relevant variables and their interdependencies across time. The
complete model should include a set of equations for each variable describ-
ing its evolution over time. The more complete the model, the more complex
is the system of equations.

2. Determine for each variable the probabilities for forecast errors.
3. Use a computer to sample from the distribution of forecast errors to calculate

the resulting cash flows for each period and to record them. After a large
number of simulations, accurate estimates of the probability distributions
of the project’s cash flows are obtained.

In a Monte Carlo simulation, the effects of political risk are estimated directly
and the role of the political risk analyst is to identify the relevant variables and the
probabilities for forecast errors.

Although statistical approaches are considerably more objective and usually
more rigorous than the politico-judgmental systems, they are not necessarily more
reliable. Such approaches suffer from conceptual and statistical shortcomings and
are based on the dubious premise that historical data have substantial value for
predicting future outcomes. Furthermore, none of the foregoing methodologies is
adapted to building efficient portfolios.
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INCORPORATING POLITICAL RISK IN THE
CAPITAL BUDGETING DECISION
For the foregoing techniques to have any practical value, the political risk assess-
ments must be integrated into the capital budgeting process. The orthodox theory
of capital budgeting and investment under uncertainty taught in most business
schools and economics departments revolves around the NPV rule. The theoretical
superiority of the NPV rule to the other approaches such as the payback period, the
accounting rate of return, or the internal rate of return (IRR) explain its widespread
acceptance in theory and practice. As discussed in the foregoing chapters, to cal-
culate the NPV, expected cash flows of income and expenditure are estimated for
each period and discounted at the appropriate rate. The present values for expen-
diture are then subtracted from the present values of income to find the NPV. A
positive NPV indicates that the investment should be accepted, and a negative
NPV indicates that it should be rejected. Three major methods are available for
including political/country risk in the NPV analysis: (1) adjust the required rate of
return, (2) adjust the expected cash flows, and (3) evaluate the project’s NPV as if
there were no political risk, quantify the political risk separately, and then subtract
the quantified political risk from the project’s NPV.

Adjusting the Discount Rate

One way to include political risk in NPV analysis is to adjust the discount rate
to reflect the incremental political risk. Let � represent the premium required to
compensate the investor for the political risk, which depends exclusively on the
country in which the investment is being considered, and CFt the net cash flow
for period t. The project’s required rate of return per period in the absence of the
country specific political risk is represented by r .

Thus, in the absence of country-specific political risk, the risk-adjusted discount
factor is equal to 1 + r . With country specific political risk, the discount factor is
adjusted to 1 + r + �. The project’s NPV, adjusted for political risk, can then be
expressed as

NPV =
n∑

t=0

CFt(1 + r + �)−t (13.3)

The NPV will be smaller because the discount factor is larger. The drawback to
this procedure is that there is no theory for determining �, which makes the choice
of � arbitrary. Some rating agencies assign ad hoc values to � depending on the
ranking. However, some methods are available for determining the total required
rate of return that includes political risk.

Determining the Required Rate of Return Using the CAPM
One method for estimating the risk-adjusted required rate of return on an inter-
national investment is to use the capital asset pricing model (CAPM) with an
international market index denominated in a convertible currency, usually the
USD. Let r j,w represent the required rate of return adjusted for systematic political
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risk for project j, rF the risk-free rate of interest, rw the return on the world market
portfolio, and � j,w = Cov(r j , rw)/Var(rw). Using the CAPM to estimate � j,w gives
the required rate of return as

r j,w = rF + � j,w(rw − rF ). (13.4)

This procedure is attractive because the CAPM is a centerpiece of eco-
nomic evaluation, the formula is simple, and, if implemented correctly, only
systematic political risk would be captured. The disadvantages relate to the
shortcomings of mean-variance analysis in general and of the CAPM in particular.
Furthermore, for this equation to be valid, all capital markets would have to
be fully integrated. Although recent events have shown a surprising degree of
market integration, most analysts doubt that perfect market integration has been
achieved.

Bekaert and Harvey (1995) develop a modified version of the CAPM that
accounts for the possibility that markets are not fully integrated and that risk mea-
sures change over time. This time-varying, segmented/integrated solution to the
problem proposes using the time-varying form of the CAPM if the country under
consideration is fully integrated. If the country is only partially integrated, the
required rate of return should be modified to account for the degree of integration.
Besides the problems with the CAPM in general, the problem with this model is
that implementation is difficult in practice, and it only works for countries with
equity markets.

Ibbotson Associates uses an ad hoc adjustment to the world CAPM to esti-
mate the required rate of return adjusted for political risk. Their methodology is
to estimate the required rate of return using the world CAPM and then to add a
risk premium estimated from the past performance of the country’s market. The
problem with this approach is that it is also ad hoc. Other models, such as the
Goldman-Integrated or the Credit Suisse First Boston (CSFB) methodology, use
variations of the CAPM along with other variables such as bond spreads. Apart
from the CAPM components, these models have no economic intuition or theoret-
ical underpinning.

The macro CAPM uses the Clark (1991, 2002) methodology to estimate the
country, risk-adjusted required rate of return that is not constrained by the
existence of certain markets or an estimation of their integration or degree of
segmentation. The methodology starts with the construction of the world macroe-
conomic index. It then uses this index to estimate the country beta and calcu-
lates the project beta with respect to the country index. The overall beta is the
product of the country beta multiplied by the project beta. The advantage of
this methodology is that all calculations are carried out in international relative
prices, and the index includes all cash flows accruing to all capital (physical,
commercial, and human). Thus, it is the most general market index. The disad-
vantage is the difficulty of calculating the individual country market values (V).
The methodology has shown itself to be effective in forecasting high performing,
international portfolios of money market assets, long-term government bonds,
and market indices as well forecasting sovereign debt defaults and reschedulings
(Clark, 2002).
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Adjusting the Expected Cash Flows

Another method of accounting for political risk involves adjusting the cash flows
to reflect the country-specific political risk. Let kt represent the probability for year
t that something bad will not happen, which depends exclusively on the country
where the investment is to be located with 0 < kt < 1. Suppose that in the absence
of country-specific political risk, the expected net cash flow for year t is CFt. When
political risk is included, the expected cash flow is reduced by (1 − kt)CFt and the
expected cash flow will be ktCFt. The project’s NPV adjusted for political risk can
thus be expressed as

NPV =
∑

ktCF (1 + r )−t. (13.5)

The theoretical difficulty with this method is that it assumes political risk has
no effect on the project’s cost of capital. The practical difficulty with the method is
determining the kt coefficients. However, its advantage lies in associating a specific
coefficient to each period. This enables the analysis to reflect the specific time pro-
file of the country’s political, social, and economic cycles. For example, the kt‘s in
election years or renegotiation years for union contracts might be adjusted down-
ward while years when international agreements take effect might be adjusted
upward.

Measuring Political Risk as an Insurance Premium

Clark (1997, 1998) develops a third approach for incorporating political/country
risk in the NPV. It involves measuring the effects of political risk on the outcome
of an FDI as the value of an insurance policy that reimburses all losses result-
ing from the political event or events in question. Explicit loss-causing events
are distinguished from ongoing change. Explicit events include such things as
changes in legislation or decrees such as expropriations, nationalizations, and de-
valuations, or to direct actions such as strikes, boycotts, and terrorist acts. The
nature of explicit events is that they arrive intermittently at discrete intervals and
generate an actual loss. A Poisson jump process can be used to model explicit
events.

Ongoing change refers to continuous activity resulting from macroeconomic
management and monetary policy, legislation, or social and political evolution that
affects some or all aspects of the FDI’s overall environment. Ongoing change affects
the level of loss if an explicit event occurs and can be represented by geometric
Brownian motion.

To see how this works using Clark (1997), let x represent the exposure to loss in
the case of an explicit political event. Its evolution through time follows a geometric
Brownian motion:

dx (t) = (� + �) x(t) dt + �x(t)dz(t) (13.6)

where � represents the rate of growth of the intensity of political risk. The term � can
be greater than, equal to, or less than zero. It measures the intensity of the political
environment surrounding the particular risk in question. The interpretation of
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� is that as the intensity of the political risk increases, the severity or cost of the
measures undertaken increases when an explicit event does occur. If � is less than
zero, the intensity of the political risk in question is expected to decline on average;
if � is greater than zero, it is expected to increase on average; if � is equal to zero,
it is expected to remain the same. The term � represents the rate of growth of
the investment and depends on the investment’s IRR and the rate of reinvestment
out of profits. The term dz(t) is a Wiener process with zero mean and variance
equal to dt. The term �2 is the variance of dx(t)/x(t) due to political risk and can be
interpreted as the level of the political risk.

Suppose that political events occur at random times according to an indepen-
dent Poisson arrival process where q is a random variable that increases by steps
of u every time a Poisson event occurs and � is a constant intensity parameter
such that:

dq (t) =
{

1 with
0 with

probability
probability

�dt
1 − �dt

This means that losses arrive at a rate of �dt and that � is the political risk
probability parameter, that is, the probability that a loss-causing political event
actually occurs over the interval dt. If x(t) represents the potential loss when a
Poisson event occurs, the expected loss per interval dt is equal to �x(t)dt. In the
more advanced forms of the model, � itself can be a random variable or even a
dependent stochastic process.

To measure the cost of political/country risk, let W represent the value of a
hypothetical insurance policy covering the investment against losses arising from
the political risk so that when losses occur, they are reimbursed by the insurer. The
expected total return on the insurance policy is equal to E(dW) plus the expected
cash flow generated by the explicit event, �x(t)dt. Assume risk neutrality and a
constant risk-free interest rate r, apply Ito’s lemma, and take expectations. This
gives the following differential equation:

1
2

�2x(t)2W′′(x(t)) + W′(x(t))(� + �)x(t) − r W(x(t)) + �x(t) = 0 (13.7)

where the primes denote first and second derivatives.
The solution to this equation depends on the values of the various parame-

ters and the boundary conditions associated with each investment. For example,
assuming that speculative bubbles are ruled out and that the policy has no value
when there is nothing at risk, the value of the policy covering a series of losses is:

W = �x(t)
r−(� + �)

(13.8)

The value of a policy covering only one loss, such as expropriation, is:

W = �x(t)
r + � − (� + �)

(13.9)
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Once political risk quantified as the value of the insurance policy has been
estimated, it can be integrated into the capital budgeting process in a two-step
methodology:

1. Estimate the NPV of the project in the absence of political risk.
2. Subtract the value of the insurance policy from the project’s NPV in the

absence of political risk. This gives NPV − W, the NPV of the investment
adjusted for political risk.

This methodology has the advantage of being theoretically consistent with
modern portfolio theory. It also avoids the difficulty of estimating risk-adjusted
required rates of return or forecasting risk parameters far into the future. In its
more advanced forms, the policy can be valued to reflect various options available
to managers, such as the option to abandon the project if things go badly. It can
also be valued to reflect the change from one level of political risk to another. For
example, Clark (1998) uses this approach to model the political risk associated
with the transition of Hong Kong from British to Chinese rule. The political risk
parameter, �, can also be modeled to reflect uncertainty about the risk parameter
itself and to be reestimated in an endogenous Bayesian updating process as in Clark
and Tunaru (2003, 2008). The difficulty lies in estimating the relevant parameters.

For example, assume that the amount of the investment is $100 million and its
risk-neutral growth rate is zero: � = 0. The risk-free rate can be observed: r = 5
percent, the interest rate on a 30-year U.S. government separately traded registered
interest and principal security (STRIPS). The country risk analysts estimate that
the probability of an expropriation is 0.02: � = 0.02. In case of an expropriation,
they estimate the recovery rate at 20 percent: x = (1 – 0.20) × $100 = $80. They
also estimate the risk-neutral change in the political climate as equal to zero: � =
0. Using this information in equation 13.9 gives

W = 0.02 × $80
0.05 + 0.02 − (0 + 0)

= $22.86

Suppose that the NPV of the investment in the absence of expropriation risk is
$20 million. The NPV adjusted for political risk is $20.00 – $22.86 = –$2.86 and the
project should not be undertaken.

SUMMARY AND CONCLUSIONS
The notion of political risk has been around at least since the 1960s. Besides referring
to doing business abroad and including a wide range of different situations, no
consensus exists on a comprehensive definition. The wide range of assessment
techniques and the difficulty of integrating political risk into the capital budgeting
decision reflect this lack of consensus. Evidence suggests, however, that political
risk analysis is evolving to incorporate the modern techniques of asset evaluation
and portfolio analysis.
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DISCUSSION QUESTIONS
1. Why has the concept of political risk been so difficult to define?
2. Compare the advantages and disadvantages of the comparative, analytical, and

econometric techniques for assessing political risk.
3. How can analysts incorporate political risk into the capital budgeting process?
4. How has the CAPM been modified to account for political risk?
5. How can the concept of an insurance premium be used to estimate political

risk?
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INTRODUCTION
Project finance can be defined as the financing of a specific economic entity, the
special-purpose vehicle (SPV), also known as the project company. The vehicle is
created by already operating firms (known as sponsors) that provide equity or
mezzanine debt and by external lenders (banks or investors in the bond market).
Lenders consider cash flows the primary source of loan reimbursement and the
SPV assets as additional collateral (Yescombe, 2002; Finnerty, 2007; Gatti, 2007).

Project finance is extensively used in both developing and industrialized
countries in many different sectors. From a long-term perspective four geo-
graphic areas—Western Europe, North America, Eastern Europe, and Southeast
Asia—account for the largest share of project finance loans (Megginson and
Kleimeier, 2000; Gatti, Kleimeier, Megginson, and Steffanoni, 2008; Kleimeier and
Versteeg, 2010). In developing countries, the use of project finance is concentrated
in basic infrastructure projects such as power, mining, oil and gas, and telecom.
Given the more advanced stage of economic development, industrialized countries
have started to apply the technique in the field of public works, such as hospitals,
prisons, and social housing, under public-private partnership (PPP) programs (HM
Treasury, 2003; European Commission, 2003; Eurostat, 2004; Archer, 2005; Hodge
and Greve, 2005; Hammami, Ruhashyankiko, and Yehoue, 2006).

The SPV carries out only one single investment with a finite economic life,
in contrast to what happens in standard corporate finance settings where capital
investment is a repeated process. All the cash flows generated by the project are not
reinvested in the business but are used to repay the creditors and to pay dividends
to the project sponsors. In this sense, the SPV does not manage a portfolio of real
assets on a continuous basis. Instead, the SPV is created with the sole purpose of
managing one project and is liquidated once the project has come to the end of its
economic life.
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This basic difference between corporate borrowers and SPVs has important
consequences from the point of view of capital budgeting. Probably the crucial
difference is that deal sustainability relies on a careful allocation of risks among
the parties involved in the transaction with the objective of assigning risks to the
contractual counterparties best able to control and manage them. The allocation
of risks should limit cash flow volatility and the spread paid on external debt.
Furthermore, it can also allow sponsors to exploit higher leverage ratios (Corielli,
Gatti, and Steffanoni, 2010).

Another consequence is that the borrower is a vehicle that is financially and
legally independent from the sponsors. Lenders have only limited recourse (or in
some cases, no recourse at all) to the sponsors throughout the life of the project.
A third consequence is that cash flows generated by the SPV are the only source
available for the payment of operating costs, debt service for principal and interest,
as well as dividends to project sponsors. Although lenders can take security on
the SPV assets, their high specificity and low redeployable value makes them of
marginal benefit as collateral (Habib and Johnsen, 1999).

The purpose of this chapter is to present the most important characteristics
of project finance and their effect on capital budgeting. By analyzing the nexus of
contracts underpinning the deal and its role as a risk management tool, the chapter
clarifies how effective risk management affects the definition of the optimal capital
structure and how it influences the level of financial covenants that lenders im-
pose on the borrower. The chapter has the following organization. The next section
introduces the nature of project finance as a “nexus of financial and nonfinancial
contracts.” The following section is dedicated to the risk management process in
project finance deals in terms of both risk analysis and risk allocation. The next to
last section covers the capital budgeting issues of project finance and highlights
the distinctive features a financial analyst must take into consideration when ap-
proaching this type of deal. The final section offers a summary and conclusions.

PROJECT FINANCE AS A NEXUS OF CONTRACTS
In a standard project finance deal, the SPV is the center of a complex network
of contracts (Dailami and Hauswald, 2007; Bonetti, Caselli, and Gatti, 2010). The
reason this network is set up is that in most cases the SPV is a “fictitious” company,
created with the sole purpose of capturing the cash flows generated by a new
venture. For this reason, third parties must buy everything that is needed to design,
build, manage, and finance the project.

Exhibit 14.1 shows the contractual structure of a project finance deal. The
upper part of the exhibit shows the relations among the SPV, host government,
and parties providing funds (banks and sponsor firms) or insurance coverage
against risks. The host government is the entity that can authorize the SPV to carry
out the project with authorizations and permits. Sometimes, the private sector is
authorized to operate the business based on a long-term concession agreement.
This occurs in the case of a build, operate, and transfer (BOT) or a build, own,
operate, and transfer (BOOT) project (Välilä, 2005).

Banks provide funds on a limited or no-recourse basis and take security on
all the project assets. Banks often provide additional tranches of funding for the
project, similar to what happens in other structured finance transactions such
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Exhibit 14.1 The Contractual Structure of a Project Finance Deal
Note: This exhibit shows the typical contractual structure of project finance deals. The upper part of
the exhibit shows the most relevant financial contracts (project finance loans, insurance contracts, and
equity contribution from project sponsors) together with the contracts signed with the host government.
The lower part of the exhibit shows the four key nonfinancial contracts (Construction/Engineering,
O&M-Operations and Management, Put or Pay, and Take or Pay Contracts).

as leveraged buyouts (LBOs). The standard combination is the provision of a base
facility for the financing of the construction and startup costs (including capitalized
interest), a value-added tax facility (VAT) in countries where such a tax is in place, a
stand-by facility covering financial needs once the base facility has been exhausted,
and finally a working capital facility for the day-by-day needs once completing
construction (Finnerty, 2007; Gatti, 2007).

Project sponsors provide equity to the SPV based on an equity contribution
agreement. Frequently, the funds are not provided upfront for the whole amount
but in proportion to the selected debt-to-equity ratio for the deal on a pro-rata basis.
In addition to pure equity, project sponsors also provide subordinated loans to the
vehicle with the goal of avoiding a possible “dividend trap”—the situation where
net income is lower than the value of free cash flow to equity (FCFE)—particularly
in the first years of operation (Yescombe, 2002).

Insurance coverage is an important contractual risk mitigation tool on par
with the other key contracts depicted in the lower part of Exhibit 14.1. Banks
require the coverage of some risks to the SPV as a condition precedent for the debt
financing. The different insurance products available on the market (Gatti, 2007)
are coordinated and linked to the project’s contractual structure to protect the SPV
against the risks that none of the counterparties involved can control and manage.

The lower part of Exhibit 14.1 shows the key nonfinancial contracts (NFCs)
underpinning the deal (Corielli et al., 2010). Numerous NFCs can be drafted in a
project finance deal (Esty, 2003), but four are particularly important to the sound-
ness of the venture. Construction contracts as well as engineering, procurement,
and construction (EPC) contracts are closed on a turnkey basis to make plant and
equipment available to the SPV, usually at predefined prices, times of delivery, and
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standards of performance. These contractual features are useful to shift the con-
struction risk from the SPV to the contractor (Blanc-Brude, Goldsmith, and Välilä,
2006). Purchasing agreements stipulated with raw material suppliers guarantee
input to the vehicle at predefined quantities, quality, and prices on a put-or-pay
basis, meaning that the supplier unconditionally guarantees the needed input or
pays liquidated damages to the vehicle. Selling agreements, often known as take-
or-pay or off-taking agreements, enable the SPV to sell part or all of its output to
a third party (offtaker) that commits to buy unconditionally, again at predefined
prices and for a given period of time. In this way, market risk is shifted to a third
party. Operation and maintenance (O&M) agreements are designed to provide
the SPV with efficient and effective plant maintenance, compliant with predefined
service-level agreements, so as to avoid operational risk to the SPV.

In most project finance transactions, project sponsors are also contractual coun-
terparties of the SPV. This is perfectly natural considering that the primary interest
of sponsors is to appropriate the highest share of cash flows generated by the
project. The combination of the shareholder role and contractual counterparty role
avoids opportunistic behavior of project sponsors and limits agency costs (Brealey,
Cooper, and Habib, 1996).

Exhibit 14.1 is also useful from the point of view of capital budgeting. Every
relation between the SPV and its counterparties generates cash inflows and out-
flows that contribute to the overall ability of the venture to repay operational costs,
debt service and dividend to sponsors.

Exhibit 14.2 shows the reinterpretation of Exhibit 14.1 from the point of view
of the cash flow dynamics. The upper part of the exhibit shows the financial
cash flows (debt service, annual premiums to insurance firms, and dividend and
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Exhibit 14.2 Cash Flow Dynamics in a Project Finance Deal
Note: This exhibit shows the key counterparties of the SPV and the cash flows generated by every
contract illustrated in Exhibit 14.1. The upper part shows the financial cash flows (debt service, annual
premiums to insurance firms, and dividend and subordinated loan debt service), the lower part shows
the cash flows related to the nonfinancial contracts. Most of the payments related to nonfinancial
contracts are predefined in the same contracts to limit cash flow volatility.
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subordinated loan debt service), while the lower part shows the cash flows related
to the nonfinancial contracts. Most of the payments related to nonfinancial contracts
are predefined in the same contracts to limit cash flow volatility.

RISK MANAGEMENT IN PROJECT FINANCE
Although risk management is a relevant responsibility of chief financial officers
(CFOs) and contributes to value creation in already existing corporations (Froot,
Sharfstein, and Stein, 1993; Minton and Schrand, 1999; Nocco and Stulz, 2006), its
importance becomes crucial in project finance. This is because the SPV manages
only one single investment. If this investment is excessively risky, creditors could
face situations where the cash flows produced by the new initiative are insufficient
to repay debt service.

Preliminary to any capital budgeting exercise, sponsors, banks, and respective
technical, legal, and financial advisers carry out a careful analysis of all the risks
the project will bear during its economic life. The key steps of this process are
(1) risk identification, (2) risk analysis, (3) risk transfer and allocation of risks to
the actors best suited to ensure coverage against these risks, and (4) residual risk
management.

Risk Identification and Risk Analysis

Regarding risk identification and risk analysis, sponsors and lenders try to carefully
map all the possible risks that could arise during the life of the project and to
evaluate the probability of occurrence and the severity of the risk (Gatti, Rigamonti,
and Senati, 2007; Borgonovo, Gatti, and Peccati, 2009). Such risks can arise either
during the construction phase when the project is unable to generate cash or during
the operating phase. A standard classification of risks (Gatti, 2007) is the following:
(1) precompletion risks, (2) postcompletion risks, and (3) risks found in both the
pre- and postcompletion phases.

The most common precompletion risks are poor activity planning, technology
risk, and construction risk (in the form of delayed completion, cost overruns,
or completion with performance deficiency). Postcompletion risks are associated
with the supply of inputs, the performance of the plant as compared to project
minimum performance standards, and the sale of the product or service. Risks
found in both the pre- and postcompletion phases involve financial risks (interest
rate risk, currency risk, and inflation risk), regulatory risks particularly related to
permits and authorizations, political and country risk (Hainz and Kleimeier, 2003),
and legal risk related to contract enforceability and creditor rights protection (Tung,
Xue, and Subramanian, 2008).

Risk Allocation and Residual Risk Management

Once the risks are mapped and analyzed, the risk management process defines the
strategies the SPV can use to mitigate the impact of risks on project cash flows.
Sponsors and lenders can opt for three different strategies: (1) transfer the risk by
allocating it to one of the key counterparties, (2) transfer the risk to professional
insurers, and (3) retain the risk.
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Risk transfer by means of nonfinancial contracts is the most commonly used
risk management strategy in project finance and is based on an intuitive principle.
Referring to Exhibits 14.1 and 14.2, the key contracts signed by the SPV (EPC,
supply, purchase, and O&M agreements) allocate rights and obligations to the
SPV itself and its respective counterparties. These contracts can be used as risk
mitigation techniques if the counterparty best able to control and manage the risk is
considered responsible for the effects of the respective risks on project cash flows. If
the risk occurs, some form of indemnification must be paid to the SPV. The relation
between the emergence of a loss for the SPV and the indemnification payment
due to the SPV incentivizes the counterparty to honor the original agreement to
avoid the negative effects created by the outcome of the risk in question. If a risky
outcome arises and is allocated (transferred) to a third party, this same party will
bear the cost of the risk without affecting the SPV or its lenders.

The second available option for risk management is risk insurance. This alter-
native must be used for risks that cannot be controlled and managed by any one
of the SPV counterparties. Insurers can cover the SPV risks in return for the pay-
ment of an insurance premium. These companies can do so because they manage
large risk portfolios where the joint probability of emergence of all the risks in the
portfolio at the same time is very low.

The final option to control the risk is to retain it and to try to limit its effects on
SPV operations by means of well-designed internal risk procedures. Risk retention
is a common practice in already existing corporations (Carter, Rogers, and Simkins,
2006). A firm can deliberately retain risks because it considers risk allocation to
third parties too expensive or the cost of insurance policies excessive compared
to the negative outcomes of that particular risk. Risk retention, as a residual risk
management policy, is more effective for existing corporations than for SPVs. This is
because in standard corporate finance settings, operational risk can be diversified
across the whole portfolio of real assets managed by an existing firm. Instead,
operational risk for an SPV is primarily idiosyncratic and confined to a single
project. For this reason, the unallocated portion of risk plays a key role in the credit
spread and debt-to-equity ratio setting (Corielli et al., 2010).

CAPITAL BUDGETING IN PROJECT FINANCE
Capital budgeting for project finance does not differ from the standard theory
of investment valuation. Indeed, the fact that the SPV contains only one single
project should, in principle, make project finance valuation easier than in standard
corporate finance settings (Gatti, 2007). The peculiar characteristics of the deal
require some adaptations to the general capital budgeting framework for already
existing firms.

The first difference is due to the fact that project finance involves long-term
investments with a clear-cut separation between the construction phase (where
no cash is generated) and the operational phase (where cash is produced and
no or minimum capital expenditures are made). Exhibit 14.3 shows the standard
behavior of project cash flows during the life of a project. The second adaptation that
must be made is including a larger set of criteria to evaluate the deal’s sustainability.
Since the SPV manages only one single project, the project is viable only if the cash
flows available for debt service during a certain year of the operational phase
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Exhibit 14.3 Cash Flow Behavior during the Project Life
Note: Exhibit 14.3 shows the typical behavior of project cash flows during the life of the SPV. Time is
on the horizontal axis and the cumulative value of the unlevered free cash flows is on the vertical axis.
Years from 0 to j are occupied by the construction phase where the project does not generate positive
cash flows. The first period ends with plant testing. Time from j to n is represented by the operations
phase during which the project produces the cash flows necessary to repay bank debt, subordinated
debt, and dividends to project sponsors. Year n marks the end of the project life (or the end of the
concession period in public-private partnership (PPP) programs).

are strictly higher than the payments due for principal and interest to creditors.
This condition is an example of the wide set of covenants included in the credit
agreement that must be fulfilled by the SPV (Smith and Warner, 1979; Rajan and
Winton, 1995).

Capital Budgeting during the Construction Phase

In Exhibit 14.3, the area going from time 0 to time j on the horizontal axis represents
the period in which the plant is under construction. In this phase, the project
absorbs cash in the form of down payments paid to the contractor for work in
progress. The SPV profit and loss account is empty, and payments made accrue
solely to the SPV’s balance sheet.

In terms of capital budgeting, the components of the total capital expenditures
incurred by the SPV (and for which sponsors and lenders must provide funding)
are the following: (1) cost of construction, (2) cost of purchasing the land where the
facility will be built, (3) owners’ costs, (4) development costs, (5) cost of insurance
policies during construction, (6) capitalized interest during construction, and (7)
value-added tax (VAT) when required by country regulations.

The cost of construction is estimated based on the price included in the EPC
contract that is typically set on a turnkey basis (fixed price) (Blanc-Brude et al.,
2006). The general contractor and the SPV agree on a predefined schedule of down
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payments that are due for work in progress certified by an independent technical
advisor. If the SPV does not hold ownership of the land where the project will be
built, this component must be added to the construction budget.

Owners’ costs are related to costs linked to project construction (for example,
the building of access roads to the plant) while development costs include the cost
of consulting fees paid in the initial phase of project feasibility study to the project
advisers. The cost of insurance is related to risk coverage during the construction
phase by means of insurance policies, as discussed in the previous section.

Capitalized interest must be accounted for in the construction phase of capital
budgeting. In fact, since the project cannot produce cash flows, lenders agree to be
paid in kind and generally allow the SPV to postpone the interest payments until
construction is completed. By doing so, the outstanding amount of loans at the end
of the construction period will be the sum of the original outstanding loans plus
all the accrued interest during construction.

During the first years of construction, the SPV pays the work in progress to the
contractor and these payments will be subject to VAT where applicable pursuant
to the existing tax code of the country. Because the project cannot collect payments
from customers during this phase of the project, it does not receive cash from VAT
on sales to offset the VAT paid to the contractor. For this reason, any VAT payments
that the SPV makes to suppliers are a credit toward the VAT authority and the SPV
has to finance these expenditures until the VAT office reimburses them or until
VAT credits are offset by VAT debts from invoices to SPV customers.

The following example illustrates these concepts. Suppose that a project of
$4 billion is financed with a debt-to-equity ratio of 1.0. The interest cost of the senior
facility is floating rate but swapped against a fixed interest rate of 5 percent. VAT
on agreed down payments during construction is 20 percent. VAT is financed with
a specially tailored VAT loan paying a floating rate swapped against a fixed interest
rate of 4 percent. The schedule of payments for construction work in progress is
20 percent at the end of years 0 and 1 and 30 percent at the end of years 2 and 3.

Exhibit 14.4 shows the capital budgeting cash flows for the construction phase.
Interest on the senior and VAT facilities has been capitalized until the end of the
construction phase, so that the outstanding amount subject to amortization during
the operational phase will be $2.134 billion and $843 million, respectively.

The capitalization has been done according to the following calculation:

CI =
3∑

t=0

Dt × (1 + i)(3−t)−
3∑

t=0

Dt (14.1)

where CI = the amount of capitalized interest; D = the facility drawdown during
period t; and i = the fixed interest rate.

Because the agreed debt-to-equity ratio is 1.0, the calculation must be iterated
until the sum of interest and principal over the amount of equity provided by
project sponsors is exactly 1.0 at the end of the construction period. This iteration
can be easily done by resorting to macros included in calculation spreadsheets
(Yescombe, 2002; Gatti, 2007).

The additional financial fees charged by creditors to the SPV in the form of
commitment fees provide a final component to this example. For every period t,
the undrawn portion of funds at the beginning of the period (that is, the difference
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Exhibit 14.4 An Example of Capital Budgeting during Construction

Project value 4000
Equity 50%
Senior debt 50%
VAT 20%
Interest senior 5%
Interest VAT 4%

Schedule of Work in Progress 0 1 2 3 Total Uses

Downpayments 20% 20% 30% 30%
Amount due 800 800 1200 1200 4000
VAT 160 160 240 240 800
Capitalized interest 176.68 176.68

0 1 2 3 Total Sources

Equity drawdowns 400 400 600 600 2000
Senior debt drawdowns 400 400 600 600 2134.05
VAT drawdowns 160 160 240 240 842.63
Capitalized interest senior 134.05
Capitalized interest VAT 42.63

Note: This exhibit shows an example of capital budgeting during construction. Elements of the capital
expenditures during construction are construction cost (project value) plus value-added tax (VAT) and
capitalized interest on senior and VAT loans. Interest is capitalized at the end of the construction period
and then amortized during the operational phase together with the original loan amounts.

between the total amount of funds and the used portion of the loans) is subject to
this fee proportional to the time length of period t. Commitment fees are capital-
ized until the end of the construction period and will be repaid according to the
amortization schedule designed for the senior and VAT facility.

Capital Budgeting during the Operational Phase

In Exhibit 14.3, the area going from time j to n (end of the economic life of the project
or end of the concession period in PPPs) represents the operational phase. During
this period, the project must be able to generate sufficient cash to repay operating
costs, debt service, and dividends to shareholders. The standard waterfall structure
of payments (Yescombe, 2002; Finnerty, 2007; Gatti, 2007) is the following (see
Exhibit 14.1):

1. Revenues from sales (frequently predefined under take-or-pay agreements).
2. Raw material costs (possibly predefined using put-or-pay agreements).
3. Operation and maintenance costs (preset by resorting to long-term O&M

agreements).
4. Costs for insurance policies.
5. Corporate taxes.
6. Changes in working capital.
7. Interest on senior, VAT, stand-by and working capital facilities.
8. Interest on subordinated loans.
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9. Principal repayment of senior, VAT, stand-by and working capital facilities.
10. Principal repayment of subordinated loans.
11. Provisions to debt reserve accounts.
12. Dividends to project sponsors.

The sum of items 1 to 6 returns the value of the unlevered free cash flows; the
difference between free cash flows and the sum of items 7 to 10 returns the value
of free cash flow to equity (FCFE).

Although most of the items do not require explanation, corporate taxes and
provisions to debt reserve accounts deserve some additional discussion. Unlike
corporate finance settings, in project finance capital budgeting, taxes are not cal-
culated on earnings before interest and taxes (EBIT), and the cost of debt is not
reduced by the effect of the tax shield on interest but on earnings before taxes
(EBT). As shown later, this is because sponsors are interested in calculating the
return on the deal using internal rate of return (IRR) calculated on FCFE. For this
reason, the computation of taxes requires using real taxes and not the fictitious
taxes calculated on EBIT (Gatti, 2007).

Banks require a provision to debt reserve accounts as one of the many covenants
included in the credit arrangement. The SPV must set aside part of the FCFE until
this cash reserve reaches a certain predefined amount, for example, four semesters
of debt service. After fulfilling this requirement, sponsors can freely sweep out
cash from the SPV.

Defining the Optimal Capital Structure

Gatti (2007) and Gatti et al. (2007) propose an iterative process to evaluate the
sustainability of a given capital structure in project finance deals and to detect
when a project finance deal goes bankrupt. The iteration process is presented in
Exhibit 14.5.

Exhibit 14.5 indicates a stepwise approach to defining the optimal capital struc-
ture and the criteria that must be met to complete the capital budgeting exercise.
Plain lines indicate a feedback iteration on the financial components of the deal
(revision of the debt-to-equity ratio) while dotted lines refer to feedback iterations
involving the components of the unlevered free cash flow: the construction costs,
the level of revenues and operating costs, and the variables influencing the change
in working capital items.

A proposed capital structure (in terms of the debt-to-equity ratio and subdi-
vision of debt into the different debt tranches) is used to generate the value of
cash flows during construction and during operations. The first criterion that must
be met is a satisfactory level of IRR for sponsors (Borgonovo et al., 2009; Esty,
2002).

M∑

t=0

Ct

(1 + IRRequity)t =
n∑

t=M

Dt

(1 + IRRequity)t (14.2)
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Exhibit 14.5 The Iteration Process for the Definition of the Optimal Capital Structure
Note: This exhibit shows the stepwise approach used in Gatti (2007) to determine the optimal capital
structure of a project finance loan. Continuous lines indicate feedback actions aimed at modifying the
proposed capital structure. Dotted lines represent feedback actions on the components of the unlevered
free cash flows and on the content of nonfinancial contracts.

where Ct = capital contribution in year t; M = last year of equity contribution
by sponsors; Dt = dividends received by the sponsors in year t; and IRRequity =
internal rate of return for the sponsors.

The term on the left side of the equation represents the discounted value of all
equity contributions; the right-hand side shows the present value of all dividends
collected by sponsors starting from year M. Naturally, if M = 0, there would only
be one equity payment at the startup of construction and the left term would be
simplified to C0. IRRequity for a project sponsor is acceptable only when it is higher
than its weighted average cost of capital (WACC) or a higher predefined threshold
rate (sometimes known as a hurdle rate).

Provided that the selected capital structure meets the expectations of sponsors
in terms of a minimum acceptable IRR, the second step of the iteration procedure
determines the profitability of the deal for lending banks. Although different mea-
sures of profitability can be envisaged for lenders (Gatti, 2007), the most intuitive
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is again the IRR:

M∑

t=0

Dt

(1 + IRRdebt)t =
M′∑

t=M

Kt + It

(1 + IRRdebt)t (14.3)

where Dt = drawdowns on funds in year t; M = last drawdown period on loans;
M’ = last payback period on funds; Kt = principal repayment in year t; It = interest
repayment in year t; and IRRdebt = IRR for lenders

Banks compare the IRRdebt with their weighted marginal cost of funding
(WMCF). In terms of interbank loans and equity capital absorption according
to the Basel Capital Accord principles:

WMCF = IR(1 − RW × 8%)(1 − t) + keRW(8%) (14.4)

where IR = interbank rate; RW = risk weight (based on a standardized approach
or calculated resorting to internal rating-based (IRB) systems); t = corporate tax
rate; ke = cost of bank equity; and 8% = minimum capital requirement coefficient
according to Basel II rules.

Cover Ratios

Standard corporate finance textbooks usually consider a project acceptable if it
guarantees an IRR higher than the cost of capital. Following the iterative procedure
of Exhibit 14.5, a project finance deal should be acceptable if the first two criteria
have been met. In practice, a third criterion must be met to consider a given capital
structure optimal for the project. Because banks and the SPV set a predefined
amortization schedule for the loans, the value of unlevered free cash flow must be
strictly higher than the debt service due to banks in every year of the operational
phase where the loans are still outstanding.

Consider the following example. Suppose that banks are granting a loan of
$1 billion to an SPV with repayment in five years based on a constant principal
repayment. The interest rate has been swapped from floating to fixed (10 percent).
Assume that this capital structure is considered optimal and has been used for
capital budgeting purposes. Exhibit 14.6 shows the cash flows for lending banks.

Exhibit 14.6 indicates that the IRR for lenders is 10 percent. If the banks have
set the interest rate based on their WMCF, the project should be acceptable to
the banks. The same IRR of 10 percent can be obtained with several completely
different repayment schedules. Exhibit 14.7 illustrates two alternatives: a bullet
repayment at the end of year 5 (with only interest payments during the period 1 to
5) and a payment-in-kind reimbursement at the end of year 5.

If banks base their decision to fund the project only on the basis of IRR, the
three choices would be equivalent. IRR does not capture the relation between the
cash available for debt service and the debt service itself. The problem is that IRR
does not consider one important aspect. If banks have agreed to receive a certain
debt service in year t, in that year the unlevered free cash flow must be sufficient
to cover this obligation of the SPV. Put differently, the IRR cannot capture the
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Exhibit 14.6 Amortization Schedule of the Loan

Years 0 1 2 3 4 5

% principal repaid 20% 20% 20% 20% 20%
Principal 200 200 200 200 200
Repaid capital 200 400 600 800 1000
Outstanding 1000 800 600 400 200 0
Interest 100 80 60 40 20
Debt service 300 280 260 240 220
Cash flows for banks −1000 300 280 260 240 220

IRR 10%

Note: This exhibit shows the amortization schedule of a $1 billion loan and the cash flows used to
calculate the IRR for lenders (as reported in the cash flows for banks row).

financial sustainability of a given capital structure and relative payment obligations
across time.

This is the reason that the third step of the iterative procedure in
Exhibit 14.5 requires calculating cover ratios. Cover ratios are financial covenants
that are common in structured finance transactions such as LBOs, acquisition
finance, and asset-backed securitization (Fitch Ratings, 2008). The two most used
cover ratios are (1) the debt service cover ratio (DSCR) (minimum and average),
and (2) the loan life cover ratio (LLCR).

For every year of the operations phase, DSCR indicates the ratio between the
unlevered free cash flow and the debt service in a given year t calculated as:

DSCR = UFCFt

(K + I)t
(14.5)

where UFCF = unlevered free cash flow for year t; K = payment on the principal
in year t; and I = interest payment in year t.

Banks require the DSCR to be higher than 1 in all years where the loan is not
repaid and the desired minimum level depends on the lenders’ risk-aversion. The
protection that lenders require in setting the minimum level of this cover ratio

Exhibit 14.7 Alternative Repayment Methods for Project Loans

Solution 1. Bullet Repayment
Years 0 1 2 3 4 5

Cash flows for banks −1000 100 100 100 100 1100

IRR 10%

Solution 2. Repayment in Kind
Years 0 1 2 3 4 5

Cash flows for banks −1000 0 0 0 0 1610.51

IRR 10%

Note: This exhibit shows different repayment alternatives for a $1 billion loan with the same IRR for
lenders of 10 percent, which is the same IRR as the loan in Exhibit 14.6.
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depends on the degree to which various cash flows are made less volatile (as
described in the earlier section on risk management). Projects in the transportation
and telecommunications sectors, where long-term off-take contracts cannot be
implemented, can generally only be financed with cover ratios in the range 1.5×
to 1.7×. By contrast, power projects with financially sound off-takers and long-
term take-or-pay agreements can be financed with required minimum DSCR in the
range 1.3× to 1.4×.

In addition to the minimum DSCR for every year of the operations phase,
lenders also require that the project is compliant with a minimum average DSCR
whose value is higher than the minimum DSCR:

AVDSCR =

n∑

t=1

UFCFt

Kt + It

n
(14.6)

where AVDSCR = average debt service cover ratio; and n = length of the loan
amortization plan (in number of years). Lenders also require an average DSCR be-
cause they prefer to see years where the annual DSCR is higher than the minimum
value instead of cases where in all years DSCR are stuck at the minimum level.
This occurs as a further consequence of lender risk-aversion.

Together with DSCR, the second financial covenant that must be satisfied to
consider a project acceptable is the LLCR. This is the ratio of the sum of the present
value of the unlevered free cash flows during the life of the loan plus the existing
debt reserve at time t and the outstanding debt (O) at time t or:

LLCR =

s+n∑

t=s

UFCFt

(1 + i)t + DR

Ot
(14.7)

where UFCF = unlevered free cash flow; i = cost of debt; DR = debt reserve
available at time t; and O = outstanding loan amount at time t. The numerator
of the ratio is the present value of all available cash for debt service during the
remaining life of the loan. The denominator is the amount still due to banks at
time t. When the numerator is higher than the denominator, the SPV can repay
the whole outstanding debt with the cash generated during the remaining loan
repayment period.

Banks require that the project meets a minimum value of LLCR throughout
the life of the loan. Once again, the level required depends on the volatility of cash
flows and, consequently, on the effectiveness of the risk management and allocation
process carried out during the feasibility study phase (discussed earlier).

Consider the following example. A $200 million project starts up at time t = 0.
The project is amortized at 20 percent per annum using the straight line method.
The project is financed with a senior facility of $100 million at a 5 percent fixed
rate, and the loan is amortized in constant principal repayments over five years.
The corporate tax rate is 50 percent. Based on sponsors’ projections, the project
will be able to generate constant earnings before interest, taxes, depreciation, and
amortization (EBITDA) of $75 million per year. Exhibit 14.8 shows the data for the
calculation of annual DSCR and LLCR at year t = 0.
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Exhibit 14.8 Calculation of Unlevered Free Cash Flows (UFCFs), Debt Service, and
Cover Ratios

PANEL A. Senior Facility Repayment Schedule
1 2 3 4 5 6 7

% repaid 20% 20% 20% 20% 20% 0% 0%
Principal repaid 20 20 20 20 20 0 0
Outstanding 100 80 60 40 20 0 0 0
Interest 5 4 3 2 1 0 0
Debt service 25 24 23 22 21 0 0

PANEL B. P&L of the SPV
1 2 3 4 5 6 7

EBITDA margin 75 75 75 75 75 75 75
Depreciation 20 20 20 20 20 0 0
(=) EBIT 55 55 55 55 55 75 75
(−) interests 5 4 3 2 1 0 0
(=) EBT 50 51 52 53 54 75 75
(−) taxes 25 25.5 26 26.5 27 0 0
(=) Net income 25 25.5 26 26.5 27 75 75

PANEL C. Statement of Cash Flows
1 2 3 4 5 6 7

EBITDA margin 75 75 75 75 75 75 75
(−) taxes 25 25.5 26 26.5 27 0 0
Change in working capital 0 0 0 0 0 0 0
Capex 0 0 0 0 0 0 0
Unlevered free cash flow 50 49.5 49 48.5 48 75 75
(−) debt service 25 24 23 22 21 0 0
(=) Free cash flow to sponsors 25 25.5 26 26.5 27 75 75

DSCR 2.00 2.06 2.13 2.20 2.29
Discounted UFCF during debt life 47.62 44.90 42.33 39.90 37.61

LLCR 2.1236

Note: This exhibit shows the data needed to calculate annual DSCRs (debt service cover ratios) and
the loan life cover ratio (LLCR) in the start-up year (t = 0). Panel A shows the amortization schedule
of the senior facility and the annual debt service. Panel B includes profit and loss (P&L) data. Panel C
summarizes the values of the unlevered free cash flows, debt service, and FCFE. The interest rate on
the loan is a fixed rate of 5 percent.

Free Cash Flow to Equity, Dividends, and the Dividend Trap

Referring again to Exhibit 14.5, the exhibit shows that sponsors evaluate the at-
tractiveness of a project finance deal in terms of IRRequity. Earlier, when discussing
capital budgeting during the operational phase, the chapter noted that project
sponsors can sweep out cash from the SPV only after the repayment of debt service
and, when required, provisions to debt reserve accounts.

Suppose now that provisions to debt reserve have already been fulfilled. In
this case, IRRequity should be calculated using FCFE in equation (14.2). However,
legislation in many countries states that shareholders cannot receive dividends if
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the firm closes the income statement with a loss and that dividends can be dis-
tributed only up to the maximum level represented by the value of the net income.
This situation is known as the “dividend trap” and is commonly encountered in
project finance deals.

Consider the following example. A $400 million project is amortized 40 percent
per year using the straight line method and financed with a senior facility of $250
million (interest rate 10 percent) and $150 million of equity provided by project
sponsors. The debt maturity is five years and the loan is amortized in five constant
principal repayments. Exhibit 14.9 shows the income statement and cash flows of
the project for the first three years of the operations phase.

Exhibit 14.9 Income Statement and Cash Flows Using a Simple Combination of Senior
Debt and Equity from Sponsors

Project value 400
Depreciation 20%
Accelerated 2
Debt 250
i 10%
Taxes 40%
Debt maturity (years) 5
Constant repayment yes

PANEL A: SPV Income Statement
1 2 3 4 5

EBITDA 80 80 80
Depreciation 160 160 80
EBIT −80 −80 0
Interests 25 20 15 10 5
Outstanding 250 200 150 100 50 0
EBT −105 −100 −15
Taxes 0 0 0
NI −105 −100 −15

PANEL B: SPV Statement of Cash Flows
1 2 3 4 5

EBIT −80 −80 0
Taxes 0 0 0
D&A 160 160 80
UFCF 80 80 80
Interests 25 20 15
Principal 50 50 50 50 50
FCFE 5 10 15
Dividend trap yes yes yes
Payout to sponsors 0 0 0

Note: This exhibit shows a typical case of the dividend trap. Panel A indicates the value of net income
for the first three years of project life. Panel B shows the free cash flows to equity (FCFE) in the same
period. The exhibit indicates that, although the project finance deal can generate positive FCFE, project
sponsors cannot sweep away cash because net income is negative. This effect, called the “dividend
trap,” is in action every time the value of depreciation on the profit and loss statement is higher than
the value of principal repayment in the statement of cash flows.
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Exhibit 14.9 indicates that in the first three years of operations the net income
is negative but FCFE is positive. In principle, project sponsors could count on
available cash after debt service. However, the net loss hampers the dividend
distribution. Hence, shareholders face a dividend trap. Intuitively, this situation
occurs every time the value of asset depreciation in the income statement is higher
than the value of principal repayment in the cash flow statement.

To maximize their payoff, shareholders tend to provide the SPV with subordi-
nated loans instead of pure equity. As subordinated creditors, they have the right
to receive payments before the dividend payment. Returning to the previous ex-
ample, suppose that shareholders provide funds to the SPV with a combination of
$140 million of pure equity and $10 million of subordinated debt (repaid in five
years with constant repayments of $2 million per year plus 15 percent interest).
Exhibit 14.10 shows the new scenario.

Although the dividend trap is still in action, project sponsors can now benefit
from the payment of interest and principal on the subordinated loan. Exhibit 14.10

Exhibit 14.10 Income Statement and Cash Flows Using a Combination of Senior Debt,
Subordinated Debt, and Equity from Sponsors

SPV Income Statement
1 2 3 4 5

EBITDA 80 80 80
Depreciation 160 160 80
EBIT −80 −80 0
Interests 25 20 15 10 5
Outstanding 250 200 150 100 50 0
Interests on subordinated loan 1.5 1.2 0.9 0.6 0.3
Outstanding subordinated loan 10 8 6 4 2 0
EBT −106.5 −101.2 −15.9
Taxes 0 0 0
NI −106.5 −101.2 −15.9

SPV Statement of Cash Flows
1 2 3 4 5

EBIT −80 −80 0
Taxes 0 0 0
Depreciation 160 160 80
UFCF 80 80 80
Interests 25 20 15
Interests on subordinated loan 1.5 1.2 0.9 0.6 0.3
Principal 50 50 50 50 50
Principal on subordinated loan 2 2 2 2 2
FCFE 1.5 6.8 12.1
Dividend trap yes yes yes
Payout sponsors 3.5 3.2 2.9

Note: This exhibit shows the same case as Exhibit 14.9 but with a different capital structure. Here,
shareholders provide a subordinated loan ($10 million) and pure equity ($140 million). The subordi-
nated loan is amortized in five annual constant principal payments. Although the dividend trap is
still in action, shareholders can sweep away part of the cash generated by the project in the form of
subordinated debt service.
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indicates that in the first three years, sponsors can get $3.3, $3.2, and $2.9 million,
respectively.

SUMMARY AND CONCLUSIONS
Project finance is the financing of a newly created SPV incorporated with the
unique purpose to design, build, manage, and finance a new project. The funding
needed for the new venture is provided by the SPV shareholders and by banks
in the form of no-recourse or limited recourse financing. Project finance has been
and still continues to be used for the financing of large, highly capital-intensive
initiatives in both industrialized and development economies.

The success of a project finance transaction depends on a careful mapping of
risks and on identifying the best strategies to manage risk. A peculiar characteristic
of project finance is that the complex network of contracts revolving around the
SPV can be used to allocate risks to the counterparties best able to manage and
control them. As a further mitigation of cash flow volatility, insurance policies and
derivatives can be used to cover risks that go beyond the capabilities of the available
counterparties or more common financial risks like interest rate, exchange rate, or
inflation risks.

From the point of view of capital budgeting theory and practice, project finance
makes the capital budgeting exercise easier than in standard corporate finance set-
tings due to the perfect coincidence between the SPV and a single initiative with
the finite economic life of the SPV. Yet, project finance is more complex because
complications arise due to the specific features of the deal. The stepwise approach
for the identification of the optimal capital structure and the joint consideration of
profitability criteria (IRRequity and IRRdebt) and cover ratios are peculiar to struc-
tured finance deals.

DISCUSSION QUESTIONS
1. Risk management is crucial in project finance transactions. Discuss how to use

the network of contracts set up by the SPV linking it to the different contractual
counterparties as an effective risk management tool.

2. From the point of view of project shareholders and lenders, deal sustainability
is evaluated with different criteria. Discuss similarities and differences between
the two categories of project stakeholders.

3. Cover ratios are financial covenants that creditors require as an element of credit
risk mitigation. Discuss if and how an effective risk management program can
influence the minimum level of cover ratios required by lenders.

4. When calculating IRRequity, project sponsors may be unable to use FCFE for the
calculation. Indicate why this is not always possible and how project sharehold-
ers can maximize their payoffs in these cases.
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INTRODUCTION
In one sense, risk can be considered a measure or a concern about the level of
certainty of expected future values. For example, if the possible future returns on a
security are 10 percent, 20 percent, –4 percent, and –8 percent, the expected value (or
mean) is 4.5 percent. However, if the analyst uses 4.5 percent as a prediction of the
future return on the security, the prediction is guaranteed to be incorrect because
such a return cannot actually occur given the four possibilities that exist. Measures
of risk, such as variance and standard deviation, provide a way of determining
how accurate the expected value is relative to what is believed to be possible in
the future. The larger the standard deviation or variance, the larger the dispersion
between what can actually happen in the future and what is predicted using
the mean.

Even those who avoid quantitative statistical measures understand that pre-
dicting the future involves risk simply because what is predicted may not actually
happen. Having this basic insight is what makes simulation analysis beneficial.
Risk can be incorporated easily into a financial model and simulation results can
frequently be illustrated in a visual manner. Simulation techniques and results can
be used to provide a better understanding of risk to those having quantitative or
nonquantitative backgrounds.

In finance, simulation is generally used to project cash flow in some man-
ner. The cash flow can be generated by a security or possibly by a firm’s oper-
ations. Regardless of the source of the cash flow, an initial model needs to exist
that identifies pertinent variables that are expected to generate the cash flow.
These variables can be assigned specific values to produce one possible cash flow
or set of cash flows, sometimes called a scenario. Alternatively, the variables can
be assigned probability distribution functions to produce a simulation in which
values are randomly chosen from the assigned probability distribution for each
variable in a given “trial” or “iteration” and then multiple trials/iterations are
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assessed to produce an overall probability distribution for the resulting cash flow or
cash flows.

An understanding of random number generation is not critical for using sim-
ulation techniques with the advent of simulation software, such as @RISK and
Crystal Ball that link into Excel spreadsheets (see Sugiyama, 2008, for reviews
of software packages; Carraway and Jenkins, 2008, provide a tutorial for Crystal
Ball). However, a basic understanding of random number generation is helpful,
if only to assess current and future Monte Carlo software packages. Basically, the
key attribute of any Monte Carlo software package is the ability to randomly select
a number between zero and one with all possible outcomes being equally likely.
(The appendix provides a demonstration of how such random number generation
can be programmed into Excel.) In theory, there are an infinite number of possible
outcomes between zero and one. Pragmatically, this requires making some as-
sumption to segment the interval into a finite number of possibilities. The number
of possible outcomes is “N” of which each is equally likely, i.e., each outcome has
a probability of 1/N. Next, a means of randomly selecting an outcome is needed.
This is the aspect of random number generation for judging Monte Carlo software
packages. The analyst should know how “random” the random number genera-
tion technique is within the software package. Poor techniques generate trends or
biases toward particular outcomes, which in turn bias the simulation.

Assuming a software package has an adequate process to randomly select
a number between zero and one, any probability distribution can be simulated.
To produce a random number from a particular probability distribution requires
knowing the associated cumulative distribution function, which can only have a
value between zero and one. By randomly selecting a value between zero and one,
the cumulative distribution function can be set to the randomly selected value and
then inverted to produce an outcome from the associated probability distribution
function. Because the selected value between zero and one is randomly generated,
the associated probability distribution outcome (via the inversion of the cumulative
distribution function) is also randomly generated.

Arnold and Henry (2003) provide an example of a simulation for a stock
price that takes advantage of this inversion technique. More advanced methods
are available from Glasserman (2004) and methods for applying the technique
for different probability distribution functions are available from Evans, Hastings,
and Peacock (2000). Although this chapter sets the application of Monte Carlo
simulation in a corporate setting, the connection to what is currently called financial
engineering is not distant by any means. Thus, the reader is encouraged to take
advantage of resources available from the area of financial engineering such as
Brigo, Dalessandro, Neugebauer, and Triki (2007).

This chapter focuses on applying Monte Carlo simulation techniques to
projects in a corporate setting. The associated cash flows for the project are mod-
eled based on specific inputs that affect the project cash flows. Once modeled, the
inputs are assigned probability distribution functions from which outcomes are
randomly selected to produce randomly generated project cash flows. The process
is more dynamic than evaluating individual scenarios for project cash flows, but
is similar to scenario analysis (and sensitivity analysis) in that each trial within the
simulation is an example of a scenario. The benefit of Monte Carlo simulation is
that many scenarios/trials can be assessed to produce a probability distribution
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for all of the project cash flows. For this reason, Monte Carlo simulation can be
considered a “scaled up” version of scenario analysis.

The chapter introduces a basic pro forma cash flow model and then applies
various probability distributions to different variables within the model using
a simulation software package called @RISK. A trial version of the software is
available for download at www.palisade.com/trials.asp. @RISK is Excel “add-in
software” that allows for simulation of pro forma financial statements created
in Excel. In the initial simulation, all variables are considered independent. In a
second simulation, correlations are introduced between certain variables, meaning
that the input variables will exhibit some dependence on each other.

After performing these initial simulations, “compact” pro forma models are
introduced that readily accommodate Monte Carlo simulation software because
such models have easily integrated inputs that need only be set once. Compact
models offer many possibilities for Monte Carlo simulation, but have the disad-
vantage of not being able to view the individual project cash flows that may be of
some importance.

INITIAL STATIC MODEL
Before any simulation can be attempted, an initial static model (a pro forma model
in this case) is necessary that is internally consistent and based on the best infor-
mation possible about future cash flows. In corporate applications, the model is
usually a pro forma model based on financial statements and programmed in Excel.
From this initial model, decisions are made about how model inputs may follow
different probability distributions. After such decisions have been made, simula-
tion can be performed to determine how different future scenarios emerge based
on the probability distributions of the different inputs. The different scenarios are
then summarized to reflect an overall distribution of future outcomes.

An example helps to visualize the process of Monte Carlo simulation. Suppose
a firm is considering a five-year project in which an existing product is introduced
into a new market. Because the project involves an existing product, portions of
the cost structure are well understood. The initial cost to enter the new market
is $3.1 million (this is also the depreciable basis) and will require an initial in-
crease in current assets and liabilities of $500,000 and $340,000, respectively. The
market currently has a volume of 1.2 million units, which is expected to grow
3 percent annually over the next five years. Analysts believe that the firm can cap-
ture 13.5 percent of the market over the next five years. Exhibit 15.1 displays these
assumptions and other assumptions as well.

These inputs produce the following pro forma statement where cash flow is de-
fined as: [net income + depreciation – additional net working capital]. Exhibit 15.2
displays the pro forma analysis.

As noted at the bottom of Exhibit 15.2, the pro forma analysis produces an
expected net present value (NPV) of $235,250. This is typical of an NPV anal-
ysis in which expected values for the project inputs are used to produce an
expected NPV.

However, the analysis does not consider what happens should the expected
values not actually occur. In other words, each of these inputs has a certain amount
of risk in that expected values are not guaranteed to actually happen in the future.
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Exhibit 15.1 Parameters for Initial Pro Forma Analysis of a Five-year Project

Year 0 Year 1 Year 2

Initial cost $3,100,000
Salvage value
Initial current assets $500,000
Initial current liabilities $340,000
Current assets per revenues 6.0% 6.0%
Current liabilities per revenues 4.0% 4.0%
Market growth* 3.0% 3.0%
Market share 13.5% 13.5%
Unit selling price $51 $51
Unit variable cost $44 $44
Other fixed costs $200,000 $200,000

Year 3 Year 4 Year 5

Initial cost
Salvage value $80,000
Initial current assets
Initial current liabilities
Current assets per revenues 5.0% 5.0% 0.0%
Current liabilities per revenues 3.0% 3.0% 0.0%
Market growth* 3.0% 3.0% 3.0%
Market share 13.5% 13.5% 13.5%
Unit selling price $51 $51 $51
Unit variable cost $44 $44 $44
Other fixed costs $200,000 $200,000 $200,000

This exhibit shows the initial assumptions for the variables used to generate a pro forma analysis to
determine the cash flows for calculating NPV.
*In Year 0, the market size is 1,200,000 units.

Monte Carlo simulation allows each input variable to have risk embedded through
the selection of a probability distribution function. In the initial simulation, each
input variable is assumed to be independent. By performing the simulation, the
decision maker receives a much clearer representation of the possible future cash
flows of the project.

INITIAL SIMULATION AND ANALYSIS
In practice, after creating a static pro forma analysis such as the analysis shown
in Exhibits 15.1 and 15.2, the analyst then identifies and models uncertainty into
the model inputs. Generally, the analyst conducts a sensitivity analysis varying
individual model inputs to see how sensitive the output is to changes in inputs.
This exercise provides a general sense as to how sensitive NPV is to changes
in individual model inputs. Additionally, the analyst could conduct a scenario
analysis.

Scenario analysis would involve sets of model inputs that are part of specific
scenarios such as the best case, worst case, and most likely case. This allows the



Exhibit 15.2 Initial Pro Forma Analysis of a Five-year Project Based on Inputs from
Exhibit 15.1

Year 0: Year 1: Year 2:

Market Units: 1,236,000a 1,273,080
Market Share of Market Units: 166,860b 171,022
Income Statement:
Initial Cost: ($3,100,000)
Salvage Value:
Revenue: $8,509,860c $8,765,156
Variable Cost: $7,341,840d $7,562,095
Depreciation: $620,000e $620,000
Other Fixed Costs: $200,000f $200,000

Earnings Before Taxes: $348,020 $383,061
Tax (35%): $121,807 $134,071

Net Income: $226,213 $248,989
Working Capital:
Current Assets: $500,000g $510,592h $525,909
Current Liabilities: $300,000i $340,394 j $350,606

Net Working Capital: $200,000 $170,197 $175,303
Cash Flow: ($3,260,000) $836,016 $863,883

Year 3: Year 4: Year 5:

Market Units: 1,311,272 1,350,611 1,391,129
Market Share of Market Units: 177,022 182,332 187,802
Income Statement:
Initial Cost:
Salvage Value: $80,000k

Revenue: $9,028,110 $9,298,954 $9,577,922
Variable Cost: $7,788,958 $8,022,627 $8,263,306
Depreciation: $620,000 $620,000 $620,000
Other Fixed Costs: $200,000 $200,000 $200,000

Earnings Before Taxes: $419,152 $456,327 $574,617
Tax (35%): $146,703 $159,714 $201,116

Net Income: $272,449 $296,613 $373,501
Working Capital:
Current Assets: $451,406 $464,948 $0
Current Liabilities: $270,843 $278,969 $0

Net Working Capital: $180,562 $185,979 $0
Cash Flow: $887,190 $911,196 $1,179,480

aIn Year 0, the market size is 1,200,000 units which grows each year at the prescribed rate in Figure 1.
bEquals the portion of the market captured by the firm as prescribed in Figure 1.
cEquals Unit Selling Price prescribed in Figure 1 multiplied by the Market Share of Market Units.
dEquals Unit Variable Cost prescribed in Figure 1 multiplied by the Market Share of Market Units.
eFive year straight-line depreciation on a base of $3,100,000.
fOther Fixed Costs as prescribed in Figure 1.
gInitial Current Assets prescribed in Figure 1.
hEquals Current Assets per Revenues prescribed in Figure 1 multiplied by Revenues.
iInitial Current Liabilities prescribed in Figure 1.
kEquals Current Liabilities per revenues prescribed in Figure 1 multiplied by Revenues.
kSalvage Value as prescribed in Figure 1.
Other information: the weighted average cost of capital is 10.0%, which produces a Net Present Value
(NPV) of $235,250.
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user to see a limited distribution of NPVs in order to assess the uncertainty of the
NPV itself. However, the analysis is limited to the number of scenarios performed.
To increase the number of scenarios assessed, the next level of analysis is to perform
a Monte Carlo simulation.

Assuming the availability of a well-defined model, performing the simulation
analysis requires defining the uncertainty within the model inputs with individual
probability distribution functions. In this case, the output of interest is the NPV,
which is then recalculated thousands of times by randomly drawing model input
variables from the respective probability distributions and recalculating NPV. Once
complete, the simulation provides a range and probability of all possible outcomes
for NPV, that is, a probability distribution for NPV. This probability distribution
for NPV provides the decision maker with more information than is available in a
simple scenario analysis to make a better decision.

For the model in Exhibits 15.1 and 15.2, the following distributions are defined
for specific model inputs:

� Salvage value is uniformly distributed with a minimum value of $10,000
and a maximum value of $150,000. This is a single input being allowed to
vary. In a uniform distribution, the expected value is equal to (minimum +
maximum)/2.

� Market growth is a triangular distribution with a minimum value of zero,
a “most likely” value of 3.0 percent, and a maximum value of 6.0 percent
every year. This allows five inputs to vary. In a triangular distribution, the
expected value is equal to (minimum + most likely + maximum)/3.

� Market share is uniformly distributed with a minimum value of 12.0 percent
and a maximum value of 15.0 percent every year. This allows five inputs to
vary.

� Unit selling price is a triangular distribution with a minimum value of $47,
a “most likely” value of $51, and a maximum value of $55 every year. This
allows five inputs to vary.

� Unit variable cost is a triangular distribution with a minimum value of $47,
a “most likely” value of $51, and a maximum value of $55 every year. This
allows five inputs to vary.

� Other fixed costs are uniformly distributed with a minimum value of $150,000
and a maximum value of $250,000 every year. This allows five inputs to vary.

Additional model inputs can be allowed to vary (currently, 26 inputs are al-
lowed to vary), at the discretion of the user. The analyst should be careful of the
temptation to vary all of the inputs because some inputs may be static due to
contracted prices or hedged prices. Ultimately, the analysis is only as good as the
care taken in selecting how inputs should or should not vary. Needless complexity
only hinders interpretation and generally leads to poor decisions.

As shown in Exhibits 15.3 and 15.4, @RISK produces the following output
given the model and the varying inputs defined above. This output corresponds to
a simulation of 1,000 iterations. An iteration or trial is generated by a random draw
from each of the defined distributions set into the pro forma analysis.

When viewing the @RISK output, the focus of the simulation is the NPV of the
project. After running 1,000 iterations within the simulation, a probability distri-
bution is generated for the NPV of the project. The NPV distribution is influenced
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by the 26 variables within the pro forma analysis that were designated to follow
specific probability distribution functions.

Reading the output allows the user to determine approximately the probability
of the NPV being negative. As Panel B of Exhibit 15.3 shows, the probability of
negative NPV is between 30 percent and 35 percent. Further, a regression analysis
with NPV as the dependent variable and the 26 user-defined random variables as
the independent variables determines which of the independent variables most
influences the NPV. As Panel C of Exhibit 15.3 shows, selling price and variable
cost have the strongest effect on NPV with the impact being more important as the
variable is closer in time to the present.

Exhibit 15.4 provides similar information in a visual form displaying the prob-
ability distribution, the cumulative probability distribution function, and a tornado
diagram. The tornado diagram is based on the regression of NPV against the 26
input variable distributions mentioned in the previous paragraph and displays
the coefficients of the regression to demonstrate the relative influence of the input
variables (Eschenbach, 2006).

Having completed the first simulation, the user must determine if all of the
informational needs have been satisfied and if additional structure should be im-
posed on the simulation making a second simulation necessary. For example, are
variable costs dictated by the supplier and cannot be passed on to the consumer
in the form of a higher price due to fierce competition? If higher variable costs
can be passed on to the consumer, then variable costs should not be permitted to
exceed the selling price, which is a possibility in the above simulation. More than
likely, some variable costs can be passed on to the consumer, but not all of the
cost. Consequently, variable cost and the selling price are most likely positively
correlated.

Although attempting to have correlation implemented in the initial simulation
is possible, often a more fruitful approach is to produce the simulation without
correlation initially. Because correlation is subjective in this venue, debating over
such specifications is generally more beneficial when the analyst has a simulation in
hand to prevent spurious arguments. For example, if the belief is that correlation
emerges later in the model, the tornado diagram in Exhibit 15.4 demonstrates

Exhibit 15.3 @RISK Numerical Output for Five-year Project

Panel A. Simulation Summary

Simulation Summary Information

Workbook name simulation.xlsx
Number of simulations 1
Number of iterations 10000
Number of inputs 26
Number of outputs 2
Sampling type Monte Carlo
Simulation start time 2/1/10 10:31:43
Simulation duration 00:00:05
Random # generator Mersenne Twister
Random seed 2053689167
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Exhibit 15.3 (Continued)

Panel B. Probability Distribution of NPV

Summary Statistics for NPV

Statistics Percentile

Minimum $(1,365,928) 5 $(521,837)
Maximum $2,044,706 10 $(352,379)
Mean $242,204 15 $(242,405)
Std Dev $463,521 20 $(148,992)
Variance 2.14851E+11 25 $(74,798)
Skewness 0.022898629 30 $(7,223)
Kurtosis 2.907020075 35 $58,336
Median $244,537 40 $123,266
Mode $249,598 45 $182,630
Left X $(521,837) 50 $244,537
Left P 5% 55 $302,327
Right X $1,002,354 60 $361,737
Right P 95% 65 $418,976
Diff X $1,524,191 70 $480,372
Diff P 90% 75 $555,434
#Errors 0 80 $634,726
Filter Min Off 85 $728,931
Filter Max Off 90 $845,167
#Filtered 0 95 $1,002,354

Panel C. Regression to Determine Most Influential Variables

Regression and Rank Information for NPV

Rank Name Regr Corr

1 Variable cost per unit (Triangular)/1 −0.350 −0.335
2 Selling price per unit (Triangular)/1 0.347 0.324
3 Variable cost per unit (Triangular)/2 −0.325 −0.307
4 Selling price per unit (Triangular)/2 0.324 0.318
5 Variable cost per unit (Triangular)/3 −0.307 −0.295
6 Selling price per unit (Triangular)/3 0.304 0.287
7 Selling price per unit (Triangular)/4 0.285 0.286
8 Variable cost per unit (Triangular)/4 −0.283 −0.271
9 Selling price per unit (Triangular)/5 0.268 0.271

10 Variable cost per unit (Triangular)/5 −0.267 −0.274
11 Market share (Uniform)/1 0.094 0.110
12 Market share (Uniform)/2 0.088 0.083
13 Market share (Uniform)/3 0.081 0.081
14 Market share (Uniform)/4 0.077 0.076

This exhibit shows the numerical output generated for Monte Carlo simulation analysis from @RISK
based on the pro forma analysis in Exhibit 15.2
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Note: This exhibit provides the visual output generated for a Monte Carlo simulation analysis from
@RISK based on the pro forma analysis in Exhibit 15.2.
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that variables that occur later in time have much less influence. Consequently,
trying to find the best parameterization of correlation in this instance is most likely
unnecessary. However, variables that have an effect in the immediate future are
worth the effort in trying to have the most appropriate modeling of correlation.

SIMULATION WITH CORRELATED INPUTS
How does correlation affect the distribution of NPV? In a second simulation, the
selling price and the variable cost within a given year are set to have a correlation
of 0.50. Exhibits 15.5 and 15.6 display the @RISK output.

The selling price and variable costs are set to have a correlation of 0.50. All
other variables are independent of each other.

Correlation does have an effect on the NPV distribution. Looking at Panel
B of Exhibit 15.5, the probability of the NPV being negative has lowered from
between 30 percent and 35 percent to being between 20 percent and 25 percent.
The correlation adjustment narrows the distribution (compare the minimum and
maximum values in Panel B of Exhibit 15.5 versus Panel B in Exhibit 15.3) and
provides a better analysis. However, further review of the model may be necessary.
More simulation may be necessary as the user “fine tunes” the analysis to develop
a better prediction of what may actually occur in the future.

Fine tuning does not necessarily result in the dispersion of the NPV outcomes
becoming narrower. In fact, the dispersion can widen depending on how the model
inputs are designed to interact. The goal is to develop a better understanding of
the risk of the project by being able to assess the frequency of the multiple possible
outcomes. This should not be confused with changing parameter values to narrow
the dispersion of NPV outcomes in an attempt to eliminate risk with the false
reason of making the forecasted distribution more accurate. Simulation is not
about risk mitigation, but about the most accurate realization of what risk exists.
Upon accomplishing a realization of the risk inherent in a project, measures for
risk mitigation can then be pursued.

The next section introduces “compact” pro forma models that are more parsi-
monious with Monte Carlo simulation software because the models require fewer
input variables. As mentioned earlier in the chapter, these models do not allow the
user to view the pro forma statements for the projected time period, but allow for
very quick analysis.

COMPACT PRO FORMA MODELS
A compact pro forma model is a model using growth annuity and growth perpetuity
equations to find the discounted sum of all future cash flows. Arnold and James
(2000) introduce the model as a firm value calculator that can be programmed in
Excel (also see Arnold, North, and Wiggins, 2005, and Arnold and North, 2009).
The pro forma analysis is assumed to be “sales driven” in that a number of the
cash flow components are taken as a percentage of the sales figure. Following the
Arnold and North version of the compact model, in which cash flows run into
perpetuity after a finite period of exceptional growth, assume sales are currently
$10,000 and are expected to grow at 49 percent annually for five years and then at
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7 percent annually thereafter. The discounted value of all future sales is the sum of
a growth annuity and a growth perpetuity. Assuming a discount rate of 20 percent,
the discounted sales are worth $343,181.82:

= [$10,000(1.49)/(0.20 − 0.49)] [1 − (1.49)5/(1.20)5] +
[$10,000(1.49)5(1.07)]/[(1.20)5(0.20 − 0.07)]

= $100,260.55 + $242,921.27

Exhibit 15.5 @RISK Numerical Output for Five-year Project with Correlation

Panel A. Simulation Summary

Simulation Summary Information

Workbook name simulation_w_ correlation.xlsx
Number of simulations 1
Number of iterations 10000
Number of inputs 26
Number of outputs 2
Sampling type Monte Carlo
Simulation start time 3/15/10 15:03:44
Simulation duration 00:00:09
Random # generator Mersenne Twister
Random seed 1652631541

Panel B. Probability Distribution of NPV

Summary Statistics for NPV

Statistics Percentile

Minimum $(942,970) 5 $(313,964)
Maximum $1,749,476 10 $(200,702)
Mean $231,051 15 $(117,573)
Std Dev $338,571 20 $(54,665)
Variance 1.1463E+11 25 $212
Skewness 0.081753178 30 $50,658
Kurtosis 3.008766179 35 $98,962
Median $224,013 40 $140,926
Mode $188,915 45 $185,412
Left X $(313,964) 50 $224,013
Left P 5% 55 $266,492
Right X $798,904 60 $309,236
Right P 95% 65 $357,373
Diff X $1,112,868 70 $405,608
Diff P 90% 75 $458,924
#Errors 0 80 $515,559
Filter Min Off 85 $580,024
Filter Max Off 90 $671,313
#Filtered 0 95 $798,904
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Exhibit 15.5 (Continued)

Panel C. Regression to Determine Most Influential Variables

Regression and Rank Information for NPV

Rank Name Regr Corr

1 Variable cost per unit (Triangular)/1 −0.474 −0.221
2 Selling price per unit (Triangular)/1 0.473 0.239
3 Selling price per unit (Triangular)/2 0.445 0.227
4 Variable cost per unit (Triangular)/2 −0.445 −0.217
5 Selling price per unit (Triangular)/3 0.420 0.208
6 Variable cost per unit (Triangular)/3 −0.419 −0.213
7 Selling price per unit (Triangular)/4 0.392 0.189
8 Variable cost per unit (Triangular)/4 −0.388 −0.192
9 Variable cost per unit (Triangular)/5 −0.371 −0.206
10 Selling price per unit (Triangular)/5 0.365 0.150
11 Market share (Uniform)/1 0.128 0.124
12 Market share (Uniform)/2 0.121 0.106
13 Market share (Uniform)/3 0.111 0.119
14 Market share (Uniform)/4 0.106 0.111

This exhibit provides the numerical output generated for a Monte Carlo simulation analysis from @RISK
based on the pro forma analysis in Exhibit 15.2 with correlation between selling price and variable cost.
Selling price and variable cost are set to have a correlation of 0.50. All other variables are independent
of each other.

In viewing Equation 15.2, split the sum into two values: sales-annuity (=
$100,260.55) and sales-perpetuity (= $242,921.27). Each of the sales values will be
adjusted in a different manner to produce the summed discounted cash flows.

Define the cash flow as:

(Sales − Operating Expenses)(1 − Tax rate) + Depreciation(Tax rate) −
(Change in Current Assets − Change in Current Liabilities) −
Change in Fixed Assets (15.1)

Operating expenses, current assets, current liabilities, and fixed assets will
grow proportionately with sales (i.e., these accounts will grow at the same rate
as sales). Consequently, the discounted value of accounts are simply taken as
a percentage of the discounted value of sales: Operating expenses are 56 percent of
sales, current assets are 15 percent of sales, current liabilities are 10 percent of sales,
and fixed assets are 135 percent of sales. Applying the appropriate proportion of
sales for operating expenses, the sum of all discounted operation expenses is

$192,181.82. = 0.56($343,181.82)

However, the cash flow calculation requires the change in current assets,
fixed assets, and current liabilities. To allow for such an adjustment, the discount
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Exhibit 15.6 @RISK Visual Output for Five-year Project with Correlation. Panel A: Dia-
gram of the NPV Distribution (See Exhibit 15.5 Panel B); Panel B: Cumulative NPV Distri-
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Note: This exhibit presents the visual output generated for a Monte Carlo simulation analysis from
@RISK based on the pro forma analysis in Exhibit 15.2 with correlation between selling price and
variable cost.
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value for the sales-annuity portion needs to be multiplied by (1 – 1/(1 + annuity
growth rate)) :

0.3288591 = 1 − [1/(1.49)]

The associated adjustment for the sales-perpetuity portion is (1 – 1/(1 + per-
petuity growth rate)):

0.0654206 = 1 − [1/(1.20)]

Consequently, the sum of the discounted change in current assets is $7,329.55.

= 0.3288591($100,260.55)0.15 + 0.0654206($242,921.27)0.15

The sum of the discounted change in fixed assets is $65,965.91. Note: This
calculation was computed with greater precision than displayed in the equation
below).

= 0.3288591($100,260.55)1.35 + 0.0654206($242,921.27)1.35

The sum of the discounted change in current liabilities is $4,886.36.

= 0.3288591($100,260.55)0.10 + 0.0654206($242,921.27)0.10

The remaining component of cash flow to be computed is depreciation, which
will be straight-line for 33 years and is based on the average of the fixed assets.
To adjust the sales-annuity to find the discounted sum of the average sales, the
sales-annuity needs to be multiplied by [1 + 1/(1 + annuity growth rate)]/2:

0.8355705 = [1 + 1/(1.49)]/2

The associated adjustment for the sales-perpetuity is [1 + 1/(1 + perpetuity
growth rate)]/2:

0.9672897 = [1 + 1/(1.20)]/2

Using these adjustments, the discounted sum of the depreciation is $13,039.77.

= 0.8355705($100,260.55)(1.35)/33) +
0.9672897($242,921.27)(1.35)/33

Assuming a tax rate of 52.50 percent, the sum of the discounted cash flows
is $10,161.79. Note: This calculation was computed with greater precision than
displayed in the equation below.

= ($343,181.82 − $192,181.82)(1.525) + ($13,039.77)(0.525)

−($7,329.55 − $4,886.36) − $65,965.91
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Leaving the math aside, the compact pro forma model has eleven inputs:
initial sales ($10,000.00), initial sales growth (49 percent), length of initial sales
growth (5 years), perpetual sales growth (7 percent), discount rate (20 percent),
operating expenses per sales (56 percent), current assets per sales (15 percent),
current liabilities per sales (10 percent), fixed assets per sales (135 percent), number
of depreciation periods (33), and the tax rate (52.50 percent). The compact pro forma
model requires very little, but more complex, programming when compared to
the traditional pro forma model. Exhibit 15.7 displays the Excel commands for
executing the compact pro forma model.

Exhibit 15.7 Compact Pro Forma Model in Excel

A B

1 Initial sales $10,000.00
2 Initial sales growth 49.00%
3 Length of initial growth 5
4 Perpetual sales growth 7.00%
5 Discount rate 20.00%
6 Operating expenses per sales 56.00%
7 Current assets per sales 15.00%
8 Current liabilities per sales 10.00%
9 Fixed assets per sales 135.00%

10 Straight-line depreciation periods 33
11 Tax rate 52.50%
12
13 Sales-annuity $100,260.55
14 Difference adjustment 0.3288591
15 Average adjustment 0.8355705
16 Sales-perpetuity $242,921.27
17 Difference adjustment 0.0654206
18 Average adjustment 0.9672897
19
20 (Sales – Operating expenses)*(1 – Tax rate) $71,725.00
21 Depreciation(Tax rate) $6,845.88
22 Change in current assets – Change in current liabilities $2,443.18
23 Change in fixed assets $65,695.91
24 Sum of discounted cash flows $10,161.79

Cell Formulas
B13: = B1 * (1 + B2)/(B5 − B2) * (1 − ((1 + B2)/(1 + B5))ˆB3)
B14: = 1 − 1/(1 + B2)
B15: = (1 + 1/(1 + B2))/2
B16: = B1 * ((1 + B2)/(1 + B5))ˆB3 * (1 + B4)/(B5 − B4)
B17: = 1 − 1/(1 + B4)
B18: = (1 + 1/(1 + B4))/2
B20: = (B13 + B16) * (1 − B6) * (1 − B11)
B21: = (B13 * B15 + B16 * B18) * B9 * B11/B10
B22: = (B13 * B14 + B16 * B17) * (B7 − B8)
B23: = (B13 * B14 + B16 * B17) * B9
B24: = B20 + B21 − B22 − B23
This exhibit presents the Excel commands for producing a compact pro forma analysis that continues
into perpetuity.
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Exhibit 15.8 Compact Pro Forma Model in Excel (Annuity Only Version)

A B

1 Initial sales $10,000.00
2 Sales growth 49.00%
3 Length of project 5
4 Discount rate 20.00%
5 Operating expenses per sales 56.00%
6 Current assets per sales 15.00%
7 Current liabilities per sales 10.00%
8 Fixed assets per sales 135.00%
9 Straight-line depreciation periods 33

10 Tax rate 52.50%
11
12 Sales-annuity $100,260.55
13 Difference adjustment 0.3288591
14 Average adjustment 0.8355705
15
16 (Sales – Operating expenses)(1 – Tax rate) $20,954.46
17 Depreciation(Tax rate) $1,799.25
18 Change in current assets – Change in current liabilities $1,648.58
19 Change in fixed assets $44,511.65
20 Sum of DCFs −$23,406.52

Cell Formulas
B12: = B1 * (1 + B2)/(B4 − B2) * (1 − ((1 + B2)/(1 + B5))ˆB3)
B13: = 1 − 1/(1 + B2)
B14: = (1 + 1/(1 + B2))/2
B16: = B12 * (1 – B5) * (1 − B10)
B17: = B12 * B14 * B8 * B10/B9
B18: = B12 * B13 * (B6 – B7)
B19: = B12 * B13 * B8
B20: = B16 + B17 − B18 − B19
This exhibit shows the Excel commands for producing a compact pro forma analysis for a finite number
of periods.

The benefit of the compact pro forma model is that all of the 11 input cells can
be defined by a probability distribution to generate a Monte Carlo simulation. In
a traditional pro forma analysis, many of the 11 input variables would have to be
set to a probability distribution function for each individual year until reaching a
terminal value. The compact pro forma model becomes even smaller if the cash
flows belong to a project with a finite life. In this case, all of the perpetuity calcula-
tions can be eliminated. In the current example, let the cash flows be for a five-year
project with sales growing at 49 percent annually. Exhibit 15.8 shows the resulting
sum of discounted cash flows is –$23,406.52 due to the extensive investment in
fixed assets.

Applying a Monte Carlo simulation to the compact pro forma model is much
easier than the traditional pro forma model because by design the compact pro
forma model has one set of input parameters that apply for all cash flows. Techni-
cally, the traditional model can be collapsed into one set of inputs, but would still
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require programming of all of the periodic cash flows associated with the project.
What should not be overlooked is the ability of the compact pro forma model to
allow the finite length of the first set of cash flows to be modeled with a probability
distribution. Such modeling is not pragmatically possible within the traditional
pro forma framework and allows for a more robust Monte Carlo analysis because
the length of the project is a substantial element of its risk.

Another benefit of the compact pro forma model is the algorithmic manner
in which the sum of the discounted cash flows is calculated. Arnold and North
(2008) take advantage of this algorithmic scheme to calculate duration measures
for project cash flows based not only on the discount rate (such as bond duration
measures; also see Barney and Danielson, 2004, and Finch and Payne, 1996) but
also based on growth rates from different model inputs. The duration measure
provides a sensitivity analysis for the project because higher duration indicates
the magnitude of how a change in a particular input affects the overall discounted
sum of cash flows (i.e., the value generated by the project). Project inputs with the
highest duration measures are the most sensitive input parameters. This analysis
is very similar to the analysis provided by the tornado diagram in a Monte Carlo
simulation.

Because of the algorithmic nature of the calculation, the compact pro forma
model is readily adaptable to other analysis formats. Although the algorithm has
been programmed into Excel spreadsheets in Exhibits 15.7 and 15.8, the program-
ming could just as easily be performed in a programming language or within a
different software package. This kind of ability eliminates any limits that a par-
ticular Monte Carlo software package presents because the user can switch to a
different computational format to produce a more robust analysis.

Thus far in the chapter, the focus on Monte Carlo simulation has been with pro
forma analysis. However, other simulation-based analyses in the realm of corporate
finance also exist and are presented in the next section.

OTHER SIMULATION-BASED APPLICATIONS
Financial engineering for the purpose of pricing securities provides the most ex-
amples of the application of Monte Carlo simulation. However, corporate-based
applications are also prevalent and not all corporate-based applications are based
on pro forma analysis. Gimpelevich (2010) develops a simulation-based excess
return model (SERM) for the valuation and risk assessment of a high-rise office
project. The benefit of the simulation is that it provides a range of possible values
for the project along with sensitivity analysis. Where SERM differs from “tradi-
tional” Monte Carlo simulation is that risk premiums are also assessed based on
the project’s potential outcomes.

Kim, Elsaid, and Kim (1999) use simulation techniques to define intertemporal
correlation coefficients between projected cash flows from different time periods
within the project. These intertemporal correlations within the cash flow stream,
when defined, aid in the calculation of the riskiness, measured as variance, of long-
lived projects. Consequently, the ability to capture correlation within project cash
flows aids the user in understanding how risk emerges throughout a long-term
project and how to take measures to mitigate the risk.
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Better and Glover (2006) use simulation to address the situation where a firm
has more acceptable projects than it can afford to undertake. The “project portfolio”
is not the same as the security portfolio examined in portfolio theory because project
cash flows are not solely defined by mean and variance, which is usually the
result of assuming normally distributed returns for securities in portfolio theory.
Consequently, convenient mathematical models do not exist to produce an optimal
selection of projects. However, Monte Carlo simulation can be used to aid in finding
the optimal selection of projects.

SUMMARY AND CONCLUSIONS
Monte Carlo simulation has roots in financial engineering, but has emerged as an
important tool for corporate financial analysis because of its benefits in visualizing
risk and the ever increasing ease of executing the analysis due to more powerful
computers and software packages being available. Monte Carlo analysis is a “scaled
up” version of scenario analysis in which a whole probability distribution for cash
flows can be generated by defining probability distributions for input variables
that generate the cash flows. As demonstrated, the output from a Monte Carlo
simulation can be either numerical in nature or very visual in the manner in which
risk is recognized within the project.

The chapter focused on pro forma applications being simulated using a tra-
ditional pro forma model and @RISK software. Such an application tends to be
the most used within the corporate setting, but is certainly not the only version
of the technique available to the corporate decision maker. A compact pro forma
model allows greater degrees of freedom within the Monte Carlo simulation and
is readily transferrable to other computing environments. Other applications of
Monte Carlo simulation aid in different aspects of corporate decision making, such
as the project mix within a portfolio of projects and in determining appropriate
discount rates for projects. Going forward, the only limits that appear to exist for
Monte Carlo simulation are those imposed by the creativity of the user.

DISCUSSION QUESTIONS
1. Based on the simulation output in Exhibits 15.3 through 15.6, what is the effect

of variable costs being correlated with selling price on the range of values for
the NPV of the project?

2. If an NPV analysis is based on the mean or expected values for cash flow inputs,
how is likelihood of the mean NPV actually occurring affected by an increase
in variance in the NPV distribution? Assume a symmetric distribution.

3. When comparing Exhibits 15.3 and 15.5, what is the approximate probability
that the NPV is higher than $600,000?

4. Based on Exhibit 15.3, what input variable affects the NPV the most?
5. Based on Exhibit 15.5, what input variable most affects the NPV and has there

been any effect due to price and variable cost being correlated?
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6. What input variable does the “compact” pro forma model have available for
simulation that is unavailable in the traditional pro forma model? Assume a
finite number of cash flows.

APPENDIX: GENERATING RANDOM NUMBERS
IN EXCEL
The command for generating a random number between zero and one in Excel
is: =RAND(). Although a number can be entered into the command between the
parentheses that is considered a seed value, such an entry tends to be unnecessary.
Once a random number is selected between zero and one, a particular outcome for
a probability distribution can be generated based on assigning the random number
to the associated cumulative probability distribution and inverting the cumulative
probability distribution. The resulting selection from the probability distribution
is also random as a result.

Excel has many functions that perform the inversion process. If the desire is
to generate a random number from a normal distribution with a mean “X” and
a standard deviation of “Y,” the function is: =NORMINV(RAND(), X, Y). If the
random number is to be generated from a standard normal distribution (i.e., the
mean is zero and the standard deviation is one), the command is: = NORMSINV
(RAND()) or =NORMINV(RAND(), 0, 1). The ability to generate random numbers
from normal distributions is particularly useful for simulating arithmetic Brownian
motion and geometric Brownian motion processes (Arnold and Henry, 2003).

Not all cumulative probability distribution functions can be inverted using
an Excel function and would consequently require programming in VBA (Visual
Basic, which is available within the Excel environment). A list of the cumulative
probability distribution functions that can be inverted using Excel functions are
the following: beta distribution, chi-square distribution, F-distribution, Fisher dis-
tribution, gamma distribution, log-normal distribution, and T-distribution.
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INTRODUCTION
The main method of valuation taught in most business school courses is discounted
cash flow (DCF) analysis. DCF emphasizes expected cash flows discounted at a rate
that is appropriate for the risk characteristics of the project and is generally executed
within a net present value framework (NPV) (see Chapter 4). In simplified textbook
examples of NPV, the firm pays all costs initially and then the project generates
positive cash flows into the future. These later cash flows are based on expectations
and are not guaranteed. However, to simplify the example, the expected cash flows
through time are generally treated the same as actual cash flows. Although these
examples are illustrative to introduce NPV, actual projects are reevaluated through
time and have expenses that occur throughout the project. Rarely are all costs paid
at the start of the project, allowing the decision maker to patiently wait for the
project to generate cash flow. In reality, firms initiate and maintain projects in a
much more dynamic fashion.

In recent years, corporate decision making has greatly improved through the
increased prevalence of real options analysis. Myers (1977) coined the term real
options. He incorporated three factors into real options analysis: (1) uncertainty
about future cash flows; (2) irreversibility of investment (i.e., once a firm initiates
a project, it cannot fully recover the investment from sources other than the future
project cash flows); and (3) the timing of project initiation. Myers’s conditions for
a real option extend simplified NPV analysis to consider uncertain cash flows and
strategic thought about when and how much to invest in a project. The manager is
not a passive observer of the project and its cash flows, but is an active participant
in determining the cash flow structure of the project.

Real options analysis helps managers focus on the value of managerial flexibil-
ity because such analysis captures the value of being able to make critical decisions
at the initiation and throughout the life of a project. By understanding how real op-
tions can be created, managers can make certain arrangements that create greater
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value by allowing more decision points through time during the project. By allow-
ing a manager the ability to abandon, delay, or expand a project through time,
losses can be reduced and gains can be increased.

The chapter begins with a numerical example based on the binomial option
pricing technique of Cox, Ross, and Rubinstein (CRR) (1979). The example is rea-
sonably generic, but allows for observing how a real option analysis expands
beyond an NPV analysis. Another option pricing model by Black and Scholes
(1973) is introduced to contrast with the binomial option pricing model. Because
the Black and Scholes model can only price options that are executed at the end of
the option maturity, the binomial model emerges as the preferred model for real
options analysis.

The chapter continues with how the concept of a real option emerged in the
finance literature based on dissatisfaction with firms favoring shorter-term projects
to satisfy liquidity needs rather than longer-term projects that may allow the firm
to grow. Real options analysis emerges in an effort to demonstrate how longer-
term projects generate value for the firm. Although categorizing real options is
somewhat arbitrary, this chapter presents such a categorization.

The chapter concludes with a discussion of how well practitioners accept real
options analysis. Survey data indicate acceptance has increased over time, but also
demonstrates that the main reason for not using real options analysis is a lack of
management support.

A REAL OPTIONS NUMERICAL EXAMPLE
To illustrate how real options analysis increases the scope of project evaluation,
consider a product that can be developed in one year. Similar products sell for
$15 currently and are expected to sell for the same price next year. To develop the
production facility, the firm invests $3 today and production/administrative costs
will be $13. Given that only $2 of profit can be earned one year from today (i.e.,
$15 − $13 = $2, ignoring taxes), $3 in development costs makes the project undesir-
able due to having a negative NPV using any reasonable discount rate. However,
what if the possibility exists for the price of the product to increase?

Using the binomial option pricing model of Cox et al. (1979) permits intro-
ducing volatility into the price of the product (assume 50 percent annually), and
a risk-neutral setting (assume a risk-free rate of 2 percent annually) allows for a
forecast of future prices with associated (risk-neutral) probabilities. The authors
use probability theory to develop a binomial lattice approach with discrete time
intervals, which is very similar to decision tree analysis. The value of this model is
how the future price path of a security (or cash flow in this case) is illustrated with
associated probabilistic information. Beyond being intuitive, the added benefit is
that the model can also value highly complex options.

In the Cox et al. (1979) model, a price or cash flow can increase by the multi-
plicative value “U” or decrease by the multiplicative value “D.” The multiplicative
values are based on the return volatility � (or standard deviation) of the underlying
security over a specific time period, t. Both measures are generally taken annually;
for example, � can be 25 percent annually and t is 1/52 of a year, indicating it is a
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length of one week. “U” and “D” are:

U = e�
√

t

D = e−�∗√t = 1/U (16.1)

where
√

t is the square root of t.
Why is the square root of t used? Given that variance is an annual measure,

�2 can be made into a weekly measure by multiplying it by t = 1/52. Consequently,
the weekly variance is �2 t. To convert the weekly variance into weekly standard
deviation (or volatility), take the square root of the weekly variance, which equals
�
√

t. Consequently, the square root of t is just a by-product of the relationship
between variance and standard deviation and for this reason should not create a
distraction by being viewed as a result of complex mathematics.

Recalling that � is 50 percent annually, each quarter (i.e., t = 0.25 years), the
price can increase by a factor of 1.284025 (U = e50%(

√
0.25) = 1.284025) or decrease by

a factor of 0.778801 (D = e−50%(
√

0.25) = 0.778801). The risk-neutral probability of an
increase each quarter is 44.77 percent (R = 2 percent annually and is the risk-free
rate) as determined by:

P(U) = [eR(0.25) − D]/[U − D] = [e2%(0.25) − 0.778801]/[1.284025 − 0.778801]
(16.2)

The risk-neutral probability of a decrease each quarter is 55.23 percent as
determined by:

P(D) = [U − eR(0.25)]/[U − D] = [1.284025 − e2%(0.25)]/[1.284025 − 0.778801]
(16.3)

Building the binomial tree is a matter of growing the current price of $15 by
“U” and “D” over consecutive quarters for one year (see Exhibit 16.1).

Five different possibilities exist for the product’s price one year from today.
Clearly, the project has a chance of either making money or losing money. Although
not shown explicitly in Exhibit 16.1, probabilities of the different prices existing
one year from today produce an expected value of $15 (as noted in the initial layout
of the project). Because of the volatility of the price, a possibility exists of receiving
much more than $2 in profit after one year. The next step is to determine if $3 in
development costs is worth taking a chance on higher product prices emerging a
year from today.

By looking at the prices that may exist one year from today, the manager may
decide to stop production if the price is not above the cost of $13. In essence, the
manager has a call option with a strike price of $13. That is, the manager has
the right, but not the obligation, to produce the product, just as a call option gives
the long position the right, but not the obligation, to buy a security. Production will
occur if profitable (i.e., a product selling price above $13) because the manager’s
call option is “in the money.”

To determine if the option to produce or to not produce has more value than
the $3 in development costs, evaluate the five different possible prices at the end
of the binomial tree. In other words, at what price should the product be produced



304 Capital Budgeting Valuation

Exhibit 16.1 Construction of the Binomial Tree

Panel A. Forecast for One Quarter

Quarter 0 Quarter 1

$15.00 $19.26 = $15.00U
11.68 = $15.00D

Panel B. Forecast for Two Quarters

Quarter 0 Quarter 1 Quarter 2

$15.00 $19.26 $24.73 = $19.26U
11.68 15.00 = 11.68U

9.10 = 11.68D

Panel C. Forecast for Three Quarters

Quarter 0 Quarter 1 Quarter 2 Quarter 3

$15.00 $19.26 $24.73 $31.76 = $24.73U
11.68 15.00 19.26 = 15.00U

9.10 11.68 = 9.10U
7.09 = 9.10D

Panel D. Forecast for Four Quarters

Quarter 0 Quarter 1 Quarter 2 Quarter 3 Quarter 4

$15.00 $19.26 $24.73 $31.76 $40.77 = $31.76U
11.68 15.00 19.26 24.73 = 19.26U

9.10 11.68 15.00 = 11.68U
7.09 9.10 = 7.09U

5.52 = 7.09D

This exhibit constructs a binomial tree by growing the initial cash flow of $15 by “U” and “D” from
Equation 16.1 with � = 50 percent annually and t = 0.25. The initial $15 grows for one year, generating
five possible forecasted outcomes.

and how much profit should occur if the firm produces the product? If producing
the product is valuable, its profit is zero. By finding the profitability of producing
or not producing one year into the future, a new binomial tree is constructed with
the year-end profit figures. The year-end figures (five values) are discounted based
on expected values to the third quarter (four values remaining). The third quarter
figures are discounted based on expected values to the second quarter (three values
remaining). The second quarter figures are discounted based on expected values
to the first quarter (two values remaining). The first quarter figures are discounted
based on expected value to the present and represent the value of the option. Recall
that the probability of an upward movement in price is 44.77 percent (P(U)) and
the probability of a downward movement in price is 55.23 percent (P(D)).

The value of the ability of the manager to cease production if the product price is
below $13 (or the value of the call option is $4.09) and is above the $3 development
costs. Consequently, the firm should invest $3 in development to allow for the
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opportunity of an advantageous product price one year in the future. What ap-
peared to be a negative NPV project based on the future expected product price
of $15 has a value because the manager is not a passive participant throughout the
project’s life.

Real options analysis produces the value of being able to make choices through-
out the duration of a project. Further, whenever more opportunities exist to have
choices, the possibility of recognizing more value exists. For example, let devel-
opment costs be spread over three quarters (i.e., the firm invests $1 now and then
after each of the first and second quarters). The following section now extends this
example.

A REAL OPTIONS NUMERICAL EXAMPLE
WITH MULTIPLE DECISION POINTS
By having the development costs spread out over three points in time ($1 now and
at the end of each of the next two quarters), a new option exists within the option to
not produce the product when the future price is below $13. At each development
cost investment point, the manager chooses between saving $1 and investing the
$1 to continue developing the product (i.e., the value of the call option less $1).
In Exhibit 16.2, at the end of the second quarter, three possible option values
exist: $11.86, $3.31, and $0.40. With the values being $11.86 and $3.31, the manager
should choose to invest $1 to continue the development (i.e., the call option). The
net values for the options become $10.86 ($11.86 − $1.00) and $2.31 ($3.31 − $1.00),
respectively. However, when the value of continuing the development is $0.40,
the manager should choose to save the $1 in investment. Relative to the binomial
tree, the second quarter payoffs become $10.86, $2.31, and $1.00 instead of $11.86,
$3.31, and $0.40. Whenever a development cost is to be incurred, the manager can
choose not to make the investment because further development may not be worth
it. The new cash flows in the second quarter will affect the cash flows in the first
quarter, which will, in turn, affect the value of the (dual) option today. Exhibit 16.3
illustrates the value of spreading out the development cost over three time periods.

At first, value appears to have been destroyed: $1.59 versus $4.09. However,
this is incorrect because the $4.09 value does not consider the $3.00 development
cost making a net value of $1.09. Consequently, having the flexibility in making
development payments increases the value of the project because there is an op-
portunity to stop development in the second or first quarter that would not exist if
all investment occurred today. Now, assume that the firm can pay all development
costs in the third quarter.

To be consistent with the initial example, the development costs in the third
quarter will be $3.05 in order to have a discounted value of $3.00. Unlike the
staged development illustrated in Exhibit 16.3, the possibility exists to not invest
any development money if the call option value is below $3.05. Going back to
Exhibit 16.2, four possible option values are available in the third quarter: $18.82,
$6.33, $0.89, and $0.00. The decision rule becomes either to invest in the option
or to preserve the $3.05 for a different purpose. Clearly, when the option value is
$18.82 or $6.33, the $3.05 is invested, generating net totals of $15.77 (= $18.82 −
$3.05) and $3.28 (= $6.33 − $3.05), respectively. When the option value is $0.89 or
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Exhibit 16.2 Value of Not Being Obligated to Produce in an Adverse Environment (i.e.,
the Manager’s Call Option)

Panel A. Determine the Profit If Production Occurs (i.e., the value of the call option)

Quarter 4

$27.77 = MAX( [$40.77 − $13.00], $0.00)*, production occurs
11.73 = MAX( [$24.73 − $13.00], $0.00), production occurs

2.00 = MAX( [$15.00 − $13.00], $0.00), production occurs
0.00 = MAX( $9.10 − $13.00], $0.00), no production
0.00 = MAX( [$5.52 − $13.00], $0.00), no production

Panel B. Iterate the Value of the Call Option Back to the Third Quarter

Quarter 4 Quarter 3

$27.77 $18.82 = e−2%*0.25[P(U)$27.77 + P(D)$11.73]
11.73 6.33 = e−2%*0.25[P(U)$11.73 + P(D)$2.00]

2.00 0.89 = e−2%*0.25[P(U)$2.00 + P(D)$0.00]
0.00 0.00 = e−2%*0.25[P(U)$0.00 + P(D)$0.00]
0.00

Panel C. Iterate the Value of the Call Option Back to the Second Quarter

Quarter 4 Quarter 3 Quarter 2

$27.77 $18.82 $11.86 = e−2%(0.25)[P(U)$18.82 + P(D)$6.33]
11.73 6.33 3.31 = e−2%(0.25)[P(U)$6.33 + P(D)$0.89]

2.00 0.89 0.40 = e−2%(0.25)[P(U)$0.89 + P(D)$0.00]
0.00 0.00
0.00

Panel D. Iterate the Value of the Call Option to the First Quarter

Quarter 4 Quarter 3 Quarter 2 Quarter 1

$27.77 $18.82 $11.86 $7.10 = e−2%(0.25)[P(U)$11.86 + P(D)$3.31]
11.73 6.33 3.31 1.69 = e−2%(0.25)[P(U)$3.31 + P(D)$0.40]

2.00 0.89 0.40
0.00 0.00
0.00

Panel E. Iterate the Values of the Call Option to the Present Time

Quarter 4 Quarter 3 Quarter 2 Quarter 1 Quarter 0

$27.77 $18.82 $11.86 $7.10 $4.09 = e−2%(0.25) [P(U)$7.10 + P(D)$1.69]
11.73 6.33 3.31 1.69

2.00 0.89 0.40
0.00 0.00
0.00
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Exhibit 16.2 (Continued)

Panel F. Transpose the Binomial Tree

Quarter 0 Quarter 1 Quarter 2 Quarter 3 Quarter 4

$4.09 $7.10 $11.86 $18.82 $27.77
1.69 3.31 6.33 11.73

0.40 0.89 2.00
0.00 0.00

0.00

This exhibit uses the year-end figures from Exhibit 16.1 to determine when the investment of $13.00 is
profitable and how much profit is available assuming production does or does not occur. In an iterative
fashion, the profit is discounted in expectation to produce the value of the option. *MAX(A,B) is the
maximization function that equals A if A ≥ B or B if B > A.

Exhibit 16.3 Value of Periodic Development Payments

Panel A. Iterate the Value of the Call Option Back to the First Quarter

Quarter 2 Quarter 1

$10.86 $5.11 = e−2%(0.25)[P(U)$10.86 + P(D)$2.31] − $1.00 when
e−2%(0.25)[P(U)$10.86 + P(D)$2.31] ≥ $1.00

= $1.00 when e−2%(0.25)[P(U)$10.86 + P(D)$2.31] < $1.00
2.31 0.58 = e−2%(0.25)[P(U)$2.31 + P(D)$1.00] − $1.00 when

e−2%(0.25)[P(U)$2.31 + P(D)$1.00] ≥ $1.00
= $1.00 when e−2%(0.25)[P(U)$2.31 + P(D)$1.00] < $1.00

1.00

Panel B. Iterate the Values of the Call Option to the Present Value

Quarter 2 Quarter 1 Quarter 0

$10.86 $5.11 $1.59 = e−2%(0.25)[P(U)$5.11 + P(D)$0.58] − $1.00
when
e−2%(0.25)[P(U)$5.11 + P(D)$0.58] ≥ $1.00

= $1.00 when e−2%(0.25)[P(U)$5.11 + P(D)$0.58] < $1.00

$2.31 $0.58
$1.00

Panel C. Transpose the Binomial Tree

Quarter 0 Quarter 1 Quarter 2

$1.59 $5.11 $10.86
0.58 2.31

1.00

In this exhibit, the valuation in Exhibit 16.2 is adjusted to account for the development costs being paid
over three time periods (now and at the end of the first and second quarters). The iterative process is
similar to that in Exhibit 16.2 except a decision point exists everywhere the firm makes an investment
because the manager could choose not to invest in the continued development of the project.
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Exhibit 16.4 Value of Delaying the Development Payment

Panel A. Iterate the Value of the Call Option Back to the Second Quarter

Quarter 3 Quarter 2

$15.77 $8.83 = e−2%(0.25)[P(U)$15.77 + P(D)$3.28]
3.28 3.13 = e−2%(0.25)[P(U)$3.28 + P(D)$3.05]
3.05 3.03 = e−2%(0.25)[P(U)$3.05 + P(D)$3.05]
3.05

Panel B. Iterate the Values of the Call Option to the Present Value

Quarter 3 Quarter 2 Quarter 1

$15.77 $8.83 $5.66 = e−2%(0.25)[P(U)$8.83 + P(D)$3.13]
3.28 3.13 3.06 = e−2%(0.25)[P(U)$3.13 + P(D)$3.03]
3.05 3.03
3.05

Panel C. Iterate the Values of the Call Option to the Present Value

Quarter 3 Quarter 2 Quarter 1 Quarter 0

$15.77 $8.83 $5.66 $4.20 = e−2%(0.25)[P(U)$7.97 + P(D)$3.39]
3.28 3.13 3.06
3.05 3.03
3.05

Panel D. Transpose the Binomial Tree

Quarter 0 Quarter 1 Quarter 2 Quarter 3

$4.20 $5.66 $8.83 $15.77
3.06 3.13 3.28

3.03 3.05
3.05

In this exhibit, the valuation in Exhibit 16.2 is adjusted to account for the development costs of $3.05
being paid at the end of the third quarter. The iterative process is identical to that in Exhibit 16.2 once
the decision to invest is made in the third quarter.

$0.00, preserving the $3.05 investment for other purposes is preferred. Exhibit 16.4
illustrates the value of being able to wait to pay for developing the project and the
possibly of making no investment at all.

The value of being able to delay the entire investment for development is
$4.20, which is higher than the value of paying the development costs through
time (which is more valuable than paying all development costs at the initiation of
the project). In essence, whenever a strategically valuable opportunity emerges, real
option analysis can be adjusted to demonstrate the value of the new opportunity.

The ability to wait on development (as seen in Exhibit 16.4) or to develop in
stages (as seen in Exhibit 16.3) can be rationalized as being strategically important.
However, before real options analysis, an ability to quantify the value of this flex-
ibility had proven difficult. If fact, an argument can be made that obtaining the
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underlying model parameters, such as volatility, is difficult, or that a market for a
particular finished product may not exist. However, simply performing the exer-
cise of real option analysis provides information about critical factors to consider
through the life of the project or makes clear how to implement additional value
by staging development or delaying investment to determine how the economic
environment develops in the future. In other words, understanding real options
analysis permits thinking more strategically about different aspects of a project.
Before discussing the application of real options in the literature, another differ-
ent and common option pricing model developed by Black and Scholes (1973) is
important to note.

THE BLACK-SCHOLES MODEL
Although the Cox et al. (1979) binomial model is illustrative and can be used to
value options within options (sometimes called “compound options”), it is not the
only option pricing model available. Black and Scholes (1973) developed a closed-
form model that will price options based on continuous prices. In other words, if
the CRR model was constructed with shorter and shorter time intervals producing
many different prices at the end of the tree, the CRR model becomes equivalent to
the Black-Scholes model. The drivers/factors used within the Black-Scholes model
are similar to those of the CRR model, which are the following: current underlying
asset price (S), exercise or strike price (X), time to expiration or the maturity of the
option (T), the annual risk-free rate (R), and the return volatility of the underlying
asset (�).

To put these inputs into the context of the previous numerical example: S =
$15 (the current product price), X = $13 (production cost), T = 1 year (the amount
of time before potential production (note that T is different from t, which equaled
0.25 years), R = 2 percent (annual risk-free rate), and � = 50 percent (annual return
volatility of the product price).

The disadvantage of using the Black-Scholes model is that it can only price
options that can be exercised at expiration (i.e., a European-style option). Con-
sequently, the Black-Scholes model can only price the first real option in which
the manager decides between investing $3 in development costs for the option
to produce a product when the price is above the $13 production cost (recall the
CRR model valued this option as being $4.09). The other options are in regard
to the different time points in which development costs require extensions to the
Black-Scholes framework.

To apply the Black-Scholes model to the option to develop the product, com-
pute d1 and d2:

d1 = [ln(S/X) + (R + 0.5�2)T]/�
√

T (16.4)

d2 = d1 − �∗√T (16.5)

where ln(*) is the natural logarithm function.
Using the inputs from the previous example:

d1 = [ln($15/$13) + (2% + 0.5(50%)2)1]/50%
√

1
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d1 = 0.576202 (16.6)

d2 = d1 − 50%
√

1 = 0.076202 (16.7)

The equation for a call option is:

Call = S∗N(d1) − X(e−R∗T)N(d2) (16.8)

where N(*) denotes the cumulative standard normal distribution (i.e., a normal
distribution with a mean of zero and a standard deviation of one). Applying the
relevant values for the real option:

Call = $4.01 = $15.00N(0.576202) − $13.00(e−2%(1))N(0.076202) (16.9)

The real option value is lower than the $4.09 found with the 4-stage (4-quarter)
CRR model. However, this is not surprising given that the Black-Scholes model
is the continuous time equivalent of the CRR model, making the Black-Scholes
model more finely calibrated as a model. As stated earlier, taking smaller inter-
mediate time periods (e. g., a 12-stage tree based on monthly time increments)
within the CRR model will allow the CRR model to converge to the Black-Scholes
model price.

Unlike the CRR model, implementing more complicated options within the
Black-Scholes framework is no small task. Using the compound option frame-
work of Geske (1977) with an approximation by Bensoussan, Crouhy, and Galai
(1995) (also see Haug, 2007), the option for the ability to pay development costs of
$3.05 after the third quarter can be viewed as a call option on a call option. There is
an initial call option on choosing to produce or not to produce based on the product
price being greater than $13 one year from today. From Equation 16.9, the value of
this option is $4.01. The second call option (or option on the option) is the option
to have or not have the initial call option to produce or not produce at the end of
the year based on the value of the initial call option being more than $3.05 at the
end of the third quarter. An approximate compound option framework emerges
in which the option value from Equation 16.9 is needed along with the option’s
delta. Delta is the partial derivative of the option price relative to the underlying
security:

Delta = N(d1) = N(0.576202) = 0.717761 (16.10)

The option delta is then used to scale the volatility in the following manner
(the scaled volatility will be denoted as “V”):

V = �(Delta)S/Call = [50%(0.717761)($15.00)]/$4.01 = 134.31% (16.11)

The option on the option is now valued using the Black-Scholes model with
S = $4.01 (the value of the initial call option), X = $3.05 (the development cost due
at the end of the third quarter), R = 2%, T = 0.75 (this option expires at the end
of the third quarter, which is different from the expiration of the initial option),
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and � = V.

d1 = [ln($4.01/$3.05) + (2% + 0.5(134.31%)2)0.75]/134.31%
√

(0.75)

d1 = 0.796541 (16.12)

d2 = d1 − 134.31%
√

(0.75) = 0.369262 (16.13)

The value of the call on call option is:

$2.08 = $4.01(0.796541) − $3.05(e−2%(0.75))(0.369262) (16.14)

The $2.08 option price is below the CRR model price of $4.20 and also below the
value of the initial call option of $4.01. Consequently, according to the compound
option, either the real option destroys value or the compound option is incorrectly
specified. The latter is correct because the compound option model cannot account
for saving the $3.05 in development costs that is explicitly factored into the CRR
model. There is no method for incorporating the development cost savings into the
compound option framework, primarily because the compound option framework
works better with traded securities.

The purpose for demonstrating the difficulty of using the Black-Scholes frame-
work for complicated options that are easily priced using the CRR framework
is to prevent the false sense of security that sometimes emerges when using the
Black-Scholes framework. The Black-Scholes model is a capable model that is used
extensively in practice, but that should not be the reason for using the Black-
Scholes model when considering real options analysis. Any model that cannot
be specified appropriately will produce inaccurate valuations. Unless the real op-
tion can be viewed as a European-style option, the Black-Scholes model is not the
preferred model for valuing the real option. Fortunately, the CRR framework has
great flexibility in how it can be specified and is generally the model of choice
when performing real options analysis (Block, 2007).

Before leaving this section, a discussion about risk-neutral pricing is neces-
sary. Risk-neutral pricing is the result of changing the probability measure (i.e., the
measure is the probability associated with a particular event) of an entire proba-
bility distribution to where all risk premiums are zero. This does not mean that
market participants are risk-neutral or do not expect to be compensated for risk.
Although having risk-neutral participants is a sufficient condition for risk-neutral
pricing, it is not a necessary condition for risk-neutral pricing. Consequently, even
with risk-averse market participants, the probability space can be transformed
into a risk-neutral space. The transformation is particularly simple for a normal
probability distribution from which the Black-Scholes model and the CRR model
emerge.

Methods are available for valuing options without using risk-neutral pricing.
Arnold and Crack (2000, 2004a, and 2004b) demonstrate how a discount rate with
a risk premium can be used within a binomial tree and how such a discount rate
can value a real option. The authors demonstrate that the value of the option does
not change whether the discount rate has a risk premium. Consequently, having
a risk premium embedded into an option valuation is a needless complication.
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Ultimately, risk-neutral pricing is a mathematical convenience and should not be
an issue for accepting the validity of real options analysis. However, should there
be skepticism about risk-neutral pricing within a real options analysis, the Arnold
and Crack methods should alleviate the skepticism.

Having introduced the standard option pricing models and discussed how
a real option emerges by creating decision points, the chapter continues by de-
tailing how real options analysis emerged in the finance literature. Myers (1977)
introduced the concept as an underinvestment problem for firms created by hav-
ing debt in the capital structure. Because the debt level forces firms to address
short-term liquidity needs, it favors shorter-term projects that offer liquidity over
longer-term projects that offer the potential of future growth.

UNDERINVESTMENT PROBLEM AND EMERGENCE
OF REAL OPTIONS ANALYSIS
Although discussing option pricing techniques before introducing how real options
developed in the finance literature may seem premature, the numerical examples
in the previous sections help to illustrate how real options emerge within a project
decision-making framework. Without recognizing the dynamic environment in
which a project exists, the benefits of real options analysis and the ability to create
real options contractually are lost.

Although Myers (1977) introduced the term real option, he does not actually
value any real options in the paper. Instead, he discusses what has been called the
“underinvestment problem,” which emerges in the following manner. Firms that
have no debt in their capital structure can accept projects in which future risky
growth is present. If the project eventually fails, only equity is lost. However, if the
project succeeds, substantial value may accrue to the firm. When debt enters into a
firm’s capital structure, short-term interest and debt repayment obligations emerge
that require cash outflows. To meet these liquidity needs, firms tend to focus on
short-term projects that generate liquidity and have little growth prospects. Such
projects are likely to be extensions of existing manufacturing or services provided
by the given firm. Because of the manner in which firms choose to meet these
liquidity needs, firms tend to underinvest in future growth.

Myers (1977) posits that debt levels are determined by the firm’s book and/or
market values for debt and equity. The underinvestment problem arises because
actual debt levels should be inversely related to the proportion of the value of
“growth assets” (i.e., the assets associated with projects that provide future risky
growth) over the value of the firm. In other words, the inconsistency between how
debt and equity are theoretically and actually distributed within the firm leads to
the underinvestment problem.

Although Hayes and Garvin (1982) view the underinvestment problem differ-
ently from Myers (1977), they come to a similar conclusion: Firms are caught in
an environment of underinvestment. Hayes and Garvin first note a decline in in-
vestment in research and development (R&D), which Hayes and Abernathy (1980)
previously described as the result of seeking “imitation” over “innovation.” Hayes
and Abernathy demonstrate the problem by noting the trade-off between imita-
tive versus innovative design for an established product line. Market demand is
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predictable with imitative design, but is unpredictable with the possibility of large
gains or losses with innovative design. Market recognition and acceptance are
quick with imitative design, but such recognition is likely to be slow with innova-
tive design and less prone to being copied quickly by a competitor. Distribution
and sales are readily adaptable with imitative design, but distribution may be
highly specialized and may require educating the consumer with innovative de-
sign. Imitative design easily integrates into the existing production processes and
sales policies, whereas innovative design could cannibalize existing production
lines and require new or unfamiliar means of production and sales.

Hayes and Garvin (1982) then look at DCF decision metrics and find the
metrics too restrictive in how they are applied. Firms often use hurdle rates (i.e.,
the minimum rate of return that a project must generate to be acceptable) that are
abnormally high, favoring imitative over innovative projects. The authors refer
to the problem as the “logic of disinvestment” and provide a simple example of
two firms considering identical projects that could potentially revolutionize the
industry. Because one firm has an abnormally high hurdle rate, it does not pursue
the project, but the firm with a reasonable hurdle rate decides to undertake the
project. If the project revolutionizes the industry, the firm that did not invest when
the opportunity existed will be at a competitive disadvantage and may be unable
to recover lost market share or may fail completely.

Hayes and Garvin (1982) suspect that the reason companies apply overly high
hurdle rates for DCF metrics is the need for short-term cash flow. The authors
do not cite debt specifically as the reason for projects having to provide immedi-
ate cash flow, but suspect mergers and acquisitions (M&As), which often require
debt, as being a contributing factor. Assuming that Hayes and Garvin would
agree that debt causes the need for short-term cash flow, they are in agreement
with Myers’s contention that firms have too much debt, a condition that causes
underinvestment.

Although DCF techniques per se are not necessarily to blame for underinvest-
ment, the way that some firms apply these techniques may promote underinvest-
ment. Hodder and Riggs (1985) address the issue as a need to reevaluate how firms
apply DCF techniques, especially NPV. The authors note three “serious pitfalls” in
how firms apply NPV: (1) improper treatment of inflation through time; (2) exces-
sive risk adjustments in the discount rate, particularly if the project becomes less
risky through time; and (3) failure to see how management interaction can reduce
risk through time. Hodder and Riggs then provide a dynamic NPV presentation,
similar to that provided in Chapter 4 to demonstrate how a project’s discount rate
can change as the project becomes more or less successful over time. Following
Arnold and Crack’s (2004a, 2004b) version of the binomial tree for a real option
using risk-adjusted rates provides the same intuition, which is unfortunately lost
in a risk-neutral binomial tree.

Hodder and Riggs (1985) do not value an actual real option, but their inves-
tigation marks the beginning of evaluating management’s ability to change the
risk of a project through time by their actions. In essence, the manager stops be-
ing passively engaged in the project and starts being able to make decisions that
hopefully add value to the project over time. As real options analysis develops in
the literature, a classification of particular real options begins to emerge. This is
the subject of the next section.
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TYPES OF REAL OPTIONS
Separating all real options into a few categories poses difficulties. For example, once
having designated the categories, the differentiation between them lacks precision.
Further, many real option applications, such as the examples presented earlier,
generally combine options, making categorization even more difficult. Despite
these complications, Trigeorgis (1993, 1996, 2005) provides what appears to be the
most common separation of real option categories.

The “option to defer” is created by a situation in which a firm can have rights
to use an asset through a period of time (e. g., a lease on land). By having the right
to use the asset and not the obligation, the firm can strategically defer implement-
ing the asset into a particular project. There can be many reasons for deferring,
but generally two major reasons emerge in the literature: waiting for the optimal
economic climate and learning about a new process before implementing it on a
large scale.

The “time to build option” or “staged investment option” emerges when a
decision process can be set as a series of decisions rather than a single decision
at the outset of a project (e. g., using the example from earlier in the chapter,
having three investments of $1 paid through time to develop a product creates
more decision points when compared to making one payment of $3 to develop the
product). R&D within a firm is a common example of this type of option because
research usually occurs in stages based on the scientific method. However, firms
can create a staged investment option by taking a large project and implementing it
in parts over time. For example, a retailer can experiment with a new store format
by retrofitting all of its stores at once or by retrofitting a few stores initially to
determine if the new format works. As the firm learns from implementing the new
format in a few initial stores, the firm can decide on how quickly to retrofit all the
stores or whether to implement the new format at all.

Breaking a project into a series of steps of implementation is an easy way to see
the value of thinking in a real options framework without necessarily computing
option values. In doing so, the firm commits less capital at the project’s outset
and learns about the intricacies of the project before committing further capital
investment. To make such an option beneficial, the firm has to commit to making
crucial decisions at future points in time or when triggered by events or produc-
tion milestones. Staging the investment without this commitment for review may
ultimately delay the project because managers are not making decisions in a timely
fashion. In other words, indecision is not a hallmark of real options analysis. Try-
ing to create real option value does not mean putting off decision making to some
arbitrary point in the future by not committing to a timeline.

The “option to abandon” is often within a staged investment decision because
a firm can choose to end a project during one of the intermediate stages. However,
the option to abandon can also be a decision to sell the project during an interme-
diate stage for profit reasons. For example, suppose an entrepreneur in the retail
industry develops a product that is enjoying great local success. The entrepreneur
can continue to grow the product’s sales or potentially abandon the product by
selling its rights to a large retailer who can manufacture and distribute the product
over a much wider distribution range. To contractually implement the abandon-
ment option, the entrepreneur can enter into a joint venture with a large retailer to
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distribute the product with the ability to sell the rights to the product at a future
point in time (i.e., abandonment) or to renew the distribution agreement.

The “option to alter operating scale” is the ability to expand operations when it
is beneficial to increase production, or to contract (or abandon) production during
adverse economic conditions. This kind of production flexibility is desirable and is
too often an afterthought by firms. The ability to expand can be created by having
some excess capacity, even if it just additional space, to take advantage of sporadic
excess demand. The ability to contract can be implemented by contractually having
the option to not take delivery from a supplier when demand is low during an
economic downturn. Creating these options requires forethought with regard to
contracting supply to allow for contraction and building facilities to allow for
expansion. A firm often rents excess space in a facility to another manufacturer to
defer the cost of creating the option to expand.

The “option to switch” is generally associated with a production process that
can use alternative inputs or can be implemented at alternative locations. The value
or recognition of this option allows a firm to produce with the lowest cost inputs
and to distribute to meet sporadic increases in demand at different locations. To
create the option relative to inputs, the firm can design its production process to
make use of different forms of energy and can investigate different suppliers of
raw materials to keep raw materials competitively priced. Value exists in simply
recognizing the option for strategic benefit even if the firm does not place an actual
value on this option.

“Growth options” pertain to any investment outside of the sphere of a firm’s
current production or business practices. Because this is a rather ambiguous des-
ignation, it should not be the sole reason for a firm to invest. The idea behind
a growth option is that firms should recognize and invest in projects that can
potentially promote future growth for the firm. These options emerge through
R&D or through actively engaging in joint ventures in markets with potential fu-
ture benefits. Growth options are the direct antithesis of (or the solution to) the
underinvestment problem.

“Multiple interacting options” or “rainbow options” are situations in which
multiple options are available within a project. A staged project can be considered
a type of rainbow option, but the term is usually used when the firm has simul-
taneously expiring options to consider. Thus, a rainbow option is more expansive
than the usual notion of a staged project. Often in a rainbow option, not all of the
options available can be priced. However, managers should at least recognize all
of the options and consider them in the decision-making process. The benefit of
visualizing a rainbow option is that the project does not exist in a vacuum and
the decision maker becomes aware of a project’s many aspects. Unfortunately, the
enormity of a rainbow option can be intimidating, and issues that delay decisions
may arise concerning options that in reality have very little value.

In summary, separating real options into categories can be difficult. How-
ever, certain basic options such as to defer, contract, expand, and abandon are
frequently used to construct more complicated options. Most agree that visual-
izing where real options exist is straightforward, but determining the value of
these options is complex, even if the CRR model is workable. Consequently, the
chapter now turns to seeing whether firms actually use real option analysis and if
so, how.
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USE OF REAL OPTIONS ANALYSIS IN PRACTICE
Kemna (1993, p. 259) describes how practitioners view using real options analysis:

Despite this incentive (the ability to value flexibility), the process of adapting OPT
(option pricing theory) to the practice of strategic decision-making is far from
smooth. In most cases, the introduction of OPT would require practitioners to
fundamentally reconsider their standard capital budgeting techniques. And when
all this hard work has been done, there is still the question: how do we tell man-
agement? That question seems to lead us back to where we started. For practical
purposes, we cannot afford to come up with very complicated options techniques
that can only be priced with black-box computer programs. The contribution of
real options in practice is limited when one cannot explain what the important
options are and why DCF (discounted cash flow) analysis cannot be used.

Kemna’s (1993) statement strikes at the heart of the issue. If real options analysis
cannot be explained to management, then its practical use as a capital budgeting
tool is severely limited. Based on 279 responses from Fortune 1000 firms, Block
(2007) finds that 14.3 percent of the respondents report using some form of real
options analysis. The survey results show that the industries most commonly us-
ing real options analysis are technology, energy, and utilities. Respondents report
using real options analysis for new product introduction, R&D, and M&As. The
main reason firms avoid using real options analysis, reported by 42.7 percent of the
survey respondents, is a lack of management support. Why is there a lack of man-
agement support? The next two reasons reported by Block (2007) for not using real
options analysis may answer the question: DCF is a proven method (25.6 percent of
respondents) and real option analysis requires too much sophistication (19.5 per-
cent of respondents). Thus, traditional methods seem to work well. Binder and
Chaput (1996) find that managers favor the profitability index over NPV for the
pragmatic reason. Because not all projects require extensive study, perhaps many
of them do not warrant sophisticated real options analysis. From the perspective
of real options advocates, the encouraging news is that the use and acceptance of
the method appears to be increasing.

However, firms may be using real options analysis without them actually cred-
iting the method. Moel and Tufano (2002) examine the decisions to both open and
close North American gold mines from 1988 through 1997 and find such actions
consistent with real options analysis. The impetus for the paper was a study by
Brennan and Schwartz (1985) that modeled the decision to open and close a copper
mine using real options analysis. The testable implications based on real options
analysis from the Brennan and Schwartz paper used by Moel and Tufano are:
Mines do not open immediately when commodity spot prices made mining prof-
itable and mines do not close immediately when commodity prices made mining
unprofitable. The reason for this behavior is that costs are involved to open or shut
a mine, and volatility in commodity prices may mean a profitable or nonprofitable
situation can reverse quickly. Consequently, the spot price of copper or gold (the
commodity in question from each paper) needs to make operations sufficiently
profitable to be more valuable than the cost of opening the mine with the possibil-
ity of a price reversal also incorporated. Or, the spot price of copper or gold has to
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make operations sufficiently nonprofitable to warrant the cost of closing the mine
with the possibility of a price reversal incorporated.

The notion that decision makers may actually follow real options behavior
without performing real options analysis is plausible. For example, decision tree
analysis, which has existed for quite some time, inherently makes a manager
acknowledge the real options that are contained in a project. However, making
real options analysis a standard formal technique, such as NPV, takes time. Vari-
ous authors such as Feinstein and Lander (2002), Arnold and Crack (2004b), Mc-
Donald (2006), and Favato (2008) extol the virtues of real options analysis and/or
demonstrate how traditional DCF techniques encompass real options analysis.

Other authors use traditional DCF techniques to implement real options analy-
sis. Lewis, Eschenbach, and Hartman (2008) use the project’s internal rate of return
(IRR) to approximate the volatility parameter for a real options analysis. Boyle and
Guthrie (1997) demonstrate adjusting the payback period to value the benefit of
waiting to invest (the real option to defer). Alessii (2006) uses both the IRR and the
payback period to make decisions in a real options context without using option
pricing techniques.

Despite the extensive literature on real options analysis, Block (2007) notes that
management, as a group, remains unconvinced of the value of real options analysis.
Baker, Dutta, and Saadi (2011) conclude that contrary to optimistic predictions,
the use of real options appears disproportionate to their potential as a capital
budgeting tool.

SUMMARY AND CONCLUSIONS
Real options analysis attempts to capture the benefit of flexibility within a project
either by design or due to management discretion. The origins of real options
analysis date back to Myers (1977), who was trying to explain why firms tend
to accept shorter term projects offering liquidity over longer term projects with
growth potential. Myers posits that firms take on debt relative to market-driven
debt-to-equity ratios, which is inconsistent with the theoretically correct relation-
ship of less debt when there are proportionately more assets committed to growth
options. In essence, a firm can only take on risky growth options if its debt structure
does not force it to commit to projects with immediate cash flow to service the debt.
Myers refers to this situation as the “under-investment problem.”

Potentially consistent with the underinvestment problem caused by debt, re-
searchers during the 1980s noticed an alarming lack of funding within firms for
R&D. The catalyst for the trend appeared to be the application of DCF techniques
that overpenalized longer-term projects with overly high discount or hurdle rates.
Some believed that a misapplication of the DCF methods resulted in such high
rates. That is, managers failed to adjust the methods for changes in risk through
time and their ability to mitigate losses.

To demonstrate the value of management’s ability to act throughout the life
of a project, firms began to incorporate option pricing techniques into capital
budgeting decisions. By using binomial methods, for example, to demonstrate that
certain conditions existed in the forecasted cash flows of the project, management
could act to mitigate losses or to increase potential gains. Real options analysis
permits valuing the benefit of management discretion and even demonstrating
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how a negative NPV project could potentially result in a positive NPV because of
management discretion.

Beyond valuing options, real options analysis also demonstrates how to create
beneficial options by implementing projects in stages or by writing contracts with
the ability to increase or decrease raw material supplies. Even when a nominal
value for the real option is not easily obtainable, the decision maker still benefits
by understanding how to reevaluate past decisions instead of having unwaver-
ing commitment to decisions from the past. In a sense, a qualitative real options
analysis makes a decision maker more aware of potential choices available in the
future.

The most recent survey research on the use of real options by firms indicates
that the technique is gaining acceptance, but that the major obstacle appears to be
a lack of management support of the technique. Determining whether the problem
is with how the technique has been conveyed to practitioners or with the time
needed for practitioners to become more familiar with the technique is difficult
to say. Perhaps a number of projects simply do not warrant such a sophisticated
technique.

As computers and software become more powerful, making managers and
analysts more capable, the sophistication argument may eventually dissipate. What
makes real options analysis viable and prone to acceptance is that it helps decision
makers find and recognize value. If real options techniques fail to aid in adding
value to the firm, they are likely to disappear.

DISCUSSION QUESTIONS
1. What is the “underinvestment” problem posed by Myers (1977)?
2. How does management discretion potentially add value to a project?
3. How does the ability to make a series of small investments in a project over

time create value when compared to making one large initial investment into a
project?

4. When would a firm want to use an option to contract or expand operations?
5. How can real options analysis be valuable to a decision maker without comput-

ing a nominal value from an option?
6. What is a rainbow option?
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INTRODUCTION
Chapter 16 introduced real options analysis as a means to address the “underinvest-
ment” problem posed by Myers (1977). Myers suggests that firms are overextended
in debt, forcing them to prefer short-term projects that are liquid to longer-term
projects that have more growth potential. Real options analysis became a means
of valuing the growth potential of these longer-term projects, which was not being
realized by misapplied discounted cash flow (DCF) models. The term misapplied
is used here because DCF techniques are consistent with real options analysis (see
Arnold and Crack, 2004; McDonald, 2006).

Using a simple example similar to one from McDonald (2006) based on a model
by Cox, Ross, and Rubinstein (1979), the equivalence between real options analysis
and DCF techniques can be demonstrated. Suppose a project will either have a
cash flow one year from today of $35 (XU) with probability 60 percent (p) or $20
(XD) with probability 40 percent (1 − p). The expected cash flow one year from
today is $29 = 0.60($35) + 0.40($20). Further, assume the risk-adjusted rate for the
project is 10 percent annually, which means that the project NPV is $26.36 = $29.00/
(1.10) = [0.60($35) + 0.40($20)]/(1.10).

To produce the equivalent real options analysis in its most simple form requires
changing to risk-neutral pricing. First, assume the risk-free rate is 5 percent and
then find the futures or forward price (F) for the project: F = $27.68 = $26.36(1.05).
Notice that the futures/forward price is “anchored” by the current value of the
project. Consequently, the DCF analysis is going to be embedded into the real
options analysis.

Using the futures/forward price, new probabilities are calculated to be con-
sistent with risk-neutral pricing. The risk-neutral probability of a price increase to
$35 is: q = (F − XD)/(XU − XD) = ($27.68 − $20.00)/($35.00 − $20.00) = 51.21 per-
cent. The corresponding risk-neutral probability of a price decrease to $20.00 is
49.78 percent (i.e., 48.78 percent = 1 − q = 1 − 51.21 percent). The expected
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risk-neutral price one year from today, which is the same as the forward
price, is $27.68 = 0.5121($35) + 0.4878($20). The discounted expected value is
$26.36 = $27.68/(1.05), which is equal to the project’s value based on the DCF
analysis above.

Although the calculations above are circular to some extent, the value of switch-
ing to the risk-neutral pricing framework of real options analysis is seen when
someone can contract to receive only one or a portion of one of the future cash
flows. For example, the project only goes forward if the cash flow is above $25
one year from today. The value of only receiving the $35.00 cash flow if it occurs
is $17.07 = 0.5121($35)/(1.05). Correspondingly, the value of only receiving the
$20 cash flow if it occurs one year from today is $9.29 = 0.4878($20)/(1.05). Can
the same calculation be performed using the actual probabilities for the $35 and
$20 cash flows, which are 60 percent and 40 percent, respectively? Under the actual
probabilities, the price of only receiving the $35 cash flow if it occurs is $19.09 =
0.60($35)/(1.10). Correspondingly, the price of only receiving the $20 cash flow if
it occurs is $7.27 = 0.40($20)/(1.10).

Apparently, techniques sum to the actual project value of $26.36, but the com-
ponent cash flows do not agree. Which set of component cash flow prices is correct?
The results shown above as $17.07 and $9.29 are correct because under risk-neutral
pricing the 5 percent risk-free discount rate applies to both of the cash flows
individually. The risk differences between the cash flows both warrant the risk-free
rate as the discount rate because the probability was adjusted to allow this. The
results shown above as $19.09 and $7.27 are priced on a risk-adjusted basis. Both
cash flows actually have different individual risk-adjusted discount rates (RADRs)
that do not equal to 10 percent because the riskiness of each of the cash flows is
different from the other and from the project as a whole. At this point, state-specific
individual RADRs can be calculated for the individual cash flows. The appropriate
discount rate for receiving the $35 cash flow should it occur is 23.02 percent, where
$17.07 = 0.60($35)/(1 + k*) and k* = 23.02 percent = [0.60($35)/17.07] − 1.

Note that this discount rate is well above the 10 percent discount rate for the
expected cash flow for the entire project. The discount rate not only adjusts for
the cash flow reducing from $19.09 to $17.07, but also for the increased probability
(relative to the risk-neutral probability) of the cash flow. One should not be dis-
tracted by the fact that the discount rate is much larger than 10 percent because the
discount rate for the other cash flow will be much lower than 10 percent for the
opposite reasons: the cash flow increases from $7.27 to $9.29 and the probability
decreases relative to the risk neutral probability. Both of these factors will actually
make the component discount rate so much below 10 percent that the discount
rate will become negative. The appropriate discount rate for receiving the $20 cash
flow should it occur is 16.13 percent, where −13.89 percent = 0.40($20)/(1 + k**)
and k** = −13.89 percent = [0.40($20)/9.29] − 1.

Having found the individual discount rates for the project under a risk-
adjusted framework, the connection between real options analysis using risk-
neutral pricing and DCF analysis is complete. Consequently, should the two
frameworks disagree, one or both of the frameworks has been misapplied. Further,
the benefit of risk-neutral pricing is demonstrated in that only one discount rate
(i.e., the risk-free rate) needs to be applied to all future possible cash flows, rather
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than individual discount rates being applied to each possible future cash flow. As
stated in Chapter 16, risk-neutral pricing is a mathematical convenience and not
an assumption about risk preferences.

In this chapter, the risk-neutral pricing framework serves as the standard
tool for valuing the real options presented. The real options valued follow the
construct of Trigeorgis (1993a, 1996, 2005) and are examined within seven different
but overlapping categories: (1) the option to defer, (2) staged investment options,
(3) the option to alter the scale of operations, (4) the option to abandon, (5) the
option to switch inputs or outputs, (6) growth options, and (7) rainbow options (or
multiple interacting options). For each real option category, an example from the
real options literature is used to demonstrate the option and when possible, how
to value the option. More exhaustive presentations of these options are available
from Trigeorgis (1996), Amram and Kulatilaka (1998), Copeland and Antikarov
(2003), and Shockley (2007).

Having an understanding of the state of real options analysis among practi-
tioners is important. Block (2007) shows a greater use of the technique through
time, but currently usage is at a relatively low rate (14.3 percent of 279 respondents
from Fortune 1000 firms). Baker, Dutta, and Saadi (2011) find similar results when
surveying Canadian firms (16.8 percent from 214 respondents). Contrary to these
findings, Brounen, de Jong, and Koedijk (2004) find use among various European
countries to vary between 29 percent and 53 percent. Triantis (2005) provides an
overall assessment of the use of real options analysis by practitioners as not meet-
ing the expected usage rate anticipated in the 1990 s. However, Triantis believes
that many aspects of real options analysis are taking hold among practitioners, but
pragmatic issues need to be addressed to gain more management acceptance.

Triantis (2005, p. 16) summarizes the situation as follows:

Corporate acceptance and implementation (of real options) will require senior-
level buy-in and strong leadership, careful adoption of simpler versions of the
tool, user-friendly software that can handle the modeling complexity, significant
investment in training analysts and managers, deliberate alignment of managerial
and shareholder incentives, and the creation of appropriate controls in the capital
investment process. Despite these challenges, I believe that there will continue to
be a gradual and consistent diffusion of real options analysis throughout business
organizations over the next few decades, and that real options will eventually
become a standard part of corporate investment projects. When this happens,
NPV (net present value) will assume its rightful role as a special case of capital
investment decision-making, as will other special cases to be used for particular
applications—and real options will no longer be considered a “supplementary”
capital budgeting tool.

OPTION TO DEFER OR OPTION TO WAIT
In many real options applications, the variability of future cash flows creates the
possibility of using an options framework. However, variability in other forms
also creates the potential for using real options analysis. Ingersoll and Ross (1992)
demonstrate through a simple example how cash flows can be static, but the
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variability in the discount rate can create an option to wait. Suppose $100 can be
invested today with a discount rate of 9 percent annually for a certain cash flow
of $112 one year from today. The NPV is greater than zero, making the project
acceptable: NPV = $2.75 = ($112/1.09) − $100.

Suppose next year the discount rate is expected to be 7 percent annually.
Waiting one year to invest in the project, assuming the project can be done once
and then never again, increases the NPV: NPV = $4.67 = ($112/1.07) − $100.
In fact, discounting 9 percent demonstrates that waiting is more valuable than
undertaking the project now: $4.29 = $4.67/(1.09) = ($112/(1.07) − $100)/(1.09).
Notice that the option to wait generates $1.54 ( = $4.29 − $2.75) of additional NPV.

This simple example with certain cash flows clearly demonstrates that volatility
creates an option to wait even if the volatility is not in the cash flow stream of the
project. Ingersoll and Ross (1992) continue their analysis by introducing a model
of interest rates applied to a project and find discount rate ranges for considering
when to wait and when to execute projects immediately. In this analysis, a project’s
internal rate of return (IRR) needs to surpass a hurdle rate that is scaled up as
the option to wait becomes more valuable. Translated to NPV, the NPV must be
sufficiently high and positive to forgo the value of waiting if the project is to be
immediately executed. In other words, a positive NPV is not a sufficient condition
for executing a project when there is value to waiting.

What creates the value for waiting? Volatility is one component, but the project
itself has to have an irreversible investment aspect to it. In other words, once
executed, the resources for the project cannot be recovered. This aspect of the
project in conjunction with volatility allows Ingersoll and Ross (1992) to state that
the project has to “compete with itself.” In other words, the execution of the project
has to compete with the value of executing the project at a later date under possibly
more favorable conditions. McDonald and Siegel (1986, p. 707) state the situation
in this manner relative to building a plant:

The decision to build the plant is irreversible; the plant cannot be used for any
other purpose. The decision to defer building, however, is reversible. This asym-
metry, when properly taken into account, leads to a rule that says build the plant
only if benefits exceed costs by a certain positive amount. The correct calculation
involves comparing the value of investing today with the (present) value of invest-
ing at all possible times in the future. This is a comparison of mutually exclusive
alternatives.

Creating flexibility within the use of a structure may mitigate some of the value
of waiting in the McDonald and Siegel (1986) scenario, but it will not mitigate all
of the value of waiting given the Ingersoll and Ross (1992) insight that volatility
can emerge from sources other than cash flow. Titman (1985) finds such a situation
when considering a real options analysis of urban land prices and urban land
development. Land can remain vacant even though it is profitable to develop,
because uncertainty about future inflation causes the option to wait to become
valuable relative to the profit of developing now. Why? The development that is
built immediately may not be the best possible use of the land given the future
economic conditions that may prevail. Consequently, the best strategy may be to
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wait. Using data on 2,700 Seattle land transactions, Quigg (1993) empirically tests
the implications of Titman’s paper and finds support for real estate being modeled
within a real options framework. Regarding optimal development, she finds that
market prices reflect a mean premium of 6 percent of land value.

The staged investment option, which is highly related to the option to wait or
defer, is a series of options through time that may be viewed as a sequential series
of options to wait. The next section addresses staged investment options.

STAGED INVESTMENT OPTION
The ability to implement a project through a series of investments rather than
all at once is one of the real options insights that Triantis (2005) mentions as
being accepted by and beneficial to practitioners. Although staged investment
may appear to be a “common sense” approach to addressing volatility, it was not
common knowledge that such a strategy actually creates value. Seeing the value
of a staged investment is what real options analysis clearly demonstrates. Baldwin
(1982) examines sequential investments in a theoretical model and finds that the
sequential options to invest, wait, or abandon add substantial value to a project’s
NPV. Some projects such as research and development (R&D) can be broken into
investment stages. Herath and Park (2002) develop a binomial model in which R&D
goes through different phases through time where new investment is required at
each phase. Unlike the binomial model demonstrated in Chapter 16, each phase of
an R&D project has a different associated volatility.

To perform a smaller version of the model, assume a firm can implement an
R&D project in two phases with each phase taking one year. After each phase and at
the beginning of the project, the firm can either sell the rights to the project or invest
additional resources to advance the project. For example, assume that the initial
selling price of the rights to the project is $10 million. Based upon performance
during the first phase, the value of the rights to the project can increase by a factor
of 1.4191 or decrease by a factor of 0.7047 over one year (see Chapter 16 about the
structure of the binomial tree; these factors are based on an annual volatility of
35 percent). Consequently, after one year the rights will be worth $14.19 million
with a probability of 44.17 percent or $7.05 with a probability of 55.83 percent,
assuming a risk-free rate of 2 percent annually.

After the first year, the firm can sell the rights for $14.19 million or $7.05 million
or make another investment of two annual payments of $5 million at the end of the
first and second years of the project. Assume that after making the initial $5 million
investment, the firm invests the second $5 million. This investment will depend on
the volatility during the second phase of the project, which is 20 percent annually.
The value of the rights can increase by a factor of 1.2214 or decrease by a factor
of 0.8187 with probabilities of 50.03 percent and 49.97 percent, respectively. If the
value of the rights is $14.19 million at the end of the first year, the rights will be
worth either $17.33 million or $11.62 million at the end of the second year. Paying
the $5 million investment at the end of the second year reduces each of these values
by $5 million, making the values $12.33 million and $6.62 million, respectively. If
priced in continuous time, the discounted expected value of these two values at
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the end of the first year is $9.29 million = [($17.33 − $5.00)0.5003 + ($11.62 −
$5.00)0.4997]exp(−2%), where exp(*) is the exponential function.

Because the discounted expected value is above $5 million, the first $5 million
investment is made, creating a net gain of $4.29 million. This makes the value of the
rights worth $18.48 million = ($14.19 + $4.29). One could view the $14.19 million
as the NPV of the rights with the additional value of $4.29 million coming from the
option to invest more into the project.

If the rights have a value of $7.05 million after the first year, the value of
the rights will increase to $8.61 million or decrease to $5.77 million. After the
$5 million investment at the end of the second year, both values decrease by
$5 million to $3.61 million and $0.77, respectively. The discounted expected value
of $3.61 million and $0.77 million at the end of the first year is $2.15 million =
[($8.61 − $5.00) 0.5003 + ($5.77 − $5.00) 0.4997]exp(−2%). Because the $2.15 million
discounted expected value is below $5 million, the firm should not undertake the
second round of two annual payments of $5 million. However, there is value in
the option of $2.15 million, which adds to the $7.05 million rights value, making the
total value for the project equal to $9.19 million. Unless the firm can sell the rights
for this amount, it should simply wait to move forward until the project becomes
more valuable.

Although various mathematical steps are needed to get to this point, the R&D
project after one year is worth $18.48 million with a probability of 44.17 percent or
$9.19 million with a probability of 55.83 percent. The discounted expected value of
the project (i.e., the value of the project today) is $13.03 million = [($18.48)0.4417 +
($9.19)0.5585]exp(−2%). Consequently, the difference between the value of the
rights today and the value of the R&D project is $3.03 million ($13.03 − $10.00). If
the initial investment in the R&D project is below $3.03 million, the firm should start
phase 1 of the project. If the R&D project has an initial cost between $3.04 million
and $13.03 million, the firm should wait until the initial costs decrease or the
option to start the project becomes more valuable. If the firm receives an offer
above $13.03 million for the rights, it should sell the rights. Why would another
firm make such an offer? This may occur if a competing firm has better economic
prospects for the R&D project that makes the rights more valuable to the competing
firm than $13.03 million.

Consistent with Baldwin (1982), the options created by the staged investments
increase the project’s value. Further, these options can lead to decisions to execute,
wait, or abandon depending on the circumstances. Childs and Triantis (1999) are
more expansive in the options that become available through staged R&D and add
some strategy to approaching R&D. Many projects should go through an initial
stage of development and then at the end of each phase (assuming projects can be
synchronized), the firm pursues a smaller set of the projects. This sort of contest
at the end of each phase develops the best projects to fruition, but also maintains
other prospective projects in lower stages of development just in case economic
conditions change to favor those projects in the lower stages of development.

The ability to increase or decrease the scale of a project to meet demand needs is
related to staged investment. Stages can be implemented to take a large project and
break it into smaller intermediate projects or combined to increase and accelerate
the size of a project. The ability to change the scale of a project is the subject of the
next section.
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OPTION TO ALTER THE SCALE OF OPERATIONS
Intuitively, having the ability to increase operations during good economic con-
ditions and the ability to decrease operations during poor economic conditions is
valuable. Common examples of allowing for such options to exist include build-
ing industrial plants with excess capacity, leasing with an agreement to cancel
a lease early, and building structures with foundations that allow for additions.
Kemna (1993) examines three different project cases undertaken at Shell Interna-
tional Petroleum Company between 1985 through 1990. In one case, a business
unit was in a competitive industry with overcapacity. Consequently, the focus was
on when it could reasonably shut down the unit. Because other companies faced
the same problem, Shell would become available if other companies shut down
units faster. This illustrates the option to alter the scale of operations because an
abandonment option is the ultimate reduction in scale. Shell had to consider the
value of the abandonment option relative to the value of the option to increase
scale while other firms exercised their abandonment options.

Most examples in the literature tend to view the option to alter the scale of
operations as the ability to stop and start operations with some cost and then
determine when starting or stopping operations is optimal. Brennan and Schwartz
(1985) use an example of a copper mine opening and closing when copper prices
were sufficiently high or low to illustrate this type of option. They point out
that the mine cannot open immediately when it can operate profitably or close
immediately when it is not operating profitably. These lags in starting and stopping
are consistent with the volatility of the price of copper and the expense of starting
or stopping operations. Using real options analysis enables determining the level
of profitability necessary for opening the mine and the level of unprofitability
necessary for closing the mine.

The next section discusses the option to abandon particularly when considering
altering the scale of operations. The options to expand, reduce, abandon, and wait
tend to be interrelated. Consequently, real options analysts should be cautious
and understand how all of these options emerge in a project and then judiciously
consider which are the most important to model and price. Triantis (2005, p. 15)
warns of overcomplicating models and then getting lost in the complexity by
stating: “If management finds real options analysis to be too complex a tool, or
suspects that the tool can be deliberately or unintentionally misused in ways that
are difficult to detect, it simply won’t be used—and the gains we expect from the
better framing and evaluation of projects will not be realized.”

OPTION TO ABANDON
The options to abandon or to wait are similar because abandoning frequently
requires waiting through difficult economic circumstances until a point where
recovery is impossible or highly improbable. Even when project cash flows become
negative due to poor economic conditions, the firm may choose not to abandon or
“scrap” the project because volatility may allow for better prices in the near future
leading to profitable cash flow. This is similar to how a firm may not immediately
initiate a project despite having a positive NPV because the possibility of better
conditions in the future creates a valuable option to wait.
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McDonald and Siegel (1985) provide an intuitive explanation of the option to
abandon. They state that if perfect certainty exists about cost and cash flow (or
price of the manufactured product), the decision to shut down is at the instant
when cost exceeds cash flow (or unit variable cost exceeds selling price). Similar
to the example provided by Ingersoll and Ross (1992), the option to abandon has
value once volatility exists in any facet of the manufacturing process or in the cash
flows (i.e., whenever costs and/or prices become variable). Introducing costs to
shutting down a plant generally makes the possibility of waiting to abandon take
even longer. Brennan and Schwartz (1985) provide an example about closing a
copper mine.

For example, if shutting down a plant requires $2 million, management will not
close the plant if losses do not exceed $2 million. Further, in the presence of volatility
in the cost of manufacturing or cash flows, management may decide not to close
the plant even if losses exceed $2 million. McDonald and Siegel (1985) incorporate
stochastic processes to generate the volatility in their real option framework to
illustrate this point. However, variability in cash flow and cost can emerge simply
by having the price of a raw material increase. If costs are suddenly higher, a firm
may be unable to completely reflect these costs in the selling price because of the
competitive nature of the industry. Until cost pressure forces the whole industry to
increase prices, margins will narrow and the value of the option to abandon will
have changed. Following this logic, incorporating a government subsidy, either
through granting or removing, will also create volatility.

Although the context for considering abandonment is generally viewed as
applicable under poor economic conditions, abandonment can occur when a firm
receives an offer for a project that is clearly more than what the project is worth
including the options available within the project. A recent trend involves the
creation of small research companies by entrepreneurs with the goal of selling
the venture or its product rights to a larger company at some point when the
research product has become valuable. The entrepreneurial venture may have the
means to develop a product, but not the means to widely distribute the product.
Consequently, because of the distribution channels available to a larger firm, the
product may have more value to the larger firm than to the entrepreneurial venture,
giving the entrepreneurial firm a viable option to abandon.

If the goal is to mitigate the abandonment option or to increase the potential
waiting time until abandonment, then creating flexibility regarding inputs and
outputs is a key decision factor. By creating flexibility, the abandonment option
becomes less important and a new set of options emerges in the guise of the option
to switch inputs or outputs. These are commonly called switching options. The
next section investigates the option to switch inputs and outputs.

OPTION TO SWITCH INPUTS OR OUTPUTS
The more flexibility decision makers have at their discretion, the more valuable
the real option paradigm is to management. Although the previous real options
introduced have some intuitive aspects, they generally require a different mindset
that some managers may not embrace. However, the option to switch inputs or
outputs tends to be apparent to decision makers. Consequently, they are likely to
implement switching options without much analytical analysis.
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Beyond the firm, the option to switch inputs or outputs is becoming relevant as
“smart technology” is being developed to allow appliances to use energy when it is
least costly and “green technology” is emerging that potentially allows users to sell
energy back to utilities. This ability to switch inputs or outputs is valuable and is
being incorporated into the pricing of these items. For example, the higher price of
hybrid cars is not only to pay for the technology, but also to pay for the value of this
option to switch from gasoline to battery power in an efficient manner. From the
firm’s perspective, developing technology that creates the ability to switch inputs
or outputs in the product market means higher profit margins because the option
is neither a variable nor fixed cost in the traditional sense.

Although switching options is valuable in the current and evolving product
market, initial research in the area mainly focuses on the value of switching fuel
sources in the production process or switching output from the production process.
Kulatilaka (1993) introduces an example in which a company can switch energy
sources. The author demonstrates the valuation of an option to switch between oil
and natural gas for fueling an industrial steam boiler. To value the option, input
values for oil and gas are determined by the energy units produced by each energy
source. Using the energy unit as a basis, the energy unit is priced according to each
energy source.

Kulatilaka (1993) demonstrates the possibility of using NPV valuation to com-
pare a natural gas–heated boiler to an oil-heated boiler (ignoring options to wait
or to abandon and assuming a low-volatility environment), but cannot capture
the value of a boiler that can switch between oil and gas. The inability to value
the option is because of the interaction between the natural gas and oil prices,
which involves the volatility of each set of prices and not the expected future value
of the prices used in a static NPV analysis. Using dynamic programming to find
the value of the real option, Kulatilaka demonstrates that a volatile environment
practically negates the ability to use NPV in a static form that only considers the
future expected values of cash flows. Ingersoll and Ross (1992) also demonstrate
this point when considering the option to wait.

Woolley and Cannizzo (2005) point out, however, that because decision mak-
ers already understand DCF techniques such as NPV, they should not be totally
eliminated from the evaluation process. In using real options analysis at British
Petroleum (BP), the authors see the value in real option techniques, but also under-
stand that communication to senior management is critical. Woolley and Cannizzo
(p. 94) make the following observation:

Senior managers want competing projects to be presented to them on a consistent
basis so that valuation differences are a function of real factors rather than differ-
ences in method, and management can bring its experience into the debate. At BP
we refer to this as “the level playing field.” The challenge for real options is to gain
acceptance while meeting this criteria. Even if the logic of option pricing seems
well suited to a given corporate project, how can a senior management team long
accustomed to DCF (discounted cash flow) valuation be made comfortable with
the results produced by a real-options-based valuation model? The trick, as we will
argue, is to make real options a complement rather than a replacement for DCF by
showing how real options is consistent with and extends the power of DCF.

The case presented by Woolley and Cannizzo (2005) deals with a gas stabiliza-
tion plant that takes in pipeline gas and produces stabilized gas and condensate,
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which are both sellable outputs. A real option is created with additional invest-
ment into the plant and more pipeline gas that allows the plant to also produce
liquefied petroleum gas (LPG) and additional condensate. The goal is to determine
if the additional investment is worth having the option to produce LPG in addition
to stabilized gas. Because of the myriad sources of price volatility—pipeline gas,
stabilized gas, condensate, and LPG—simulation is used to value the option. This
analysis differs from others in that it does not use risk-neutral valuation and NPV
analysis provides the value of the base case in which there is no volatility. In this
manner, management can see the DCF analysis within the real option analysis and
can become comfortable with how volatility affects the option to switch outputs.

Multiple sources of volatility or uncertainty begin to emerge that make simula-
tion analysis or dynamic programming preferred techniques for valuation, partic-
ularly when considering the option to switch inputs or outputs. To grasp how such
techniques work, think of each source of volatility having its own binomial tree
to project future values and then think of another binomial tree used to combine
these projected values in order to make decisions. This is still an oversimplification
of simulation and dynamic programming in that the binomial trees act as if they
are independent.

Having the binomial trees become interdependent is difficult. From a visualiza-
tion perspective, however, the interdependence emerges as a new set of binomial
trees with projected values set in an iterative manner. As one source of volatility
is projected, a second source is projected based on the given value from the first
source. That is, a new binomial tree will be projected for the second source of volatil-
ity based on every value change of the initial source of volatility. The number of
binomial trees grows at an exponential rate when using a “small” time step within
the analysis. Simplifying assumptions can relieve the necessity of programming so
many interdependent binomial trees.

The next section examines growth options. These are most likely the least
easily understood options because of the difficulty of precisely defining a growth
option. A benefit of the real options already introduced is that they can provide
an intuitive link to seeing the value of the option despite the difficulty of com-
puting this value. With a growth option, management makes an investment based
on the potential that something valuable may emerge in the future, but the source
of that value is not necessarily evident. For example, Sony introduced laser discs
for movies in the 1970s that were relatively expensive and the equipment did not
permit recording. Although the product did not do well in the marketplace, the
technology allowed for creating the compact disc for music that was highly success-
ful in the 1980s and 1990s. Could Sony in the 1970s see into the future about the po-
tential of this technology for playing music? Such an answer is speculative at best,
but developing the technology created a growth option that paid off handsomely.

GROWTH OPTIONS
Kemna (1993, p. 262) describes a type of growth option called a pioneer venture, as
follows:

[A growth option] . . . is typically a project with a high investment outlay and
relatively low net cash inflows. It is a manufacturing project with substantial
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investment costs necessary to prove technology in a period when the project on
its own does not appear attractive. But when economic conditions improve, it is
important to have the technology proven in order to maintain and enhance mar-
ket position. Therefore, from the strategic point of view, the pioneer venture may
make sense.

Kemna continues with a numerical example using a compound option based
on the Black-Scholes framework (1973), but does not provide a specific example.
The author demonstrates that volatility is a key component for considering a
growth option.

Shockley (2007) provides an example of a growth option in discussing Intel
Corp.’s use of a fab shell. A fab shell is the first step in developing a manufacturing
facility for microchips. In essence, the facility is built except for the manufacturing
component. Because the plant is only partially completed, completion can take
place when increased chip demand is expected or left as a fab shell for future
consideration. In a sense, the growth option is an option to wait, but the waiting is
not for the launch of a specific project.

Ultimately, the idea of a growth option goes back to the beginning of the litera-
ture on real options emphasizing that firms sacrificed long-term projects for quick
payoff, short-term projects. These long-term projects do not necessarily produce
immediate cash flows or cash flows that can be immediately attributable to the
project. Yet, they have strategic importance because of the amount of uncertainty
within a product market (Kester, 1984). Perhaps some of the strategic importance
of long-term projects simply comes from the firm not becoming short-sighted or
wholly ingrained in a current technology. By having a long-term venture, the firm
is forced to investigate and invest in the future.

The next section presents “rainbow” options or multiple interacting options.
These options contain multiple options that may include any of the previous six
types of real options. For example, growth options often exist in rainbow options.
Yet, they usually are not valued and only acknowledged because a specific project
with cash flows cannot easily be attributed to the growth option for valuation
purposes.

RAINBOW OPTIONS OR MULTIPLE
INTERACTING OPTIONS
Rainbow options (Trigeorgis, 1993b) are projects that provide multiple real options
that often interact. As demonstrated with the option to switch inputs or outputs,
analysts can model each source of volatility, but the interaction of the volatility
creates analytical complexities. Assuming that the volatility sources are indepen-
dent makes the overall calculation simply a matter of valuing separate options and
adding the options together. As Trigeorgis notes, the problem with this approach
is that due to interaction, the options combined have less value than the indepen-
dent options summed together. This is similar to how a portfolio reduces risk by
combining securities. Because of diversification, the individual risk contribution
of each security to the portfolio is generally less than the risk of the individual
security.
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The first step to approaching a rainbow option is to understand which options
are opposite in execution. For example, an option to expand scale is the direct
opposite of an option to contract scale or abandon. In these cases, the analyst can
value the option most likely to execute (i.e., the option that is “in the money”) and
then ignore the opposing option because it most likely has little value. The next step
is to find where the value of one option complements the value of another option.
For example, the option to wait depends on the project having more potential
value in the future because of better opportunities. These opportunities could be
better future technology that allows for the switching of inputs or outputs such as a
different type of real option. However, other options may reduce the option to wait,
such as an abandonment option that may exist in the future. Another element to
consider is when a particular option emerges because the sequencing of an option
also affects its value.

The key to valuing rainbow options is to value a few key options with inter-
actions between the options considered and not value other options because the
value contribution is minimal. However, the existence of the option may still be
considered important. When considering multiple options, the complexity even
when tractable can be considerable (Triantis and Hodder, 1990). Consequently, the
ability to strategically eliminate the valuation of some “less” important options can
reduce much computation. This drawback should not be used an excuse to ignore
some options, but as a means to come to a conservative valuation figure that can
be communicated easily to decision makers.

Having considered elements involved in valuing a rainbow option, the full
gamut of real options analysis becomes apparent. In fact, many begin to see that
just about all projects have some real option component to them because of the
existence of one or more sources of volatility. Even when analytical solutions are
insufficient, there is still strategic benefit to realizing where potential real options
exist within a project. Consequently, the rigor associated with rainbow options
should not deter management from at least seeking where a real option may exist.
However, analysts should be able to communicate their analysis effectively to
management so decision makers can recognize real options and incorporate them
into the firm’s operations.

SUMMARY AND CONCLUSIONS
Real options exist within a project whenever there are one or more sources of
volatility. When introduced in the literature, applications of real options were not
immediately available, and the concept of a real option was more about investing
in projects that made firms consider the future rather than being short-sighted
by focusing on immediate cash flows. As the literature progressed, better defined
examples of real options analysis emerged: the option to wait or defer, staged in-
vestment options, the option to alter the scale of operations, the option to abandon,
the option to switch inputs or outputs, growth options, and rainbow options.

The option to wait provides one of the best contexts for considering real option
analysis. Ingersoll and Ross (1992) show that a project with certain cash flows
and a positive NPV may be better executed in the future due to volatility in the
discount rate. This example highlights how volatility creates value from flexibility
in the project construct and/or in project decision making. Other options that allow
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for changing scale or shutting down and starting up optimally demonstrate the
value of management discretion. However, the value exists only in the presence of
volatility. Woolley and Cannizzo (2005) demonstrate this in valuing the option to
change outputs at a gas stabilization plant in which the NPV calculation coincides
with zero volatility.

Ultimately, real options analysis differs from DCF techniques in how it con-
siders future cash flows. DCF techniques use expected future cash flows with the
discount rate to adjust for risk or to imply a discount rate. Real options analysis
considers management behavior in dealing with volatility embedded in the same
expected future cash flows. Generally, real options analysis uses risk-neutral pric-
ing rather than adjusting a discount rate for specific cases of future cash flows
because a different risk-adjusted rate is often necessary for each possible case
in traditional NPV analysis. Unfortunately, the convenience of using risk-neutral
pricing tends to hide the fact that risk is being accounted for in the discounting of
cash flows. Triantis (2005, p. 10) describes situations for which real options analysis
appears to be particularly well suited:

These main applications (situations where real options analysis has been applied)
have some common features that make them particularly well suited to—and
often most in need of—real options analysis. They all involve significant up-front
investments that often don’t lead to immediate cash flows. They also tend to have
well-defined stages where the framing of the problem can be logically laid out
and where there are major well-defined sources of uncertainty whose resolution
is expected to contribute significantly to the outcome and ultimate value of the
projects. In addition, in most cases, data are readily available to estimate key
parameters of the model.

Although practitioner feedback and use of real options analysis is positive,
decision makers still rely on DCF techniques such as NPV and IRR to make capital
budgeting decisions. As Triantis (2005) and Woolley and Cannizzo (2005) empha-
size, management support is the key to having real options analysis becoming
more prevalent in practice. Further, real options analysis should be presented in a
manner that encompasses DCF techniques or in a manner that is less complex to
be more understandable to gain the confidence of management.

Despite what appears to be management trepidation, management may ac-
tually employ real options strategies while not calculating the value of the real
options. Triantis (2005, p. 9) lists some examples: dividing projects into a number of
stages; investing in information acquisition or production; introducing “modular-
ity” in manufacturing design; developing competing prototypes for new products;
and investing in infrastructure that provides a platform for future growth. Thus,
management may see the value in creating flexibility but may not explicitly value
that flexibility.

Empirically, real options analysis appears to describe the behavior of mine
openings and closings (Moel and Tufano, 2002), real estate utilization (Quigg,
1993), and many other aspects of behavior. For example, Schwartz and Moon
(2000) value the online bookseller Amazon. The valuation was much lower than
the trading price at the time, but was very close to the post–Internet bubble price.
Bosse and Arnold (2010) examine the use of trade credit by entrepreneurs as a real
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option in considering the trade-off between receiving a discount from a supplier
or paying full price to the supplier at a later date. Arnold and Buchanan (2010)
use a real options approach to demonstrate why a government may decide to
keep an industry noncompetitive through trade restrictions. Given the multitude
of empirical applications of which only a few are mentioned here, the academic
literature has benefitted greatly from real options analysis.

Yet, as Triantis (2005) notes, the goal of real options analysis is to gain ac-
ceptance by practitioners. This requires time and a concerted effort to make real
options analysis more palatable to management. As Block’s (2007) survey results
show, the main reason for not using real options is the lack of top management
support. Baker et al. (2011) conclude that top managers are unlikely to accept a
methodology that they do not understand. Before real options gain widespread
acceptance, managers must change their mindset about the appropriate paradigm
for evaluating projects.

DISCUSSION QUESTIONS
1. Why is the discount rate for an entire risky project an inappropriate discount

rate for individual future cash flows within the project?
2. How does the futures/forward price “anchor” DCF valuation when valuing

options using risk-neutral pricing?
3. Suppose a project requires a $10 million initial outlay to produce a guaranteed

future cash flow of $12 million one year from today. Assume the appropriate
discount rate is 10 percent annually today, which will decrease to 8 percent
annually next year. Is there value in waiting to execute the project? If the discount
rate remains constant, that is, the rate is always 10 percent annually, is there any
value in waiting to execute the project?

4. If management could open and close a mine immediately with an associated
cost, explain whether a mine would ever operate at a loss.

5. If an option to expand operations within a project is highly valuable, how
valuable is the option to abandon within the project?

6. Is the value of a rainbow option likely to equal the sum of the individual options
valued independently of each other?
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INTRODUCTION
Companies grow and create value by investing in projects that provide sufficient
cash flows to compensate for the risks of investment and foregone opportunities.
When a firm commits capital to an investment, its managers expect a project’s
return to exceed the firm’s cost of raising funds on a risk-adjusted basis. Mak-
ing value-enhancing decisions is the lifeblood of a firm’s growth, expansion, and
success. Such investments may involve property, plant, and equipment as well as
those relating to operational efficiencies and acquisitions.

Capital budgeting refers to the process of identifying, evaluating, and selecting
long-term investment projects. A major challenge of capital budgeting is correctly
estimating the appropriate rate to use when discounting a project’s cash flows to
arrive at a present value. The core of the discount rate is the cost of capital, possibly
with adjustments made for project risk.

The cost of capital, also called the weighted average cost of capital (WACC),
refers to a firm’s cost of using various funding sources relative to the percentage
usage of each source. Although common sources of capital for large firms are
debt, equity, and preferred stock, many other sources are available. For example,
a small business may first obtain capital from friends or relatives. Such sources
may involve repayment terms that do not fit the classic definition of debt or equity.
Further, large firms may use contracts and funding sources that combine elements
of both debt and equity such as convertible bonds. Estimating the appropriate cost
of capital is important because using incorrect values may lead to capital budgeting
decisions that decrease shareholder wealth.
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Exhibit 18.1 WACC Graph Illustrating Over- and Underestimation
Note: This exhibit shows that Projects A through G have identical risk profiles and represent the capital
budgeting opportunity set of the firm. The exhibit illustrates that over- or underestimation of the firm’s
WACC can lead to the acceptance of value-destroying projects or the rejection of value-enhancing
projects.

For example, examine the projects in Exhibit 18.1. The distortion effects of an
incorrectly estimated WACC are clearly visible when using the rule of accepting
projects with an internal rate of return (IRR) greater than the firm’s WACC. If
the WACC is underestimated, the firm may accept projects that are not value
enhancing. In this example, if the firm accepts Project E, this would decrease
shareholder value. If the WACC is overestimated, the firm may reject projects that
are value enhancing such as Project D. Using an incorrect cost of capital could
lead to decisions that are suboptimal. As the error in the cost of capital estimate
increases, so does the impact on shareholder value.

This chapter focuses on calculating the cost of capital and adjusting it to com-
pensate for project risk to obtain a risk-adjusted discount rate (RADR). The chapter
also examines and discusses how to estimate the cost of equity and debt for projects
with risk levels that differ from the firm’s overall or normal risk level. For exam-
ple, some projects represent a substantial risk to the firm such as a new product
launch or the expansion of an existing business concept into a new market. In each
case, the firm is dealing with unknowns that are difficult to estimate and model.
These decisions are much more difficult for senior management to consider than
the decision to resurface a staff parking lot or to replace aging manufacturing
equipment, where the risks and rewards are more quantifiable and less subject to
estimation error.

The chapter concludes with a discussion of how the cost of capital differs for
international companies and highlights some challenges of using the global cost
of capital. The goal is to shed light on estimating the cost of capital, improving the
financial decision-making process for measuring financial performance, assessing



COST OF CAPITAL 341

the attractiveness of projects, and monitoring project performance. This chapter
references a set of relevant papers for providing a summary of the major issues
and viewpoints about cost of capital. Given the voluminous literature on this topic,
the chapter is not intended to be exhaustive. Those interested in delving into this
topic in greater depth can find a wealth of relevant research available in advanced
corporate finance textbooks.

COST OF CAPITAL
In general, as discussed in previous chapters, discounted cash flow analysis (DCF)
is one of the most widely used methods to evaluate capital expenditure propos-
als. A study by Graham and Harvey (2001) of capital budgeting techniques in
the United States shows that 74.9 percent of chief financial officers (CFOs) always
use net present value (NPV) when making capital budgeting decisions. Capital
budgeting typically focuses on the concept of present value, which enables the
user to compare future expected cash flows (CFs) in current dollar terms. The
capital budgeting process encapsulates the time value of money and the risk
associated with a particular project. Essentially, the discounting factor used to
calculate the present value of the cash flow stream in many capital budgeting
problems is based on the core cost of capital with adjustments made for project
risk. To select value-enhancing projects, management needs to accurately estimate
the cost of capital as well as the expected cash flow. As Equation 18.1 shows,
the estimated present value of a series of cash flows is inversely related to the
estimated WACC.

Present Value = CF1

(1 + WACC)1 + CF2

(1 + WACC)2 + . . . + CFN

(1 + WACC)N (18.1)

The cost of capital is the rate of return that suppliers of capital require as
compensation for their contribution of capital (Courtois, Lai, and Peterson, 2008).
The most common sources of capital are debt, common equity, and preferred
stock. Related forms of capital include convertible securities, warrants and options,
among others. If estimated using expected rates and target weights, the cost of
capital is a forward-looking rate of return that investors require for forgoing the
best alternative use of capital at a specific level of risk. When considering the overall
financing the company employs, the term WACC or simply the cost of capital
is used.

To value a company using DCF techniques involves discounting free cash
flows (FCFs) at the weighted average rate of return required by all investors,
which represents the minimum acceptable hurdle rate for the providers of capital
(Anderson, Byers, and Groth, 2000). As stated previously, firms use the WACC to
discount a series of future cash flows with the mix of equity and debt being the
target or optimal mix that is expected to prevail in the future.

The general formula for the WACC, where each cost and proportion is consid-
ered on a marginal basis, is:

WACC = keWe + kdWd(1 − t) + kpWp (18.2)
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where

ke = Component cost of equity;
kd = Component cost of debt;
kp = Component cost of preferred stock;

t = Firm’s marginal tax rate;
We = Target proportion of equity in the firm’s capital structure;
Wd = Target proportion of debt in the firm’s capital structure; and
Wp = Target proportion of preferred stock in the firm’s capital structure.

COST OF CAPITAL WEIGHT ESTIMATION
This section begins with a discussion of the firm’s WACC estimation by first exam-
ining how to estimate the component weights. Although managers and analysts
can use balance sheet book value figures to calculate the book value weights, a
more appropriate approach is to use the target market weights. The manner in
which component weights are calculated is as follows:

WD = Market Value of Debt
Total Value of Firm

We = Market Value of Equity
Total Value of Firm

WP = Market Value Preferred Stock
Total Value of Firm

The total market value of the firm equals the combined market value of debt,
equity, and preferred stock.

WACC = R∗
e We + E∗

d
W∗

d (1 − t) + R∗
pWp

In most real-world situations, firms often use different sources of debt, such as
long- and short-term loans, bond issues, and commercial paper. When calculating
component cost of capital weights, the target market weights should be employed
because securities are typically issued at market value, which may differ from book
value. The market weights reflect current conditions and the effects of changing
market conditions and, therefore, the cost of capital should measure the market
cost of issuing these securities. Also, each firm has a target (or optimal) capital
structure defined as the best mix of debt, common equity, and preferred stocks
that minimizes the firm’s WACC. However, for simplicity, Case 1 involves a firm
that uses only one type of debt: a long-term bond with a face value of $1,000,000
and a current market value of $850,000. The yield to maturity on the bond is
9 percent and the coupon rate is 7 percent. Recall that as interest rates increase,
the market value of debt declines. This is called interest rate risk. Further, assume
that the firm’s market value of equity is $1,000,000, while its book value of eq-
uity is $250,000. This firm uses no preferred stock. The current weight of debt is
estimated as:

Case 1 WD = Market Value of Debt
Total Value of the Firm

= $850,000
$1,850,000

= 45.95%
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If the firm uses short-term loans such as revolving credit lines to acquire fixed
assets rather than just to finance working capital needs, then the WACC calculation
should include this short-term debt component. In Case 2, the assumption is that
the same firm obtains a permanent short-term loan in the amount of $200,000. The
firm’s Wd would increase to:

Case 2 WD = Market Value of Debt
Total Value of the Firm

= $1,050,000
$2,050,000

= 51.22%

The addition of $200,000 in permanent short-term debt increases the percent
weight of debt usage in the capital structure of the firm from 45.95 percent to
51.22 percent. The cost of debt is discussed in the next section.

Using the same example as Case 1 above, the weight of equity can be estimated
as:

Case 1 WE = Market Value of Equity
Total Value of the Firm

= $1,000,000
$1,850,000

= 54.05%

In Case 2, the weight of equity is 48.78 percent. In this situation, as the per-
centage of debt increases in the firm’s capital structure, the percentage of equity
declines. These relative percentage usages are called the capital structure mix. The
general term used to refer to the percentage amounts of the firm’s capital source
mix is the firm’s capital structure. In part, firms choose to increase or decrease the
use of debt or equity as the cost of debt and equity change.

To this point, the examples of component weight estimation have ignored the
use of preferred stock. Preferred stock is a financial instrument class of ownership in a
corporation that has a higher claim on the assets and earnings than a common stock.
The firm must pay its dividend before paying dividends to common shareholders.
Typically, preferred stock does not have voting rights. Returning to Case 1, assume
that the firm decides to issue $200,000 in market value of preferred stock, $1,000,000
in market value of equity, and $850,000 in market value of debt. Now the firm is
using debt, equity, and preferred stock in its capital structure, which becomes
Case 3. The Wp can be calculated as:

Case 3 WP = Market Value of Preferred Stock
Total Value of the Firm

= $200,000
$2,050,000

= 9.76%

In Case 3, the weight usage of preferred stock is 9.76 percent, the weight of
equity is 48.78 percent, and the weight of debt is 41.46 percent. Again, these are the
current market weights and are not necessarily the firm’s target capital structure.
The target weights include the allocation of external financing that the firm believes
will produce the optimal results. Corporate finance managers can use the target
weights as reflected by the industry averages or those target weights used by
comparable firms. For example, as the firm moves from Case 1 to Case 2 or Case
3, the weights change. Any capital budgeting decision should be based on the
expected or target market weights of capital sources that the firm expects to use.

As Brigham and Daves (2010) note, managers make several common errors
when estimating the weight components. One error is using book values. When
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estimating the WACC, managers should use the firm’s market values. Another
common error is using historical weights instead of target weights for each com-
ponent. To estimate the WACC, managers should use the firm’s target capital
structure (Daves, Ehrhardt, and Shrives, 2004). Management should avoid falling
prey to such errors because they can lead to incorrectly estimated WACCs and
project values.

An Example of Estimating Weights for the WACC

Bimini Corporation wants to estimate its current market capital structure.

Sources of Financing Book Value Market Value

Stock Issue A $250,000 $1,000,000
Stock Issue B 300,000 500,000
Bond Issue C 1,000,000 850,000
Bond Issue D 200,000 300,000
Preferred stock Issue A 500,000 500,000
Total $2,250,000 $3,150,000

The weight of each component is calculated as follows:

Sources of
Financing Market Value

Firm Market
Value Weight (%)

Equity $1,500,000 $3,150,000 47.62
Debt 1,150,000 3,150,000 36.51
Preferred stock 500,000 3,150,000 15.87

Total 100.00

The weights sum to 100 percent and represent the firm’s current weights.

THE WACC COMPONENT COST ESTIMATION
Managers and financial analysts can use different methods to estimate the compo-
nent cost of each source of capital. Additionally, they can use several methods for
each source. This section provides an overview of commonly used techniques to
estimate the cost of equity, debt, and preferred stock.

Component Cost of Equity

The component cost of equity is the required rate of return of the firm’s share-
holders. Unlike the cost of a bank loan, which a firm could estimate by contacting
its lender, most large modern corporations cannot ask their shareholders what
they expect in return for buying their common stock. However, both the firm
and financial analysts have tools available to gauge the expected return that in-
vestors require or expect from the firm. The most commonly used tool to estimate
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the cost of equity capital is the capital asset pricing model (CAPM), which is
expressed as:

E(Ri) = Rf + �i[E(Rm) − Rf] (18.3)

where

E(Ri) = Expected return on the firm’s common equity ignoring flotation costs;
Rf = Risk-free rate;
�i = Beta coefficient estimate between the stock (i) and a market index; and

E(Rm) = Expected return on the market.

The term in brackets in Equation 18.3 is the market risk premium (MRP), which
is the expected return on the market minus the risk-free rate. In practice, analysts
estimate beta with respect to an equity market index when using the CAPM to
estimate the cost of equity. Thus, they are concerned with the equity risk premium,
which is the expected return on equities minus the risk-free rate (Stowe, Robinson,
Pinto, and McLeavey, 2007).

The CAPM’s simplicity has led to its widespread usage. For example, Bruner,
Eades, Harris, and Higgins (1998), Graham and Harvey (2001), and Bancel and
Mittoo (2004) find that corporate managers primarily use the CAPM to estimate
the cost of equity capital when considering capital budgeting decisions. For exam-
ple, survey evidence by Graham and Harvey shows that 74 percent of respondents
report using the CAPM while few companies report using the dividend discount
model. Ryan and Ryan (2002) surveyed CFOs of Fortune 1000 companies to deter-
mine what they consider to be the best discount rate for capital budgeting projects.
Their findings show that 83.2 percent of respondents chose the WACC, followed
by the rate on debt (7.4 percent), the rate on retained earnings (1.5 percent), and the
rate on new equity (1.0 percent). Only 5.4 percent report using the cost of equity for
a project financed with equity and the cost of debt for a project financed with debt,
while 1.5 percent indicate they have another measure for calculating the base dis-
count rate. In general, survey evidence suggests that respondents strongly prefer
the WACC, which is consistent with the approach suggested by finance academics.

Gitman and Vandenberg (2000) replicate an earlier cost of capital survey
(Gitman and Mercurio, 1982) of 111 major U.S. companies and report the following
key findings:

� 93 percent of companies use the CAPM to estimate their cost of equity.
� Nearly all companies use one cost of capital regardless of the financing

needed.
� Companies tend to use target weights instead of book weights.
� A large majority of companies use a type of weighted average of sources of

capital for calculating cost of capital.

Other studies find that using the WACC to evaluate capital budgeting projects
is also widespread in mainland Europe (Brounen, De Jong, and Koedijk, 2004).
Oblak and Helm (1980) examine the cost of capital practices of multinationals
and find that 54 percent of respondents use the WACC. Other measures cited in
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their study include the cost of debt, past experience, expected growth rate, and
the CAPM. Stanley and Block (1984) examine various capital budgeting topics
involving U.S. companies within a multinational context. They find that 49 percent
of respondents use the parent company’s cost of capital, 32 percent use the project
cost of capital, and some companies use both. To measure the rate on foreign
currency–denominated debt, 34 percent of companies report adjusting the cost of
capital for changes in foreign exchange rates. Bierman (1993) surveys 74 Fortune 100
companies and finds that all respondents report using some form of discounting
in their capital budgeting, and 93 percent use the WACC. Poterba and Summers
(1995) survey CFOs of the Fortune 1000 to better understand how they measure
and use hurdle rates. Their findings reveal that many companies use more than
one hurdle rate and tend to set hurdle rates lower than their cost of capital.

Bruner et al. (1998) survey the cost of capital practices employed by 27 best
practice U.S. companies and 10 leading financial advisers, and also examine the
seven best-selling textbooks on cost of capital practices. Their evidence shows
the WACC is the dominant discount rate with over 85 percent of the 27 best
practice firms using CAPM or a modified CAPM version. The authors also find
large variations in the choice of the risk-free rate, beta, and the equity mar-
ket risk premium as well as for the adjustment of costs of capital for specific
investment risk.

Given the dominance of the CAPM in estimating the cost of equity capital,
how is the CAPM estimated in practice? The CAPM is a single-factor model in
which the factor is the market risk premium [E(Rm) – Rf]. The coefficient that
describes the relationship between the stock’s return and the return on the market
is known as beta (�i). Beta is estimated using a simple linear regression between
the excess return to the market index and the security’s excess return. In practice,
questions arise as to how many periods to include in the analysis to estimate
beta, the periodicity of the data (e.g., weekly versus monthly), the appropriate
underlying market index to use, and the best risk-free rate to incorporate into
the model.

Regarding the risk-free rate, the primary question is whether the firm should
use a short-term government debt rate, such as the Treasury bill (T-bill) rate, or a
long-term government bond yield to maturity, such as the rate on a Treasury bond.
Should the firm match the length of investment to the length of the corresponding
risk-free instrument? Some theorists argue that different risk-free rates and equity
risk premiums should be used every year over the life of the investment (Ang and
Liu, 2004). Matching the length of the investment to the appropriate risk-free rate
length can also be used. For example, a 30-year investment should be matched to
the 30-year risk-free rate. Many financial analysts also use long-term government
bonds to estimate the cost of equity when evaluating a firm (Fabozzi, 2000; Stowe
et al., 2007). The logic is that the duration of the risk-free measure should be
matched to the duration of the asset being valued.

With respect to periodicity of the data, there is also no clear answer. Daves,
Ehrhardt, and Kunkel (2000) show that for a given estimation period, daily re-
turns provide a smaller standard error of the estimated beta than do weekly, two-
weekly, or monthly returns. However, estimates based on monthly observations
seem to provide slightly better statistical predictions when judged by R2 (Bartholdy
and Peare, 2001). Regarding the underlying market index, many services use the
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S&P 500 index as a market proxy. Theoretically, the S&P 500 is not a good index to
proxy the true underlying return of the “market” because it is biased toward large
firms and the index includes only a small subset of observable traded equities.
However, from a practical standpoint, this index has an understandable appeal.
No market index can measure the true underlying return of the “market,” but the
index employed should be as broad as possible and should include reinvested
dividends to capture the total return.

Estimated beta coefficients are readily available online and via many invest-
ment data services, such as Standard and Poor’s Compustat, Bloomberg, Ibbotson
Associates, Thomson Financial, Yahoo Finance, and others. However, each service
uses a different length of included data, periodicity of data (e.g., weekly versus
monthly), and underlying market index to estimate the firm’s beta. When using a
beta from an investment data service provider, understanding how it is estimated
is important. In practice, the unadjusted beta coefficient derived from regressing
the excess stock rate of return on the excess S&P 500 rate of return is then adjusted
for regression toward the mean in order to provide a better estimate of the future
beta by using Blume’s (1971, 1975) adjustment. Both academics and practitioners
commonly use these adjustment coefficients, which are derived by regressing the
estimated values of beta on the values estimated in the previous period.

Adjusted beta = 0.34 + 0.66(Unadjusted beta) (18.4)

CAPM Estimation

Recall that Bimini Corporation has two stock issues with a combined market value
of $1,500,000. Currently, the price of each share is $25 with 60,000 shares out-
standing. The firm’s estimated beta is 1.25. The current long-term risk-free rate is
5 percent and the expected return on the stock market is 10 percent. The required
rate of return on Bimini’s equity is estimated as follows: E(Ri) = Rf + �i[E(Rm) –
Rf] = 0.05 + 1.25(0.10 – 0.05) = 0.1125 or 11.25 percent.

Risk Premium Estimation
As mentioned previously, the CAPM is composed of two parts: (1) the risk-free
rate (Rf), which compensates investors for inflation and the use of their capital
in a riskless context; and (2) [E(Rm) – Rf], which is referred to as the market risk
premium, while �i[E(Rm) – Rf] is the individual stock’s risk premium. The term risk
premium refers to the additional return required by investors over the risk-free
rate to compensate for the risk associated with investment. As the riskiness of
the investment increases, so does the risk premium to entice investors to commit
capital. Much debate exists over the correct estimation of the market risk premium,
which is used as part of the CAPM as shown in Equation 18.3.

As previously mentioned, when using the CAPM to estimate the cost of equity,
analysts estimate beta with respect to an equity market index. Several approaches
are available for estimating the equity risk premium. One method is to derive it
from the market stock prices using some equity valuation model. For example, the
Gordon model determines the price of the stock taking into account the current
dividend payment, constant growth rate, and required rate of return. The equity
risk premium can be derived by using the current market stock price and solving
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for the required rate of return. Another method is using a historical equity risk
premium, which uses a long series of historical data between the risk-free rate and
the stock market to estimate the risk premium. The estimated risk premium could
be used as follows:

E(Ri) = Rf + Equity risk premium (18.5)

No agreement exists as to the best way to use historical data to estimate the
risk premium. Under the historical approach, the assumption is that history repeats
itself. Ibbotson and Chen (2003) find an historical risk premium around 6 percent
during the period 1926 to 2000. Questions remain about the appropriate length
of the period to use in estimating the risk premium, the use of a short-term or
long-term risk-free government bond, the most suitable underlying market index,
and the choice of arithmetic versus geometric means. If returns are not correlated
over time, the arithmetic mean, which takes into account the uncertainty of period
to period returns, can be calculated as the average of the annual historical returns.
The geometric mean incorporates the average compound return per year over a
period. The greater the standard deviation of returns over time, the greater is the
arithmetic mean vis-à-vis the geometric mean. Copeland, Koller, and Murrin (2000)
suggest using a downward adjustment of 1.5 percent to 2.0 percent for survivor-
ship bias in the S&P 500 Index when using arithmetic mean estimates. These are
the same challenges discussed earlier when considering the CAPM. Furthermore,
historic risk premium estimates are generally higher than the prevailing unob-
served risk premiums due to survivorship bias, which may result when failed or
defunct companies are excluded from membership in a group. Survivorship bias
tends to inflate historical estimates of the equity risk premium (Stowe et al., 2007).
As a rule of thumb, using a longer period and an appropriate risk-free rate leads
to a superior estimate (Damodaran, 2001). Most studies of the risk premium focus
on high-capitalization (cap) stocks from a market region or country, using a proxy
for the market such as the S&P 500 Index for the United States or the FTSE100 for
the United Kingdom. Investors often overweight large cap stocks, which are rela-
tively safer than small or medium cap stocks and whose names they recognize and
products they use. This large cap focus will, however, introduce a large cap bias.
As part of corporate finance analysis, managers and analysts have to be careful
and add a premium when dealing with lower cap stocks whose cost of equity is
typically higher.

Another approach in estimating the risk premium is the prospective equity
premium approach, which is based on expectational data. Under this approach,
analysts use an equity valuation model to derive the risk premium that can be
regarded as the market’s consensus view. Using a version of the dividend discount
model, Damodaran (2009) suggests that obtaining or estimating the current level
of market value, the expected dividends next period, and the expected dividends
and earnings in the long term will lead to the implied required rate of return on
stocks. The implied equity risk premium is then derived by subtracting the risk-
free rate from the implied required rate of return. Claus and Thomas (2001) and
Fama and French (2002) find that the expected risk premium is around 3 percent in
the United States. In practice, the prospective equity premium implied by the one-
year forward price-earnings (P/E) multiple of the S&P 500 index can be calculated.
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Exhibit 18.2 Equity Risk Premium

Equity Risk Premium

Nominal Return Real Return

Arithmetic
Average (%)

Geometric
Average (%)

Arithmetic
Average (%)

Geometric
Average (%)

1802 to 2006 4.45 3.09 4.35 3.13
1900 to 2006 6.29 4.47 6.01 4.43
1926 to 2006 5.99 4.18 5.71 4.03
1982 to 2006 1.41 0.92 1.43 0.90

Note: This exhibit shows equity risk premiums estimated over several time periods. It shows that the
equity risk premium changes over time and the choice of period of estimation influences the required
rate of return calculation. Sources: Adapted from Siegel (2002) and Dimson, Marsh, and Stanton (2002).

Additional required inputs are: (1) a five-year consensus growth rate of earnings;
(2) long-term growth rate of earnings; (3) present and long-term payout ratios;
(4) annually compounded yield on the 10-year government bond benchmark;
and (5) an estimate of a government bond’s beta coefficient. The prospective eq-
uity premium is the difference between the rate required by investors on a market
(equity) portfolio minus the riskless long-term government yield.

Graham and Harvey (2006) provide an alternative estimation of the ex-ante
equity premium from a global quarterly survey of CFOs who were asked about
their expectations for the return on the S&P 500 over the next 10 years. The authors
find a spread between expected return on the S&P 500 and the 10-year Treasury
bond yield from June 2000 to January 2006 of between 4.35 percent and 2.39 percent.
Graham and Harvey also present evidence on the determinants of the long-run risk
premium suggesting a positive correlation between the ex-ante risk premium and
real interest rates as reflected in Treasury Inflation Indexed Notes. The level of the
risk premium also appears to track market volatility as reflected in the VIX index.
VIX is the ticker symbol for the Chicago Board Options Exchange Volatility Index,
a popular measure of the implied volatility of S&P 500 index options.

Fernandez (2009) highlights at least four definitions of the equity risk premium
in 150 textbooks such as a historical risk premium, required risk premium, implied
risk premium, and expected risk premium. In his findings, he emphasizes that
there is neither a generally accepted equity premium point estimate nor a common
method to estimate it, even for the historical risk approach. Exhibit 18.2 contains
equity risk premiums estimated over several time periods. The exhibit shows that
the equity risk premium changes over time, and the choice of period of estimation
influences the required rate of return calculation.

Fernandez and del Campo (2010) survey 436 analysts and 639 companies
about the type of books and papers they use as references to justify the market risk
premium. The authors find that 127 of them provide more than a reference with a
vast majority using internal estimates and studies by Damodaran, Morningstar/
Ibbotson, McKinsey, and Copeland. By looking at the difference between professors
and analysts in estimating the market risk premium, Fernandez (2010) notices that
on average, professors use a higher MRP than analysts for almost every country
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covered by the study. The dispersion of the MRPs used by professors is also higher
than that of analysts.

Component Cost of Debt

Estimating the cost of debt is typically a simpler task than estimating the cost of
equity because less debate exists over the validity of the methodologies involved.
The component cost of debt is the required rate of return that debt holders require
on the firm’s debt instruments. A common method of estimating the cost of debt
is to use the yield to maturity (YTM) on the firm’s debt adjusted for taxes, when
applicable.

Consider a noncallable bond with an annual coupon payment. As Equation
18.6 shows, the YTM is the rate that equates the current price of the bond to the
present value of the coupon payments and the return of capital. Thus, the YTM
represents the before tax cost of debt.

Price of Bond = CP1

(1 + YTM)1 + CP2

(1 + YTM)2 + . . . + CPN

(1 + YTM)N + Par

(1 + YTM)N

(18.6)

where CP = Coupon payment and Par = Face value of the bond.
In the United States, interest paid on corporate debt reduces taxable income.

Therefore, when considering the before-tax cost of debt when estimating the firm’s
WACC, an adjustment should be made for the tax shield. Recall the debt component
cost portion of the formula for estimating the firm’s WACC is given as kd(1 – t).
Here kd represents the YTM on the firm’s bonds, while t represents the firm’s
marginal tax rate. For firms with multiple bond issues or with a mix of debt such
as loans and commercial paper, the cost of debt is a weighted average of the cost
of debt, where the weights are determined by the percentage of each type of debt
relative to total debt outstanding.

In practice, the company’s treasurer can provide the cost of debt by analyzing
the most recent borrowings to get a sense of default spreads. Outside investors
can calculate the cost of debt by looking at other companies’ yields on debt with
similar features, including risk and maturity. If the company has bonds that are
traded, the current price of the company’s existing bonds can be used to calculate
the expected rate of return on bonds. If the bonds are actively traded, information
is readily available on individual corporate bond issues, including bond ratings,
current yields, and current prices in specialized services such as Thomson Reuters
and Bloomberg. Moody’s Investor Services, Standard and Poor’s Corporation,
Fitch Investor Services, Thomson, and Bloomberg provide bond ratings that reflect
the default risk on specific bonds. Some banks, bond brokers, and investment
boutiques calculate yields on individual bond issues and provide indicative yields
for bonds classified in a particular rating and maturity.

After identifying all bond issues for a company, the current traded prices can
be found for those bonds and the corresponding risk-free rate that matches the
maturity of the bond issues. Next, the rating for that bond or similar bonds with
similar size and leverage, if the bonds are not traded, is determined. Finally, the
spread, which is the difference between the yield on a risky bond and the yield on
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the risk-free rate for a specific rating and maturity, is calculated. To estimate the
cost of issuing new long-term debt requires the following:

Cost of new long-term debt = Risk-free rate + Spread (18.7)

Assume that Bimini Corporation wants to estimate its current component cost
of debt. Bimini has the following bond issues:

Bond Book Market Years to Current
Issue Value Value Maturity Coupon (%) YTM (%)

C $1,000,000 $850,000 10 8.00 10.49
D 200,000 300,000 25 7.00 3.85

First, calculate the percentage weight allocated to each bond issue.

Bond Issue Market Value Percent Total

C $ 850,000 73.91%
D 300,000 26.09
Total $1,150,000 100.00%

Next, multiply each percentage use by its cost (YTM) and adjust for the tax
shield.

Bond Issue Percent Total Current YTM

C 73.91% 10.49%
D 26.09 3.85

Before tax cost of debt = 8.76%
Tax rate = 40.00%

After tax cost of debt = 5.26%

In summary, Bimini’s after-tax cost of debt is 5.26 percent in order to provide
a 10.49 percent return to the holders of bond C and 3.85 percent to the investors in
bond D.

Convertible Debt

Convertible bonds are bonds that are convertible into equity. A convertible bond is
a hybrid security combining a debt and an equity instrument (the call option to
purchase stock). When corporate managers consider the cost of debt and equity,
they should separate the two components embedded within the convertible bond
issue. Often, the debt portion is considered within the weight of debt while the
equity portion is considered in the weight of equity.

For example, assume that another firm, ICG, Inc., plans to offer convertible
bonds to finance the construction of a factory. The firm wants to estimate its cost
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and weight of debt to use when estimating its WACC after issuing the additional
debt. ICG issued $1 million in bonds three years ago that have a current market
value of $1.1 million. The firm also has $2 million in market value common stock
outstanding. The firm’s marginal tax rate is 40 percent. The following summarizes
the current and expected additional debt.

Book Market Years to Coupon
Value Value Maturity (%)

Bond Issue A $1,000,000 $1,100,000 7 6.00
Convertible Bond Issue B 1,000,000 950,000 10 4.25

ICG expects to sell Convertible Bond Issue B at 95 percent of par and the YTM
on similar nonconvertible securities is currently 10 percent. The YTM on Issue A
is 4.31 percent and the expected YTM on the convertible bond is 10 percent, not
4.89 percent. Using 4.89 percent ignores the benefit provided by convertibility. Also,
the total $950,000 should not be counted as debt. Instead, the financial manager
should estimate the equity and debt components embedded within the market
value. First, this requires estimating the value of the bond component. Using the
coupon of 4.25 percent, 10 years to maturity, and 10 percent interest rate, the bond
component should be worth the following:

Par
Years to
Maturity Coupon YTM Value

Convertible
Bond Issue B

$1,000,000 10 4.25% 10.00% $646,687.39

After estimating the value of the straight debt, the financial manager should
remove the value of the equity component by subtracting the value of the straight
debt from the total value of the issues.

Total Value Bond Component Option Component

$950,000 $646,687 $303,313

Next, the financial manager should estimate the cost and percentage use of
debt and adjust for the tax shield.

Amount
Percent

Total Cost (%)
Weighted
Cost (%)

New Debt $1,100,000.00 0.63 10.00 6.30%
Current debt 646,687.39 0.37 4.89 1.81
Before tax cost of debt = 8.11%
After tax cost of debt = 4.87%
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The resulting weights of equity and debt are as follows:

Current New Total Weight (%)

Debt $1,100,000 $646,687 $1,746,687 43.13
Equity 2,000,000 303,313 2,303,313 56.87

Component Cost Estimation: Preferred Stock

The cost of preferred stock is the return required by investors for holding this form
of investment. In the case of noncallable, no-maturity-date, and fixed-dividend
preferred stock, the required rate of return can be estimated as:

kp = Dp

Pp
(18.8)

where

kp = Cost component (required return on) of preferred stock;
Dp = Dividend paid on the preferred stock; and
Pp = Price of the preferred stock.

Recall that Bimini has $500,000 in preferred stock outstanding. Assume that
Bimini pays a dividend on preferred stock of $50,000 a year. The resulting kp is
10 percent = $50,000/$500,000. Having examined the methods used to calculate
each component cost (debt, equity, and preferred stock), the chapter now presents
a unifying example.

COMPREHENSIVE EXAMPLE OF
ESTIMATING THE WACC
Bimini wants to estimate its WACC. Management provides the following informa-
tion: The firm’s equity has a beta of 1.25; the current risk-free rate on a long-term
government bond is 5 percent; and the current expected return on the stock market
is 10 percent. Bond issue C has 10 years to maturity, pays an annual coupon of
8 percent, and has a yield of 10.49 percent. Bond issue D has 25 years to maturity,
pays an annual coupon of 7 percent, and has a yield of 3.85 percent. The firm has
10,000 shares of preferred stock with a market value of $50 that yields 10 percent.
The firm’s current marginal tax rate is 40 percent. The following summarizes the
book and market values of debt, equity and preferred stock.

Issue Book Value Market Value

Stock Issue A $250,000 $1,000,000
Stock Issue B 300,000 500,000
Bond Issue C 1,000,000 850,000
Bond Issue D 200,000 300,000
Preferred stock Issue A 500,000 500,000
Total $2,250,000 $3,150,000
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Using the cost and weight of each component, the WACC is calculated as
follows:

Component Cost (%) Weight (%)
Weighted
Cost (%)

Cost of debt 8.76 36.51 3.20
Cost of equity 11.25 47.62 5.36
Cost of preferred stock 10.00 15.87 1.59

WACC = 8.86

Thus, WACC = 8.76% (1 – 0.40)(0.3651) + 11.25% (0.4762) + 10.00% (0.1587) =
8.86%.

COST OF CAPITAL FOR A PROJECT
For simplicity, some companies apply their overall cost of capital to all investment
projects. Financial theory recommends, however, using a different hurdle rate for
projects with different levels of risk (Damodaran, 2001; Baker and Powell, 2005;
Brealey, Myers, and Allen, 2006; Pratt and Grabowski, 2008). In principle, the
duration and risk of the financial securities used to estimate the WACC should
match that of the FCFs being discounted (Koller, Goedhart, and Wesseles, 2005). If
the chosen projects and the firm share the same risk profile, a firm should use its
overall cost of equity as the overall cost of equity of the project. However, several
problems may result from a firm using its overall WACC to estimate the value
of its capital budgeting projects. For example, a firm with a low WACC, which
embodies the average risk of firm’s projects, would tend to choose risky projects
(i.e., projects with high IRRs). Over time this tendency would increase the firm’s
overall riskiness and would lead to a higher cost of borrowing at the firm level and,
eventually, a drop in shareholders’ value. To illustrate, an oil refinery is inherently
less risky than oil drilling and exploration. Faced with the option to expand into
oil drilling using its current firm-level WACC, the refiner would choose to engage
in the drilling activity. However, this activity would increase the firm’s overall
riskiness. When the refiner returns to the capital markets to raise additional capital
for refining, the price it has to pay for capital would likely increase. This process
could continue until the firm’s cost of capital rises to the point at which the firm
can no longer feasibly invest in refining activities.

Exhibit 18.3 illustrates the relationship between project returns, risk, and the
firm-level WACC. The firm-level WACC is constant across the spectrum of projects.
This would lead the firm to accept all projects with IRRs above its WACC, while
rejecting all projects with IRRs that are below its WACC. However, how should the
firm treat the investment in an expansion and renovation of a store? Undertaking
such a project might result in a low return, one that will in many cases be lower
than the firm’s WACC. However, without renovation and expansion the firm will
be unable to remain competitive.

One method that firms employ to combat most problems associated with
using a single cost of capital is to use different discount rates for each project type
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Risk

WACC

Return

Exhibit 18.3 Constant Non-Project-Adjusted WACC
Note: This exhibit shows that a firm having projects with returns (IRRs) greater than its WACC would
accept them if the firm uses its firm-level WACC to make capital budgeting decisions and would reject
those with returns (IRRs) below its WACC. However, the firm should consider project risk when making
this decision. If the firm does not consider project risk, it tends to select more risky projects, which over
time increase the total risk level of the firm.

WACC

Return

Risk

A

B

Exhibit 18.4 Graph of Expansion and Renovation Opportunities
Note: The figure contains a grocer’s expansion and renovation opportunity set with the renovations
circled. If the firm uses its firm-level WACC to make capital budgeting decisions, it would reject all
renovations and would accept only the more risky expansions. For example, the firm would accept
projects whose returns are greater than its WACC (e.g., Project A), and reject those projects whose
returns are less than its WACC (e.g., Project B).
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or division. According to Emery, Finnerty, and Stowe (2007), firms often use five
separate risk classes to eliminate the problems associated with using a single cost of
capital. The authors also suggest that using three classes is valuable in alleviating
the problems with using a firm-level WACC alone. Consider the case illustrated
in Exhibit 18.4, which shows a grocer’s entire location expansion and renovation
opportunity set. The circled projects are renovations of current locations, while the
other data points represent expansion to new locations. In this case, each renovation
project has low risk and low return. However, Project B is an expansion to a new
location, and when appropriately discounted, has a negative NPV.

Assuming no capital rationing, a firm should accept all the value-enhancing
projects and should reject value-destroying projects such as Project B. Management
could use the adjusted WACC method to estimate the present value of the mainte-
nance projects. In this case, the firm may accept a low IRR project, if discounted at a
lower WACC. This method allows the firm to have some control over the WACC it
uses to estimate a project’s present value. However, with this control comes a level
of subjectivity and increased error. Additionally, some projects may be difficult to
classify and may fall outside the predefined categories.

Another method that firms use to adjust the WACC is based on a project’s beta.
If the firm is considering a new project, it could adjust the beta used to estimate the
cost of equity based on the project’s riskiness and not on the firm’s overall beta.
For example, if the firm’s beta is 1.25 and the project’s beta is 1.75, the financial
manager could use the beta of 1.75 to estimate the cost of equity when calculating
the WACC used to estimate the project’s present value. As Exhibit 18.5 illustrates,
the WACC used should more closely match the project’s risk.

A
B

C D

WACC

Return

Risk

Exhibit 18.5 Adjusted Project Level WACC Estimation
Note: Projects A through D represent projects with different levels of risk. If the firm uses its firm-level
WACC to select projects, it would select the more risky projects and reject the less risky projects. By
adjusting the WACC (hurdle rate) using project-level risk profiles, the firm can overcome this tendency.
As illustrated, the hurdle rate should increase as project risk increases.
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For example, Bimini decides to diversify its business by investing in a com-
mercial aircraft business besides its current hotel and gaming services. Bimini has
a tax rate of 40 percent and a current debt-to-equity ratio of 25 percent, applicable
for both divisions. The financial manager decides to use the pure play approach to
estimate betas for each division. The pure play approach is a method of estimating
a project’s beta by identifying several publicly traded companies in the same or
similar line of business as the proposed project and determining their betas.

First, before calculating a pure play beta for each business, the financial man-
ager should identify comparable publicly traded firms involved in the same busi-
ness as each of the firm’s divisions. Second, calculating the current beta for each
division involves computing the average of current betas of the chosen comparable
firms. Third, the financial manager calculates the unlevered beta for each division,
taking into account the average debt to equity ratio for the group of firms in each
business. The following is the formula for an unlevered beta.

Unlevered Betadivision =
Current Betadivision

1 + (1 − Tax Rate) (Average Debt-to-Equity for the Industry)
(18.9)

Finally, the levered beta is calculated using the current market values for
debt and equity and the current debt-to-equity ratio. Bimini’s unlevered beta is
the value weighted average of the unlevered betas of each business, using the
proportion of firm value derived from each business as weights. Using the average
25 percent for the debt-to-equity ratio for the group of firms in each industry, the
user can calculate a levered beta and a cost of equity for each division as shown in
Exhibit 18.6.

Unlevered Betadivision = Levered Betadivision

1 + (1 − Tax Rate)
(
Average Debt-to-Equity

) (18.10)

Therefore, in analyzing projects in the commercial aircraft business, the finan-
cial manager should use 9.60 percent as the cost of equity.

Exhibit 18.6 Cost of Equity by Business Segment

Hotel/Gaming
Services

Commercial
Aircraft Firm

Unlevered beta 1.25 0.80 0.98
Debt-to-equity ratio 25.00% 25.00% 25.00%
Levered beta 1.437 0.920 1.127
Risk-free rate 5.00% 5.00% 5.00%
Risk premium 5.00% 5.00% 5.00%
Cost of equity 12.19% 9.60% 10.64%

This exhibit shows the betas and cost of equity of each business segment as esti-
mated and compared to the firm’s cost of equity.
Adapted from Damodaran (2001).
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COST OF CAPITAL IN AN
INTERNATIONAL CONTEXT
To increase shareholder wealth, companies look for profitable investments and
focus on policies that reduce the cost of capital for those projects. International-
izing the company’s cost of capital is one such policy. Therefore, integration or
segmentation of international financial markets has implications for deriving the
appropriate cost of capital. But no agreement exists between academics and prac-
titioners on how to estimate the cost of capital in an international context. If the
project is in a developed country, that economy is likely to be integrated into the
global economy and projects with similar risks are likely to have similar costs of
capital. When markets are imperfect, international financing may lower the com-
pany’s cost of capital if cheaper financing sources are available in different markets.
When countries are not integrated into the global economy, country factors often
play an important role. Hargis and Mei (2006) find that country risk differences
matter because there is a lower degree of diversification of the emerging markets
to world goods and financial markets. They find that global discount rates explain
55 percent of the variation of country discount rates and industry discount rate
variation explains 78 percent of country discount rates.

In the CAPM framework, the discount rate should capture each risk premium
as long as these risks are nondiversifiable for the investors. Because the variance of
cash flows might differ, the cost of capital should reflect these differences despite
having identical expected cash flows from projects in the two countries (Pratt and
Grabowski, 2008). In an emerging markets context, investors typically face greater
nondiversifiable risk because these markets are rarely integrated. The nondiversi-
fiable risk is also known as systematic risk, which is the portion of an asset’s risk
attributable to market factors that affect all firms such as war, inflation, and interna-
tional incidents. Harvey (2004) shows a significant negative relationship between
political, financial, and economic risks and the implied cost of capital for emerging
markets. Lower ratings (higher risks) are associated with higher expected returns
and higher implied costs of capital.

In practice, financial managers use various ad hoc approaches of which many
have questionable theoretical and empirical validity (Harvey, 2001). In the majority
of models, which are mainly variations of a global CAPM, the cost of capital is
increased to account for “country risk” while the proxy for the market becomes the
global market portfolio. Illiquid equity markets, a short history for equity markets,
and a small number of traded stocks make calculating a company’s systematic
risk difficult. Studies show that when analyzing a stock of an international firm
from an emerging market due to low correlations between emerging markets and
developed markets, the beta is very low (Harvey, 1995a, 1995b). This raises many
questions about the validity of the global CAPM model and its use for estimating
the cost of capital in a global context.

Mishra and O’Brien (2005) study the implied cost of capital estimates for
individual stocks from 16 developing countries and find that global beta explains
differences in the implied cost of capital. Other theoreticians and practitioners
include additional adjustment factors, such as sovereign yield spread and country
credit ratings, to compensate for the low estimated beta (Erb, Harvey, and Viskanta,
1996; Hauptman and Natella, 1997; Damodaran, 1999). Although government
policies, legal and regulatory structure, accounting standards, and market
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conditions all affect the cost of capital in a particular country, cross-country
differences in the cost of capital are disappearing as capital markets become
more integrated. Ideally, the financial manager should incorporate all systematic
country-specific factors in the expected cost of capital and the company-specific
factors in the cash flows of the project evaluation process. Given the increasing
globalization of markets, using a global industry beta relevered to the firm’s target
capital structure is recommended to accurately determine a firm’s true risk in an
emerging market.

Financial managers calculate the global cost of capital using different methods
and perspectives. Common data providers include Morningstar (Ibbotson), Duff
and Phelps, Bloomberg, Thomson Reuters, Compustat, Value Line, Capital IQ, and
Barra. While the concepts applied to developed markets and emerging markets
are similar, the application can differ. When choosing the data sources for the cost
of capital, the financial manager should pay attention to the measurement of the
risk-free rate, appropriate time period, and size effect for the equity risk premium,
industry premium, company-specific factors, and beta choices including levered
or unlevered, frequency, periodicity, and adjustment factors.

SUMMARY AND CONCLUSIONS
Estimating the cost of capital provides the critical link that enables converting
a stream of expected cash flows into an estimate of present value. This allows
for informed pricing decisions and comparisons of one investment opportunity
against another for regulatory purposes and corporate valuation. Estimating the
cost of capital requires applying solid methodologies to determine the value drivers
captured by market pricing based on current economic and financial information.

Business schools expose students to various models and apply these models
in a classroom setting. However, when users try to apply them to real business
problems, they often encounter many challenges. Knowing where and how to find
critical information and how to apply it in a timely manner using an economically
sound model is often the difference between a successful and unsuccessful deci-
sion. Data availability and quality are as important as the models used. Because the
cost of capital is not directly observable, the financial manager must derive it from
the return investors expect to get from a firm’s securities. Under a DCF model, the
value of any asset is the present value of future expected cash flows (e.g., divi-
dends, coupon and face value for bonds, and FCFs) discounted at the appropriate
discount rate.

Estimating the WACC requires determining the cost of each capital component
and its corresponding weight. This is also the project’s cost of capital when the
project’s risk is similar to that of the firm’s average project. When a project’s risk
differs from the average or normal risk of the firm’s capital project, the financial
manager should adjust the discount rate to reflect the project’s riskiness.

DISCUSSION QUESTIONS
1. What are the guidelines for choosing the risk-free rate?
2. Reconcile the choice between using the realized historical risk premium

versus a forward-looking risk premium when estimating a project’s cost
of equity.
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3. An analyst makes the following statement: “A firm should add the total capital
raised in a convertible bond issue to its debt balance when estimating the cost
of capital and should ignore the equity portion until the bonds have been con-
verted, at which time the firm should add the proportion of equity issued to the
total amount of its equity capital.” Assess this statement.

4. A manager contends that a firm should use historical or book weights when
estimating a firm’s WACC because they are easily observable and can guide the
estimation process. Provide a counter to this argument for a rapidly growing
firm that raises large amounts of external capital. Would the answer change for
a well-established firm that does not expect to raise capital?
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INTRODUCTION
Estimating the opportunity cost of capital is one of the most critical financial
issues facing managers. The most common tool for evaluating this issue is the
capital asset pricing model (CAPM) along with its competitor, the arbitrage pricing
theory (APT). After decades of research, much debate remains as to the validity
of either model to estimate the cost of equity capital. Most of the literature on the
CAPM focuses on its predictive power, the appropriate parameter inputs, and beta
estimation techniques.

Given the aim of the chapter and space limitations, the chapter avoids the
formal mathematical proofs of these models, which can be found in any standard
text on asset pricing, but discusses the assumptions and conditions needed for these
models to hold. The discussion reveals that unlike the APT and multifactor models,
the CAPM continues to be the dominant tool for corporate use in estimating the
cost of equity.

The rest of the chapter is organized as follows. The next section presents the
CAPM followed by a section that considers the model’s theoretical extensions.
The chapter then discusses the challenges involved in using the CAPM. The next
section discusses the biases associated with the empirical testing of the CAPM
and is followed by a section that presents the APT, including a brief discussion on
recent developments regarding new risk factors. The final two sections describe
current practice in the field and present a summary and conclusions.

THE CAPITAL ASSET PRICING MODEL
Over the past five decades, the CAPM and the APT have come to dominate the
asset pricing literature. Developed almost simultaneously by Sharpe (1964) and
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Lintner (1965), the CAPM is widely considered to be one of the most important
developments in financial economics. The CAPM not only became popular with
academics but also attracted the attention of practitioners because it provided a
simple and intuitive approach to pricing risk. Like any equilibrium model, the
CAPM is heavy on assumptions, some of which are highly unrealistic. These as-
sumptions, which are also required for mean-variance efficient portfolio theory to
hold, include the following:

� Investors are single-period price takers, are risk-averse, and have the objec-
tive of maximizing the utility of terminal wealth.

� Investors have homogenous expectations of the probability distribution of
security returns.

� There are no taxes, transaction costs, or other market imperfections.
� Information is freely available to investors.
� Investors have a large number of marketable assets, all of which are perfectly

divisible.
� A risk-free asset exists and investors can borrow and lend at this rate.
� Investors select portfolios based solely on the mean and variance (risk) of

expected returns. To ensure that this assumption holds also requires postu-
lating that security returns follow a normal distribution. This assumption is
motivated by the fact that, with a normal distribution, the first and second
moments are fully determined.

Although the above assumptions are highly restrictive, the basic predictions
of the CAPM are shown to hold even when most of the patently unrealistic as-
sumptions are relaxed. In any case, a theoretical model is an abstraction of a noisy,
complex reality, and should be evaluated based on how well it describes or pre-
dicts, not on the realism of its assumptions. In fact, the main attraction of the CAPM
is that it provides a simple and practical approach to the mechanical complexity of
the Markowitz portfolio model (Markowitz, 1952). Thus, the CAPM’s assumptions
should not be the major issue as long as the model is sensible.

In its basic version, the CAPM may be written as follows:

E(Ri ) = Rf + [E(Rm) − Rf ]�i (19.1)

where E(Ri ) is the expected rate of return on asset I; Rf is the risk-free rate; E(Rm)
is the expected rate of return on the market portfolio; and �i (beta) is the measure
of risk, defined as the scaled covariance of the asset’s return with the return on the
market portfolio:

�i = Cov (Ri , Rm)
Var (Rm)

(19.2)

Exhibit 19.1 is a graphic representation of the CAPM from Equation 19.1 with
beta on the x-axis and expected rate return on the y-axis. The line starting from Rf

is called the security market line (SML). According to the CAPM, all assets should
plot along the SML. Thus, the CAPM provides required returns for all risky assets
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βm = 1 βi

E(Ri)

E(Rm)

Rf

Security Market Line

Exhibit 19.1 The Capital Asset Pricing Model
Note: This is a graphic representation of the CAPM with beta on the x-axis and expected rate return on
the y-axis. The line starting from R f is called the security market line (SML). According to the CAPM,
all assets should plot along the SML if the market is in equilibrium.

based solely on a linear relationship between that asset’s expected return and its
volatility relative to that of the market (i.e., beta).

A central point to note is the type of asset risk that matters in the CAPM
framework. Empirically, the return on any asset can be written as a linear function
of market return:

Ri = ai + bi Rm + εi (19.3)

where ai is a constant and εi is a random error term independent of market return.
Since ai has a zero variance and εi is independent of market return, the asset return
variance can be written as:

Var (Ri ) = �2
i = b2

i �2
m + �2

ε (19.4)

Equation 19.4 indicates that the variance, which measures total risk, can be
split into two parts: systematic risk, b2

i �2
m, and unsystematic risk. Systematic risk,

known also as nondiversifiable or market risk, is the risk that applies to all assets.
It can be caused by political or economic events, changes in interest rates, or
unexpected inflation, among other things. Because such events affect the returns
of all assets, investors cannot eliminate the resulting risk by holding diversified
portfolios. Unsystematic risk, however, is specific to an individual asset and hence
can be diversified away. For this reason, it is also known as diversifiable or asset-
specific risk.

According to the CAPM, only systematic risk should matter to investors. In-
vestors will not be compensated for bearing unsystematic risk because they are
assumed to hold diversified portfolios that eliminate such risk. The CAPM defines
systematic risk as �i (beta). An inference from Equation 19.2 is that the beta of
the market is 1.0. An asset with higher volatility (higher systematic risk) than that
of the market has a beta greater than 1.0, while beta is less than 1.0 for an asset
with less volatility (less systematic risk) than the market. Given that only sys-
tematic risk is compensated, an asset’s required return is nothing but that asset’s
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systematic risk (�i ) times the market risk premium (E(Rm) − Rf ), which measures
the additional returns required by investors to hold a risk-bearing asset instead of
the risk-free asset.

In short, the CAPM provides an intuitive way to quantify the trade-off between
risk and expected return. Because a company’s beta can be measured as the covari-
ance between the return on common stock and the market index, managers can
use the CAPM to directly estimate the cost of equity capital. Despite this intuitive
appeal, the CAPM is currently more controversial than ever. The remainder of the
chapter discusses the concerns raised regarding the validity of the CAPM. These
concerns have led to, among other things, the development of a competing model,
the arbitrage pricing theory (APT).

THEORETICAL EXTENSIONS OF THE CAPM
In a seminal paper, Rubinstein (1973) shows that a firm should undertake a project
if the expected rate of return of the project is greater than the appropriate risk-
adjusted discount rate for the project, also known as the hurdle rate, with the
discount rate revealed by the CAPM. This is equivalent to the discount rate being
equal to the expected rate of return of a security with the same risk as the project.
If the project has the same risk as the firm as a whole, then the appropriate beta to
use is that of the firm.

Similar to Rubenstein (1973), several theoretical papers use the CAPM to de-
velop capital budgeting criteria (e. g., Hamada, 1969; Stapleton, 1971; Bierman and
Hass, 1973). As shown by Litzenberger and Budd (1970) and Senbet and Thomp-
son (1978), the proposed criteria are all equivalent to those in Rubenstein. But most
importantly, this stream of literature suggests that all the assumptions under which
the CAPM is derived must hold in order for the CAPM to be useful in valuing and
selecting projects. However, as expressed above, almost all of the model’s assump-
tions are violated in the real world. For this reason, several papers have proposed
theoretical extensions of the CAPM that relax some of the model’s most unrealistic
assumptions.

The Risk-Free Asset

One of the most critical CAPM assumptions is that investors can borrow and lend
at the risk-free rate. The risk-free asset is the starting point for the linear relation-
ship between expected return and systematic risk. It allows investors to ignore
the characteristics of individual assets and instead form portfolios combining the
riskless asset and the market portfolio in ways that reflect their risk aversion.
However, several early researchers questioned the very existence of a riskless as-
set. Black (1972) solved the problem by suggesting an alternative CAPM using
short selling as a proxy for the risk-free asset. The new proxy is a portfolio that
is not necessarily risk-free (i.e., minimum variance) but is uncorrelated with the
market portfolio—that is, a portfolio with zero beta. If E(Rz) is the expected rate
of return on the zero-beta portfolio, Black’s model can be written as:

E(Ri ) = E(Rz) + [E(Rm) − E(Rz)]�i (19.5)
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Black’s adaptation of the CAPM provides important insights about the validity
of the standard CAPM. First, beta remains the appropriate measure of systematic
risk. Second, even in the absence of a risk-free asset, the relationship between ex-
pected return and systematic risk remains linear when there are no restrictions
on short selling. However, this assumption is itself unrealistic. A recent example
is the unanticipated ban on the short sale of shares of designated financial sec-
tor companies ordered on September 18, 2008, by the U. K.’s Financial Services
Authority, the Securities and Exchange Commission, and the Ontario Securities
Commission. A few days later, the financial authorities in Australia, Taiwan, and
the Netherlands imposed a similar ban. These actions arose amid an unparal-
leled seize-up in global credit markets caused by, among other factors, the col-
lapse of Lehman Brothers, which generated defaults and write-downs throughout
the system.

Another shortcoming related to the risk-free asset is that even if it exists,
borrowing and lending at the risk-free rate is unlikely to be possible for all investors.
In the real world, most investors can lend but not borrow at the risk-free rate.
Relaxing the equality of lending and borrowing rates and providing free access to
the riskless asset affects the intercept, the slope, and the linearity of the CAPM.

Taxes and Heterogeneous Expectations

The basic CAPM model treats taxes as irrelevant. Yet, in the real world, investors
face different tax rates and, generally, dividends are taxed at higher rates than
capital gains. This implies that investors in higher tax brackets will require higher
returns on assets with higher dividend yields. Brennan (1970) develops an after-tax
version of the CAPM that accounts for the effect of different tax rates on dividends
and capital gains. The model suggests that expected return is a function of the risk-
free rate, beta, and dividend yield. Interestingly, Brennan concludes that beta is still
the appropriate measure of systematic risk and that the linearity of the risk-return
relationship continues to hold.

Both the CAPM and Modern Portfolio Theory (MPT) rest on a necessary yet
unrealistic assumption stating that investors have homogenous expectations of
risk and return. This assumption ensures that all investors have the same optimal
risky efficient portfolio and merely allocate their capital between the risk-free asset
and the optimal risky asset. Under heterogeneous expectations, investors have dif-
ferent efficient frontiers and therefore may have different optimal risky portfolios.
Even more importantly, when the homogeneity assumption is relaxed, the market
portfolio is not necessarily efficient, thereby rendering the CAPM untestable.

Other Theoretical Extensions of the CAPM

The CAPM is a single-period model in that it assumes all investors have identi-
cal time horizons. However, investors have different investment horizons rather
than a single-period buy-and-hold strategy. Merton (1973) introduces a model that
extends the one-period CAPM to a continuous-time version, known as the in-
tertemporal CAPM, where asset returns follow a lognormal distribution instead of
a normal distribution.
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CHALLENGES TO USING THE CAPM
Starting in the late 1970s, the asset pricing literature uncovered several problems
calling into question the validity of the CAPM as applied in practice. This section
provides a discussion of these challenges.

The CAPM Is an Expectational Model

To test the reliability of the CAPM, researchers are compelled to use historical re-
turns. Hence, they do not test investors’ expectations. Instead, they use historical
data that must mix realizations and expectations. Because the CAPM is an expec-
tational model, this approach casts doubt on empirical tests and ultimately the
usefulness of the resulting betas for estimating the cost of equity capital.

Several papers in the empirical literature claim that ex-post returns might not
be a good proxy for a firm’s cost of equity. For example, Stulz (1999) and Hail and
Leuz (2006) show that ex-post returns not only capture differences in a firm’s cost
of equity but also reflect the shocks to a firm’s growth opportunities, differences in
expected growth rates, and changes in investors’ risk aversion. Simply put, ex-post
returns are exceedingly noisy, leading several observers to conclude that realized
returns are a poor measure of expected returns (Pástor, Sinha, and Swaminathan,
2008). Fama and French (1997) assert that expected returns estimated from ex-post
returns are imprecise because of the uncertainty of the factor (risk) premiums and
the imprecision in the factor loading estimates.

The Model Tells Little about How to Define Its Components

The CAPM states that a stock’s expected returns are a function of the risk-free
rate, the firm’s beta, and the market risk premium. The model is silent, however,
about what should be the risk-free asset and how to precisely compute the latter
two components. Also, the CAPM says nothing about how these measures change
over time and what time interval to use to estimate them. For instance, computation
of beta requires deciding on the proxy for the market portfolio, the measurement
intervals used within the holding period, and the form of the market model used.
Several studies show that different choices for each factor lead to nontrivial differ-
ences in estimating beta and, thereby expected returns. Young and O’Bryne (2001)
offer practical examples.

Knowing the incremental return that shareholders require to hold risky equi-
ties rather than the risk-free asset is central to corporate finance and investment.
The equity (or market) risk premium is a key determinant of this required return.
In effect, it represents the “price” of risk. While some but not universal agreement
exists on the proxy for the risk-free asset (e. g., government bills or bonds) and the
market portfolio (e. g., the S&P 500 in the United States, the FT All Shares in the
United Kingdom, and the CAC40 in France), debate continues to rage regarding
the appropriate market risk premium. The market portfolio is typically proxied
by a portfolio that includes all stocks traded in the United States. A three-month
U.S. Treasury bill is commonly considered to be a good proxy for the risk-free
asset. Mehra and Prescott (1985), who report an equity premium in the United
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States over the period 1889 to 1978 of about 6.18 percent, largely triggered the
debate. They show that such a premium is too large to be rationalized by stan-
dard asset pricing models. This finding led to a score of studies trying to explain
this puzzle.

As later studies show, estimates for the historical risk premium are highly
contingent on the time period under study. For example, Siegel (1992) documents
an equity premium of only 1.99 percent during 1800 to 1888. When he includes
more recent data, Siegel (1998) finds that the average equity risk premium over
treasury bills is about 4.1 percent during 1802 to 1998 but 8.6 percent during 1926 to
1998. Mehra (2003) updates Mehra and Prescott (1985) and reports a premium of
6.9 percent, 8.0 percent, and 7.8 percent for the periods 1889 to 2000, 1926 to 2000,
and 1947 to 2000, respectively.

Dimson, Marsh, and Staunton (2003) examine equity risk premiums in
16 countries over the period 1900 to 2002. The authors report a “world” equity
premium of 5.1 percent computed using 92 overlapping decades. Their results
change significantly, however, when they split the sample into two nonoverlap-
ping periods. Along these lines, Fama and French (2002) report that the equity
risk premium declined in the United States post–World War II. Claus and Thomas
(2001) document a similar declining pattern around the world.

Although the use of historical data over long time periods is the standard ap-
proach to computing the equity premium, the overwhelming evidence of changing
spreads between equity returns and risk-free assets casts doubt on the reliability of
such methods. One concern is that the so-called equity risk premium puzzle is just an
artifact of this approach (Damodaran, 2008). Some contributors to the academic lit-
erature such as Benninga and Sarig (1997) recommend alternative, forward-looking
methods but such methods are not widely practiced.

Several papers use a survey approach to gauge equity risk premiums. Although
potentially biased, surveys provide some useful insights on what investors, man-
agers, and academics believe to be the appropriate risk premium. For instance,
in one of the first such studies on the magnitude of the equity risk premium,
Welch (2000) surveyed 226 financial economists and reports an average estimate of
6.7 percent for one- to five-year time horizons and about 7 percent for a 10-year
time horizon. Still, Welch documents a wide range of estimates as low as 2 percent
and as high as 13 percent. The survey results of Graham and Harvey (2008) show
that, on average, chief financial officers think that a reasonable equity risk premium
is about 3.8 percent with a median of 4.2 percent.

More recently, Fernandez (2009a) surveyed 1,403 finance and economics pro-
fessors from 38 countries about the equity risk premium they use to calculate the
required return to equity in 2008. The author reports an average rate of 6.3 percent
in the United States, 5.9 percent in Australia, 5.5 percent in the United Kingdom,
5.4 percent in Canada, and 5.3 percent in Europe. Fernandez documents the low-
est premium for Belgium (4.1 percent) and the highest for India (10.5 percent).
Interestingly, he finds that equity risk premiums tend to vary widely not only
across professors within the same country, but also within the same institution. Fi-
nally, Fernandez (2009b) examines 150 widely used textbooks in corporate finance
and valuation, and finds that the recommended equity risk premiums range from
3 percent to 10 percent.
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CAPM and Anomalies

The results from early tests of the CAPM were largely positive, with researchers
reporting evidence consistent with the mean-variance efficiency of the market
portfolio (Black, Jensen, and Scholes, 1972; Fama and MacBeth, 1973). However,
by the late 1970s, the market anomalies literature began to surface. In the context
of the mean-variance frontier, anomalies can be thought of as characteristics of
individual companies that can be used to group assets such that the resulting
portfolios have a higher ex-post Sharpe ratio (a measure of returns adjusted for
total return variability) than that of the market proxy. In other words, investors can
form portfolios that seem to outperform the market on a risk-adjusted basis.

Early anomalies include the price/earnings (P/E) effect (Basu, 1977) and the
size effect (Banz, 1981). Basu finds that the market portfolio appears not to be
mean-variance efficient relative to portfolios formed on the basis of a firm’s P/E
ratio. Firms with low P/E ratios appear to have higher returns than predicted
by the CAPM. Similarly, Banz shows that low market capitalization firms have
higher returns than predicted. This line of research implies that investors could
“beat the market” by investing in low P/E or low market capitalization (cap)
stocks. Reinganum (1981) confirms Banz’s findings but rejects Basu’s by showing
that the P/E effect is, in fact, a small-cap effect. However, financial economics do
not consider the size effect a daunting challenge to the CAPM because small
firms constitute only a small fraction of the total market capitalization in the
United States.

Fama and French (1992) find that the relation between beta and average return
disappears over the 1963 to 1990 period. On the other hand, the univariate rela-
tionship between average return and size, leverage, earnings-to-price, and book-
to-market (B/M) (the book value of equity to the market price of equity) is strong.
In multivariate tests, the negative relation between size and average return and
the positive relation between B/M and average return are robust to the inclusion
of other variables. According to Fama and French, beta does not explain all the
cross-section of average stock returns, and the combination of size and book-to-
market seems to absorb the roles of leverage and earnings-to-price in average stock
returns, at least during the 1963 to 1990 period. In further work, Fama and French
(1996) present a three-factor model:

E(Ri ) − Rf = bi
[
E(Rm) − Rf

] + si E(SMB) + hi E(HML) (19.6)

where E(SMB) is the difference between returns on a portfolio of small stocks and
large stocks, and E(HML) is the difference between returns on a portfolio of high
and low book-to-market stocks. Although Fama and French (1992, 1996) reject the
CAPM, their three-factor model still includes the CAPM beta (or the market beta)
as the latter does have some explanatory power. In other words, the market beta
still provides a partial but incomplete description of an asset’s risk.

Several studies show that the B/M effect is caused by mispricing and is not a
result of the ratio acting as a risk factor (Stein, 1996; Piotroski, 2000; Mohanram,
2005). For instance, LaPorta, Lakonishok, Shleifer, and Vishny (1997) report ev-
idence consistent with investors underestimating future earnings for high B/M
stocks and overestimating future earnings for low B/M stocks.
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As Da, Guo, and Jangannathan (2009) show, the B/M anomaly is really a
within-industry rather than across-industry effect. They also show that the B/M
effect is highly correlated with financial leverage and capital expenditure (Capex),
which is a proxy for real options available to the firm. Da et al. (p. 23) conclude that
their results are “consistent with the view that the [B/M] effect is to a large extent
due to the nature of the real options available to a firm, since it is reasonable to
expect financial leverage to be related to firm’s real options in the event of financial
distress, and Capex to proxy for a firm’s growth options.”

Ferson, Sarkissian, and Simin (1999) argue that returns on portfolios con-
structed using stock attributes may appear to be useful risk factors even when
the attributes are completely unrelated to risk. Last, Da et al. (2009) show that,
when they use Hoberg and Welch’s (2007) aged-beta approach, the CAPM outper-
forms the Fama-French three-factor model in explaining the average returns on a
CAPM-beta-sorted portfolio during the 1932 to 2007 period. Da et al. conclude that
little empirical evidence exists to warrant the abandonment of the CAPM as a tool
for calculating the cost of equity capital.

DeBondt and Thaler (1985) report that stocks with low returns in a three-to-five
year period have higher subsequent returns than stocks with high returns over the
same period. This anomaly is sometimes referred to as a contrarian effect. On the
other hand, Jegadeesh and Titman (1993) find that recent past winners (portfolios
formed on the previous year’s returns) outperform recent past losers, leading
to a momentum effect. Fama and French (1996) test these competing effects using
their three-factor model and find no abnormal performance from the long-term
reversal strategy of DeBondt and Thaler. They attribute the observed anomaly to
the similarity of past losers and small distressed firms. On the other hand, Fama
and French cannot explain the short-term momentum effects found by Jegadeesh
and Titman. The estimates of abnormal returns are strongly positive for short-term
winners. Several studies show that evidence on the momentum effect seems to
persist, but may reflect predictable variation in risk premiums that are not yet
understood (e. g., Easley, Hvidkjaer, and O’Hara, 2010).

BIASES IN TESTING FOR THE VALIDITY
OF THE CAPM
In a seminal paper, Roll (1977) argues that the empirical problems associated with
the CAPM may be caused by difficulties in implementing valid tests of the CAPM,
rather than resulting from theoretical shortcomings of the model. In particular,
Roll contends that the model is empirically untestable because a true market port-
folio is not empirically observable. Hence, since tests of the CAPM did not and
cannot use the true market portfolio, they should not be considered as tests of
the CAPM, but rather tests of whether the index portfolio chosen was ex-post
efficient.

Although empirical work documents anomalies that signal economically im-
portant deviations from the CAPM, there is little theoretical motivation for the firm
characteristics studied in the literature. In fact, a strong possibility exists that the
evidence against the CAPM is overstated because of data-snooping and sample
selection biases. Data-snooping refers to the biases in statistical inference that result
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from using information from data to guide subsequent research with the same or
related data.

Lo and MacKinlay (1990) illustrate the potential magnitude of data-snooping
biases in a test of the standard CAPM. They consider cases in which the charac-
teristic used to group stocks into portfolios is selected not from theory but from
previous observations of mean stock returns using related data. Comparisons of the
null distribution of the test statistics with and without data-snooping suggest that
the magnitude of the biases can be immense. To limit the biases, Lo and MacKinlay
suggest using data from different time periods or on different samples.

Sample selection biases can arise when data availability leads to certain subsets
of stocks being excluded from the analysis. For example, Kothari, Shanken, and
Sloan (1995) maintain that data requirements for studies looking at B/M ratios
lead to failing stocks being excluded and a resulting survivorship bias. Because
the failing stocks would be expected to have low returns and high B/M ratios, the
average return on high B/M stocks would have an upward bias. They argue that
such bias is largely responsible for the results of Fama and French (1992, 1993).

THE ARBITRAGE PRICING THEORY
By the late 1970s, many academics were convinced that the CAPM failed to explain
the cross-section of expected returns and suggested that one or more additional
factors may be required. The result was two main alternatives to the standard
CAPM: the arbitrage pricing theory (APT) developed by Ross (1976) and based on
arbitrage arguments, and the international capital asset pricing model (ICAPM)
developed by Merton (1973) and based on equilibrium arguments. This section
focuses on the APT.

The APT is more general than the CAPM in that it allows for multiple risk
factors. In fact, the CAPM is a special case of the APT that occurs when the market
rate of return is assumed to be the single relevant factor. Unlike the CAPM, the
APT does not require identifying the market portfolio. Also, the only assumption
in the APT is that markets are competitive and frictionless. The theory provides
an approximate relation for expected asset returns with an unknown number of
unidentified factors:

Ri = E(Ri ) + bi1 f1 + · · · + bik fk + εi (19.7)

where Ri is the random rate of return on the ith asset; E(Ri ) is the expected rate of
return on the ith asset; bik is the sensitivity of the ith asset’s returns to the kth factor;
fk is the mean zero kth factor common to the returns of all assets; and εi is a random
zero-mean error for the ith asset. The APT can also be written in matrix format:

Ri = a + BFki + εi (19.8)

where Ri is the (N × 1) vector of excess returns; B is the (N × k) matrix of factor
sensitivities; and Fki is the (k × 1) vector of factor portfolio excess returns.

The major problem with the APT is that it does not specify the nature of the
underlying factors that influence security returns. Financial economists have em-
ployed several approaches to handle this issue. The statistical approach consists
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of using factor or principal components analysis to build factors from a compre-
hensive set of asset returns. The factor analysis involves a two-step procedure: (1)
Estimate the factor sensitivity matrix and the disturbance covariance matrix, and
(2) use these estimates to construct measures of the factor realizations. The princi-
pal components analysis reduces the number of variables without losing too much
information in the covariance matrix. The objective is to reduce the dimension
from N asset returns to K factors. The principal components serve as the factors.
The first principal component is the normalized linear combination of asset re-
turns with maximum variance. The second principal component is the normalized
linear combination of asset returns with maximum variance for all combinations
orthogonal (i.e., independent) to the first principal component, and so on.

Another approach specifies macroeconomic and financial market variables
that are thought to capture systematic risks in the macroeconomy such as unex-
pected changes in interest rates and inflation. The study by Chen, Roll, and Ross
(1986) is a good example of this approach. They argue that in selecting factors one
should consider forces that will explain changes in the rate used to discount future
expected cash flows and forces that influence expected cash flows. The authors
propose a five-factor model including: (1) maturity spread (i.e., the yield spread
between long- and short-term interest rates for U. S. government bonds); (2) ex-
pected inflation; (3) unexpected inflation; (4) industrial production growth; and (5)
the default premium (i.e., the yield spread between high- and low-grade corporate
bonds). Chen et al. find that aggregate consumption growth and oil prices have
no incremental effects beyond the five factors and therefore exclude them from
the model.

A third approach is to specify characteristics of firms that are likely to ex-
plain differential sensitivities to systematic risks and then form portfolios of stocks
based on these characteristics. Firm characteristics shown to be empirically impor-
tant include the market value of equity, P/E ratios, and B/M ratios. The general
finding is that factor models including a broad-based market portfolio such as an
equal-weighted index do a good job in explaining the cross section of returns. How-
ever, because these characteristics have been identified largely through empirical
analysis, their importance may be overstated.

Indeed, users of the APT-inspired models should be aware of two serious
dangers that arise when choosing factors to fit existing data without regard to
economic theory. First, the models may overfit the data because of data-snooping
bias. In this case, the model will have little or no value in predicting future asset
returns. Second, the models may capture empirical regularities that are due to
market inefficiency or investor irrationality. In this instance, they may continue to
fit the data but will lead to Sharpe ratios for factor portfolios that are too high to be
consistent with a reasonable underlying model of market equilibrium. Deriving a
factor structure from an equilibrium model can mitigate both problems.

Another issue with the APT is that it does not specify the number of factors to
include in the model. For the model to be useful, the number of factors (k) should
be reasonably small. In empirical work, financial economists have handled this
lack of specification in several ways. One approach is to repeat the estimation and
testing of the model for a variety of values of k and observe if the tests are sensitive
to increasing the number of factors. For example, Lehmann and Modest (1988)
present empirical results for 5, 10, and 15 factors. Their results display minimal
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sensitivity when the number of factors increases, suggesting that five factors are
adequate. A second approach is to test explicitly for the adequacy of k factors using
a likelihood ratio test. Roll and Ross (1980) use this approach and conclude that
three or four factors are adequate.

RECENT DEVELOPMENTS: DOES INFORMATION
ASYMMETRY MATTER TO THE COST OF EQUITY?
Whether information asymmetry affects the cost of equity capital remains contro-
versial. Information asymmetry arises when differing capital market participants
are not equally well endowed with information. For example, managers may have
information about their firm’s risks and future cash flows that investors do not.
Asymmetries can also arise between investors and market makers. According to
the CAPM and the APT, individuals are compensated only for bearing systematic
risk. Information asymmetry should not be priced because all relevant information
is assumed to be reflected in the stock price at all times. According to Easley, Hvid-
kjaer, and O’Hara (2002), this static view of market efficiency may be inconsistent
with the dynamic of new information arrival. Further, when stocks have differing
levels of public and private information, uninformed investors face information
risk when trading with informed traders (Easley and O’Hara, 2004). The literature
is, however, inconclusive on whether such a risk can cause price disequilibrium
and, if so, whether it can be diversified away (Hughes, Liu, and Liu, 2007; Core,
Guay, and Verdi, 2008; Easley, Hvidkjaer, and O’Hara, 2002, 2009).

Empirical tests to determine whether such risk matters face stiff criticism re-
garding the reliability of the proxies, particularly in the absence of any theoretical
model pricing information risk. The absence of an adequate proxy has led to
mixed results and generated controversy. For instance, Easley et al. (2002, 2009) re-
port evidence supporting the Easley and O’Hara (2004) model. Using a measure of
private information known as the probability of information-based trading (PIN)
to proxy for information asymmetry, they find that PIN is positively and signifi-
cantly related to average stock returns. Developed by Easley, Kiefer, O’Hara, and
Paperman (1996), PIN infers the probability that a trade is based on private infor-
mation using high-frequency data trading. However, Duarte and Young (2009) cast
serious doubts on these findings. Decomposing PIN into two components—one re-
lated to information asymmetry and one related to illiquidity—they find that only
the illiquidity component is priced. Similarly, Aktas, de Bodt, Declerck, and Van
Oppens (2007) report evidence against the use of PIN as a proxy of information
risk. Moreover, their study, among others, stresses the convergence problem en-
countered when estimating PIN for a stock with a large number of trades because
the likelihood function does not converge to a maximum for such stocks.

USING THE CAPM AND THE APT IN PRACTICE
For nearly 50 years, there has been an ever-increasing volume of survey-based
studies that examine corporate finance practices including capital budgeting and
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cost of equity estimation. A review of the literature suggests that, over time, these
practices have gradually aligned more closely with finance theory. This section
provides a discussion of the results reported from survey-based studies on corpo-
rate use of the CAPM and multifactor models.

Gitman and Vandenberg (2000) examine cost of capital estimation techniques
in large U. S. firms using the same survey instrument from an earlier study (Gitman
and Mercurio, 1982) and find an increase in the popularity of the CAPM over time.
In particular, they find 93 percent of firms using the CAPM in 1997 in contrast to
only 30 percent in 1980. Interestingly, Gitman and Vandenberg (2000) report that
less than 1 percent of respondents report using the APT.

One capital budgeting survey of U. S.-based companies, conducted by
Graham and Harvey (2001), shows that the CAPM is the most popular approach for
estimating the cost of equity, with 73.5 percent of respondents indicating that they
always or almost always use it. Multifactor approaches rank third behind average
stock returns. When asked about sources of risk to consider other than market
risk, the respondents highlight interest rate risk, exchange rate risk, business cycle
risk, and inflation risk. But only interest rate risk, size, inflation risk, and foreign
exchange rate risk seem to be taken into account when estimating discount rates.

A survey of European firms by Brounen, De Jong, and Koedijk (2004) shows
that although the CAPM is less popular in Europe than in the United States (with
a level of usage ranging from 34 percent to 56 percent), it is still the most popular
method in the United Kingdom, the Netherlands, Germany, and France. Truong,
Partington, and Peat (2008) report that the CAPM is the most widely used approach
by Australian public firms. While 72 percent of these firms use the CAPM, only
1 percent indicates using the Fama-French three-factor model while no firm reports
using the APT.

In a 1991 survey of large Canadian firms, Jog and Srivastava (1995) report that
managers tend to rely more on subjective judgment than on formal models when
computing the cost of equity, with 30.2 percent of respondents reporting the use of
such approaches. Accounting return on equity and the CAPM are ranked second
(12.9 percent) and third (9.5 percent), respectively.

More recently, Baker, Dutta, and Saadi (2009), who expand and update Jog
and Srivastava’s survey, find that while the CAPM has become more popular
among Canadian public firms, it is still less popular than subjective judgment.
In fact, 60.3 percent of respondents report using judgment often or always, com-
pared to 52.3 percent using the cost of debt plus an equity premium and only
36.8 percent of Canadian firms indicating the use of the CAPM. Roughly 7 percent
of firms report using multifactor models. Using judgment is even more pronounced
in smaller Canadian firms. This finding is consistent with the capital budgeting lit-
erature suggesting that smaller firms tend to use less sophisticated methods when
estimating their cost of capital (see, for instance, Brounen et al., 2004).

To summarize, the results from survey-based research indicate that the CAPM
continues to be widely used in the field. Multifactor models are much less popular
and are rarely used in practice. The growing popularity of the CAPM among
managers is consistent with the increasing volume of academic studies that support
the use of the model to estimate the cost of equity. Da et al. (2009) provide a review
of this literature.



376 Capital Budgeting Valuation

SUMMARY AND CONCLUSIONS
There is much statistical evidence against the CAPM. Despite this evidence, the
model remains a widely used tool in corporate finance. Also, much controversy
exists on how to interpret this evidence. Some observers argue that multifactor
models should replace the CAPM, while others contend that the evidence against
the CAPM is overstated due to various biases. Still others claim that no risk-based
model can explain the anomalies of stock market behavior, which leads to the need
for behavioral models. Practitioners are largely immune to such debates. Because
of its undeniable intuitive appeal and relative ease of use, the CAPM continues to
be the dominant approach to calculating the cost of equity capital.

DISCUSSION QUESTIONS
1. Why have multifactor asset-pricing models failed to become popular with prac-

titioners?
2. Does the equity risk premium (expected, not ex post) vary from country to

country? Why or why not?
3. Is the equity risk premium likely to increase or decrease in the future? Why?
4. Building on Roll’s (1977) critique, will financial economists ever be able to

appropriately test the CAPM? Why or why not?
5. Because using the true market portfolio is impossible, the CAPM does not

provide an accurate estimate of a firm’s or project’s cost of equity capital. Hence,
should practitioners adjust their cost of equity capital when using the CAPM
and, if so, how?
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INTRODUCTION
Various methods are available for valuing investment projects. However, project
valuation is necessarily based on an implicit or explicit assumption about the
project’s financing mix that can influence the choice of the method used. In gen-
eral, analysts value investment projects under the assumption that the firm must
comply with an overall debt ratio at a company level, at least for all projects belong-
ing to a given risk class. Research indicates that 80 percent of firms have some form
of target debt-to-value ratio and that the acceptable range of values around the
target is tighter for larger firms (Graham and Harvey, 2001). When the firm targets
a predefined debt ratio, the standard hypothesis, which ensures the convergence
of the conventional project-valuation methods, is that each year the project’s debt
ratio and the firm’s target debt ratio are equal. Historically, the consistency of con-
ventional project-valuation methods has been substantiated by comparing them
in pairs (e.g., Boudreaux and Long, 1979; Chambers, Harris, and Pringle, 1982).
This chapter proposes a unique formulation from which these methods could be
derived and demonstrates the equality of their net present values (NPVs) and the
consistency of their internal rates of return (IRRs) in a straightforward manner.

In certain cases, for instance, when the project studied is financed by project
finance, the firm directly targets absolute debt amounts expressed in dollars over
the project’s life. The project-valuation procedure then differs from that used when
the firm targets a debt ratio in that the analysis must take the targeted prede-
termined debt schedule into account. The chapter also emphasizes that several
possible definitions of a loan can be associated with a project and discusses their
respective relevance for project valuation. The viewpoint of industry practitioners
is also examined.
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The last part of the chapter deals with free cash flow (FCF) adjustments that
extend the field of application of the standard (after-tax) weighted average cost
of capital (WACC) method. First, discounting FCFs at the firm’s after-tax WACC
relies on the assumption that every year the interest cost immediately generates a
proportionate tax shield. This assumption is usually violated when some interest
costs are not paid but capitalized. The chapter includes a simple FCF adjustment
that compensates for this violation. Second, a multinational firm investing in var-
ious countries may take advantage of the fact that some of its subsidiaries have
local access to loans for which the after-tax cost is lower than can be obtained
elsewhere. Existing disparities in the tax treatment of interest paid can therefore
lead the multinational firm to seek an optimal allocation of its debt capacity among
its various projects. In this context, a generalized version of the standard WACC
method has to be used.

CONVENTIONAL PROJECT VALUATION METHODS
Consider a firm whose investment projects all belong to the same risk class and
are financed using loans contracted at the same annual interest rate, r. Interest
payments are assumed to be deductible from taxable income and generate tax
shields at the corporate tax rate, �. The firm complies every year with a (predefined)
target debt ratio, w, on a consolidated basis at the firm’s level. The firm’s cost of
equity is ke . Management is considering a project that would generate the after-tax
operating cash flow,Ft where t denotes the differing years. The after-tax operating
cash flow, also called free cash flow (FCF), is the project’s cash flow before any
financial claims are paid. For tax purposes, the taxable income used is defined as
the earnings before interest and taxes (EBIT), which means that the FCF includes
no interest tax shields. The project’s lifetime extends from year 0 to T. Dt then
denotes the amount of outstanding debt associated with the project at the end of
year t (with Dt = 0 when t ≥ T andD−1 = 0). All these data, like those that follow,
are expressed in nominal dollars.

Standard WACC Method

This method discounts the project’s FCFs at the firm’s after-tax WACC, denoted i,
where i = w (1 − �) r + (1 − w) ke . A standard WACC calculation reflects the view-
point of the firm’s department that is in charge of project evaluation and for which
all financing-related data are already included in calculating the discount rate. The
project’s NPV is therefore:

NPV =
T∑

t=0

Ft

(1 + i)t (20.1)

A variant of the standard WACC method is used to compare economic and
financial analysis. This is the economic value added (EVA) method in which the
discount rate is the same as the one employed with the standard WACC method
but which replaces the cash flow used above with an economic profit for each year.
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Instead of considering the initial investment as a cash flow, each year the EVA
method subtracts the depreciation amount and an opportunity cost equal to the
discount rate multiplied by the investment book value from the FCF. The present
value of a project’s annual EVA stream is equal to the NPV that would be computed
with the standard WACC method.

Equity Residual Method

As shown by Chambers et al. (1982), the equity residual method, which is also
known as the “cash flow to equity method” (e.g., Oded and Michel, 2007), values the
project under study from the invested-equity perspective. The cash flows available
for distribution to the shareholders (i.e., each year, the FCF minus the principal
repayment and the after-tax interest payment) are those considered in the analysis.
All loan flows and associated interest tax shields are then included in calculating
equity cash flows. The discount rate employed is that of the shareholders, that is,
the cost of equity. From the shareholders’ perspective, the project’s NPV is:

NPV =
T∑

t=0

Ft + Dt − (1 + (1 − �) r ) Dt−1

(1 + ke )t (20.2)

Babusiaux and Pierru (2009) suggest a variant of the equity residual method
that they call the “displaced equity method.” This method adopts the point of
view of shareholders who consider the full project’s value and not only their
invested equity. From this perspective, the debt amount associated with the project
every year is treated as if it replaces an equivalent amount of equity, which would
otherwise be tied up in the project. The shareholders’ reinvestment of this displaced
equity yields a return equal to their cost of equity, ke . This cost of equity is herein
viewed as an opportunity cost because the displaced amount of equity is implicitly
assumed to be invested in other assets with a similar risk for the shareholders. This
equity displacement remains hypothetical in the sense that the cost-of-equity rate
considered here is that corresponding to the project’s financial structure under
study.

In other words, in any year t − 1, the outstanding amount of debt Dt−1 is
merely viewed as a means of “freeing up” an equivalent amount of equity that is
immediately invested by the shareholders for one year at the equity rate of return,
ke . The cash flow yielded by this investment in the following year is (1 + ke ) Dt−1.
The actual gain for the shareholders in year t is given by the difference between
this cash flow and the sum of the after-tax interest payment and debt repayment:

(1 + ke ) Dt−1 − (1 + (1 − �) r ) Dt−1 = (ke − (1 − �) r ) Dt−1 (20.3)

Therefore, in the displaced equity method, the shareholders’ cash flow in year
t is:

Ft + (ke − (1 − �) r ) Dt−1 (20.4)
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This cash flow can also be interpreted as the sum of the FCF and the savings
on the capital charge since using Dt−1 costs(1 − �) r Dt−1, whereas tying up the
same amount of equity would cost ke Dt−1. With the displaced equity method, the
project’s NPV is:

NPV =
T∑

t=0

Ft + (ke − (1 − �) r ) Dt−1

(1 + ke )t (20.5)

Babusiaux and Pierru (2009) demonstrate that the equity residual method and
the displaced equity method always yield the same NPV and IRR. Furthermore,
to value a given project, the displaced equity method only requires knowledge of
the schedule of the amounts of outstanding debt associated with the project. Every
year, the displaced equity cash flow is the project’s FCF adjusted in a very simple
way. Clearly, when the expected outstanding debt amounts are known, using the
displaced equity method is an easy way to calculate a project’s NPV because it
does not require explicitly computing the equity residual cash flows.

Numerical Illustration
Assume the project under study has an expected life of 6 years with an investment
outlay of $220 million being spent in year 0. The project’s after-tax operating cash
flow (FCF) is assumed to remain constant and equal to $50 million each year from
year 1 to year 6. This project is partly financed by a loan of $100 million contracted
in year 0 at an annual interest rate of r = 6 percent. Interest is paid annually and the
full principal is repaid at the end of year 6 in a single payment. Interest payments
are deductible from the project’s taxable income, which is subject to the tax rate of
� = 35 percent. The cost of equity, ke , is assumed to be 12 percent.

The cash flows from both equity perspectives are given in Exhibit 20.1. Because
the firm repays the full principal at maturity, FCF is adjusted every year in the same
way with the displaced equity method. Both equity perspectives give the same NPV
($18.90 million) and return on equity (19.9 percent).

Exhibit 20.1 Displaced Equity and Equity Residual Cash Flows ($ millions)

Year t 0 1 to 5 6

Free cash flow Ft −$220.0 $50.0 $50.0
Outstanding debt at the end of the year Dt (with D−1 = 0) 100.0 100.0 0.0
Displaced equity cash flow Ft + (ke − (1 − �) r ) Dt−1 −220.0 58.1 58.1
Equity residual cash flow Ft + Dt − (1 + (1 − �) r ) Dt−1 −120.0 46.1 −53.9

This exhibit illustrates a project with a 6-year expected life involving an investment outlay of $220
million during year 0. The project’s after-tax operating cash flow is estimated to be $50 million each
year from year 1 to year 6. This project is partly financed by a loan of $100 million contracted in year 0
at an annual interest rate of r = 6 percent with interest paid annually, and the full principal is repaid at
the end of year 6. Interest payments are deductible from the project’s taxable income, which is subject
to the tax rate of 35 percent. The cost of equity, ke, is assumed to be 12 percent. Cash flows are from
displaced equity and equity residual perspectives.
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Arditti-Levy (BTWACC) Method

Arditti and Levy (1977) suggest that the cash flows to be discounted are equal to
the sum of the FCFs and interest tax shields (tax savings due to the deduction
of the interest payments from the taxable income) in each year. The discount
rate used is the firm’s before-tax weighted average cost of capital (BTWACC), or
wr + (1 − w) ke . According to the BTWACC method, the project’s NPV is:

NPV =
T∑

t=0

Ft + �r Dt−1

(1 + wr + (1 − w) ke )t (20.6)

In particular, international oil companies, which are subject to important dis-
parities in the tax treatment of interest paid, use this method. Each country has
its particular petroleum tax code and the deduction of interest payments is of-
ten defined through specific contracts such as production sharing agreements. In
this case, determining the after-tax cost of debt is not straightforward, which his-
torically prompted the use of the BTWACC method in the oil and gas industry
(this point is, however, further discussed later when a generalized version of the
standard WACC method is presented).

As Babusiaux (1990) suggests, another way to describe the BTWACC cash
flows is to observe that the cash flow in year t is the sum of the flows received
(or spent) by the shareholders, the equity cash flow, Ft + Dt − (1 + (1 − �) r ) Dt−1,
and the debtholders, (1 + r ) Dt−1 − Dt. In this manner, the method reflects the
viewpoint of the company’s fund suppliers. Note that the cash flows considered in
the Arditti-Levy method are the same as those considered in the capital cash flows
approach suggested by Ruback (2002).

CONSISTENCY OF METHODS UNDER THE
TARGET-DEBT-RATIO ASSUMPTION
In a straightforward manner, this section proves the consistency of all conventional
project-valuation methods when the firm targets a predefined debt ratio.

Project Value and Project Contribution to Firm Debt Capacity

The economic value of the project at the end of year t, denoted as Vt, is equal
to the sum of the present values at year t of the FCFs generated by the project
after year t. Each year, the project’s economic value represents the increase in
the firm’s value as a result of the project. When the project’s debt is included
in the calculation of the debt ratio targeted by the firm, the project’s contribution to
the firm’s debt capacity is equal each year to the product of its economic value and
the firm’s target debt ratio. As a result, the standard hypothesis, which ensures the
convergence of the conventional project-valuation methods, is that each year the
project’s debt ratio and the firm’s target debt ratio are equal with the former being
defined with respect to the project’s value. The concept of a project’s economic
value also has another practical interest: It represents the minimum cash amount
at which the firm is willing to sell its stake in the project.
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The project’s value Vt at the end of year t is accordingly expressed as follows:

Vt =
T∑

s=t+1

Fs

(1 + i)s−t
(20.7)

Or, equivalently, as:

Vt = (1 + i) Vt−1 − Ft (20.8)

In particular, the project’s NPV is equal to V0 + F0, with:

V0 + F0 =
T∑

t=0

Ft

(1 + i)t
(20.9)

A Simple General Formula

Let a be a (discount) rate of any value. As Pierru and Feuillet-Midrier (2002) show,
the project’s NPV can be reformulated as follows (with V−1 = 0 by convention):

T∑
t=0

Ft

(1 + i)t
=

T∑
t=0

Ft + (a − i) Vt−1

(1 + a )t
(20.10)

Equation 20.10 shows that a project’s NPV can be obtained by discounting
the FCFs at a rate different from the discount rate i that should normally be
used; this is valid provided the FCFs are adjusted. Every year, this adjustment
is equal to the difference between the two discount rates times the project’s value
in the previous year. As the following subsections show, each of the conventional
project-valuation methods (standard WACC method, equity residual method, and
Arditti-Levy method) corresponds to a specific choice of the discount rate a, which
immediately ensures their consistency.

Equality of the NPVs

Assume that in each year t the loan Dt associated with the project complies with
the firm’s target debt ratio w, i.e., Dt = wVt. In other words, the loan considered
represents the project’s actual contribution to the firm’s debt capacity. Under this
assumption, Equation 20.10 can then be written:

T∑
t=0

Ft

(1 + i)t
=

T∑
t=0

Ft + ( a−i
w

)
Dt−1

(1 + a )t
(20.11)

Standard WACC Method
If a = i , both the left-hand and right-hand sides of Equation 20.11 correspond to
the project’s NPV given by the standard WACC method, with FCFs discounted at
the after-tax WACC.
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Equity Residual Method
Assume that a = ke . Then since a − i = w (ke − (1 − �) r ), Equation 20.11 becomes:

T∑
t=0

Ft

(1 + i)t
=

T∑
t=0

Ft + (ke − (1 − �) r ) Dt−1

(1 + ke )t (20.12)

The right-hand side of Equation 20.12 is the project’s NPV with the displaced
equity method (see Equation 20.5). Since both equity perspectives yield the same
NPV, the project’s NPV computed with the equity residual method is therefore
equal to that calculated with the standard WACC method.

Arditti-Levy Method
Now set a = wr + (1 − w) c. Then a − i = wr�. Equation 20.11 gives:

T∑
t=0

Ft

(1 + i)t
=

T∑
t=0

Ft + �r Dt−1

(1 + wr + (1 − w) ke )t (20.13)

According to Equation 20.13, the project’s NPV is equal to the sum of the FCFs
and interest tax shields discounted at the BTWACC. The standard WACC method
and the Arditti-Levy method therefore yield the same NPV.

Consistency of the IRRs

Equation 20.10 also offers a single formulation of the consistency of the IRRs
determined with the various methods. To obtain this formulation, Equation 20.10
has to be rewritten from the standpoint of the capital amount remaining due each
year t rather than the project’s value. This still nonrepaid capital amount is defined
by taking the project’s IRR as the cost of capital.

Let Kt be the capital amount not yet repaid at the end of year t and let IRRwacc

be the IRR obtained with the standard WACC method. It follows that:

K0 = −F0,

KT = 0,

Kt = (1 + IRRwacc) Kt−1 − Ft. (20.14)

Note that the nonrepaid capital amount coincides with the project’s value
when the project’s NPV is zero.

In year 0, by definition:

K0 + F0 =
T∑

t=0

Ft

(1 + IRRwacc)t
= 0 (20.15)
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Equation 20.10 can be rewritten as follows (with K−1 = 0 by convention):

T∑
t=0

Ft

(1 + IRRwacc)t
=

T∑
t=0

Ft + (a − IRRwacc)Kt−1

(1 + a )t
= 0 (20.16)

where a is a rate of any value.
Assume that in each year t the amount Dt of the loan associated with the project

is such that Dt = wKt. In other words, the project’s debt ratio, Dt
Kt

, in the sense of
Linke and Kim (1974), is assumed to be equal to the firm’s debt ratio, w. Equation
20.16 then becomes:

T∑
t=0

Ft + a − IRRwacc

w
Dt−1

(1 + a )t = 0 (20.17)

Return on Equity
First set a = IRRwacc − w(1−�)r

1−w
. Equation 20.17 then gives:

T∑
t=0

Ft +
(

IRRwacc − w (1 − �) r
1 − w

− (1 − �)r
)

Dt−1

(
1 + IRRwacc − w(1 − �)r

1 − w

)t = 0 (20.18)

Equation 20.18 clearly defines IRRwacc − w(1−�)r
1−w

as being the IRR obtained with
the displaced equity method (which is the same as the return on equity yielded by
the equity residual method). If IRRe denotes the project’s return on equity, then:

IRRwacc = w(1 − �)r + (1 − w) IRRe (20.19)

According to Equation 20.19, the project’s IRR is a weighted average of the
project’s return on equity and the after-tax cost of debt.

Now consider the decision to accept or reject a given project. With the standard
WACC method, the project is undertaken if its IRRwacc is greater than the firm’s
discount rate, i. With the equity residual method, the project is undertaken if its
return on equity, IRRe , is larger than the firm’s cost of equity. Comparing Equation
20.19 to that defining the WACC:

i = w(1 − �)r + (1 − w)ke (20.20)

IRRe is greater than ke , if and only if, IRRwacc is greater than i. Both approaches
therefore lead to the same decision.

Note that the assumption made here about the debt ratio is not the same as that
considered when analyzing the consistency of NPVs. However, both assumptions
are equivalent for a project whose NPV is zero. In real life, loans that are appar-
ently associated with projects generally do not comply with the above debt-ratio
assumption. This point is discussed later in the chapter at some length. When,
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however, the capital initially borrowed is a proportion w of the investment cost
and this loan is repaid over a period close to the project’s life, Equation 20.19 may
be considered as a correct approximation of the relationship between returns.

Return under the BTWACC Method
Now set a equal to IRRwacc + w�r . Equation 20.17 then gives:

T∑
t=0

Ft + �r Dt−1

(1 + IRRwacc + w�r )t = 0 (20.21)

According to Equation 20.21, IRRwacc + w�r is the project’s IRR obtained with
the BTWACC method, denoted as IRRbtwacc .

Replacing IRRwacc according to Equation 20.19 gives:

IRRbtwacc = wr + (1 − w) IRRe (20.22)

The IRR obtained with the Arditti-Levy method is therefore a weighted average
of the return on equity and the interest rate on debt. Since the method’s discount
rate is wr + (1 − w) ke (i.e., the firm’s BTWACC), IRRbtwacc is greater than the
BTWACC discount rate, if and only if, IRRe is greater than ke . The Arditti-Levy
method therefore leads to the same decision as the equity residual method and,
consequently, the standard WACC method. As previously noted, Equation 20.22
often provides a correct approximation of the relationship between rates of return
when the amount borrowed is the proportion w of the investment cost.

THE ADJUSTED PRESENT VALUE APPROACH
Myers (1974) defined the project’s adjusted present value (APV) as the present
value of its FCFs plus that of its interest tax shields. In this approach, the present
value of the FCFs is determined by discounting them at the firm’s unlevered cost
of equity, denoted as � , that accounts for the operating risk. The rate � is the cost
of equity that the firm would have if all its projects were financed with equity only
(i.e., no debt).

When the firm directly targets (absolute) debt amounts expressed in dollars
throughout the project’s life, the interest tax shields that then have no exposure to
the operating risk have to be discounted at the debt’s interest rate. The project’s
APV is then:

APV =
T∑

t=0

Ft

(1 + � )t +
T∑

t=0

�r Dt−1

(1 + r )t (20.23)

By contrast, when the firm targets a predefined debt ratio, the interest tax
shields are exposed to the operating risk because every year they are proportional
to the debt amount that itself is dynamically maintained as a proportion of the
firm’s value. Thus, under the target-debt-ratio assumption, both FCFs and interest
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tax shields are ultimately exposed to the operating risk, and the APV is no longer
given by Equation 20.23.

Consider a Miles and Ezzell (1980, 1985) world where the amount of interest
paid in year t is known with certainty at the end of year t − 1 (i.e., a year before,
when Dt−1 is known). In other words, due to the expectation revision process, the
interest tax shields expected in year t are exposed to operating risk during t − 1
years. According to Miles and Ezzell (1985), in year 0 the project’s APV is therefore:

T∑
t=0

Ft

(1 + � )t + �r Dt−1

(1 + r ) (1 + � )t−1 (20.24)

More generally, the project’s value Vt at the end of year t is expressed as follows
(with VT = 0):

Vt =
T∑

s=t+1

Fs

(1 + � )s−t + �r Ds−1

(1 + r ) (1 + � )s−t−1 (20.25)

According to Equation 20.25, Vt and Vt+1 are linked by the following equation:

Vt = Vt+1 + Ft+1

1 + �
+ �r Dt

1 + r
(20.26)

By assuming that the firm targets the debt ratio w, it follows that Dt = wVt and
Equation 20.26 gives:

Vt = Vt+1 + Ft+1

1 + � − w�r
(

1 + �

1 + r

) (20.27)

By solving the recurrence Equation 20.27:

Vt =
T∑

s=t+1

Fs(
1 + � − w�r

(
1 + �

1 + r

))s−t (20.28)

According to Equation 20.28, the project’s APV, equal to V0 + F0, is therefore:

APV =
T∑

t=0

Ft(
1 + � − w�r

(
1 + �

1 + r

))t (20.29)

The denominator in the right-hand side of Equation 20.29 corresponds to

the adjusted-discount-rate formula, � − w�r
(

1 + �
1 + r

)
, derived by Miles and Ezzell

(1985) for the firm’s WACC.
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Harris and Pringle (1985) have proposed that all interest tax shields be treated
as risky and discounted at � under the target-debt-ratio assumption. The project’s
APV is then:

APV =
T∑

t=0

Ft + �rDt−1

(1 + � )t (20.30)

The project’s value, Vt, at the end of year t is now expressed as follows (with
VT = 0):

Vt =
T∑

s=t+1

Fs + �rDs−1

(1 + � )s−t (20.31)

and

Vt = Vt+1 + Ft+1 + �rDt

1 + �
(20.32)

By replacing Dt with wVt:

Vt = Vt+1 + Ft+1

1 + � − w�r
(20.33)

By solving the recurrence Equation 20.33, the project’s APV given by Equation
20.30 is also equal to:

T∑
t=0

Ft

(1 + � − w�r)t (20.34)

As shown by Taggart (1991), the adjusted discount rate � − w�r appearing
in Equation 20.34 can be considered a continuous-time version of the formula
derived by Miles and Ezzell (1985). Note that according to Equation 20.30, the
firm’s BTWACC should be equal to its unlevered cost of equity � .

PITFALLS WHEN APPLYING
PROJECT-VALUATION METHODS
A project valuation is necessarily based on an implicit or explicit assumption about
its financing mix. This assumption potentially influences the choice of the valuation
method used and the resulting project’s NPV. Making this assumption may be a
source of pitfalls.

To clarify this, Pierru (2009) introduces several possible definitions of a loan
that can be associated with a project and discusses their respective relevance for
project valuation. This clarification is consistent with financial theory and practice,
which distinguish two possible cases for a project’s financing: (1) The firm targets
a predefined debt ratio and the project’s debt schedule is included in calculating
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this target debt ratio; or (2) the firm targets absolute debt amounts (i.e., in dollars)
over the project’s life. Both cases involve distinctly different project valuation
procedures.

For the first case, two distinct types of loan can be associated with the project
under study. To illustrate this point, take the example of a project in the oil and gas
upstream sector. In many countries, the permitted amount of interest tax shields on
such a project depends on the amount invested in the project. For example, Pierru
and Babusiaux (2008) report that in Norway, where the tax rate on an oil-field
project is 78 percent, comprised of an ordinary income tax plus a special petroleum
tax, interest paid to lenders is fully deductible from taxable income provided that
the amounts borrowed do not exceed 80 percent of the investment made in the
project. For fiscal purposes, an “apparent loan” (and its corresponding repayment
schedule) is therefore attributed to the project. Although contracted to finance the
project considered, this loan is usually guaranteed by the firm, consolidated with
other corporate-finance loans and included in calculating the debt ratio targeted
by the firm.

To calculate the project’s taxable income, the fiscal authorities deduct the in-
terest paid on this apparent loan. However, the project’s actual contribution to
the firm’s debt capacity is likely to differ from the amount of the apparent loan.
This contribution corresponds to a “theoretical loan” that can also be associated
with the project. Every year, the amount of this theoretical loan satisfies the debt
ratio targeted by the firm with respect to the project’s value (this corresponds to
the assumption Dt = wVt in the previous sections). If the amount of the project’s
apparent loan is less than the amount of the project’s theoretical loan, one should
consider that the firm compensates for this difference by issuing more corporate
bonds or by increasing the amount of another project’s apparent loan (i.e., by bor-
rowing more somewhere else). Note that subsidized loans and financial (capital)
leases are other instances of apparent loans that have to be included in calculat-
ing the firm’s target debt ratio even though they are usually attributed to specific
projects and are contingent upon the amount invested in these projects.

The apparent loan is likely to have a repayment schedule reflecting corporate
practice (for example, repayment in uniform annuities), whereas the theoretical
loan does not. Nevertheless, if analysts used the equity residual method to de-
termine the project’s equity value, considering the (realistic) repayment schedule
of the apparent loan would be incorrect. The project’s equity value should be
calculated by considering the theoretical-loan repayment schedule. Industry prac-
titioners, however, usually employ the standard WACC method, not the equity
residual method, because the value of the WACC remains constant throughout
time. Note that a generalized version of the standard WACC method that should
be used by multinational firms is introduced later in the chapter.

For the second case, a predetermined stream of debt cash flows (i.e., the debt
repayment schedule directly targeted by the firm) is associated with the project.
This may happen in various instances such as when the project is the firm’s sole
project (at least in a given class of risk) or when it is financed by project finance
(i.e., with limited or nonrecourse loans). The project’s equity value can then be
calculated by considering this stream of debt cash flows and applying the equity
residual method, as is usually done in practice. To do so, the operational viewpoint
usually adopted by industry practitioners views the project’s cost of equity as being
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the minimum return-on-equity value required by the firm to undertake the project
under the assumptions made about its financing (i.e., given the cost, amount, and
repayment schedule of the project’s debt). In other words, industry practitioners
implicitly consider that the project’s cost of equity remains unchanged over the
project’s lifetime.

On the contrary, the financial literature argues that a project’s cost of equity
is susceptible to change over time when dollar amounts of outstanding debt are
targeted. For instance, Inselbag and Kaufold (1997) derive a formula showing this
is consistent with the APV approach, while Ruback (2002) similarly produces such
a formula consistent with the capital asset pricing model (CAPM) approach. The
project’s value must then be computed following a delicate and complex process
rendering the equity residual method nonoperational.

According to Esty (1999), sponsors typically use the equity residual method
to value equity investments in project finance deals. Inselbag and Kaufold (1997,
p.122) state that the equity residual method is “popular among certain practi-
tioners, particularly those involved in real estate investments, leveraged buyout,
leveraged leasing and project finance transactions.” Babusiaux and Pierru (2009)
note that, in the energy industry, return on equity is one of the profitability cri-
teria usually used to assess capital-intensive projects. For practitioners, assuming
a constant cost of equity and using the equity residual method or the displaced
equity method is an easy and pragmatic way of estimating a project’s equity value.
To compute the project’s value, they do not resort to the standard WACC method
because this would require them to recalculate the value of the WACC every year.
Finally, another way of calculating the project’s value is using the APV approach,
by applying Equation 20.23, but this requires the analyst to know the unlevered
cost of equity.

ADJUSTING FOR CAPITALIZED
INTEREST COSTS
Discounting FCFs at an after-tax WACC relies on the assumption that every year the
interest cost immediately generates a proportionate tax shield. This assumption is
usually violated when some interest costs are not paid but capitalized. For instance,
in many countries, capitalized interest costs are depreciated according to the same
rule as that applied to the project’s capital expenditures, and they therefore generate
deferred tax shields. The project’s FCFs have to be adjusted as shown by Pierru
and Babusiaux (2010) to offset this violation.

WACC and Capitalized Interest: A Simple Adjustment

Consider that, for the project under consideration, construction requires t years
and production starts in year t + 1. No interest payment occurs before the start of
production and all interest costs generated until year t are therefore capitalized.
Let Cs (s = 0, . . . , t − 1) be the outstanding debt in year s whose interest costs in
year s + 1 are capitalized (with C−1 = 0 by convention). The project’s NPV is then
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as follows:

t∑
s=0

Fs − �rCs−1

(1 + i)s +
T∑

s=t+1

Fs +
t−1∑
k=0

� As,k (rCk)

(1 + i)s (20.35)

where As,k (rCk) is the depreciation amount in year s resulting from the capitaliza-
tion of interest costs rCk in year k + 1.

Equation 20.35 has a straightforward interpretation: Discounting the firm’s
FCFs at the rate i relies on the assumption that every year the firm’s total interest
cost (i.e., the interest produced by the loan amount that satisfies the firm’s target
debt ratio) generates an interest tax shield at rate �, whereas the interest cost rCs−1
does not produce any tax shield in year s. Consequently, to remain consistent with
the WACC, lost interest tax shields are deducted from the project’s FCF every year
during construction, and tax shields generated by the depreciation of capitalized
interest are added to the project’s FCF every year during production. In both cases,
the adjustment made compensates for the departure from the assumption that
every year the firm’s total interest cost immediately generates a proportionate
tax shield. The valuation Equation 20.35 therefore further generalizes the standard
WACC method. For projects where capitalized interest costs produce no tax shields
(i.e., As,k (rCk) = 0 in every year s), the adjustment simply consists of subtracting
the lost interest tax shields from the FCF for every year during construction.

Note that the FCF adjustment only accounts for the fiscal treatment of capi-
talized interest. In countries where, for fiscal purposes, capitalized interest costs
are treated like interest payments (i.e., they are directly deducted from the firm’s
taxable income), no adjustment is required. Since the target debt ratio has to be
satisfied, every dollar of interest capitalized simply replaces a dollar of debt that
otherwise would have been contracted. Paying one dollar of interest and borrow-
ing one dollar of debt simultaneously is equivalent to capitalizing this dollar. The
capitalization of interest costs then has no impact on the firm’s value.

Numerical Illustration

A firm is studying a project in which capital investments are spent over three
years: $250 million in year 0, and $375 million in years 1 and 2. The project’s FCF
is assumed to remain constant and equal to $200 million every year from year 3
(start of production) to year 10 (end of the project’s life). Every year (from year 0
to year 2), the project’s investments are financed 40 percent by loans contracted at
the annual interest rate r = 6 percent. Until the end of year 2 (here t = 2), interest
costs are capitalized and, for fiscal purposes, depreciated in a straight-line way
from year 3 to year 7. The interest costs produced from year 3 on are paid and
(immediately) deducted from the project’s taxable income (subject to a tax rate
equal to 35 percent). All these loans are consolidated with the firm’s debt and are
hence included in its target debt ratio calculation. The WACC used by the firm to
discount its FCFs is i = 9 percent. All data are expressed in nominal dollars.

Exhibit 20.2 gives the project’s FCFs adjusted for capitalized interest costs,
as well as all intermediate calculations. The capitalized interest costs amount to
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Exhibit 20.2 Lost Interest Tax Shields, Depreciation Tax Shields, and Adjusted FCFs
($ millions)

Year t 0 1 2 3 to 7 8 to 10

Free cash flow Ft –250.00 –375.00 –375.00 200.00 200.00
Loan contracted in year t 100.00 150.00 150.00
Outstanding debt whose interest costs are

capitalized Ct

100.00 256.00

Capitalized interest costs in year t
rCt−1 6.00 15.36

Lost interest tax shields in year t
�rCt−1 (t = 1, 2) 2.10 5.38

Tax shield from depreciation of capitalized
interest costs in year n

1∑
k=0

� At,k (rCk) = �
(

rC0+rC1
5

)
(t = 3, . . . , 7) 1.50

Adjusted free cash flow –250.00 –377.10 –380.38 201.50 200.00

$6 million in year 1 (with C0 = $100 million) and $15.36 million in year 2 (with C1 =
100 + 150 + 6 = $256 million). The resulting annual depreciation amount (from
year 3 to year 7) is therefore:

6 + 15.36
5

= $4.28 million.

According to Equation 20.35, the present value of the adjustments for capital-
ized interest costs is:

−0.35 × 0.06 × 100
1.09

− 0.35 × 0.06 × 256
1.092 +

7∑
t=3

0.35 × 4.28
1.09t

= −$1.54 million.

The project’s NPV is therefore $20.5 million.

VALUATION OF THE MULTINATIONAL FIRM’S
PROJECTS: THE GENERALIZED ATWACC METHOD
This section presents a generalized version of the standard WACC method, called
the generalized ATWACC method, which should be used by a multinational firm
facing disparities in the tax treatment of interest paid across different taxing envi-
ronments.

The Case of the Multinational Firm Facing Various Tax Rates

Consider a multinational firm subject to different tax schemes across varying coun-
tries. For the sake of simplicity, assume that all the firm’s investment projects belong
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to the same risk class (e.g., they are all oil-field development projects) and are fi-
nanced using loans contracted at the same annual interest rate, r. The firm’s cost of
equity is still denoted as ke . Further assume that each project u generates a given
stream of FCFs that goes from year 0 to year T. The FCF at year t of project u is
denoted as Fu,t. At each year t, the taxable income of project u is subject to a specific
tax rate, denoted as �u,t.

Consider a predefined target debt ratio, still denoted as w, with which the
multinational firm must comply. The firm may, however, want to allocate to a
project loans representing more (or less) than the portion corresponding to its target
debt ratio w (which must be satisfied at company level). In fact, debt financing
giving rise to tax shields in a given country depends on the investments made
in that country. For example, apparent loans, as previously defined, are usually
associated with oil-field development projects. Further, tax rules, such as those
related to the deductibility of interest payments, and applicable tax rates can vary
greatly from one project to another in the oil-and-gas exploration and production
sectors. The multinational firm must therefore seek an optimal allocation of its debt
across projects and across countries.

Optimal Allocation of Debt among Various Projects

In theory, each year the firm must allocate the loans in increasing order of their
after-tax cost (1 − �u,t) r where �u,t = 0 if the interest payments are not deductible
from the taxable income. When the total amount of loans available at company
level (in compliance with the target debt ratio) is fully used up, the after-tax cost
of the last loan allocated will correspond to the firm’s marginal cost of debt. If the
firm’s debt capacity were increased by a dollar, this dollar would be contracted at
this marginal cost (on an after-tax basis). Denote the tax rate that applies to the
taxable income of the project to which this last loan is allocated as �. At company
level, the firm’s marginal after-tax cost of debt is therefore (1 − �) r (subsequently
assumed to be constant over time).

The Firm’s Discount Rate: The Weighted Average of the Firm’s
Marginal Financing Costs

In accordance with standard microeconomic reasoning, the firm uses its marginal
cost of capital as its discount rate. As the firm maintains its debt ratio equal to a
predefined target debt ratio, the composition (debt and equity) of the last dollar of
capital raised by the firm satisfies this target debt ratio. The firm’s marginal cost of
capital is therefore a weighted average of the firm’s marginal after-tax cost of debt
and its cost of equity. In the standard case where the firm faces only a single tax
rate, determining the firm’s marginal after-tax cost of debt is not an issue because
it is the same for all projects. Here, the after-tax cost of debt actually paid depends
on the project considered. Because of the resulting optimal debt allocation between
projects, the firm’s marginal after-tax cost of debt is (1 − �) r . The discount rate to
be used is a WACC computed on a marginal basis. However, unlike the standard
case, this WACC discount rate, computed as the weighted average of the firm’s
marginal financing costs, is not equal to the weighted average of the firm’s average
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financing costs (that which would be obtained by considering the average after-tax
cost of debt). As a result, the cash flows of all the projects must be discounted at
the same rate, i, defined as follows:

i = w (1 − �) r + (1 − w) ke (20.36)

The use of a single discount rate by the firm implies that the cost of eq-
uity is the same for all projects, regardless of their debt ratio, which may ap-
pear to contradict some traditional results of finance theory. In fact, this as-
sumption is justified here by the existence of the constraint of compliance with
the target debt ratio at company level. This constraint “connects” the projects
and results in no differentiation in their cost of equity. Pierru (2008) proves
this result by considering the firm’s value as the sum of the APVs of its
various projects.

NPV of a Project

The NPV of project u is given by the following formula:

NPV =
T∑

t=0

Fu,t + (�u,t − �) r Du,t−1

(1 + i)t (20.37)

where Du,t−1 is the outstanding amount at the end of year t − 1 of the debt (i.e.,
apparent loan) allocated to project u (with Du,−1 = 0 by convention).

The cash flow attributed to the project under consideration is therefore
equal to the sum of the project’s FCF and an interest-tax-shield differential for
each year. The economic interpretation of this differential is as follows: At each
year t − 1, compliance with the firm’s target debt ratio w implies that, if loan
amount Du,t−1 could no longer be allocated to project u, it would then be al-
located to the project with the firm’s marginal after-tax cost of debt. The cor-
responding after-tax interest payment would then be (1 − �) r Du,t−1, instead of
(1 − �u,t) r Du,t−1. Therefore, project u generates the following reduction of after-tax
interest payment:

(1 − �) rDu,t−1 − (1 − �u,t) rDu,t−1 = (�u,t − �) r Du,t−1 (20.38)

Additional Remarks on the Use of the Method

From a practical standpoint, the generalized ATWACC method is easy to use
because calculating the projects’ cash flows does not depend on the debt ratio
targeted by the firm. Babusiaux and Pierru (2001) have also proposed an adaptation
of the BTWACC method, consistent with the generalized ATWACC method. This
method is difficult to implement because calculating the project’s cash flow requires
knowledge of the project’s debt ratio each year.

Even if allocation of the debt across projects takes into account qualitative
or strategic considerations, the generalized ATWACC method remains applicable.
Indeed, users do not need to explicitly define the allocation of debt, they have only
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to determine the firm’s marginal (after-tax) cost of debt. Furthermore, the method
proposed reverts to the standard WACC method when applied to projects subject
to a tax rate similar to that used to define the firm’s marginal after-tax cost of
debt. Note also that the BTWACC method may be viewed as a specific case of the
generalized ATWACC method, one in which the firm’s after-tax marginal cost of
debt is equal to the before-tax interest rate (i.e., � = 0). The focus thus far has been
on the computation of a project’s NPV. Of course, other criteria that are used in
practice, such as the IRR, profitability index, and discounted payback period, can
also be computed with the generalized ATWACC method.

Numerical Example

Consider a firm using the generalized ATWACC method that computes its discount
rate with the following data (expressed in nominal dollars): ke = 12 percent, r =
6 percent, � = 35 percent, and w = 40 percent. The firm’s marginal after-tax cost of
debt, which is determined by the firm’s central services as previously described, is
therefore:

(1 − 0.35) 6% = 3.9%

According to Equation 20.36, the discount rate used by the firm is thus equal
to 8.76 percent.

The company is studying an investment project that involves bringing an oil
field into production. The earnings produced by this project are subject to a tax
rate, �u, of 78 percent, constant throughout time. Assume that the fiscal system is
a concession that allows deductibility of the interest payments from the taxable
income.

The project under study has a lifetime of 7 years, the investment outlay
($200 million) being spent in year 0. The FCF (i.e., revenue minus operating ex-
penses, royalties, and tax on earnings before interest) is equal to $40 million each
year from year 1 to year 6 and equal to $18 million on year 7. The project is partly
financed by an (apparent) loan of $160 million contracted in year 0 at an annual
interest rate of 6 percent. The loan reimbursement is assumed to be “as fast as
possible” as is often the case in practice.

The first step is to compute the schedule of debt reimbursement. Each year,
the outstanding debt amount will decrease by an amount equal to the difference

Exhibit 20.3 Debt Repayment Schedule ($ millions)

Year 0 1 2 3 4 5 6 7

Outstanding debt at the
end of the year

160.00 122.11 83.72 44.83 5.42 0.00

Free cash flow 40.00 40.00 40.00 40.00 40.00 40.00 40.00
After-tax interest payment 2.11 1.61 1.11 0.59 0.07
Principal repayment 37.89 38.39 38.89 39.41 5.42



FINANCING MIX AND PROJECT VALUATION 399

Exhibit 20.4 Cash Flow with the Generalized ATWACC Method ($ millions)

Year 0 1 2 3 4 5 6 7

Investment 200.00
Free cash flow 40.00 40.00 40.00 40.00 40.00 40.00 18.00
Interest-tax-shield

differential
4.13 3.15 2.16 1.16 0.14

Cash flow –200.00 44.13 43.15 42.16 41.16 40.14 40.00 18.00

This exhibit shows that a project’s cash flow is computed by adding this interest-tax-shield differential
to the FCF.

between the FCF and the after-tax interest payment (the tax rate considered being
78 percent, the effective project’s tax rate). The results are given in Exhibit 20.3.

Each year, the differential of interest tax shields is obtained by multiplying the
outstanding debt amount at the end of the previous year by:

(0.78 − 0.35) 6% = 2.58%

The project’s cash flow is computed by adding this interest-tax-shield differ-
ential to the FCF. The results are given by Exhibit 20.4.

The generalized ATWACC method yields a negative NPV of –$0.21 million.
To compare this value with that obtained with a nonrigorous computation,

now assume that the firm uses the BTWACC method. The discount rate is then
computed on a before-tax basis:

(0.4 × 6%) + (0.6 × 12%) = 9.6%

With the BTWACC method, every year, the project’s cash flow is obtained by
adding the full interest tax shields to the FCF, as in Exhibit 20.5.

The resulting NPV is then $1.94 million. This (positive) value is incorrect
because here the project’s debt ratio is not equal to the debt ratio targeted by the
firm, which precludes the use of the BTWACC method. Babusiaux and Pierru (2005)
provide additional numerical illustrations of the generalized ATWACC method.

Exhibit 20.5 Cash Flow with the BTWACC Method ($ millions)

Year 0 1 2 3 4 5 6 7

Investment 200.00
Free cash flow 40.00 40.00 40.00 40.00 40.00 40.00 18.00
Interest tax shield 7.49 5.72 3.92 2.10 0.26
Cash flow –200.00 47.49 45.72 43.92 42.10 40.26 40.00 18.00

This exhibit shows that with the BTWACC method, every year, the project’s cash flow is obtained by
adding the full interest tax shields to the FCF.
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SUMMARY AND CONCLUSIONS
Various methods are available to evaluate an investment project. Each of them
involves a specific definition of the cash flow and discount rate used. These
methods (i.e., the standard WACC, BTWACC, equity residual, displaced equity,
and APV with certain assumptions) lead to the same decision if the project’s debt
ratio remains equal to the firm’s target debt ratio throughout the project’s life.

In practice, the most widely used method is the standard WACC method, which
allows the firm to separately consider the financing decisions and the investment
decisions. This amounts to assuming that, every year, the loan associated with the
project satisfies the firm’s target debt ratio, with respect to the project’s value.

The existing disparities in tax rates and in tax treatments of interest paid can
lead a multinational firm to seek an optimal allocation of its debt capacity among
its various projects. As a result, for fiscal purposes, an apparent loan and its corre-
sponding repayment schedule may be attributed to each project. The generalized
ATWACC method can then be used to value the firm’s projects in a consistent
manner. Where financing a project has no influence on the firm’s debt capacity
(nonrecourse project finance, for instance), a return-on-equity calculation using
the equity residual method (or the displaced equity method) is the recommended
approach.

DISCUSSION QUESTIONS
1. An international oil company is studying an oil-field development project in

Norway. In this country, interest payments are deductible from the taxable
income. Because the local tax rate is especially high, the after-tax cost of debt
is less than in other countries. Could the project be valued using the equity
residual method?

2. A company uses the BTWACC method to assess investment projects. Its man-
agement has set the value of the discount rate. Analysts are currently studying
a project that would be partly financed by a loan whose interest rate is still un-
known. They carry out a sensitivity analysis and find that the higher the interest
rate, the greater is the project’s IRR. Discuss whether this finding is surprising.

3. An analyst within a company computes a project’s NPV from the shareholders’
perspective. In evaluating the project, the analyst uses the company’s 12 percent
cost of equity capital. The analyst first uses the equity residual method, and then
checks the results with the displaced equity method. Both give the same NPV.
The analyst also determines the project’s return on equity. Surprisingly, the
analyst finds that the two cash flow streams do not yield the same return. Why?

4. Management is assessing an investment opportunity that takes place in a coun-
try where the company currently has no activity. This project is expected to
generate a negative taxable income during several early years, which would
cause the postponement of interest tax shields. How should the management
take this into account if the company uses the standard WACC method to value
its projects?
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5. A company targets a debt ratio of 40 percent. Recently, analysts within the
company have assessed a project with both standard WACC and equity residual
methods. To apply the latter, analysts considered that the capital borrowed
amounted to 40 percent of the project’s investment cost. When carrying out
sensitivity analyses, the analysts observed that both methods lead to the same
conclusion within a large range of assumptions about the selling price of the
products, the market share, and other parameters. However, the NPVs obtained
with the two methods sometimes differ markedly. Why?
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CHAPTER 21

Capital Budgeting for
Government Entities
DAVINA F. JACOBS
Senior Economist, Fiscal Affairs Department, International Monetary Fund

INTRODUCTION
Capital budgeting for government entities has multiple roles. For example, capital
budgeting serves as an instrument of fiscal policy to improve the net worth of
government, particularly in the area of economic infrastructure, and as a vehicle
for economic growth and development. This is usually achieved through greater
reliance on debt than on such conventional sources of financing as taxation. In
this context, capital budgeting refers to budgets that are self-contained and sep-
arate from the budget for recurrent expenditures. The term investment budget is
sometimes used to emphasize the importance of public investment to promote
economic growth. These two concepts are similar and distinct from the concept of
a development budget, which includes expenditures that are unrelated to investment.
According to Webber (2007), governments introduce capital budgets to serve all
these objectives, singly or collectively, depending on the context. In some cases,
attention has focused on capital budgets as a way to reduce deficits caused by an
excess of recurrent expenditures versus revenues.

Notwithstanding the seeming virtues of capital budgets, opinions continue
to be divided, as they have been during the past seven decades, about their util-
ity in governments. In the present context in which some of the more advanced
countries have budgetary surpluses and use them to reduce levels of government
debt, there is little incentive to revive the debate about the need for capital bud-
gets. In the developing world, however, where many governments operate on the
edge of financial instability, the debate about capital budgets and their equivalents
continues.

A key challenge in government budgeting is to define an appropriate balance
between current and capital expenditures. Budgeting for government investment
also remains poorly integrated into the formal budget preparation process in many
countries. Experience shows that in the absence of properly organized capital bud-
gets, governments resort to borrowing without due consideration of the sustain-
ability aspects, assets are inadequately maintained, and major projects suffer from
overall poor management and performance.
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Premchand (2007) argues that the establishment of capital budgets could not
necessarily have prevented these poor results. Moreover, the issue arises as to
whether capital budgets promote an improved process of decision making and an
overall management culture that permits continuing attention to the government’s
net worth, particularly for countries continuing to depend on debt finance as a
major instrument of budgetary resources. Thus, an important topic is to consider
whether capital budgets provide an improved framework for allocating, using,
and accounting for government resources.

This chapter provides an overview of the evolution of past and current bud-
geting practices by government for capital budgets. It also offers a comparison
between the budget practices between low-income countries (LICs) and more ad-
vanced countries. Additionally, it highlights possible solutions for use by gov-
ernment entities wanting to ensure more efficient capital budgeting practices in
low-income countries denoted here as LICs (Gupta, Schwartz, Tareq, Allen, Ade-
nauer, Fletcher, and Last, 2008).

AN OVERVIEW OF GOVERNMENT
CAPITAL BUDGETING PRACTICES
Sarraf (2005) describes the different methods used to identify “capital” and
how a government’s consumption and investment activities should be separately
recorded in government budget records and statistics. Governments around the
world may define “capital” in different ways. The World Bank (2006, p. 84) notes
that “capital spending is generally about physical assets with a useful life of more
than one year.” But it also includes capital improvements or the rehabilitation
of physical assets that enhance or extend the useful life of the asset (as distinct
from repair or maintenance, which ensures that the asset is functional for its
planned life).

Capital spending is sometimes equated with investment or development spending,
where expenditures have benefits extending years into the future. Under this def-
inition, governments may include physical assets for government use (e.g., office
buildings), physical assets of a public good nature that also enhance private sector
development (e.g., roads and water systems), and intangibles (e.g., education and
research). Distinguishing between investment and noninvestment expenditures
can be difficult. If investment spending receives favored treatment in the annual
budgeting process, nearly all spending, whether recurrent or not, ends up being
classified as investment. Every government establishes some arbitrary cut-off point
to distinguish capital from current expenditures. For budgeting purposes, the rele-
vant distinction is between capital and current (or operating) expenditures. Current
expenditures are purchases of assets to be consumed within one year, regardless of
expenditure size. Small expenditures (e.g., less than US $25,000) are regarded as
current, regardless of the fact that the monies could be consumed over a period
longer than one year.

The existence of different definitions of capital does not necessitate a dual
budgeting system. Separate data on government consumption and investment can
be maintained within a unified government budget. This chapter focuses mainly
on government investment. However, some of the most common and serious
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problems with government capital budgeting can arise from its interface with
current spending.

There has also been increasing interest in recent years in rules limiting the
budget balance and the total level of government debt. The European Union (EU)
reinforced these developments in the 1990s by the conditions for membership in
the Monetary Union, which put limits on budget deficits and the total level of debt.
These have been now succeeded by the Stability and Growth Pact, which limits
the level of government sector deficit. Some countries such as the United Kingdom
and Germany have or are developing explicit links or rules between the level of net
government investment and the level of government debt. This may include the
so-called “golden rule,” which specifies that increases in the stock of government
debt should not exceed net government investment.

The German Constitution mandates the golden rule and a balanced budget.
However, a law was passed in 1967—at a time when government investment was
still widely seen as an instrument for controlling unemployment—allowing ex-
ceptions for federal and state governments where more investment is considered
justified by macroeconomic conditions. This exception has been applied in Ger-
many many times. Spackman (2002) compared this exception with the example of
The Netherlands, which applied the golden rule between 1927 and 1958. In 1997,
the U.K. government introduced a policy under which the budget is balanced
over the economic cycle, with no exceptions, and a target is set for the level of
government debt.

Control of government debt is at least as important in low-income countries
as it is in developed economies. However, the first priority of LICs is to develop
reliable measures of government assets and especially liabilities. Information on
capital assets and liabilities should ideally be monitored. In fact, some LICs have
found establishing some form of the golden rule helpful.

The Evolution of Capital Budgeting Practices

Budgeting for capital expenditures has evolved over the decades and its impor-
tance has varied over time. Premchand (2007) identifies six discernible stages of
changes in government capital budgeting practices. The first stage is the Great De-
pression years during which efforts mainly focused on designing ways to ensure
economic recovery. At the time, most governments did not favor borrowing for
financing capital outlays, except for emergencies. In a cautious approach, Sweden
introduced a capital budget that was to be funded by government borrowing and
used to finance the creation of durable and self-financing assets that would con-
tribute to an expansion of net worth equivalent to the amount of borrowing. This
so-called investment budget found extended application in other Nordic countries
in the following years.

The second stage took place during the late 1930s when the colonial govern-
ment in India introduced a capital budget to reduce the budget deficit by shifting
some items of expenditures from the current budget. Some believed that introduc-
ing this dual-budget system would provide a convenient way to reduce deficits
while justifying a rationale for borrowing.

The third stage, which occurred during the 1940s to 1950s, is character-
ized by the growing importance attached to capital budgets as a “vehicle” for
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development plans. Partly influenced by Soviet-style planning, many LICs for-
mulated comprehensive five-year plans and considered capital budgets the main
impetus for economic development (Tarschys, 2002). Where capital budgets did
not exist, a variant known as the development budget was introduced.

The fourth stage reflects the importance of economic policy choices on the allo-
cation of resources in government. According to Premchand (2007), governments
applied quantitative appraisal techniques on a wider scale during the 1960s, lead-
ing to more rigorous application of investment appraisal and financial planning.

In the 1960s and 1970s, a common view was that government budget allocation,
including investment expenditures, could be largely reduced to a “scientific” pro-
cess by systems such as planning, programming, and budgeting systems (PPBS)
or even zero-based budgeting (ZBB). The term PPBS is still sometimes used to
describe any well-balanced, analytically based approach to planning expenditure
programs. However, PPBS was originally presented as a way of deriving by rig-
orous analysis the “optimal” allocation of expenditure. At the “planning” stage,
systems analysis identified objectives and potential solutions. “Programming” ap-
plied economic techniques such as cost-benefit analysis to existing and potential
new policies. “Budgeting” applied the results of this analysis to derive annual bud-
gets. ZBB was a later experiment, which applied a rather similar, comprehensive
logic to individual programs.

Spackman (2002) argues that this belief in the application of scientific processes
in budgeting turned out to be misguided for three main reasons. One reason
was that finding the best way forward for governments depends not only on
analysis but also on pragmatism and politics. Second, the information demands
were equivalent to those required to run a centrally controlled economy. Third,
the implied power structure within government was that of central control, not
delegated authority and local initiatives.

The fifth stage saw a revival of the debate about the need for a capital budget in
government, particularly in the United States. Along with the growing application
of quantitative techniques during the 1960s came the view that introducing a capi-
tal budget could be advantageous. But this view did not gain much support. A U.S.
President’s Commission (1967, p. 9) investigating budget concepts in the United
States concluded that a capital budget “would seriously distort the budget as a
decision-making tool” and could lead to greater outlays on bricks and mortar, and,
as a result, current outlays on services could suffer. The commission rejected the
use of separate capital budgets and the introduction of accrual accounting in gov-
ernment accounts. Accrual accounting is an accounting methodology under which
transactions are recognized as the underlying economic events occur, regardless of
the timing of the related cash receipts and payments. The introduction of accrual
accounting, which did not make any progress in the United States until the early
1990s, would have meant the division of expenditures into current and investment
outlays.

Meanwhile, Sweden, which had made pioneering efforts in the 1930s, under-
took a review of its budget system in the early 1970s. Sweden found that excessive
focus on capital budgets would need to be adjusted by recognizing that the overall
credibility and creditworthiness of a government depends more on its macroeco-
nomic policy stance and less on its net worth. This shift in emphasis contributed
to a decline in the popularity of using the capital budget until the late 1980s, when
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it came to be revived in a different form. By then, government officials recognized
that the management of government finances required a new approach, which was
the application of accrual accounting.

During this sixth stage, partly because of the experiences of Australia and New
Zealand, a renewed push by international financial institutions occurred to intro-
duce accrual budgeting and accounting. These ideas found a foothold in the United
States, where advocates held the view that the absence of a distinction between
investment outlays and ordinary or current outlays led to unintended neglect of
infrastructure or accumulated assets. Ensuring proper asset maintenance, which
may be as important as asset creation, required a division of outlays into current
and capital outlays, as a part of day-to-day budget management.

CURRENT GOVERNMENT CAPITAL
BUDGETING PRACTICES
The practices of countries in budgeting for capital vary considerably, revealing
several categories. The first category includes those countries that observe the
distinction between current or operational and capital budgets.

Premchand (2007) emphasized that, given tradition and considerable diversity
in country experience, another important issue is the purpose served by a capital
budget. In considering this important issue and in seeking an answer to the most
important question (that of whether capital budgets provide a better framework
for allocating resources and, specifically, for determining long-term public invest-
ments), one must recognize that the level of economic development in countries
can also influence the development of changes in practices in capital budgeting.

Capital Budgeting in Developed Countries

Dual budgeting originated in European countries, but in those countries it lasted
only for a short period. It was introduced in the late 1930s in order to help gov-
ernments ensure that they used borrowed resources only for capital expenditures.
After World War II, as governments relaxed their use of borrowed funds, budgets
became integrated. The change in approach reflected several factors. These factors
included massive postwar reconstruction work and increased recurrent expendi-
tures as well as the acceptance of the Keynesian model of linking government
spending and the size of the budget deficit and borrowing requirements to both
fiscal and monetary determinants and the business cycle. Moreover, the realiza-
tion soon became clear that the need to reap a return—whether financial, social,
or economic—applied to the entire spectrum of government spending. Hence, re-
gardless of their financing sources, a government’s recurrent spending and capital
investment together could produce results, provided the context is one of overall
macrofiscal balance.

While few developed countries now maintain totally separate budgets, the
extent and form of budgetary integration—particularly the management of capital
spending—still differs substantially in some instances. For this reason, effective in-
tegration of current and capital budgets is perhaps best measured qualitatively
by the extent to which the current and investment spending decisions of the
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government are “well balanced” in the sense of being logically consistent with,
and mutually supportive of, a given policy framework or set of policy objectives.
In practice, this means that the services for which government departments and
spending agencies are responsible are delivered as effectively and efficiently as
possible, given the budget resources available.

A few examples of unsatisfactory balances between current and capital spend-
ing can be highlighted, many of which can be found in the education sector, such
as having many teachers but too few or poor-quality classrooms and teaching facil-
ities. Although many administrations in developed countries may not consciously
seek to optimize the current/capital spending balance, they nonetheless aspire to
achieve consistency and efficiency within the context of their ongoing resource
allocation and budget management decisions. In fact, getting the right balance
between current and capital spending across the whole range of budget activities
depends substantially on the quality of budget planning systems and capabilities.
While these issues may involve a much wider range of factors than simply the ex-
tent of budgetary integration per se, an unified budget generally makes developing
better systems, policies, and capabilities in these areas easier.

Capital Budgeting in Low-income Countries

As set out in Webber (2007), in many countries, separate current and capital
budgets—that is, a “dual budget” process—have their origins in the public finance
management policies and structures established by colonial administrations. These
administrations clearly distinguished between the recurring operational costs in-
volved in maintaining a narrow range of government services and the “develop-
mental” expenditures needed from time to time to establish new facilities or new
administrative functions. Limitations on local revenue-raising capacity meant that
approval for major capital expenditures often required special budgetary provi-
sions including referral to the home treasury or supervising colonial authority.

Dual budgeting did not disappear, however, with the departing colonial ad-
ministrations. The continued separation of current and development budgets also
appealed to the new administrations in that it enabled them to separate the on-
going costs of government and the associated raising of current revenues from
ambitious new development plans and their associated financing needs. Devel-
opment assistance donors have reinforced this separation over the years through
their traditional preference for funding of “development” activities, while at the
same time shying away from the “consumption spending” associated with current
expenditures. This traditional view of current expenditures as being of lesser eco-
nomic importance or merit has diminished in recent years, especially within the
multilateral institutions, though it is still evident in the chronic underfunding of
some government services.

During the 1960s, LICs’ nascent institutions of political and economic man-
agement tended to adopt the technical practices of the western democracies. Many
countries in Africa, Latin America, and the Middle East adopted national develop-
ment planning, which had European roots and was still being practiced in Belgium,
France, and Spain. Inexperienced finance ministries could not carry out the new
tasks of medium-term development planning and capital project appraisal, so
governments set up planning, development, or economic affairs ministries for the
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purpose. In practice, the new ministries soon became responsible for the identi-
fication, appraisal, budgeting, and even accounting and reporting of investment
budgets in an initial but major and lasting step toward dual budgeting.

Frequently, finance and development ministries issued their own separate bud-
get circulars, and the dual approach to budgeting also took root in the government
entities. Politically visible gaps in physical infrastructure, and then capital project
supremacy in government budgeting, helped to create new financial power bases.
This left the finance ministries responsible for budgeting civil service salaries and
the needs of some small government ministries with minimal operational expen-
ditures. Lack of coordination between the finance and planning or development
ministries may also have reflected differences between their ministers and/or
heads of state who, in some cases, exercised de facto control of investment decisions
and their funding. Such settings made introducing consolidated budget presenta-
tion and classification systems difficult. Moreover, as discussed by Sarraf (2005),
some substantial but unforeseen recurrent costs evolved from the expansion of
investment projects.

The use of public investment programs (PIPs) in the 1980s, as promoted by
the World Bank and other donor agencies, saw the introduction of more coordi-
nated project selection and appraisal processes. Though PIPs replaced individual
project appraisal, this intensified the dynamics of dual budgeting. Moreover, addi-
tional donor support to recurrent developmental and humanitarian expenditures
created further coordination problems with governments’ traditional recurrent
budgets.

Both before and during the PIP era, governments emphasized calculating the
recurrent spending that capital projects would need after their completion, but in
practice finance ministers were uninformed and reluctant or financially unable to
provide the necessary funds. The lack of provision for recurrent funds added to the
concerns that had already been created by the organizational separation of the two
budgets. Some may argue that the main reason for underbudgeting of recurrent
expenditures for completed capital projects was, and still is, general fiscal stress
in LICs. But a counterargument is that the fiscal stress could have been projected
before initiating the projects. Alternatively, other spending priorities could crowd
out the claims of these projects on recurrent budgets. Both arguments point to the
lack of coordination between recurrent and development budgets.

The main impact of a dual budgeting system on budget execution and reporting
occurred through capital or recurrent projects financed by donors. Donor financing
usually required governments to keep separate accounts for domestic counterpart
funds and to deposit such funds along with donor funds in special bank accounts,
outside the purview of central treasuries or accountants-general. These special
accounts, mainly in commercial banks, were governed by flexible spending rules
and often bypassed the national budget systems, undermining the objective of
comprehensive government accounting, banking, and cash management coverage.
Moreover, to ensure the availability of funds for recurrent expenditures of selected
capital projects, government authorities created expedients such as extrabudgetary
funds and trust accounts, whose transactions were subject to separate accounting
and banking rules. This contributed to weaker reporting and delays in closing
government accounts, due to the difficulty of reconciling government accounting
records with government banking transactions. Although in most countries central
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treasury offices and accountants-general issued circulars requiring line ministries
to report their transactions, these reports were not complete or timely in practice.

Government authorities also created special project management units in line
ministries, dealing with the accounting and banking of the cash components of
external loans and grants, as well as with government counterpart funds. Because
these recurrent and capital transactions were not classified in terms of the object of
expenditures, in practice, the decision to itemize expenditures was entrusted to line
ministries in the course of budget execution. Several line ministries did not use the
government standard object classification that was used for traditional recurrent
expenditures, thereby multiplying the accounting and reporting problems.

Since the late 1990s, new financial assistance policies and instruments such as
poverty-reduction strategy papers (PRSPs), the monitoring of sector-wide poverty-
reducing expenditures, and budget support approaches have been changing the
dynamics of donor/client relationships. Moreover, several donors have substan-
tially increased their financing of recurrent expenditures in response to urgent
needs in health, education, and other sectors in poor countries. The new approaches
have implications for consultations, conditionality, and data requirements, and for
technical assistance to support an integrated approach to recurrent and develop-
ment outlays. Public expenditure reviews (PERs) were originally known as public
investment reviews, and reflected the World Bank’s theory that capital investment
would drive growth in developing countries. However, PERs have now clearly
moved toward more intra- and intersectoral analyses, combining both recurrent
and development expenditures, and, where data are available, reviewing the joint
impact of both types of spending on budgetary outcomes including economic
growth, poverty reduction, and asset maintenance. But while most LICs have
at least begun using medium-term expenditure frameworks (MTEFs) to replace
five-year national plans and government investment programs, their annual pro-
gramming and budgeting of recurrent and development operations still tend to be
carried out by separate organizations.

Some LICs have merged their finance ministries with their planning or de-
velopment ministries but others are slow in doing so. In many developing and
transition countries, finance ministries have traditionally been much weaker than
planning ministries, which have benefited from close relations with the World
Bank and other aid providers. The organizational separation of planning and fi-
nance ministries has become institutionalized in culture and politics in several
countries. Political concerns about eliminating a ministerial portfolio, combined
with institutional revivalism between the two ministries at the institutional level,
persist in many LICs. Governments may mitigate the political concerns associated
with eliminating a ministerial portfolio if they use their authority to create as many
alternative cabinet posts as they want—say, for example, creating a ministerial post
for environment or splitting the ministry of trade and industry into two.

Today, the integration of recurrent and development budgets in LICs has be-
come a necessity because:

� Government borrowing is no longer limited to capital expenditures.
� Only an integrated analysis of recurrent and development expenditures can

identify those poverty-reducing expenditures that have immediate impact
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(e.g., social transfers and targeted subsidies, and some other social expendi-
tures) or an indirect impact through accelerating economic growth.

� Part of external concessional credits and the bulk of donor grants are used for
recurrent expenditures, supplementing the government’s recurrent budget.

� Recurrent costs of capital projects continue to be ignored, even after several
decades of experience, in part because of lack of coordination between two
separate budgets.

GOVERNMENT CAPITAL PROJECT
APPRAISAL METHODS
Changes in attitudes toward capital project appraisal (CPA) methods have been
broadly similar to those toward higher level government planning and budgeting.
In the 1960s and early 1970s, great hopes were placed on CPA techniques such as
cost-benefit analysis (CBA) (in which nonmarketed outputs are explicitly valued
in monetary terms) as a way of deciding scientifically the optimal level and distri-
bution of investment. Experience shows that for most areas of public investment
this was unrealistic. Even in those areas where a useful scope for such scientific
analysis exists (notably transport, where time and injury risks can be valued), some
major impacts, on the environment, for example, usually cannot be valued. In the
great majority of public policy areas, such as law and order, defense, employment,
regional, industrial, education, health, or public administration, explicitly valuing
outputs is rarely possible.

Capital Project Appraisal in Government Entities

According to Spackman (2001), CPA centers on comparing a potentially wide range
of options. In contrast, project evaluation of projects compares a narrower range of
options, one of which will eventually be executed. Thus, as part of an ongoing asset
management process in government, project evaluation should be considered as a
necessary follow-up to the project appraisal phase.

CPA in government could be considered as an economic analysis of the costs
and benefits that might be generated by the proposed government investment
options. These may include alternative locations, size, design, or timing of a new or
renovated prison, hospital, or defense establishment, for example, and especially
the alternative (or the opportunity costs) of not undertaking the investment. In
principle, the appraisal includes all costs such as those involving using the capital
asset throughout its lifetime. It should also include a sensitivity analysis, legislative
and environmental impacts, and possible impacts on other sectors.

Examples of activities for which new capital project proposals need to be
appraised include:

� Estimation of potential demand and definition of the level, type, and stan-
dard of service the new asset is to provide.

� New or replacement capital projects such as whether to undertake a project,
whether to undertake it now or later, and on what scale and in what location,
and to determine the degree of private sector involvement.
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� The use or disposal of existing assets such as whether to sell or replace
existing facilities by new ones, or relocate facilities or operations elsewhere,
or to contract out, or market test, operations.

Ideally, CPAs should always include an assessment of whether the project
would provide “value for money.” This may sometimes be wholly in financial
terms (e.g., in comparing the costs of different ways of providing the same output).
More often, CPAs entail some factors that can be quantified but not valued (e.g.,
the impact of water purification plant on health benefits), or that cannot even
be quantified (e.g., environmental concerns), and about which explicit judgments
have to be made.

CPAs should also include an analysis of the budgetary implications of a pro-
posal over time. This may need to include an analysis for the government sector
as a whole as well as for the spending department or agency. The information
provided by this, or by the examination of other institutional constraints, may
determine the final decision. However, a budgetary or financial appraisal, or any
other appraisal of some specific aspect of the proposal, should never be seen as an
alternative to an “economic appraisal.” They are complementary.

The Treasury Board of Canada, within the Canadian Ministry of Finance (2010),
has developed a useful “checklist” for consideration during CPA and evaluation
processes, which includes the following aspects set out on their website: (1) the
clarity of the objectives; (2) the choice and definition of the options; (3) the estima-
tion of costs and benefits; (4) valuation issues; (5) an assessment of project risk and
uncertainty; (6) the net present value (NPV) calculation; (7) a presentation of the
results; and (8) the evaluation itself.

Are CPA Procedures Getting “Any Better”?

According to a recent report prepared by Laursen and Myers (2009), the quality of
CPA practices across countries is difficult to compare. In most of the EU countries,
the results of the CPA process do not necessarily determine the decision about
which projects will go forward, and the system still allows wide political discre-
tion in selecting individual projects. Although CBA is a standard component of
project appraisal in all countries, especially for EU-funded projects, the quality
of the analysis is typically not independently reviewed and the resulting analysis
is not necessarily an important factor in project selection. Various projects could
generate positive economic benefits, assessing their relative value-for-money rate.
Moreover, project appraisal processes in the EU countries give much less attention
to business case justification, project management arrangements, risk mitigation,
and procurement strategies than is the case in the United Kingdom or Ireland.

The existing EU guidelines on CBA for CPA provide a strong technical toolkit
for the EU countries to use, but the above-mentioned report highlights some areas
of concern. The report notes that sensitivity analysis is generally performed as
part of the CBA, but it may not affect whether a project goes forward. In Slove-
nia, for example, a motorway project included analysis to assess the risk of lower
benefits and higher costs. With only a 5 percent increase in project costs or a
10 percent decrease in benefits, the NPV for the bypass project would turn negative
and the internal rate of return (IRR) would fall below the common discount rate.
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Nevertheless, construction of the project began in 2001. Furthermore, little evi-
dence suggests that CPA methodologies incorporate explicit analysis of alternative
options.

In the United Kingdom and Ireland, central coordinating ministries such as
the Treasury play a much more assertive role in managing the government invest-
ment process than in most other EU countries. Although its interventions are very
selective, the U.K. Treasury is heavily involved in the overall transport strategy
and high-level planning and controls. The level of involvement in specific trans-
port projects varies widely, depending upon the scale and funding complexity
of the project. The U.K. Treasury issues general guidelines for project appraisal
and evaluation. Responsible departments have further developed these guidelines
such as when the Department of Transport issued, with Treasury approval, its own
guidelines.

While CBA has traditionally been a core component of CPAs, the United
Kingdom has refined the approach to include risk adjustments and distributional
aspects. The U.K. “Green Book” provides basic principles on appraisal and evalu-
ation, as well as specific conventions such as the choice of discount rates (United
Kingdom Treasury, 2009). Additionally, the “Green Book” often describes the pro-
cess of project appraisal and evaluation as stages of a broad policy cycle that some
departments and agencies formalize in the acronym ROAMEF (Rationale, Objec-
tives, Appraisal, Monitoring, Evaluation and Feedback). CPAs should provide an
assessment of whether a proposal is worthwhile, and clearly communicate conclu-
sions and recommendations. The essential technique is option appraisal, whereby
government intervention is validated, objectives are set, and options are created
and reviewed by analyzing their costs and benefits.

Requirements for Effective CPA Procedures

In many countries, “readiness” of the project to move forward can become a
more important consideration than its strategic or economic value. As the above-
mentioned EU study by Laursen and Myers (2009, p. 15) notes that, “the flow of EU
money has shifted the emphasis from appraising projects to managing a project
portfolio.” Given that EU funding lapses after a predetermined period, govern-
ments face pressure to make sure that they have a group of projects ready to begin.
This can have the effect of creating a perverse incentive in that governments fear
losing these funds if they cannot spend them. Apparently, spending the money on
suboptimal projects is better than risking loss of the funds and having no project.
Inevitably, some preparations take longer than expected once the funds are avail-
able. In some countries, frequent delays in projects occurred, for example, because
of the difficulties with obtaining land acquisition rights. This may in turn increase
the incentive to promote projects where land rights have already been acquired,
rather than those that carry high economic returns.

CPAs can include checks and balances to ensure sound principles are being
applied. In some countries the staged external review of large projects provides an
important measure of quality control, and this can be especially important in early
stages. For the past few years, the U.K. Transport Department has used the stan-
dard central government Gateway Process, which applies to all types of major invest-
ment projects. This process sets out the stages of the review (gateways): strategic
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assessment, business justification, delivery strategy, investment decision, readi-
ness for service, operations review, and benefits realization. External review before
projects start is a tool also used for quality assurance. Additionally, special reviews
have helped identify the main causes contributing to the systemic underestimation
of project costs.

In summary, a number of general requirements for effective CPAs can be
defined:

� Providing well-informed and open-minded consideration of alternative op-
tions, against well-defined policy objectives.

� Taking proper account of opportunity costs (so that the use of labor, for
example, is normally recognized as a cost, and not seen instead as a benefit).

� Addressing any “optimism bias” so as to ensure the proper calculation of all
overall costs.

� Considering factors that cannot be explicitly valued in money terms as well
as those that can.

This contrasts with what is often performed as CPAs in LICs, which is a
cost analysis of an already well-defined proposal. The capacity of some LICs to
undertake such an analysis is often strong, whereas the capacity for economic
analysis, to question initial proposals, might be weaker. In conclusion, efficient
prioritization and selection of capital projects also remain key issues for countries
to consider. Jacobs (2008) identifies the main aspects that should be taken into
account. The following section sets out some general conclusions for improving
capital budgeting in government entities.

LESSONS LEARNED IN IMPROVING
CAPITAL BUDGETING PRACTICES IN
GOVERNMENT ENTITIES
Progress in integrating recurrent and capital budgets in some less-advanced coun-
tries has been very limited. One factor that helps to maintain the status quo of
separate budgets is antiquated economic development theory, which emphasizes
capital spending for faster economic growth. Another factor is institutional in-
centives. Donor practices have also tended to reinforce dual budgeting practices.
Donors have traditionally focused on capital investments. A desire to attract donor
funding gives a country a strong incentive to maintain a separate development bud-
get process. Recent shifts toward donors’ provision of budget support over project
aid and multidonor involvement in financing recurrent expenditures may increas-
ingly change that incentive. The failure to ensure resources for ongoing mainte-
nance of capital investments gives some agencies an incentive to seek earmarked or
extrabudgetary revenues (e.g., road funds). As an added consequence of separate
budgets, some ministries pursue activities through the development budget that
would otherwise be treated as recurrent spending, due to the budgetary incentives
that are at work. Finally, as identified by Sarraf (2005) and Webber (2007), the sim-
ple dynamics of separate ministries for finance and for development or planning,
with their own domestic constituencies, and governments’ general reluctance to
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reduce the number of ministerial portfolios, also work against the integration of
recurrent and development budgets.

Key Benchmarks for Capital Budgeting Improvements

Some practical recommendations for achieving budget integration in LICs would
appear to be useful. In summary, Jacobs (2008) offers the following benchmarks for
budgeting of government capital. These recommendations may only be attainable
over the medium term.

Determining the Resource Envelope
� Capital expenditure decisions should be based on a consolidated budget

approach, incorporating all revenues and expenditures, in particular foreign-
financed projects and extrabudgetary funds with investment activities.

� Capital expenditure decisions should be based on a medium-term budget
perspective.

� Decisions about capital expenditures should be taken in the context of a
hard budget constraint. There should be explicit ceilings for guarantees and
commitments beyond the budget year.

� Governments should have clear policies about which capital expenditures
should be (1) financed by the budget, (2) realized through public-private
partnerships, and (3) handled by government or private enterprises. These
policies should reflect the cost structure of the activities and the possibilities
for user-financing, as well as political priorities.

Efficient Prioritization and Selection
� The budget calendar and the procedures for integration of capital expendi-

tures in the budget must be clear, transparent, and stable. Development and
analysis of capital investment proposals should largely be completed before
the budget preparation process starts.

� All projects should be subject to cost-benefit analysis. If the subjection of
all projects to CBA is too costly, the focus could primarily be on the larger
projects, while using a simplified methodology for smaller projects.

� A government investment agency, with strong links to the Ministry of Fi-
nance, should prepare guidelines for project development and analysis. This
agency should review project proposals to ensure that they are adequately
prepared and analyzed, and should have the authority to reject projects that
do not meet the established technical standards.

� The Ministry of Finance should give the cabinet recommendations for which
investment projects should be realized within the available resource enve-
lope. Ministries should compete for investment funds based on the net social
value and political priority of their investment proposals.

� The decision to implement an investment project should be independent
of the financing and procurement modalities for the project. Private–public
partnerships (PPPs) can improve risk allocation, but the benefits must be
substantial to compensate for increased financing and transaction costs. De-
cisions regarding PPPs should be an integral part of the budget process, and
PPP arrangements should be fully disclosed in budget documents.
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Efficient Implementation
� Rules for budget adjustments should give incentives for realistic initial cap-

ital cost estimates. Cost overruns during project implementation should be
partly covered by reallocation within ministries’ existing budgets. Ministries
should be allowed to retain part of any real cost reductions.

� Capital investment project proposals should only be considered when they
include a detailed disclosure of the expected operating costs, indicating how
these will be accommodated within existing resource envelopes or making
an explicit proposal for additional financing of the operating costs.

� Capital investment project proposals should only be considered after the
ministry has explained how it will fully cover the maintenance of its existing
capital stock.

� Governments should avoid excessive targeting of capital expenditures for
budget cuts. Decisions on budget cuts should be based on the medium-term
budget and take full account of future expenditure pressures as a result of
underfunding.

� There should be project completion reports for all capital expenditure
projects. These should form the basis for cross-sectoral analysis, methodol-
ogy development, and continuous improvements in the investment process.

SUMMARY AND CONCLUSIONS
In summary, an effective capital budgeting process should form an integral compo-
nent of a sound overall budgeting system. A well-designed public financial man-
agement system supports each aspect of the system, including capital spending.
Good multiyear planning furthermore supports overall fiscal balance, with more
stable spending patterns for ministries and programs, and for their capital plan-
ning and execution. Good budget execution and procurement will enable timely,
within-budget completion of projects (assuming good program and project man-
agement). Dorotinsky (2008) states that financial management information systems
will support the financial and program management needs of the executive, min-
istries of finance and economy, spending ministries, and program managers. In
addressing these aspects, governments should continuously aim to improve not
only their capital budgeting processes, but also their public financial management
systems overall. The earlier recommendations for achieving budget integration in
some less-advanced countries could be critical for success. However, obtaining the
necessary results could take governments several years.

DISCUSSION QUESTIONS
1. Sarraf (2005) and Webber (2007) explain the existence of “dual budgets” in many

countries as part of the public financial management structures established by
colonial administrations before the 1960s. Why did these dual budgets continue
to function even after the demise of the colonial powers in low-income countries?
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2. How can LICs achieve improvement in their capital budgeting practices, and
what would be the most crucial for success?

3. Discuss the need for clear rules and procedures in the appraisal of government
capital projects.

4. Provide a brief overview of the stages of change in government capital budget-
ing practices.

REFERENCES
Canadian Ministry of Finance. 2010. “Capital Appraisal and Evaluation Checklist.” Avail-

able at http://www.tbs-sct.gc.ca/pubs_pol/dcgpubs/tbm_122/siglist-eng.asp.
Dorotinsky, William. 2008. “Capital Budgeting and Public Financial Management—Parts I

& II.” Available at http://blog-pfm.imf.org.
Gupta, Sanjeev, Gerd Schwartz, Shamsuddin Tareq, Richard Allen, Isabell Adenauer, Kevin

Fletcher, and Duncan Last. 2008. Fiscal Management of Scaled-up Aid. Washington, D.C.:
International Monetary Fund.

Jacobs, Davina F. 2008. “A Review of Capital Budgeting Practices.” IMF Working Paper,
WP/08/160. Washington, DC: International Monetary Fund.

Laursen, Thomas, and Bernard Myers. 2009. Public Investment Management in the New EU
Member States: Strengthening Planning and Implementation of Transport Infrastructure Invest-
ments. Washington, D.C.: World Bank.

Premchand, Agripudi. 2007. “Capital Budgets: Theory and Practice.” In Anwar Shah, Bud-
geting and Budgetary Institutions, 89–108. Washington, D.C.: World Bank.

Sarraf, Feridoun. 2005. Integration of Recurrent and Capital “Development” Budgets: Issues,
Problems, Country Experiences, and the Way Forward. Washington, D.C.: World Bank.

Spackman, Michael. 2001. “Public Investment and Discounting in European Union Member
States.” OECD Journal on Budgeting 1:1, 213–260.

Spackman, Michael. 2002. “Multi-Year Perspective in Budgeting and Public Investment
Planning.” Working Paper, OECD Global Forum on Sustainable Development, Paris.

Tarschys, Daniel. 2002. “Time Horizons in Budgeting.” OECD Journal on Budgeting 2:2,
77–103.

United Kingdom Treasury. 2009. Green Book. Available at http://www.hm-treasury
.gov.uk/data_greenbook_index.htm.

U.S. President’s Commission. 1967. Report of the President’s Commission on Budget Concepts.
Washington, D.C.: U.S. Government Printing Office.

Webber, David. 2007. “Integrating Current and Development Budgets: A Four-Dimensional
Process.” OECD Journal on Budgeting 7:2, 93–107.

World Bank. 2006. Ukraine: Creating Fiscal Space for Growth: A Public Finance Review. Report
No. 36671-UA. Washington, D.C.: World Bank.

ABOUT THE AUTHOR
Davina Frederika Jacobs joined the Fiscal Affairs Department of the International
Monetary Fund (IMF) as an economist in 1999. Before joining the IMF, she served
for five years in the South African Ministry of Finance’s Budget Office and an-
other seven years as economist in the South African Central Advisory Services
(CEAS). She has authored several working papers while at the IMF. Her interests
span widely across the public policy and public financial management sector field



420 Capital Budgeting Valuation

with previous work focusing on fiscal indicators of sustainability, medium-term
fiscal and budgetary frameworks, governance issues, budget classification, gender
budgeting, and capital budgeting. She is also a regular blogger in the IMF’s Pub-
lic Financial Management Blog, available at http://blog-pfm.imf.org. Dr. Jacobs
received a B.Com, Hon. B. Com, and an M. Com in Economics from the Univer-
sity of the Orange Free State, and D. Com in Economics from the University of
Pretoria.



CHAPTER 22

Decision Making Using
Behavioral Finance for
Capital Budgeting
YURI BIONDI
Tenured Research Fellow, French National Center of Scientific Research,
Ecole Polytechnique of Paris

GIUSEPPE MARZO
Tenured Research Fellow, University of Ferrara, and Professor of Business
Economics and Management, University of Ferrara

INTRODUCTION
Accepted methods of capital budgeting are based on the neoclassical assumptions
of individual rationality (Ross, 2004) and profit maximization by the business firm.
Individuals are then assumed to make their decisions according to the discounted
utility model (DUM), formalized by von Neumann and Morgestern (1947) or
Savage (1954). They then revise their subjective expectations according to Bayesian
rules that ensure the progressive convergence of revised expectations to the “true”
probability of events and values. Because risk cannot be priced under this ap-
proach (i.e., its price turns out to be zero), the neoclassical framework of analysis
further assumes that individuals are risk averse. In a similar vein, the business firm
is assumed to be a “slot machine” that discounts future net cash inflows against
present net cash outflows where capital budgeting decisions are concerned.

When the clash between theory and reality (and practice) is measured against
this peculiar conceptual framework, the most widespread response repeats the “as
if” developed by Friedman (1953) and his methodological unrealism. Accordingly,
all that matters are the implications of one theory, not the overarching represen-
tation of reality upon which such theory is based. This paradoxically leads to a
world in which reality is expected to comply with a theory that is unrealistic by
definition, which is then understood as the best of the possible worlds: the world
that normatively should be attained and the framework with which actors should
comply to achieve that world.

Methodological unrealism combined with DUM is not the only approach pro-
vided by social scientists interested in financial decision making. According to
Fransman (1994), theoretical pluralism has eventually been the driver for human
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knowledge development. Simon (1978) has championed the critique of method-
ological unrealism and the development of an alternative conceptualization. In his
Nobel lecture, Simon stresses numerous logical fallacies in Friedman’s (1953) rea-
soning. By taking the example of falling bodies, Simon (p. 495, fn. 1) concludes: “We
can use [the simple law, ignoring air resistance] to predict the path of a body falling
in a vacuum, but not the path of one falling through the Earth’s atmosphere.” Ac-
cordingly, unrealistic theorizing does not seem the most appropriate method for
driving the construction of parachutes and airplanes. Is it then appropriate as the
foundation for developing financial decision making when confronted with igno-
rance, hazard, and economic organizational dynamics, realistic features of practice
that are not incorporated under the DUM?

Simon’s (1978) Nobel lecture disagrees with accepted doctrine and refers to
the longstanding tradition in the institutional area of economic thought criticizing
the neoclassical assumptions of “individual rationality” and the firm as a “slot
machine.” Veblen (1898, pp. 73–74) describes and stigmatizes the neoclassical rep-
resentation of the human mind as follows: “the hedonistic conception of man is
that of a lightning calculator of pleasures and pains, who oscillates like a homoge-
neous globule of desire of happiness under the impulse of stimuli that shift him
about the area, but leave him intact. [. . .] Spiritually, the hedonistic man is not a
prime mover.” In the same line of reasoning, Commons (1934, p. 244) called our
historical epoch “the Age of Stupidity.” Indeed, Commons argues that people are
not the rational creatures that the Enlightenment had suggested in the eighteenth
century. Rather, Commons (p. 682) held that “man is a being of stupidity, passion,
and ignorance,” not to mention guile, theft, and treason.

Concerning the special environment of the business firm, Shubik (1993) con-
tends that actual accounting systems are neglected by neoclassical theorizing. Ac-
cording to the latter, Shubik (p. 74) states:

Firms are not institutions. Production is described by production correspondences
available to all who have the resources. It is as though the only items necessary to
bake a cake were the ingredients and a recipe (free to and immediately understood
by all). The firm as an entity with an internal organization and a management with
goals of its own is not included in this abstraction.

On the contrary, Shubik (1993, p. 77) notes that accounting systems factually
are quantifying devices employed in ongoing economic organizations, “directed
towards helping governments and firms to cope with ongoing problems of day
to day and year to year decision-making. First and foremost, accounting of all
varieties has had to grapple with the dynamics of both the firm and govern-
ment.” These accounting systems integrate the institutional structure of production
(Biondi, Canziani, and Kirat, 2007).

Drawing upon this institutional economic perspective, this chapter aims at
disentangling the contribution of the behavioral and institutional approaches to
financial decision making. Both individual decision making and the institutional
rules framing the capital budgeting processes take place in specific organizational
contexts. Behavioral approaches address individual processes of knowledge dis-
covery, treatment, and revision. Institutional approaches deal with cultural, so-
cial, and regulatory structures that frame and shape those individual processes.
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The rest of the chapter reviews the contribution of each approach along three
complementary organizational dimensions and related patterns of research. First,
the cognitive dimension introduces a more comprehensive and realistic under-
standing of the working of the human mind in the context of financial decision
making. Second, the organizational dimension explores this decision making in the
specific socioeconomic contexts where that decision-making process takes place.
Third, the institutional dimension subsumes alternative criteria of decision making
that can be taken as a reference according to these behavioral and organizational
perspectives.

COGNITIVE DIMENSION
The hypothesis of rationality imposes a peculiar framework on analysis and is
based upon various cognitive assumptions. In particular, it requires the com-
plete and timely availability of all the relevant information required to “do the
right thing” and the revision of previous decisions and expectations according to
Bayesian rules.

By contrast, behavioral research tries to overcome this framework that is
fraught with unrealistic tenets and misleading representations of the human mind.
It investigates the actual modes of decision making and essentially distinguishes
two orders or levels of knowledge that are mobilized to perform the financial
decision. From one side, individuals hold, process, and update a specific set of in-
dividual worldviews, which are peculiar representations based on their perception
of the contextual situation where the decision has been made. From the other side,
they apply heuristics and rules of thumb in order to choose among alternative lines
of action that are envisioned according to those worldviews.

The Representativeness and Availability Biases

Numerous cognitive biases, documented by Tversky and Kahneman (1982, 1983)
and Tversky, Slovic, and Kahneman (1990), among others, affect an individual’s
decision making. For example, probabilities that individuals assign to an event
are influenced by the “representativeness” of that event. Individuals evaluate the
probability of an event depending on similarities of that event with well-known
classes, disregarding evidence about the underlying probabilities. Consequently,
they usually find patterns in random data based on the similarity of those random
walks with some nonrandom pattern. People are also affected by the so-called “law
of small numbers,” which is the tendency to believe that even small-sized samples
should reflect the properties of the parent population. For example, if five heads
are generated out of five tosses of a fair coin, then people think that tails are due,
in order to balance the 50/50 base-rate probability of a fair coin toss.

The “availability bias” acts through recalling similar events from the decision-
makers’ memory. The easier is the recollection of an event, the higher will be
the probability assigned to its occurrence. Researchers also find that people make
estimates starting from an initial value (anchoring) and then adjusting it in order
to find out the final answer over a series of trials and errors (known as anchor-and-
adjust) (Kahneman, Slovic, and Tversky, 1982). Such a bias can affect estimations
in cash flows representations.
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The Prospect Theory of Kahneman and Tversky

Cognitive biases depart from assumptions of individual rationality and need to
be understood from a distinctive framework of analysis. Kahneman and Tver-
sky (1979) develop “prospect theory” in order to take into account the individual
decision making as it is factually performed. Through the analysis of individual re-
sponses to several prospective games, they find that individuals are affected by the
“framing effect.” Different ways of presenting the same problem lead to different
decisions. Before them, Slovic (1972) demonstrates the existence of such an effect
by studying the decisions of medical therapies chosen by individuals in different
contextual frames. Benartzi and Thaler (1999) further show the relevance of this
framing effect in which subjects systematically judge a share of common stock as
riskier when its returns are presented on a weekly basis than when presented on a
yearly basis. Weekly volatility is usually greater than yearly volatility, but subjects
cannot distinguish between the weekly and the yearly contexts.

According to the new framework of analysis, individual choice is made on the
basis of both a “value function,” which tabulates the value assigned to a prospect
comprising a series of expected payoffs, and a “weighting function” associated with
the weight assigned to probabilities associated with those payoffs. In particular,
every prospect’s value is a function of a reference point, usually the status quo or
an aspiration level, with respect to which the prospect’s payoffs are coded as gains
or losses. The value function is S-shaped, generally concave for gains and convex
for losses, and is steeper for losses than for gains. Depending on how the decision
is presented, an individual frames the value function in terms of gains or losses
with respect to his or her own reference point. The decision maker displays a gain-
seeking behavior or a loss-avoiding behavior if the alternative decision is put on
the loss side or, respectively, on the gain side. Contrary to practiced DUM, not only
do individuals fail to show a unique and positive relationship in the risk-return
relationship (subsumed by compound discounting), but they also tend to change
the direction of this relationship depending on the way they frame decisions.

Cognitive Biases in Intertemporal Choices

Biases in intertemporal choices are similar to those shown by prospect theory
and are well documented. Thaler (1981) and Lazaro, Barberan, and Rubio (2002)
provide evidence of persistent deviations and anomalies relative to DUM such
as the “common difference effect,” the “absolute magnitude effect,” and “delay-
speedup asymmetry.”

Concerning the common difference effect, the “stationary property” of DUM
assumes that, given a preference relation between the alternatives (x; t) and (y; t*)
with y > x and t* > t, such a relation still holds when the dates of occurrence of
the alternatives are increased by a common time interval, that is, between (x; t +
n) and (y; t* + n). This assumption does not hold in practice as shown in Thaler
(1981). Olsen (1993) and Cropper, Aydede, and Portney (1992, 1994) find similar
results. This implies that the discount rate appears to decrease as a function of the
time delay, implying a hyperbolic or simple discounting formula.

Concerning the absolute magnitude effect, large monetary amounts are less dis-
counted than small ones, proportionally speaking (Thaler, 1981; Benzion, Rapoport,
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and Yagil, 1989; Chapman and Elstein, 1995). In particular, delay–speedup asym-
metry, which constitutes a classic framing effect, implies an asymmetric preference
between speeding up a loss and delaying a gain (Loewenstein, 1988). A greater
amount is then required to compensate for delaying an incoming reward from t to
t + n than for anticipating (speeding up) a loss by the same interval from t + n to
t. Loewenstein finds that the former appears to be about two to four times greater
than the latter. The two combined imply a discount rate that varies with the size
and sign of expected payoffs.

On this basis, Loewenstein and Prelec (1992) systematize intertemporal bi-
ases affecting individual choices into a behavioral model of intertemporal choice.
Their model is reference-point based and relies, as does prospect theory, on both
a discount function and a value function. It includes asymmetry in intertempo-
ral switches, framing effects, effects of prior expectations on choice, higher than
market-based discount rates estimated from purchases of consumer durables, and
nonmonotonic optimal benefit plans. In particular, the model predicts the tendency
to cut investment when profit is lower than anticipated.

The Problems with Dynamic Revision of the Knowledge Basis

Further criticisms of the classic model concern the process of revising decisions or
expectations taken on the basis of DUM. Dohmen, Falk, Huffman, Marklein, and
Sunde (2009) provide empirical evidence that individuals neither apply Bayesian
rules when they revise their knowledge basis nor do their decisions approximate
the results provided by those rules. Other studies such as Epstein, Noor, and
Sandroni (2010) try to formalize this kind of non-Bayesian updating. In particu-
lar, Walliser and Zwirn (2001) suggest distinguishing two orders of probabilities
that drive distinctive kinds of revision: one concerns single events (revising) and
another concerns wholes of events (updating probabilities of probabilities). In the
case of extraction of colored balls from one box, the first-order probability concerns
the extraction of one red (black) ball, while the second-order probability concerns
the very presence of red (black) balls in the box. Drawing upon the implications
of the “law of small numbers,” this framework of analysis may be applied to the
occurrence of rare events. Rare events seldom occur over time and tend to disap-
pear from individuals’ memory. This might lead them to wrongly “update” their
worldviews by excluding the very possibility of such events, thus neglecting all
the consequences of their rare but still possible occurrence.

ORGANIZATIONAL DIMENSION
This research explores the decision-making process in the specific economic envi-
ronment where it takes place, whether a business or nonbusiness firm. According
to Anthony (2007, p. 208),

to be consistent with the profit maximization premise, a firm should invest in
new assets whenever the return from the investment is equal to or greater than
the marginal cost of capital, provided that there is no other available investment
opportunity which will permit an even greater return. In theory, therefore, the
businessman is supposed always to know his marginal cost of capital, and he is
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supposed to know about and evaluate all other investment opportunities every
time a project is presented for consideration. [. . .] Evidently, businessmen take a
much less complicated approach; they set up criteria such as maximum payback or
minimum acceptable return, which if things work out as anticipated will ensure a
satisfactory profit. This leads to quite different working rules from those prescribed
by the economists; indeed, the difference in the literature between articles by
economists and articles by practical businessmen on this subject is so great that it
is difficult to believe they are writing about the same problem.

From the behavioral perspective, the main topics in this area are the repre-
sentation of expected cash flows for the investment project, the incorporation of
optimism and overconfidence biases, and the possibility for an escalation of com-
mitment to a failing course of action related to the sunk cost effect.

The Representation of Expected Cash Flows

Many authors (Hogarth and Makridakis, 1981; Pinches, 1982; Scott and Petty, 1984;
Mukherjee, 1987; Kaplan and Ruback, 1995; Strand, 1999) claim that accepted
theory is mainly focused on the methodologies and techniques of valuation, while
too little attention has been given to both estimating and forecasting expected cash
flows. Cash flow forecasting practices potentially contain major cognitive biases,
especially those known as optimism and overconfidence. The relevance of these
two biases is, however, at issue. While some authors propose a systematic increase
in the risk-adjusted discount rate for cash flows (Miller, 1987) in order to offset the
biases, others disagree and criticize the methodology of the analysis itself (Brown,
1974; Miller, 1978).

A survey by Kaplan and Ruback (1995) shows that experts’ forecasts deviate no
more than 10 percent from the realized value of transactions. However, Hribar and
Yang (2006) provide evidence that overconfident chief executive officers (CEOs)
are more likely to undermine their own forecasts of earnings and to issue point
forecasts (that is, forecasts that are based on a single value instead of a range). Also,
the forecasts of overconfident CEOs have a narrower range. The findings of these
studies suggest that experts may create forecasts that are as biased as behavioral
finance scholars maintain.

While optimism can be understood as the increase of the mean of expected
values, overconfidence produces a reduction of the expected variance of these
values. Optimism translates into the overvaluation of expected inflows as well
as the undervaluation of expected outflows (Hogarth and Makridakis, 1981).
Kahneman and Lovallo (1993) show that optimism in estimates usually comes from
the fact that decision makers isolate the actual problem from its contextual situa-
tion. Decision makers neglect future opportunities, past experiences, and available
statistics. This brings them to behave optimistically, in spite of analyzing past and
prospective data. Weinstein (1980) finds that the degree of desirability, perceived
probability, personal experience, perceived controllability, and stereotype salience
may influence the degree of optimistic bias. Puri and Robinson (2007) show that
optimism is related to numerous work and life choices. For example, more op-
timistic people work harder, expect to retire later, are more likely to remarry,
invest more in individual stocks, and save more. The authors also find that while
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moderate optimists have reasonable financial behavior, those who are overly opti-
mistic generally behave in an imprudent way.

Overconfidence and representativeness biases can influence the capital bud-
geting processes. According to Kahneman et al. (1982, p. 8), predictions of future
prices (or profits) depend on insensitivity to predictability and are subject to the
representativeness bias: “If the description of the company is very favorable, a very
high profit will appear most representative of that description; if the description is
mediocre, a mediocre performance will appear most representative.” According to
Kahneman and Riepe (1998), the human mind appears to work as a pattern-seeking
device. This leads decision makers to give a rational meaning to events that can ac-
tually be random. For example, even though the following two sequences derived
from tossing a coin—HHHTTT and HTHTTH (where H stands for heads and T for
tails)—have the same probabilities, the second sequence is perceived to be more
random than the first one.

The Optimism Bias

Controlling for optimism in cash flows representations is performed either in audit
analysis, when forecasted cash flows are compared to actual, or by asking users of
cash flow estimations if they feel cash flows are optimistically forecasted. Pohlman,
Santiago, and Markel (1988) conduct a survey of the Fortune 500 companies and
find a significant difference between forecasted and actual cash flows, even though
the differences might result from factors other than optimism such as agency costs
and accidental events. They also find that defining the figures that an unbiased
estimator would predict is difficult. Marshall and Meckling (1962) confirm the
presence of optimism bias after making a Bayesian correction of prior estimates to
account for unexpected events at the time of forecasting.

Statman and Tyebjee (1985) design an experiment based on a previous study by
Cyert, March, and Starbuck (1961) to verify that users of estimates are aware that
they may be optimistically biased. The authors find that many users believe that
estimates are systematically biased towards optimism and the seniority of users is
positively correlated with such a belief. In particular, users with more than three
years of experience tend to overly correct their estimations. In their survey of For-
tune 500 companies, Pruitt and Gitman (1987) find that analysts’ capital forecasts
are optimistically biased and managers adjust estimates downward to offset such
upward bias. Statman and Tyebjee confirm that more experienced people tend to
adjust estimates to compensate for optimism. Ascher (1993) reviews several project
appraisals undertaken by the World Bank and finds that forecasted return rates are
optimistically biased and are therefore higher than actual realized rates of return.

Some models try to capture such optimistic bias. For example, Heaton (2002)
develops a model with overoptimistic managers and efficient capital markets. Ac-
cording to the model, if managers believe that the firm is undervalued in capital
markets, they may either underinvest if financial outsourcing is required, or over-
invest in negative net present value (NPV) projects, even if they are still assumed
to act in shareholders’ interest. Thus, a mix of under- and overinvestment can exist
independent of any agency cost or opportunistic behavior. Tyebjee (1987) shows
that managers more engaged in new product development projects are usually
more optimistic and that, during the planning process, they hold some “illusion of
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control,” that is, the tendency to believe that controlling or having an influence on
outcomes is possible, even if this is not true (Langer, 1982).

Glaser, Schäfers, and Weber (2008) further analyze the phenomenon by focus-
ing on all senior managers instead of a single manager’s behavior. The authors
find that when managers are optimistic, they increase their exposure to company-
specific risk when transacting company stocks and invest more. Their evidence also
shows that managerial optimism increases their investment–cash flow sensitivity.
Similarly, Lin, Hu, and Chen (2005) find that in firms confronted with higher fi-
nancing constraints, optimistic management implies higher investment–cash flow
sensitivity.

The Overconfidence Bias

The overconfidence bias is related to the representativeness heuristic. Representa-
tiveness occurs when the decision makers feel that the decision problem in which
they are engaged is similar to other issues with which they have already dealt. Over-
confidence can be rooted in individuals’ personality (Schaefer, Williams, Goodie,
and Campbell, 2004) or generated by contingent situations. Langer (1982) analyzes
the role of the “illusion of control,” which involves a false faith in personal capabili-
ties. Langer distinguishes among skill-based situations, when a causal relationship
exists between skilled behavior and performed result, and lucky situations, where
good luck plays the major role. Because subjects can frame lucky situations as
skill-based situations, they wrongly believe that they have the situation under
control.

Decision makers are sometimes overconfident because they no longer exactly
remember what they thought at the moment of valuation. Using hindsight, decision
makers seek to justify what they did and thus rationalize any previous decision (this
is the so-called hindsight bias). Radzevick and Moore (2008) contend that people
are more confident when their own side is strong and this feeling is independent
of the strength of the competition. They link this effect to the fact that people have
better information about their own side than the other side. By contrast, Moore and
Cain (2007) show that overconfidence is not as universal as it is often supposed
to be. Their paper presents evidence that people usually feel below average on
difficult skill-based tasks.

Empirical researchers have investigated overconfidence bias in corporate ex-
ecutive decision makers. Ben-David, Graham, and Harvey (2007) find evidence
that executives are overconfident. Companies with overconfident CEOs use lower
discount rates for investment valuation, finance projects using more debt, and use
proportionally more long-term debt. CEOs are also less likely to pay dividends.
Malmendier and Tate (2005a, 2005b) find similar results. Camerer and Lovallo
(1999) show evidence of the effect of overconfidence on start-up investments.
Cooper, Woo, and Dunkelberg (1988) survey 2994 entrepreneurs and find them
to be optimistic and overconfident. Entrepreneurs see very favorable prospects,
with 81 percent of the interviewees viewing the odds of success as 7 out of 10
or better and 33 percent perceiving such odds as 10 out of 10. The authors also
document that entrepreneurs believe that they can control their own destiny, the
“control illusion” effect. Cooper et al. further find that past experience does not
mitigate this perception.
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Continuing this line of inquiry, Ucbasaran, Westhead, Wright, and Flores (2010)
find that entrepreneurs do not appear to adjust their optimism for past business
failures. Koellinger, Minniti, and Schade (2007) find that subjective and often biased
perceptions have a crucial impact on new business creation across all the countries
in their sample. They report that the national environment with its social and
cultural underpinnings plays a significant role. Further, their evidence shows a
negative correlation between overconfidence and the survival chances of nascent
entrepreneurs.

The Sunk Cost Effect

The way decisions makers represent sunk cash flows can also lead to flaws in
their analysis. Sunk costs are expenses made in the past that cannot be recovered.
Such costs should not affect the valuation of a project under the DUM model. This
treatment is commonly covered in standard finance texts. In particular, sunk costs
should not affect the decision whether undertaking, continuing, or stopping the
project. Because sunk costs do not influence a project’s future cash flows, the analyst
should ignore them in performing the valuation of the investment. However, sunk
costs affect differential cash flows from continuing or stopping the project. If the
firm stops a project, sunk costs should be accounted for as losses, and the manager
in charge of that project would be accountable for them.

Contrary to DUM theory, many studies provide evidence that decision mak-
ers often consider sunk costs in making their decisions (Arkes and Blumer, 1985;
Kogut, 1990; Roodhooft and Warlop, 1999). Fantino (2004) argues that poor deci-
sion making is often the result of the misapplication of rules and principles that
have led to effective decisions in the past. This especially applies to the base-rate
fallacy, which refers to the tendency to ignore background information in favor of
case-specific cues in assessing the probability of an event, and the sunk cost ef-
fect. Roodhooft and Warlop show that sunk costs are relevant in the make-or-buy
decision even after controlling for other opportunistic and relational variables.

Keasey and Moon (2000) perform experiments that confirm the sunk cost effect.
Specifically, their evidence shows that subjects are more likely to continue a bad
project if they have already made a prior investment. Fellner (2009) studies the
decision to terminate a project. He finds that the sunk cost effect affects executives
and project managers differently and that the scale of the project is unrelated to the
perception of failure. Parayre (1995), adopting a constructive critical perspective,
develops a theoretical model that shows the conditions under which the sunk cost
effect can be a successful precommitment strategy. In sum, under conditions of
limited knowledge, Arrow (1974, p. 6) notes that “the past is relevant because
it contains information which changes the image of the future; the probabilities
which govern future actions are modified by observations on the past. It follows
that present decisions with implications for the future are functions of past values
of variables as well as present values.”

Dealing with Opportunity Costs

Cash flow representation should also deal with opportunity costs. Opportunity cost
is the value or return a decision maker gives up by choosing one alternative rather
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than another. In the DUM approach, opportunity cost is an important element for
choosing alternative investment opportunities that is captured through the use of
solely incremental cash flows in valuation. Psychological studies, however, find
that the consideration of opportunity costs in valuation is often absent or disvalued
(Chenhall and Morris, 1991; Casey, 1994).

Kahneman, Knetsch, and Thaler (1986, 1990, 1991) study the behavior of sub-
jects asked to set a price for buying or selling a predefined widget. As expected,
selling prices are usually greater than buying prices. In setting the prices, incurred
costs associated with actual cash outflows are valued more than opportunity costs.
This problem of incorporating opportunity costs relates to the so-called “endow-
ment effect,” which states that an asset is valued more if it is already held by the
valuing subject. Thaler (1980) argues that even though opportunity and out-of-
pocket costs should receive the same treatment according to DUM theory, subjects
actually provide very different valuations for them.

The Escalation of Commitment to a Failing Course of Action

The escalation of commitment to a failing course of action is a well-known phe-
nomenon that refers to continued investment in a project when expected future
results are negative and suggest abandoning it. Researchers such as Staw (1974,
1976) have studied this phenomenon since the 1970s. It is now recognized as a
major pitfall in the control of an investment project. This phenomenon is related
to the sunk cost effect. According to self-justification theory (Festinger, 1957; Staw
and Fox, 1977; Brockner, 1992), individual responsibility, especially when formal-
ized in organizational terms, can push the person in charge to continue a project
despite negative expected results. Individual commitment is usually rewarded and
is judged as a characteristic of a reliable human being. The choice of pursuing a
failing course of action can then result from the inability of decision makers to free
themselves from the social norms in which they are embedded (Staw, 1981).

Another explanation for escalation is rooted in prospect theory (Kahneman
and Tversky, 1979). Individuals are loss-averse in the loss side, especially when
they deal with alternatives characterized by high expected losses and low probable
positive results (the loss aversion bias). This is, of course, a potential source of the
commitment escalation effect since the attempt to avoid the high expected losses
leads individuals to choose the continuation of the project. In this way, their loss and
failure will be delayed and they can go on hoping to eventually generate positive
outcomes in the future. Finally, specialization can provide another explanation
for the commitment escalation effect (Williamson 1985, 1991; Zardkoohi, 2004).
Because the value of specialized and project-specific resources is greater when
they are employed by the undertaken project than elsewhere, the abandonment
of a failing project contrasts with the preservation of the project-specific value of
those resources.

INSTITUTIONAL DIMENSION
Under DUM, criteria such as NPV and internal rate of return (IRR) are considered
as the only appropriate criteria when making capital budgeting decisions. The
biases discussed in the prior sections suggest that alternative criteria incorporating
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cognitive and organizational dimensions may be desirable. In fact, traditional
practitioner criteria such as payback period or a preference for financial slacks
have been treated as heresy or stupidity and dismissed on the grounds of failing
to meet DUM criteria.

However, ease of understanding and implementation are important features
for adopting a capital budgeting methodology. In a survey conducted on the cap-
ital budgeting methods adopted by Fortune 500 companies, Burns and Walker
(1997) show that ease of use is of paramount importance in choosing between
capital budgeting methods. Easiness can then be considered as a meta-criterion
for evaluating capital budgeting projects. Other factors that influence the choice of
decision criteria include familiarity with valuation methods; the comprehensibility
of different methods; and the ease of data gathering and calculation. As a result,
“crude” but simpler methodologies can survive competition from sophisticated
but overcomplicated techniques.

Alternative Rationales

This section explore three topics offering rationales for departing from accepted
models of investment valuation: (1) the adoption of hurdle rates for investment
project valuation and selection; (2) the adoption of selection criteria that are second-
best criteria or absolutely suboptimal criteria in the light of the DUM approach,
such as payback period; and (3) a generalization of discounting based on different
rates for discounting and replacing cash flows from investment projects.

Hurdle Rates and Capital Budgeting

Some studies find that firms use discount rates higher than a theoretically “correct”
rate such as one based on the capital asset pricing model (CAPM) (Summers,
1987; Kaplan and Atkinson, 1988; Drury, 1990). They argue that such errors can
compromise the firms’ competitiveness due to an underinvestment phenomenon
resulting from using artificially higher rates. A discount rate that is too high can
also be detrimental for firm continuity.

Identifying an appropriate discount rate may involve several potential prob-
lems. For example, even if decision makers agree on using the CAPM to determine
the cost of a firm’s equity, the calculation of such a rate can result in different
figures depending on the econometric tools and measures applied during the cal-
culation process. According to several studies, the range of discount rates may
be very large and vary between 4.5 and 6 percent (Copeland, Koller, and Murrin,
1991), 6 to 8 percent (Brealey, Myers, and Allen, 2006), 2 to more than 8 percent
(Jagannathan and Meier, 2002), and –10 to 20 percent (Shefrin, 2007).

Welch (2000) documents how economists do not share a common perspec-
tive on discounting. The use of differing hurdle rates can then depend on (and
be justified on the basis of) the application of different models by firms and re-
searchers. The comparative validity of the differing models is still at issue from
a theoretical perspective. A useful example to illustrate this idea is the so-called
“beta-dead” strand of research. Fama and French (1992, 1993) criticize the abil-
ity of the beta approach to efficiently reflect the relevant systematic risk of a se-
curity. They do this by showing its ineffectiveness in predicting assets’ returns.



432 Capital Budgeting Valuation

The authors then argue for better explanatory factors related to fundamental analy-
sis and accounting information such as the market-to-book ratio. Stein (1996) still
supports using the CAPM for rational capital budgeting, but different perspectives
on the effectiveness of beta can translate into different approaches to calculating
the discount rate.

The use of hurdle rates (or discount rates higher than theoretically correct ones)
might also be treated as a pragmatic response to overoptimism and overconfidence
biases in cash flows estimation. Some authors such as Hogarth and Makridakis
(1981), Statman and Tyebjee (1985), and Pohlman et al. (1988) find a systematic
overvaluation of the expected cash flows accruing to investment projects. In this
case, adopting higher discount rates is a crude way to compensate for such upward
estimates. This type of adjustment may create two alternative kinds of problems.
First, decision makers may then be confident of having corrected both optimism
and overconfidence, while these biases could still persist. Second, if the overesti-
mation of cash flows by managers is a heuristic tool for incorporating the value of
embedded real options that are not explicitly valued, then the higher discount rate
can offset the greater value assigned to the project’s expected but unincorporated
cash flows (Busby and Pitts, 1998).

External or internal financial rationing is a further justification for using hurdle
rates. In the case of external rationing, hurdle rates operate as a substitute for
the profitability index. For example, Mukherjee (1991) highlights that a hurdle
rate is more understandable than other criteria of project selection such as the
profitability index. Concerning internal financial rationing, hurdle rates might
operate as a mechanism of organizational control in order to balance information
asymmetries (Antle and Eppen, 1985; Arya, Fellingham, and Glover, 1998). When
information is asymmetrically available within a firm, the divisions proposing
an investment project are usually better informed on the likely profitability of
the project than their headquarters. Because divisions may then aim to retain
resource slacks, headquarters may react by adopting an internal system of financial
rationing. In such a context, hurdle rates are detached from project risks and serve
as a tool for allocating financing among the firm’s divisions by taking into account
opportunistic slack behavior.

Departing further from DUM assumptions, hurdle rates may also be a tool for
dealing with dynamic sustainability or continuity of the firm (Marzo, 2007). Finance
theory and the CAPM are essentially static in the sense that they assume market
pricing takes into account all possible future contingencies. Static approaches as-
sume implicitly that markets are complete, as did the original Arrow and Debreu
(1954) model. However, complete markets for any future contingency only exist
in theory. A firm applying the CAPM (or any other market-based calculation of
project risk) could obtain, at best, only the maximization of static efficiency that
neglects other alternative options different from those actually available.

To make a decision that is consistent over time (dynamic perspective), firms
should consider that current prices could not (and actually do not) integrate any
possible future use of every present and future resource. Such deficiency is firmly
related to the fact that innovation takes place in firms, not in markets, and its
value depends on inner specificities and structures (or systems) that supersede
the market price system. To take into account future opportunities originated by
such a firm-specific environment, management can use hurdle rates to constrain
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current proposals and therefore save current cash funds for future projects still un-
der development. This behavior can be even more pronounced if the firm expects
to suffer from financial constraints such as a lack of cash availability in the future.
In sum, hurdle rates can act appropriately as internal tools for valuing and se-
lecting investment projects, especially under intertemporal financially constrained
conditions.

Valuing Investment Projects by Payback Period

The DUM approach claims that compounded or discounted cash flow (DCF) tech-
niques (not only NPV and IRR but also those based on real options analysis) are the
optimal criteria for valuing and selecting investment. In particular, in the simplest
situation of a project that does not embed real options, the NPV method is assumed
to define the value of the project. Surveys show that although DCF techniques are
increasingly employed during the last few decades, corporate management still
uses other DUM suboptimal methods or “rules of thumb” (Sangster, 1993; Graham
and Harvey, 2001).

In particular, behavioral finance scholars such as Shefrin (2007) argue that
using the payback period criterion reflects the decision makers’ cognitive errors,
linked to their inability to learn how to correctly value investment projects. In
fact, the role of this method should not be undermined. Even if using the payback
period derives from a low level of managerial sophistication, it may also be useful
in some circumstances.

First, suppose that a firm is comparing two alternative investment projects, A
and B, with the same NPV. If the two projects are evaluated by using the “right”
risk-adjusted rate of return, the firm should be indifferent to choosing A or B.
However, the cash flow profiles of the two projects may differ over time. For
example, project A’s lower cash flows are expected to occur at more near future
periods, while B’s higher cash flows are expected to take place at more distant
future periods. The manager may then effectively apply the payback period as a
way of dealing with future financial constraints or uncertainties, on the basis that
estimates for the distant future are in principle less reliable and more subject to
disappointment and hazard. Therefore, project A dominates B because its value is
less exposed to the remote future.

Second, the above discussed hurdle rate approximation of the optimal exercise
of a “wait-and-see” option can be translated in terms of the payback period (Boyle
and Guthrie, 1997; McDonald, 1999). Accordingly, given the stochastic process of
the project’s cash flows, when the maximum value of the option is approaching, the
payback period of the investment declines relative to the past, making the payback
period an acceptable heuristic for valuing the investment alternative.

Finally, the payback period is a way to cope with cash or budget constraints
because it ranks projects in terms of their speed in refunding the investor. That
is, payback shows the length of time needed for cash inflows to cover the initial
outflows incurred by the investment project.

A Generalization of Discounting under Multiple Discount Rates

Investment valuation criteria ultimately relate to the fundamental relationship
between investment decision making and time. The DUM approach was developed
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to fit competitive market pricing and conditions that are assumed to clear the
financial market or put the economic system into general equilibrium. However,
such an approach may be at odds with viable rules under conditions of ignorance,
hazard, and organizational dynamics.

All financial decisions implicitly deal with the future. Discounting is a practical
method to account for the timing of the investment projects that have to be assessed,
resulting in two measurement outcomes: a conventional measure for net economic
value, and a comparative ranking of different opportunities at disposal.

The discounting approach incorporates the time element of the project in its
cash inflows and outflows to rank the different opportunities. The value of this
element contributes to frame the current decision into an understanding of the
future states of the ongoing activity. Thus, discounting is expected to enhance the
decision makers’ understanding of time horizons.

There are different views about discounting. The DUM approach adopts a mar-
ket basis and stresses only a positive compound discounting rate. Samuelson (1976,
pp. 473–474) defines this rate both as the “market standard of performance” and
the competitive opportunity rate for inside investment projects. Welfare economics
questions the level of the discount rate in the case of welfare choices involving the
“claims of posterity.” Some industrial economists such as Hayes and Garvin (1982,
p. 70) further criticize the logic underlying compound discounting and argue that

An over-reliance on analytic techniques like discounting future cash flows leads
managers to defer critical investments in the capital stock on which their companies
depend. Such techniques and the assumptions on which they rest, claim these
authors, inevitably bias managers against investment and thus short-change the
future of American industry.

Following the same line of reasoning, Porter (1998, p. 466), speaking about
corporate investment and industrial time horizons, criticizes the American cap-
ital investment system and stresses the need to “evaluate investments in two
stages—first, determining the asset positions needed for competitiveness and sec-
ond, evaluating exactly how to achieve those positions.” According to Porter
(p. 439), every investment has to cope with special conditions related to corpo-
rate goals and organizational principles, senior management intervention, and
capital allocation and investment monitoring systems. From this perspective, in-
vestment valuation criteria are important in affecting the corporate investment
decision-making process. Within the firm, running the business is then the prior-
ity. Corporate management is called to make investment valuation suitable for the
special context and needs of the firm. From the same perspective, Shackle (1967, p.
99) suggests considering money as “not useful in itself,” but as “a store of strategic
power.”

Within the firm, the view of the financial process of investing provided by the
DUM approach appears to be incomplete. This approach is especially concerned
with a market basis and general competitive conditions under complete and per-
fect markets. It neglects, therefore, the special economics of relational economic
contexts that cope with the specifics of the business firm. Samuelson (1976, p. 473)
once called the critique of discounting the “bogey of compound interest.” Scared by
the bogey, decision makers would be unable to cope with the future of the ongoing
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activity since the preference for today is computed only by a negative compound
weight on future states. The bogey leads to neglecting the financial process of
investing that is concerned with real time and context. Investment opportunities
could then be misevaluated and the whole investment information treating process
may be biased when decision makers operate under the compound discounting
scheme.

Recent advances in relational contracting and behavioral finance support and
expand that earlier critique:

� According to Baker, Gibbons, and Murphy (2001, 2002) and Biondi, Canziani
and Kirat (2007), markets and firms should be understood as two different
economic environments. Managerial tasks in the firm require judgment and
knowledge of the specifics of complex situations. The firm as a relational
economic context must provide its special way to coordinate these tasks be-
cause they cannot be controlled by outside market arrangements. In short,
firms must have management and related decision-making rules because
their governance cannot replicate the market. In particular, this managerial
coordination allows firms to improve on market outcomes. Inside invest-
ment projects can have better returns of reference than the outside returns
from market alternative replacements.

� Recent developments in behavioral finance fostered by Kahneman and Tver-
sky (1979) stress the need for a double choice in the investment decision-
making process: a weighting function that establishes the weights for each
expected result and a value function that ranks the expected results them-
selves (Kahneman and Riepe, 1998; Frankfurter and McGoun, 1999; Marzo,
2002).

� The influential works of Loewenstein and Thaler (1989), Loewenstein and
Prelec (1992), and Laibson (1997) argue for simple or hyperbolic discounting
coupled with a behavioral approach to economic individual preferences.

Notwithstanding, decision makers are accustomed to considering rules based
on compound discounting (either present value or IRR) as the benchmark for their
investment decisions. A new interpretation of discounting seems to be required to
bridge the gap between the recent theoretical insights and widespread practices.
The new interpretation may generalize valuation rules to the relational economic
context that frames all those investment projects to be assessed.

What is, therefore, the actual meaning of discounting? Decision makers look at
discounting to estimate the value of timing and to establish some conventional cri-
terion to compare internal (that is, firm-specific) investment opportunities. Under
this scheme, a single measurement is called to summarize each investment project
in order to portray a vast collection of operations, conditions, risks, and results
in a simple and effective way. From this perspective, discounting is expected to
provide the shortcut method to obtain such a measure. The discounting measure-
ment process is consistent with the statistical notion of the mean of the cash flows
sequence, whose weight must be established according to the decision-makers’
perspectives and to the ongoing continuity (and future conditions) of the whole
business activity.
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Every business activity constitutes a special relational economic context. Its
decision makers receive information through numerous channels that treat and
reduce that information by various ways and under special conditions. Discount-
ing is one of the information-treating devices that allows decision makers to rank
and choose investment opportunities. Because this process is laden with igno-
rance, hazard, and dynamics, the information provided is typically blurred or fil-
tered information, meaning that some aspects of the information may be obscured
or lost.

In this context, the DCF-based approach attempts to deliver information in a
form that permits only one rational conclusion. However, the information gener-
ating process actually affects the decision. In fact, empirical researchers deny that
common measures such as NPV and IRR play a clear-cut role in choosing between
alternative investment projects (Sangster, 1993). Investment issues are so critical
that they require judgment and knowledge of the specifics involving complex and
dynamic activities. The information-filtering process only provides some pieces
of information that are relevant and reliable to make decisions. Decision makers
have still recourse to various measures including payback and accounting rate of
return that are harshly criticized by advocates of the DUM approach. Investment
valuation criteria based on DCF analysis are widespread and influential. Yet, deci-
sion makers also use criteria based on alternative approaches, including some that
are theoretically incompatible with DUM, to gather relevant information about
each investment opportunity. All these investment valuation criteria are then more
complement than substitute, and together provide a better picture of the project
scope and implications.

This appears to be the spirit of discounting as an information-treating device
in actual investment decision making. One particular flaw of the DCF scheme
deserves to be overcome. As Baldwin (1959, pp. 98–99) claims:

It is to one critical assumption underlying the usual procedure [of present value and
IRR] that I take strong exception. The future receipts and payments are reduced to
their present value by discounting them at the same rate as that which the proposed
investment is estimated to provide. In other words, management assumes that, for
the period between the base point and the time when the funds are spent or
collected, the funds are, or could be, invested at the rate of return being calculated
for the proposal. This is simply not true. Indeed, it is only by coincidence that the
two would be at all alike.

According to recent theoretical developments, every business activity gener-
ates a special financial process, which produces inside returns that are expected to
improve on the outside returns from alternative replacements. As an information-
treating device involved in this process of investing, discounting can no longer
neglect time and context. It has to account for these different returns of reference
instead of one unique rate in order to take into account the replacement structure
of future inflows. In particular, a generalization of discounting may apply to the
conventionally established cash flow pattern in which the actual replacement mix
is comprised of replacements at compound interest, at simple interest (bonds and
so on), or has a more complex return structure. Following this line of reasoning
(Biondi, 2010), the generalization provides a family of financial measures based on
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at least two discount rates of reference, one for inside investment (y) and another
for outside replacement (i), represented as:

n∑
t=0

f (1 + i ; 1 + y; t; at) · at or, in a continuous time:

n∫

0

f (y; i ; t; at)atdt (22.1)

where a0 . . . an = the cash flow sequence for the investment project; y = the dis-
count rate for outflows (negative cash flows); and i = the discount rate for inflows
(positive cash flows). This formulation may be further generalized to multiple
rates over time instead of one constant rate for the entire period, and to expected
measures for each flow: Et(at). This generalization differs from the usual approach
based on compound discounting alone:

n∑
t=0

(1 + i)−t · at or

n∫

0

e−i ·t · atdt. (22.2)

The difference between NPV and IRR based on compound discounting ulti-
mately rests on the different assumptions about the replacement (reinvestment)
rates and term structure. In the case of NPV, the replacement is assumed to be
made at the discount rate, while in the case of IRR, it would be made at the same
rate as IRR. Thus, the generalized approach vindicates the return-based measures
like IRR and logically unifies discounted values and discounted rates of return.
Usual measures with one unique discount rate for investment and replacement,
as well as other measures based on compound (exponential) or simple (hyper-
bolic) discounting, become special cases of the generalized function f(y;i;t;a). This
function declares the underlying discounting logic and describes the relationship
between inside investments and time horizons applied by decision makers to com-
pare inside investment opportunities. A change in the replacement rate clearly
modifies the project’s return, but it does not modify its comparative ranking. Fur-
ther studies on the relevant properties of f(y;i;t;a) may be developed. For example,
Rubinstein (2000) suggests a function where the discount factor f t is decreasing in
t and increasing in at (the larger the sum of money at stake, the higher (closer to 1)
is the discount factor). She suggests a procedural rationality approach framed with
nonexpected utility theory (see also Kahneman and Riepe, 1998; Frankfurter and
McGoun, 1999).

The DUM approach assumes that the project’s investment rate and the replace-
ment rate are the same, and this would be true under a perfect capital market. Yet,
if capital markets are imperfect and firms are conditioned by capital rationing,
this approach will lead to under (over) valuing the discounted value of low (high)
return projects. This is because the cash inflows from the projects are reinvested
at the same rate as the cash outflows, while the actual rates of reference differ. For
instance, by assuming that the rate of reference for discounting is the investment
rate, the usual IRR over (under) values investment projects with high (low) rate
of return. This implies that cash flows from projects with high (low) return will
be reinvested at a higher (lower) rate, hence leading to over (under) valuation
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of the project. The usual approach fails to consider more realistic reinvestment
opportunities available to the firm and may mislead the capital budgeting process,
especially when ranking alternative investment projects.

SUMMARY AND CONCLUSIONS
The accepted approach to capital budgeting leaves decision makers without appro-
priate guidance because it ignores the cognitive, organizational, and institutional
dimensions of their decision. This chapter has summarized alternative perspec-
tives addressing these specific dimensions. Together, they suggest generalizing the
current approach based on DCF analysis to provide decision makers with alter-
native ways to assess investment opportunities under more realistic approaches
driven by behavioral and institutional finance.

DISCUSSION QUESTIONS
1. What are the basic tenets of prospect theory? Why is this theory so important

for behavioral finance?
2. Which cognitive and organizational biases affect the representation of cash flows

to be employed in capital budgeting?
3. What is the role of hurdle rates in behavioral capital budgeting?
4. Is the hypothesis of one unique discount rate for financing and investing appro-

priate for capital budgeting? How can this hypothesis be generalized?
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CHAPTER 23

Merger and Acquisition Pricing:
The Valuation of Synergy
RAINER LENZ
Professor of International Finance, University of Applied Sciences, Bielefeld

INTRODUCTION
Globalization and economies of scale effects fuel corporate merger activities in
nearly every sector. Nevertheless, empirical studies show that most mergers and
acquisitions (M&As) are unsuccessful and destroy shareholders’ wealth. In hind-
sight, finding that the acquirer paid too high a price relative to the achieved synergy
is reasonably straightforward. Which methods can a manager use for the valuation
of future synergy effects, and how can the value of synergy be incorporated into
merger pricing? If the firm’s management had a clear picture of the relationship
between the takeover premium being paid and the expected synergy gains, it could
potentially avoid making some irrational decisions.

The valuation of synergy is vital to the success of any merger. Given current
valuation methodologies and the complexity of the task, valuing synergy is also
the most challenging element of M&A pricing. Conventional valuation methods
assume that sales figures and the market share of the acquiring company are eas-
ily transferable within the new entity. Current synergy practices also assume that
amalgamating various corporate functions will produce substantial cost reduc-
tions. The key component missing from current methodologies is the failure to
analyze every corporation as a complex system containing various elements and
relationships. If a merger constitutes such a delicate system, analysts cannot accu-
rately forecast the outcome measured in turnover and profit by simply aggregating
key financial figures.

The goal of this chapter on M&A pricing is to go beyond the simplicity of
current methods in order to develop a methodology better suited for evaluating
synergy effects. The first step is to create a model for benchmarking the success of a
merger. This valuation model links the takeover premium paid at the beginning to
the needed synergistic return. The next step is to propose a new method for valuing
synergy, which uses traditional capital budget instruments and integrates elements
from both the framework of knowledge management and sociological system
theory. This holistic approach provides an innovative solution for the complex
problem of M&A pricing and could enhance the success rate of mergers.
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TYPES OF MERGERS AND SYNERGY
The terms merger and acquisition are often used synonymously despite slight differ-
ences. If two companies of similar size agree to unite as one new single corporation
to explore the benefits of larger economic scale, it is called a merger. In this sense,
mergers do not often occur in practice. An acquisition typically occurs when a
larger company takes over a smaller one. The stock of the acquired company
ceases to exist, while the stock of the acquiring company continues to trade in the
market. Acquisitions are more common than mergers in today’s globalized and
highly competitive markets. The distinction between a merger and an acquisition
helps to identify which company is acting and which one is reacting, but has less
relevance for the pricing process. The creation of synergy effects through the for-
mation of a new single economic unit is highly important and often determines
the success of a merger. Firms can attain different types of synergy effects through
various types of mergers. In general, M&As are categorized in three different types
of integration:

� Horizontal integration is a merger of two forms in the same business (e. g.,
two competitors).

� Vertical integration is a combination of two businesses at different points on
the value chain (e. g., a supplier and its customer).

� Conglomerate mergers are the combination of companies in unrelated lines of
business (e. g., a manufacturer and an insurance company).

Economies of scale are the most common motive for horizontal mergers
(Gorton, Kahl, and Rosen, 2009). Producing a higher number of goods with the
same fixed costs leads to a decline in average costs per unit. This strategy focuses
mainly on cost-cutting effects. In horizontal mergers, all corporate functions such as
treasury, marketing, sales, production, administration, and research are duplicated
and provide the opportunity to combine functions and to scale down working staff
and management. Additionally, savings could result from sharing central facilities
such as headquarters, top management, and information technology. Eccles, Lanes,
and Wilson (1999) note that these kinds of cost savings are sometimes called “hard
synergies,” which should signal the high level of certainty that they materialize.
The basic assumption of this approach is that the market share and turnover of the
companies will increase, while the sum of the costs will decrease.

Some view financial synergies as a special case of the economies of scale effect.
Clearly, a merger between firms increases the volume of refinancing by debt or
equity capital. Sometimes higher volume opens doors to financial markets for
corporate bonds or asset-backed securities. Commercial banks regularly request
for securitization a minimum volume of debt or assets due to the high transaction
costs of this process. In this regard, a merger could eventually lower refinancing
costs as bond market yields are lower than bank loan rates at the same level of
credit risk. A broader access to bond markets could shift the company’s financing
structure toward a higher share of debt, which subsequently leads to lower average
costs of finance. Hence, a decline in the firm’s weighted average cost of capital
(WACC) should result from this alteration. Conversely, a higher debt-to-equity
ratio may deteriorate the firm’s credit rating and results in additional interest
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expenses. Consequently, the overall effect of a merger on the firm’s financing
condition remains unclear.

Revenue enhancement is second on the list of merger motives after cost-cutting
effects (Eccles et al., 1999). Revenues of combined firms can be leveraged by cross
selling existing products through new distribution channels or using the new
strength in distribution power for placing new products with higher profit mar-
gins. All these effects are hard to predict as the customer base of the acquired
firm is not a fixed variable. Some customers will avoid buying products from the
merged company if they fear an increasing economic dependence on one supplier.
Additionally, market conditions could change as remaining competitors may react
in response to an acquisition. Generally, revenue enhancement strategies take more
time to show results than cost-cutting decisions do; but, on the other hand, their
positive impact on corporate earnings is long lasting and not a one-time occurrence.

The incentive for vertical mergers is primarily to gain greater control in the
value chain (Fan and Goyal, 2006). The reasons for taking over supplier firms
may include ensuring a certain quality standard in input goods, receiving spe-
cific technology know-how in producing strategically valuable input materials,
or synchronizing operating activities of suppliers with producers of final goods.
While in past decades companies found outsourcing various types of production
and services efficient, some have observed a contrary trend in recent years (Sikula,
Kim, Braun, and Sikula, 2010). Automobile manufacturers serve as a good example
of vertical mergers. The use of defective materials by suppliers to manufacturers
of automobiles causes most recalls from automotive producers (Murphy, Winter,
and Mayne, 2003). The guarantee of a certain quality of automobile causes current
producers to reintegrate former outsourced production parts in a reverse trend.

Some justify conglomerate mergers by contending that diversification across
business lines helps maintain the current level of earnings, reduces uncertainty
of future profit development, and, therefore, stabilizes a long-term growth path.
Such diversification decreases unsystematic risk and leads to reduced volatility.
This diversification effect can be achieved by adding a sufficient number of assets
to the portfolio. However, Markowitz’s (1952) portfolio theory is based on the
assumption of unrestricted market liquidity, which is present for tradable financial
market assets such as stocks and bonds. This precondition is not present for the
assets underlying conglomerates, as transaction costs and the market liquidity of
buying or selling companies or real investments are not comparable to financial
market assets. Shareholders will not pay a premium for firms that diversify because
they could do that on their own much more efficiently. Thus, conglomerate mergers
tend to misallocate scarce funds by subsidizing investments with poor growth
opportunities for the sake of reducing the overall business risk of the conglomerate.

THE SUCCESS OF MERGERS AND THE VALUATION
OF SYNERGY PREMIUMS
The failure rate for mergers is astonishing with more than half failing to provide
any notable increase to shareholders’ wealth. Researchers have coined this phe-
nomenon the “post-merger underperformance puzzle” (Antoniou, Arbour, and
Zhao, 2006). The benchmark for success in a merger has to be clearly defined to
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have a discussion about failure rates. Brealey, Myers, and Allen (2007) define a
merger as successful when the postmerger value of the integrated firm is higher
than the sum of the paid acquisition price for the acquired firm and the value of the
acquiring firm before the merger. Therefore, assuming that firm A would choose
to merge with firm B, success could be defined as follows:

V0
C > P0

B + V0
A (23.1)

where

V0
C = Value of the combined firm AB in period 0

P0
B = Acquisition price for firm B in period 0

V0
A = Value of firm A in period 0

Defining success in this way has the advantage of enabling application of
well-known investment criteria such as net present value (NPV). Consequently,
investments with a positive NPV can be deemed a success. The sum of the acqui-
sition price and value of firm A could be interpreted as the payout in period 0, and
the value of the combined firm C should be seen as the present value of a future
return on investment (V0

C).
Only synergies, such as economies of scale, can lead to returns on investments

that justify a merger or acquisition. Typically, synergy is defined as a benefit that
occurs when the value of the combined firm C exceeds the collective values of the
separate entities. In general, synergy effects are of central importance in nearly
every scientific discipline. Expressions such as mutualism, win-win situations,
critical mass, co-evolution, threshold effects, and non-zero-sum games are used
to capture the underlying sense of what a synergy is in practice (Corning, 2003).
The total synergy value resulting from a merger equals the difference between the
combined firm’s value and the sum of each individual firm’s value (Equation 23.3).

V0
C > V0

A + V0
B (23.2)

S0
C = V0

C − (
V0

A + V0
B

)
(23.3)

where
V0

C,V0
A, and V0

B are as previously defined
S0

C = Value of the synergy in total in period 0

The acquisition price frequently exceeds the value of firm B, due to the addi-
tional premium paid to firm B’s shareholders. Selecting the market capitalization
of a company as a benchmark for corporate value, the acquisition price per share
is in many cases 40 to 60 percent higher than the actual share price (Moeller,
Schlingemann, and Stulz, 2005). For obvious reasons, shareholders of firm B will
not sell or exchange their shares if they cannot realize a higher price relative to
that prevailing in the stock market. Therefore, the premium can be seen as an
incentive given to shareholders to part with their existing stock. The acquiring
company is willing to pay the requested premium to shareholders because it ex-
pects a much greater synergistic return to result from the merger. Consequently,
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the premium payout to the seller could be interpreted as the seller’s anticipated
synergy premium (Equation 23.4). The buyer’s synergy premium is merely the
difference between the total synergy and seller’s premium (Equation 23.5).

P0
B = V0

B + S0
SP (23.4)

S0
C − S0

SP = S0
B P

(23.5)

where

P0
B = Acquisition price in period 0

V0
B = Value of firm B in period 0

S0
SP = Seller’s synergy premium in 0

S0
BP = Buyer’s synergy premium in period 0

The success of any merger requires that the NPV of the buyer’s synergy pre-
mium be at least slightly positive. Rewriting Equation (23.1), success of a merger
can be defined as follows:

V0
C − (

V0
A + V0

B

) − S0
SP > 0 (23.6)

Even though a positive buyer’s synergy premium fulfills the criterion for a
successful merger, the terms may not be equitable for both sides. As the primary
risk taker in the merger, shareholder A should receive at least the equivalent
synergy premium as shareholder B. Taking such a fair value criterion into account,
the total synergy outcome from a merger for a given period should be twice as
high as the premium paid for the acquisition of firm B. The calculation of the total
synergy premium should also incorporate the time value of money and any risk
that the synergies will not crystallize through an appropriate discount rate.

ST
C = [

2 ∗ (
P0

B − V0
B

)] ∗ (1 + r )T (23.7)

The following considerations allow for the development of a benchmark, which
can be used to accurately assess the success of a merger. The postmerger value of
the integrated firm has to be equal to or greater than the sum of the firm values A
and B and the total synergy premium. The value of a merger can then be measured
either in the present or future, as long as both figures are taken at the same point
in time. Hence, the benchmark of success could be formalized at the time when
the merger happens as in Equation (23.8) or at a point in the future as in Equation
(23.9).

V0
C − (

V0
A + V0

B

) − [
2 ∗ (

P0
B − V0

B

) ] ≥ 0 (23.8)

VT
C − [(

V0
A + V0

B

) ∗ (1 + r f )T] − [
2 ∗ (

P0
B − V0

B

) ∗ (1 + r )T] ≥ 0 (23.9)

where
V0

C, V0
A, V0

B, and P0
B are as previously defined

rf = Risk-free interest rate
r = Risk-adjusted interest rate
T = Fixed point of time in future
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DIFFERENT ELEMENTS—DIFFERENT PRICING
The definition of success shows that any M&A pricing should contain three ele-
ments: (1) valuation of the acquired corporate system B and the acquiring corporate
system A; (2) valuation of the new corporate system C; and (3) the division of the
synergy premium between the buyer and the seller. The new firm C should be val-
ued independently from the pricing process of corporations A and B, as synergies
will only arise if the two economic systems merge and form a new single unit.
Consequently, throughout the pricing process, treating corporation C as a new
economic system is essential. Given this logic, the precise value of corporation C
cannot be determined by the sum of A and B plus some synergy.

Systems theory provides a holistic view of what transpires during the merger
process and offers a guideline for acquisition pricing. This approach views a corpo-
ration as a complex economic system of interdependent elements and relationships.
A company is an open system, insofar as it exists in a mutual relationship (input
and output relationships) to its environment. Every element in a firm is organically
linked with one another in the firm’s system of organization, corporate culture, or-
ganizational routines, and activities (Gupta and Ross, 2001). Sales, turnover, and
profit are directly correlated to the regular interaction of interrelated groups of
activities within a corporate system. Mergers disrupt this harmonic balance by re-
moving and adding certain elements and corporate functions. As a direct result of
this modification, the measurable output in the form of sales, revenue, and turnover
also varies substantially. The merger of two intricate systems leads to creating a
new corporate system, firm C, with its own distinctive elements and relationships.
Any valuation of such a system, given its uniqueness and individuality, requires a
separate pricing process.

Output categories such as sales, turnover, profit, or earnings before interest
and taxes (EBIT) are completely intertwined within corporate systems, which fre-
quently interact with one another. Relationships between variables can also be
illustrated using mathematical functions. Therefore, the profit of firm A is directly
correlated to a corporate system function “f(a1, a2, a3. . .)” with its variables ‘a’,
which symbolize corporate units such as sales, production, and finance. Subse-
quently, the expected profit of the new entity C is the outcome of the corporate
system function of C with its merged corporate functions of system A and system
B. Functional relationships between variables ‘a’ and ‘b’ within the new corporate
system C are unique and not linked by simple value additivity.

Profit A = f (a1, a2, a3, a4. . . .) (23.10)

Profit C = f (a1b1, a2b2, a3b3, a4b4, . . . .) (23.11)

Exhibit 23.1 illustrates this way of thinking in system categories.
The valuation process of firms A and B differs markedly from the valuation

process of firm C. Pricing firms A and B is made slightly easier given their existing
systems and assuming the elements and relations within the systems will not be
modified or split. With the process of performance unaltered, valuation of A and B
can be found in various sources of codified and publicly available information, such
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Output
Sales
Turnover
Profit
EBIT

Corporate system A

Input
a1 a2

a3 a4

Exhibit 23.1 The Corporate System
Note: A company is an open system as it exists in a mutual relationship (input and output relationships)
to its environment. Every element (symbolized by a1. . .a4) in this corporate system is organically
linked with one another and embedded in the corporation’s system of organization, culture, routines,
and activities. Output figures such as sales, turnover, and profit are directly correlated to the regular
interaction of interrelated groups of activities within the corporate system.

as turnover and EBIT, located in balance sheets and business reports. No additional
knowledge of the corporate system function is required for the valuation of A
and B.

Contrary to this, firm C constitutes a unique corporate system. Hence, its valua-
tion requires additional internal information concerning the relations and elements
within the system. Without an existing system in place, a performance projection
of system C could only be derived from internal and system-specific knowledge
about the elements and relationships of system A and system B. Codified knowl-
edge about the performance of firm C in the form of balance sheets or business
reports does not exist. Furthermore, codified knowledge pertaining to A and B is
less applicable due to an absence of value additivity. Therefore, any pricing of firm
C uses system-specific knowledge of A and B in order to develop a vision about
the interaction of elements and interrelations in the new system C, as well as all
future performance processes.

This new approach to valuing mergers refers to the theory of knowledge
management, which distinguishes between two forms of knowledge: implicit and
explicit knowledge (Polanyi, 1967). Applied to the merger problem, revenue, sales,
turnover, earnings, and profit are the outcomes of a system and could be inter-
preted as explicit information. Information about relationships between the single
elements within a corporate system could be called the tacit or implicit knowl-
edge. Explicit and implicit elements of knowledge are complementary and are
not considered mutually exclusive (Nonaka and Takeuchi, 1997). This principle
of knowledge management, applied to the identification of synergy sources in
a merger, can lead to a more holistic view of corporate value. Recognizing tacit
knowledge also contributes to identifying synergy.

The Valuation of the Existing Corporate Systems A and B

Based on the assumption that a corporation continues to operate independently,
both economically and legally, after the acquisition, sources of publicly available
codified information such as business reports and balance sheets could be used
for the purpose of valuation. To determine a fair value for the potential acquisi-
tion candidate, analysts use a wide range of valuation techniques and methods.
These methods, with their specific assumptions, often produce differing values,
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despite sharing common characteristics. These methods generally fall under three
categories: (1) asset-oriented approaches, (2) income-oriented approaches, and (3)
methods based on multiples and ratios.

Asset-oriented Approaches
The starting point for any asset-oriented approach is the balance sheet as a tabular
representation of a firm’s assets and liabilities at a particular point in time (Aluko
and Amidu, 2005). The simplest technique available to any investor is to calculate
the book value, also known as shareholder’s equity, or the net worth of a company.
Because book values of assets and liabilities reported on the balance sheet rarely
reflect their current market values, investors often make necessary adjustments
toward current market prices. Occasionally, when market values are not readily
attainable for specific assets or are distorted, replacement costs of assets should be
viewed as a proxy variable.

The obvious weakness of the asset-oriented approach is its backward orienta-
tion. Hence, book values of a balance sheet reflect only past performance based on
historical revenues and costs, while the valuation of any investment requires a pro-
jection of future cash flows. Asset-oriented approaches are incapable of deriving
future-oriented information directly.

Income-oriented Approaches
This technique is future-oriented and calculates the current value of the firm based
on projected earnings or cash flows. The most common approach, the discounted
cash flow (DCF) method, uses free cash flow (FCF) derived from corporate finan-
cial statements as a benchmark for financial performance. FCF measures the cash
generated by a business regardless of the financial structure. Future FCF for the
planned period is then discounted by a risk-adjusted rate. The risk-adjusted rate,
known as the WACC, reflects investors’ opportunity costs. The estimated value
of the target company is obtained by summing all discounted FCFs, plus the dis-
counted terminal value. As Brealey et al. (2007) note, the terminal value or horizon
value defines the value of the company by the end of the analyzed period.

DCF value =
T∑

t=1

FCFt

(1 + r )t
+ TVT

(1 + r )T
(23.12)

where

FCF = Free cash flow
r = Discount rate (or WACC)

TV = Terminal value
t = Period of time

Forecasting implies a degree of inaccuracy. A change in certain key assump-
tions or estimated variables, such as the discount rate, the growth rate, and capital
requirements, can widely alter DCF values. Equally critical is the forecasted termi-
nal value, as it often contributes above 50 percent to the total NPV.
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Methods Based on Multiples and Ratios
Analysts often use multiples in financial markets. For example, they may deter-
mine the fair value of a share by comparing the firm’s individual financial ratio
to the average ratio of firms in the same industry segment. The basic principle
underlying these methods is the law of one price, which states that in competitive
markets identical goods sold in different countries must sell for the same price,
ignoring transaction costs. Applied to the valuation problem, this “law” states that
corporations operating in the same industry segment with identical sales revenues,
earnings, and equal assets should have the same value. Based on this principle, a
relationship between corporate value and some corporate performance variables
such as earnings, turnover, or cash flow can be calculated for firms within a specific
industry segment.

Therefore, any valuation by the multiple market approach is based on the
general assumption that the corporate value is a linear function of the deviation
of the firm’s specific variable (e. g., assets, sales, and revenues) from the defined
market standard. Despite this, practice often exhibits subtle differences that are
of substantial importance. One would then expect value estimations based on
multiples to lack accuracy, particularly when individual firms differ markedly
from the market average. Empirical studies confirm this assessment (Lie and Lie,
2002).

Based on a sample of more than 700 firms engaged in acquisitions during
1990 to 2001, Mukherjee, Kiymaz, and Baker (2004) show that 49.3 percent of
respondents prefer the DCF method, followed by 33.3 percent for the combination
of the DCF approach plus market multiple analysis. Although the survey does
not ask explicitly about the use of asset-oriented approaches, about 5 percent of
respondents indicate using additional methods. Each method surveyed refers to
external information and fails to use internal information generated by individ-
ual analysis. However, traditional methods of evaluation are justifiable if firms
continue to maintain existing corporate structures while operating independently
after the merger.

The Valuation of the New Corporate System C

The valuation process of synergies is analogous to corporate risk management
in some respects. For example, both focus on business processes analysis, are
future-oriented, deal with uncertainty, and aggregate all information about risks
and synergies into a single overall figure. The difference is that synergies are the
chance or the positive result of an uncertain definite event. Synergy and opera-
tional risk can be seen as two sides of the same coin in that the risk of a merger
is that expected synergies fail to materialize. The task of corporate risk manage-
ment is identifying the risks inherent in the different steps of a business process,
selecting a set of variables, providing an estimate for the likelihood and severity
of operational risk, and designing a control mechanism. Applying this general
structure of risk management to valuing synergies leads to a distinction with
the following phases: identification, documentation, integration planning, and
evaluation.
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The Identification of Synergy
Identifying potential synergy effects requires a solid understanding of the strengths
and weaknesses of the business processes of corporate systems A and B in order
to develop a vision about the future performance of system C. Synergy is neither
a given resulting from the possession of resources nor inherent in tangible or
intangible corporate assets. In a merger, synergy is the result of amalgamating
existing resources of firm A and B in a uniquely redesigned combination. The
unification of resources to maximize value is a business process. Consequently, the
identification of synergy requires considering a corporation from a new perspective
as an organized system of business processes. The primary focus must be on
business processes as a key indicator for the ability of an organization to deliver
its products or services in a timely and efficient manner. Any business process
contains three key dimensions:

1. Human resources. Human resources are the most important intangible cor-
porate asset. Due to specialization, only a few key personnel are likely to
have specific knowledge about business processes and their interactions
with other people and systems within the firm.

2. Technology. Technology is most broadly defined as the entities, both material
and immaterial, created by applying mental and physical effort to achieve
some value. This definition includes tools and machines as well as business
methods, software, or techniques to solve specific problems.

3. Organization. Corporate business processes are embedded in peculiar corpo-
rate organization characterized by hierarchy levels, decision-making lines,
functions, and culture.

The identification of synergy in a merger begins with a comparison of those
business processes for firm A and B that are similar in regard to its efficiency,
strengths, and weaknesses. The superior technology, the better organization, and
better trained human resources are adopted by firm C. Furthermore, the identifi-
cation of synergy implies the “reengineering of business processes” as first used
in Hammer (1990), as it combines and organizes given resources in a new way to
realize an added value. Davenport (1993, p. 2) defines business process reengineering
as “term process innovation, which encompasses the envisioning of new work
strategies, the actual process activity and the implementation of the change in all
its complex technological, human and organizational dimensions.”

How could this identification process materialize? The optimal solution would
be a Web-based 3-D visualization of all business processes of firm A and B on split
screens. This visualization of corporate business processes on parallel computer
screens would enable discovering points of overlap for comparison and developing
new business processes with existing resources. However, despite the tremendous
progress made in interactive Web applications in recent years, this kind of 3-D
visualization of all corporate business processes is still unrealized. Nevertheless,
this ideal solution could lead to a potential breakthrough in the amount of infor-
mation and documentation necessary to identify synergy effects. Central business
processes that involve employees, suppliers, and clients from both firms have to
be documented in a map. The data then have to be edited with information about
human resources, job descriptions, and organization diagrams. Because “hidden”
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system-specific information is not codified in documents, it is time-consuming to
generate and requires the physical presence of analysts within the systems. The doc-
umentation phase is followed by an assessment of the organizations’ strengths and
weaknesses, which enables analysts to identify potential opportunities—especially
technological and human resource openings. Performance targets and benchmark
results involved in the merger contribute to the redesign of existing business pro-
cesses. Afterwards, a process vision is developed by selecting strategic relevant
business processes for reengineering and subsequently formulating a prototype
for the new business process design after the merger.

Integration Planning for Redesigned Business Processes

After the business processes of the new corporate system C are identified, de-
signed, and prototyped, the planning phase for implementation of the new busi-
ness concept can begin. This step involves detailed planning on how to incorporate
resources (human resources, technology, and organization) from corporate systems
A and B into operation within the new system C. Evaluation of the new system C
requires that planning for the postmerger integration starts before the closure of the
merger, otherwise returns and integration are impossible to calculate. Synergies
have to be clearly defined and transformed into measurable integration targets.
Similar to project management, this includes the definition of various targets mea-
sured in concrete figures, a breakdown in milestones and deadlines, work plans,
and target completion dates. Integration planning must project which corporate
functions (e. g., marketing, treasury, and information technology) are involved in
reaching this target and which manager will assume leadership throughout the
integration process. Integration planning cannot be performed in a top-down ap-
proach because of the complexity involved and minimal staff backing. The highest
priority should be the incorporation of staff members into the planning process
during the primary stages of integration. Staff involvement, combined with trans-
parent corporate communication, is crucial for reaching strategic goals. The result
of integration planning is a detailed roadmap laying out the accomplishments
needed in each area of the company, individual responsibilities, and completion
dates (Bruner, 2004).

Dumay (2004) criticizes this way of process thinking as a purely technocratic
management perspective of organization, which mainly ignores the central role of
management within organizations. According to Dumay (p. 17), “In such a view,
organizations are the means to accomplish the objectives of the organization’s
owners. These objectives are embedded within a corporate strategy that is realized
by business processes.” To negate this criticism, integration planning has to pay
equal attention to nontechnical organizational elements such as social structure,
rules of conduct, corporate culture, communication, and participants in order to
facilitate the restructuring of business performance processes. This is in line with
the concept of “human due diligence,” supported by Harding and Rouse (2007),
which gives priority to structural and cultural aspects of corporate organization.
However, since the implementation of a new corporate organization leads to an
increase in costs with the transformation of existing social structures, reporting
lines, and corporate cultures, it should be accounted for in the evaluation process.



456 Capital Budgeting Valuation

The Valuation of Corporate System C

Following the identification of synergy effects and integration planning, the new
corporate system C is no longer a black box for evaluation. On the contrary, the box
is filled with expert knowledge concerning the future system of business processes
and its implementation given the existing resources of systems A and B. In general,
the value of an asset is derived by its capacity to generate cash flows. The preceding
work of mapping and redesigning business processes visualizes the way to achieve
value within a corporate system. The investment appraisal method that is applied
must make use of this information pool by forecasting the net cash flows from
projected single business processes, incorporating a risk assessment regarding the
underlying uncertainty of key variables for cash flow forecasts, and quantifying the
systemic risk because business processes within a corporate system are naturally
correlated.

A simple DCF approach, such as the NPV method, is incapable of processing
the risk and return information in an appropriate manner because the risk is
typically solely incorporated in the discount factor. The discount factor contains a
risk-free interest rate, which reflects the time value of money, and a risk premium
to reflect the investor’s rate of return for investment opportunities with similar
risk (opportunity costs). The risk premium has to be interpreted as a premium
for systematic (market) risk, not for unsystematic (project) risk. For example, the
beta factor in the often employed WACC explicitly incorporates this risk into the
discount rate. Thus, the specific risk of the investment project (unsystematic risk)
should be represented by a modification of the cash flow variables within the
present value formula.

Corporate finance textbooks such as Brealey et al. (2007), often propose three
methods to account for the underlying risk of cash flow forecasts in the present
value formula: sensitivity analysis, scenario analysis, and Monte Carlo simulation.
The wealth of information generated by the analysis of existing corporate systems
and the developed vision of the future system allows for the use of all three meth-
ods of risk-return analysis, and each approach can deliver valuable information
for the merger decision. Sensitivity analysis provides investors with an idea of
the major risk factors. Scenario analysis addresses what happens if anything goes
wrong or if everything works out to be optimal. Monte Carlo simulation provides
a complete risk-return profile of all possible outcomes and utilizes all given infor-
mation. Additional calculation costs for employing all three methods seem to be
negligible relative to the added value of information.

Corporation C exists as a vision of projected operational processes combined
with a plan for its implementation. The starting point for the evaluation is a
cash flow forecast for each operational process involved with the value chain.
Besides operational processes, the corporate system includes management pro-
cesses and other supporting processes, which govern and facilitate the general
operation of the system. Because these processes are not directly involved in
generating cash, their value has to be incorporated as variable or fixed costs
in the cash flow forecast of operational processes. The cash flow forecast of
modified or unchanged operational processes may use available information
about revenues and costs of existing operational processes in systems A and
B. Obviously, cash flow forecasts for the newly designed processes of system C
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Exhibit 23.2 Evaluation of Corporate System C
Note: A corporate system exists of input and output relationships with its environment. These mutual
relationships are documented as a network of internal business processes. Every business process
generates a net cash flow per period of time. The present value of corporate system C is the sum of net
cash flows for all operational business processes discounted for each period.

have a higher degree of uncertainty because analysts must project revenues and
costs.

The cash flow forecast for each (operational) business process is performed
in detail for three to five periods and concludes with the calculation of a terminal
value, which is the discounted value of all future cash flow beyond a given date
(Exhibit 23.2). Assuming that cash flows will continue to grow indefinitely at a
constant rate after the projected horizon of three to five years, the cash flow stream
is then termed a growing perpetuity and can be calculated as a present value of an
infinite geometric series. The results of integration planning determine the timeline
for revenues and integration costs for each process. Finally, the net cash flow result
of one business process ‘n’ is discounted for each period ‘t’ and summed up for
all business processes to achieve a present value for all future net cash flows of
corporate system C (Equation 23.13).

V0
C =

N∑

n=1

T∑

t=1

NCF n
t

(1 + r )t
(23.13)

where

V0
C = Value of the combined firm in period 0

NCFn
t = Net cash flow of business process n in period t
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r = Discount rate (WACC)
n = Number of business processes
t = Period of time

Outcomes of the evaluation process, however, cannot be expressed in a single
present value figure because the assessment of future developments is character-
ized by uncertainty, which has to be incorporated in the appraisal model. Infor-
mation and transparency concerning the overall risk and its specific sources in a
merger project are exceedingly valuable for any decision maker, despite the fact that
the assumed risk environment is extremely subjective due to human involvement
(see Exhibit 23.2).

For example, the assumed market share and the derived sales volume and sales
prices for each period are risk variables because they are critical to the viability of
the project. In such cases, a sales manager could be asked about the probability
of reaching a market share of x percent within a given time period. In general, a
probability function can be defined for every risk variable, based on the opinion
of experts. Afterwards, a systemic risk has to be defined, which implies assessing
the correlations for interrelations between risk variables of each business process
in each period, risk variables of each business process between observed periods,
and variables between the business processes within the corporate system.

The result of the risk analysis is a risk-return profile of the merger project, which
can be shown by using a diagram. In the case of a scenario analysis, the risk-return
profile consists of a few points, which may signal the probability of worst, medium,
or best case scenarios. Monte Carlo simulation provides the most thorough analysis
by using a full picture display to show all possible risk and return combinations.
A cumulative probability distribution, which implies arranging the present value
results in ascending order, conveys the degree of probability for an expected project
result (Savvides, 1994). At this stage of evaluation, the beforehand formalized
definition of success could be used as a benchmark (Equations 23.8 and 23.9). The
probability that firm C’s present value exceeds the sum of present values of firm A
and firm B and the defined total synergy premium should be in excess of 50 percent.
The ultimate decision for a merger is, however, contingent upon the investor’s
appetite for risk. The risk-return profile merely provides transparency for the
investor’s risk attitudes. The risk-return data could be enhanced by calculating an
expected value and several ratios such as the expected loss ratio, which measures
the expected loss relative to the merger’s overall expected NPV.

The Use of External versus Internal Evaluation Teams

A final issue involves who should perform the extensive data and process mining in
the identification phase of evaluation. In general, there are four possible choices: (1)
an internal management team of the acquirer (firm A); (2) an internal management
team composed of firm A and B; (3) an external private audit company; and (4)
an external public audit institution. For selecting the most appropriate type of
inquiring unit, four determinants should be considered.

First, investigation teams must cope with numerous information problems. For
example, such problems include asymmetric information, evaluation processes
with contrasting points of view, and internal process information, which is not
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fully documented. Nevertheless, any information deficiencies can be minimized
by including management staff from firms A and B.

Second, the merger directly affects each employee of firm A or B. Fears and
concerns about job security or redesigned functions often permeate the merger
process, culminating in the loss of highly skilled personnel to a competitive labor
market. Merger situations are often characterized by individual uncertainties and
a state of persistence, which burden the overall company performance. Human
resource involvement from both A and B early in the merger process can be inter-
preted as a preemptive move to create trust and credibility. However, the personal
and deep involvement of investigators could block the view for the restructuring
of existing or for the development of new business processes. For this purpose,
one needs to take a look from a distance. Investigation teams, irrespective of being
insiders or outsiders, require a straightforward corporate communication of the
overall vision for the merger by publishing progress reports. Corporate commu-
nication is critical in determining the level of collaboration between the corporate
staff of both companies.

Third, under conventional due diligence, the primary focus is restricted to the
target acquired company. However, information must also be requested from the
acquiring company A to obtain more accurate and reliable synergy effects. The
identification of synergy continuously entails the analysis of two business models
of varying strengths and weaknesses because a merger of companies implies the
fusion of two complex systems with diverse elements and relations. There can be
some doubt whether internal investigation teams have the needed extraordinary
degree of reflexivity, i.e., knowing their company’s own strengths and weaknesses,
comparing them with those of the target company, and developing a vision for the
combined corporate system.

Fourth, the targeted visualization and analysis of all important business pro-
cesses unlock the vault to the most valuable resource a company owns: its intellec-
tual property. Comparable to the source code used to design software, visualization
and analysis can tell how to combine resources to achieve value. Product piracy in
the sense of illegal reproduction of products leads to considerable losses in sales
and profit. Nevertheless, pirates still must devise a way to replicate production. In
the case of a merger, the acquiring company exposes all of its safeguarded business
processes, similar to a chef’s cooking recipes, which detail each ingredient and the
production processes involved. Knowledge of business process is the highest form
of intellectual property a corporation possesses and must be protected by the high-
est security measures possible. In regard to protection of intellectual property, the
use of an external public audit institution acting as a trust broker within a merger
process should be worth considering as an alternative to private audit companies.

SUMMARY AND CONCLUSIONS
The high failure rate of mergers provides a constant stimulus to examine the com-
mon practice of merger pricing and the underlying theoretical appraisal models.
The preceding review of the merger problem presents several solutions to increase
the success rate of mergers.

The chapter views any premium paid, in addition to the market price of the
target firm, as a seller’s premium for future synergy effects. The acquiring firm’s
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shareholders invariably bear the risk when any payout occurs, while the share-
holders of the target firm bear much less risk. Consequently, the acquiring firm’s
shareholders request an equivalent synergy premium to that of the seller. Taking
these aspects into account, the message for managers is that the acquiring firm
should only pay a premium if a reasonable expectation exists that the total synergy
effect to be realized in the future is at least twice as high as the premium plus
risk-adjusted compound interest.

A merger constitutes a new corporate system C, to be built up by the fusion
of complex corporate systems A and B, with diverse elements and relationships.
Codified knowledge taken from balance sheets and business reports provides a
sufficient data basis for evaluation if the performance processes of the existing
corporate system remain unchanged. However, mergers are implemented with the
intention of improving or modifying existing processes as well as installing new
ones. Therefore, investors have to open the “box” to gain an inside view and to
generate system internal information. Further complicating matters is that system
“box C” does not yet exist. Therefore, any pricing of firm C should use system-
specific knowledge of A and B to develop a vision about the future performance
processes and interactions in the new system C.

This view of a merger process has several implications. For example, under
conventional due diligence, the primary focus is restricted to the acquired company.
Identifying the synergy effects under the system-based method requires a two-way
perspective to analyze the strengths and weakness of each firm’s business model.
Thus, investors require an extraordinary degree of reflexivity in order to know
their company’s own strengths and weaknesses, to compare them with those of
the target company, and to develop a vision for the combined corporate system.

Due diligence teams require new actors with a diverse set of skills. Teams con-
sisting of individuals who have considerable experience and solid understanding
of each firm’s core business are needed. The investment appraisal is dependent on
expert knowledge. Synergy assessments performed by risk managers may lead to
further changes in the value because of the similarities that exist with corporate
risk management.

To generate system internal information, corporations must reveal safely
guarded business processes in order to conduct the necessary data mining. In this
sense, a merger process is a collaborative effort waged by each firm involved. Hos-
tile takeovers are synonymous with information asymmetry because uninformed
investors acquire “black boxes” with incomplete knowledge about the contents.
The identification phase and integration planning begin after each contract has
been notarized, confirmation of payment has occurred, and ownership has been
transferred. In this case, payment should come in the form of equity, as opposed to
cash, so that new shareholders will share both the value and the risk of the merger
transaction (Rappaport and Sirower, 1999).

In conclusion, the pricing process needs a radical change. Because synergy ef-
fects crystallize through an innovative or superior combination of given corporate
resources, pricing begins with identifying the given processes, followed by devel-
oping a vision of future business processes, then engaging in integration planning.
Expert knowledge of future business processes (i.e., system internal information)
provides the foundation for the cash flow forecasts and any additional uncertainty
(unsystematic risk) should be explicitly incorporated into the pricing model.
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DISCUSSION QUESTIONS
1. Define the term “synergy” for M&A activity and explain why synergy is the

most important variable in M&A pricing.
2. Discuss whether horizontal, vertical, and conglomerate merger types involve

different types of synergy.
3. How is success of a merger defined in general? Taking into account a fair

distribution of the total synergy between shareholder groups A and B, what
does “success” mean?

4. Explain why conventional methods of corporate valuation (asset-oriented and
income-oriented approaches) are not very well suited for valuation of the
merged company C. Use the concepts of system theory and value additivity as
well as implicit and explicit knowledge in the explanation.

5. Describe the different steps in the valuation process of company C based on a
system theoretical approach.

6. Explain the role of due diligence teams in an M&A.
7. What impact does the new approach on pricing process and due diligence have?
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Multicriteria Analysis
for Capital Budgeting
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INTRODUCTION
Firms often make capital budgeting decisions based on more than one criterion be-
cause decision makers need to consider multiple objectives or other factors. Hence,
analysts and managers should know the methodologies for systematic and simul-
taneous consideration of multiple criteria when making important investment de-
cisions. The discussions in this chapter aim to help analysts and decision makers
explore these multicriteria methodologies to rank, select, and decide whether to
invest in proposed investment projects, to expand capacity and/or the operations
of existing projects, or to optimize a portfolio of investments.

This chapter incorporates recent research and practice on multicriteria anal-
ysis (MCA) and multiattribute analysis to expand the decision-making tools, ap-
proaches, techniques, and considerations that are traditionally used. The chapter
first presents the concept and motivation for using MCA analysis, followed by
a discussion of the basic methodology and some methodological issues. It then
concludes with some examples of applications and further issues for consideration
as they relate to capital budgeting.

This chapter builds on the discussion in earlier chapters of the well-accepted
and commonly used single review criteria for decision making, such as net present
value (NPV), internal rate of return (IRR), and specific financial measures such as
debt ratios and after-tax net cash flows. In general, MCA analysis assumes that the
goals of shareholder wealth maximization and other value functions for decision
makers hold for capital budgeting decisions. Using MCA enables decision makers
to consider the factors leading to the achievement of the firm’s stated objectives.

THE CONCEPT OF MCA
MCA is neither new nor mysterious. Intuitively or formally, individuals use this
kind of analysis, for example, when they buy an automobile and simultaneously
consider and weigh the factors of safety, functionality, cost, and appearance. Two
people may include the same factors but value them differentially; hence they
may leave the dealership satisfied with the selection of very different kinds of
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automobiles. Decision makers, especially in larger organizations, need a system-
atic approach to capital investment decisions to help them achieve the firm’s stated
goals, communicate their decisions effectively to stakeholders, and attain some
level of objectivity in their decision making. While the need for some level of sub-
jective valuation in decision making remains, using more comprehensive analytical
tools can help improve the process.

MCA is analysis based on methodologies that use an array of criteria system-
atically to guide capital investment decision making, usually among a relatively
small number of discrete alternatives. Using MCA is justified because it allows
decision makers to simultaneously consider different criteria that can contribute to
estimating an expanded objective “value” for a firm. With an expanded objective
value, a firm develops and examines a “value index” for the analysis of net benefits
that can go beyond pure monetary considerations. For example, besides the wealth
maximization summarized by expected NPVs, a firm might also want to consider
environmental and social variables that can have long-term implications for the
commercial value of the investments under evaluation. These values can reflect
social or political perspectives. The analysis and decision making might include
some subjective judgments and correspond to some increased “value” for the own-
ers that cannot easily be expressed in pure monetary terms. New environmental
regulations and market preferences as a result of more scientific information made
available through time, for example, could affect the profitability and sustainability
of a proposed investment.

To clarify this concept, assume that two new lines of production and sales,
A and B, produce new products for the “green” energy market. In the process of
deciding on the production line in which to invest, the owners may want to reduce
harmful environmental impacts such as pollution, while also creating jobs with
certain skills in the local communities. Although each new line of production may
contribute a similar amount to the firm’s net worth, one (A) may be more profitable
but less environmentally friendly and employ fewer people than the other (B). In
this case, the following question arises: Will the decision makers consider the
potential trade-off in terms of the different attributes of the two proposed lines of
production, which allow one line to be traded for the other, up to a certain amount in
terms of NPV impact? If the second line of production (B) is less efficient in market
terms than (A), but is better in terms of the environmental and labor impacts, how
heavily should the decision maker weigh these factors to reflect the value they
create for the owners, given their differential impact on long-term sustainability
and profitability? MCA allows examining the methodologies and developing a
“value objective function” to answer such questions.

Some Real-World Challenges

While using MCA has its benefits, some limitations are associated with selecting
a project using this technique. Two basic limitations are: (1) the uncertainty that
the decision maker faces given inadequate information about the future, and (2)
the possibility that the social, environmental, or political values captured might
change. Hence, decision makers sometimes use subjectivity when interpreting
results and have to adapt and experiment in order to update their information base.
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Decision makers often do not have all the relevant information needed to assess
and optimize capital decisions. This point is important to remember given that
capital budgeting decisions often require a substantial investment of resources. In
the “ideal” paradigm of decision making (Bell, Raiffa, and Tversky, 1989), collecting
relevant information and evidence is a critical part of the choice process. Seldom,
however, do decision makers have complete information that allows them to fully
optimize their choices. As noted in Bell et al. (p. 19), Herbert Simon questions the
usefulness of choice as a metaphor for describing and interpreting human behavior
as “normative models” (for complex decision making), which “might attempt to
rationalize the search and quitting process in terms of subjective expected utility
maximization in which time and physical and emotional effort are included as part
of the utility calculus.”

Companies and institutions such as banks have been using and perfecting
multiattribute analysis for such areas as judging credit risk before making loan de-
cisions. Although banks have developed sophisticated specifications and weights
for the parameters they have determined using past data, they regularly update the
parameters and experiment with modifications to the specifications and weights.
Brealey and Myers (2003) offer examples of techniques and applications when they
discuss multiple discriminant analysis (MDA) for calculating weights for relevant
variables (such as earnings before interest and taxes, sales-to-total assets, market
value, equity-to-book value of debt, retained earnings-to-total assets, and working
capital-to-total assets) in order to separate good from bad credit prospects in bank
loan decision making. Today, lending and other financial institutions are using
modified versions of the technique developed initially by Altman (1993) that uses
Z-scores with minimum thresholds.

In practice, decision makers need to review and consider additional deci-
sion criteria because both conditions and knowledge about the impact of relevant
attributes change over time. Further, corporations may change their own set of pri-
mary and secondary objectives, which have implications for the decision criteria
and their weights.

ELEMENTS OF MCA AND DECISION MAKING
Triantaphyllou (2000) and Pomerol and Barba Romero (2000) discuss the following
elements that contribute to effective multicriteria decision making.

Decision Space

Most MCA for decision making in business and finance deals with discrete decision
spaces for which the methods discussed here are appropriate to help find optimal
solutions. This facilitates the analysis because complex decision spaces with con-
tinuous values for inputs and outputs require mathematical programming with
multiple objective functions. Linear programming with objective functions subject
to constraints is applicable more to operation decisions. In some cases, decision
makers can use linear programming to determine the scale of an investment if
they can make and measure changes on a continuous basis. In this case, they could
frame the objective function using NPV as the single criterion for decision making.
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Alternative Capital Budgeting Decisions

The number of alternative courses of action for a decision is defined as finite
and relatively small in total number. In other words, decision makers can use the
methodology for problems that can be defined with some degree of simplicity and
clarity to an (m) number of alternative courses of action.

Simplification and Validity

Decision makers use simplifications to represent a model of reality. They seek an
efficient model for decision making that is clear and understandable for the users
from the assumptions to the final results. There is both art and science in developing
and using these methods for each organization.

Decision Criteria

The decision maker tries to define and elicit some attributes of each possible al-
ternative that allow the analyst and decision maker to compare goals, expected
results, and relative costs and then to rank them using some of the methodologies
described below. The number of criteria to be used will also be finite and relatively
small in number (n).

Decision Weights

Most methods described here require adopting a system of weights to assign
relative importance to each criterion used and to develop an index of value (ag-
gregation rules) for the decision maker. In the example of “green” production lines
below, the decision maker could assign, for instance, the following weights to three
key factors: 50 percent to profitability considerations, 30 percent to environmental
concerns, and 20 percent to labor considerations.

Decision Matrix

The decision matrix for MCA analysis incorporates information about the number
of different alternatives to be considered and assigns one row to each alternative
and one column for each criterion that is important for decision makers to consider.
For each alternative, the analyst or the decision maker uses indicators of output
or performance relative to each criterion. Examples of numerical values could be
rates of return in percent, NPV in dollars, number of workers to be employed,
and amount of pollution that could be generated. Based on expert opinion and
surveys, the decision matrix could include qualitative information (e.g., extremely
high, very high, high, low, very low, and extremely low) in some cases. As discussed
below, qualitative information can be mapped from the performance or decision
matrix to the scoring or index mapping for further analysis.

On top of the decision matrix is a row with the explicit weights assigned by
decision makers, which could be through a process of negotiation, to each criterion,
from 1 to (n). Exhibit 24.1 shows a simple decision matrix that uses the example
discussed earlier, with three alternatives (m) to be considered and three decision
criteria (n).
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Exhibit 24.1 The Elements of the Decision Matrix

Investment alternatives: A1, A2, A3

Criteria C1 C2 C3
Efficiency Labor Environmental Impact

Weights w1 w2 w3
Attributes of each alternative (from A1 to A3)

A1 a11 a12 A13
A2 a21 a22 A23
A3 a31 a32 A33

Note: The example above illustrates how three alternatives (A1, A2, and A3)
could be ranked according to values for each criterion (C1, C2, and C3)

In a properly constructed matrix of evaluation, the decision maker would
translate the attributes a(ij) to an index valuation i(ij) or the score indexes for each
alternative and criterion, and use the maximization rule to select the most desirable
alternative under these assumptions. Exhibit 24.2 illustrates this matrix.

METHODS OF MCA AND DECISION MAKING
This section focuses on three important methods—the weighted sum method, the
weighted product method, and the analytical hierarchy process method—that are
particularly important to decision makers dealing with capital budgeting.

The Weighted Sum Model

The weighted sum model (WSM) can be applied to a multidimensional problem
by converting the attributes in each dimension and criterion of analysis into an
aggregated index of valuation. The WSM is probably the most commonly used
method in MCA. An important rule in the WSM is to select, using well-specified
values for the weights w(i) and the scores or indexes i(ii), the alternative that
maximizes the product of the row index values times the vector of weights from
w1 to w3:

Choose A(i) that maximizes:
∑

i(ij)w(j); from j = 1 to n; for each i = 1 to m
(24.1)

Exhibit 24.2 The Score or Index Matrix

C1 C2 C3

I(A1) i11 i12 i13
I(A2) i21 i22 i23
I(A3) i31 i32 i33

Note: The values calculated in the decision matrix are normalized
to scores in this matrix.
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The example that follows considers that all alternatives (A1 to A3) have passed
the test of having a positive NPV, but at different amounts. For simplicity, this
case is not concerned with budget constraints but rather with the aggregate and
multiattribute value of each alternative. The NPVs reflect dollars; labor represents
different levels of employment generation for the region (in thousands of jobs, for
example); and the environmental value represents levels of pollution, where the
value accepted by the decision makers is better for a lower level of pollution per
alternative, everything else being the same.

Normalization Rules for Generation of Value Indexes
Relatively simple rules are used to convert the attribute or results of each al-
ternative, expressed in different dimensions (for example, dollars, employment
numbers, and pollution levels), to an index of “values” for each category or crite-
rion. For instance, for both the efficiency and employment generation criteria, the
decision maker divides the a(ij) values by the maximum within the column; for
example, for the highest NPV, the index is 2.00/2.00 = 1.00, which is also the maxi-
mum ratio. The other indexes then follow in the same manner: 1.80/2.00 = 0.90 and
so on. The same procedure is applied in this simple example for the labor criterion
column. Both the NPV and labor criteria would then be consistent with the idea
that higher index values reflect higher objective “values” for decision makers. For
the environmental results and criterion column, the index must be transformed us-
ing an appropriate mathematical transformation such as the following suggested
procedure: Divide one (or use the reciprocal) by the ratio of the value a(i3) to the
minimum [min[a(13), a(23), a(33)]] of the range, which in this case is –10. So the
first value i(13) = 1/[(–20)/(–10)] = 0.50, and so on. The analysis can also use other
consistent transformations. Exhibit 24.3 reflects the results of this process.

The numerical results, for total scores, are the sum of the products of each
row cell i(ij) with each column cell w(j). For example, for the first alternative, the
total score is 0.85 = 1.0(0.5) + 0.83(0.3) + 0.50(0.2). This example shows the total
score for each alternative, as they result from the product of the indexes times the
corresponding weights (added across the row). In this example, alternative B is the
most desirable or “valuable” in terms of the definitions adopted in this case. From
a narrow financial profit sense, alternative A is more desirable using the single
NPV rule. After the analysts and decision makers agree on the methodology in
principle, the ranking of the alternatives in comparative terms where the symbol
“>“ means “better than” is B > A > C.

Sensitivity Analysis
Sensitivity analysis can be used for WSM and the other methods. It is used to see
if choosing some other combination of weights changes the ranking. In the first
case shown in Exhibit 24.4, a range of values for weight 1 (wealth maximization
being the most important one) is employed and the decision maker can observe
the changes in ranking. If weight w1 changes from 0.20 to 0.80, keeping weight w2
equal to 0.30, but making weight w3 equal to the difference of (1 – w1 – w2), the
relative ranking for B does not change, although for the second place, when w1 is
higher than 0.70, C > A.

In another example of changes in the labor column, with b(22) changed from
12 to 14 and C(32) from 9 to 12, the decision maker can explore different values for
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Exhibit 24.3 Example of the Application, Decision Matrix D1, and Corresponding Score
Matrix SM1

Panel A. From the Matrix D1

NPV Labor Environment

A 2.00 10 −20
B 1.80 12 −15
C 1.50 9 −10

Panel B. The Score or Index Matrix SM1

w1 w2 w3
0.5 0.3 0.2

Vector of Total
Alternatives weights Scores

A 1.00 0.83 0.50 w1 0.5 0.85
B 0.90 1.00 0.67 w2 0.3 0.88
C 0.75 0.75 1.00 w3 0.2 0.80

Note: This example shows that higher index values reflect greater objective “values” consistent with
the value function of decision makers. The calculation shows that alternative B would be the preferred
option. The process of scoring has to be consistent with the value function of decision makers.

the NPV of alternative A, in this case the relative attribute a(11) (See Exhibit 24.5).
In this manner, the decision maker can assess the sensitivity of ranking to changes
in the value of a(11) while changing the value for b(22) to 14 and c(32) to 12.

The ranking does not change for values of a(11) that include 1.6 to 2.2 (See
Exhibit 24.6). The same results are obtained if the same original values for the labor
column are used.

Sensitivity analysis in this example shows some degree of consistency in the
ranking of the alternatives, with B consistently ranked as the preferred alternative.
The basic ranking for B has not changed for values of a(11) from 1.6 to 2.2, even in
the presence of changes in b(22) and c(32). In the last case, though, C > A is valid for
a(11) values that range from 1.60 to 2.1, which is different from the first discussion
of B1. Given the parameters of this small example, even under variation in weights
and attributes with a certain range of values, alternative B is consistently better

Exhibit 24.4 Sensitivity of Total Scores in SM1 to Different Values of the Weight W1

Sensitivity to W1

Alternatives 0.2 0.3 0.4 0.5 0.6 0.7 0.8
A 0.40 0.55 0.70 0.85 1.00 1.15 1.30
B 0.41 0.57 0.73 0.88 1.04 1.20 1.35
C 0.28 0.45 0.63 0.80 0.98 1.15 1.33

Note: This exhibit tests whether some combination of weights changes the ranking of the alternatives.
The base case is reflected in bold. For all values of W1 from 0.2 to 0.8, B remains the preferred alternative
as it consistently has the higher value ranking.
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Exhibit 24.5 Example of the Application, Decision Matrix D2, and
Corresponding Score Matrix SM2

Decision Matrix: D2

NPV Labor Environment

A 2 10 −20
B 1.8 14 −15
C 1.5 12 −10
Score or Index Matrix: SM2

w1 w2 w3
0.5 0.3 0.2

Vector of Total
Weights Scores

A 1.00 0.71 0.50 0.5 0.81
B 0.90 1.00 0.67 0.3 0.88
C 0.75 0.86 1.00 0.2 0.83

Note: This exhibit shows that ranking of alternatives can change with different
values used for labor. Alternative B still has higher scores, followed by alternative
C, then A. The values for the attributes for labor have changed. Alternative B
still has higher scores but C follows A in this case.

than the other two choices if the decision maker is only interested in finding the
best alternative.

The Weighted Product Method

The weighted product method (WPM) is a method of ranking and selection similar
to the WSM, where the total scores are obtained by multiplying the relative ratios
of the attributes (if all the values are expressed in the same dimension) or the ratios
of the indexes for pairwise comparison. The ratios are raised to the power of the
weight before the multiplication; for example, to obtain the relative weighted ratio
of one alternative over the other:

R(A/B) =
∏

for (i (a j) / i (b j))∧ w ( j) from 1 to n (24.2)

Exhibit 24.6 Sensitivity to One of the Attributes (a11)

Sensitivity to a(11)

1.6 1.7 1.8 1.9 2 2.1 2.2
A 0.76 0.79 0.81 0.81 0.81 0.81 0.81
B 0.93 0.93 0.93 0.91 0.88 0.86 0.84
C 0.87 0.87 0.87 0.85 0.83 0.81 0.80

Note: This exhibit shows that the ranking of alternatives does not change despite variations in values
for labor. Over the range given, alternative B is still the preferred alternative, followed by C and then
A in the range of values 1.6 to 2.0 for a(11).
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Exhibit 24.7 Score Matrix under the Weighted Product Method

The Score or Index Matrix S2

w1 w2 w3 Weighted Product Method
(WPM)

0.5 0.3 0.2 Relative Ratios

Alternatives A B C

A 1.00 0.83 0.50 A 1.06 0.96
B 0.90 1.00 0.67 B 0.94 0.91
C 0.75 0.75 1.00 C 1.04 1.10

Note: This exhibit shows the weighted ratios of alternatives A, B, and C and the consistency of a higher
ranking for alternative B, followed by C, and then A.

where i(aj) are the index score values for alternative A; i(bj) are the index score
values for alternative B; while w(j) are the agreed weights for each criterion j (from
1 to n); and � is the symbol for multiplication. In the example here, the ratio is:
R(A/B) = [(1.00/0.90)0.5][(0.83/1.00)0.3][(0.50/0.67)0.2] = 0.94, which is reflected in
the matrix of results under column A in relation to row B shown in Exhibit 24.7.

Using the same procedure, the relative ratios for each alternative in relation
to the others are obtained by going down each column. For example, for alterna-
tive B, R(B/A) in relation to A is 1.06 and R(B/C) in relation to C is 1.10. Using
this procedure, Exhibit 24.8 shows that the same ranking as before is obtained:
B > A > C.

Within the WPM, a simplified version is to raise each index value by the
weight of the criterion and multiply the resulting values across the row for each
alternative. In this case, only the values of the indexes i(ij) are used to obtain the
product, raising each index to the weight w(j) first and multiplying the results
for each column, times the values of all the other columns in each row (for each
alternative). The formula for each product is used as:

P(A(i)) =
∏

i (a j)∧ w ( j) , for j = 1 to (n) (24.3)

Exhibit 24.8 Simplified Product Method

Total

Scores Ranking

A 0.82 2
B 0.87 1
C 0.79 3

Note: This exhibit shows that the ranking of the alternatives using the sim-
plified product method is consistent with that using the previous methods.
With the simplified product method, the ranking of alternatives does not
change with B being the highest, followed by A, and then C as in SM1.
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For example for alternative B, P(B) = (0.90)0.5(1.00)0.3 (0.67)0.2 = 0.87. Again,
the same ranking as before is obtained: B > A >C.

The Analytic Hierarchy Process Method

The analytical hierarchy process (AHP) method is similar to the WPM described
above, in that it moves from expected attributes or results of each alternative
in several dimensions to the index scores using some particular normalization
procedures. The methodology elicits expert evaluation in numerical terms based
on quantitative and even qualitative information associated with each alternative.
One way to express the relative scores for each criterion is to normalize the rankings
(previously done using a different method), expressed in fractions, such that the
total addition of index scores i(ii) for all alternatives and for each criterion is equal
to one (revised AHP method). Once this transformation has been accomplished,
the numerical application is similar to the WSM and the example presented above.
Exhibit 24.9 presents an example of the AHP method.

The ranking of projects is the same as before with B > A > C. The sensitivity
analysis for this method also shows that the ranking does not change for different
values of the weight W1, with similar results to the sensitivity analysis above.

The results of the sensitivity analysis show that the ranking (B > A > C) does
not change for weights of W1 that range from 0.20 to 0.80, as was the case before
(See Exhibit 24.10). While B is the dominant alternative in all cases here, the relative
ranking of A > C changes for W1 greater than 0.5.

Exhibit 24.9 Example of Analytical Hierarchy Process Method, Matrix D1

Attributes of each alternative (from A1 to A3)

Scores
NPV Labor Environment Environment

A 2.00 10 −20 0.50
B 1.80 12 −15 0.67
C 1.50 9 −10 1.00

The Score or Index Matrix

w1 w2 w3
0.5 0.3 0.2

Vector of Total
Alternatives weights Scores

A 0.38 0.32 0.23 w1 0.5 0.33
B 0.34 0.39 0.31 w2 0.3 0.35
C 0.28 0.29 0.46 w3 0.2 0.32∑

i(ij) 1.00 1.00 1.00 [100%]

Note: The exhibit shows that the AHP method uses index scores in selecting among alternatives. The
sum of scores has been normalized to be equal to 100 percent for each column. Alternative B has the
highest total score and is the preferred option.
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Exhibit 24.10 Sensitivity to W1 under the AHP Method

Sensitivity to W1

0.2 0.3 0.4 0.5 0.6 0.7 0.8
A 0.149 0.21 0.27 0.33 0.39 0.45 0.51
B 0.153 0.22 0.28 0.35 0.41 0.48 0.54
C 0.098 0.17 0.25 0.32 0.40 0.47 0.54

Note: This exhibit shows that despite differing values for weight W1, alternative B maintains the higher
ranking and is the preferred choice. The higher ranking for B is maintained for values of the weight W1
from 0.20 to 0.80.

ROBUSTNESS OF RESULTS OF MCA METHODS
A potential criticism of the MCA methods is the degree to which the rankings
can be reversed and even biased, depending on (or as a function of) the weights,
the robustness and expected value differences in the attributes, and the method-
ology of normalization used to convert attribute values (decision matrix) into the
indices (score index matrix). If conflicting criteria exist such as profitability versus
environmental impacts, the weights or value of benefits and costs for each of the
alternatives considered can possibly be biased. Cases may exist where the results
are close and where further analysis and discussion might be needed to arrive at
the desired ranking and selection. In relation to contradictory attributes such as
benefits and costs in the same decision matrix, proponents can argue that agree-
ment exists on a transparent method to compute NPVs. In the case of monetary
benefits and costs, the problem of contradictory attributes can be avoided. Never-
theless, exploring possible cases where MCA might lead to some contradiction in
ranking is important.

Triantaphyllou and Baig (2005) address the issue of consistency and the robust-
ness of results among the WSM, WPM, and AHP including some variants such
as the multiplicative AHP model. The main objective of their research has been
to test the probability of reversal of the ranking obtained with these methods as
a function of the number of alternatives and the number of criteria used. In their
study, the decision-making matrix includes conflicting attributes of benefits and
costs. To test the robustness of the results, the authors test a simulation model that
includes alternatives (m) from 3 to 21 and criteria (n) from 3 to 21 using random
simulation.

Some key results merit discussion. To test consistency in selecting the best
alternative, the ideal results would be low or zero contradiction. The contradiction
rate is defined as the percentage times that the benefits-to-cost ratio versus the ben-
efits less cost approach yields different ranking results. Using random simulation,
Triantaphyllou and Baig (2005) test the different MCA methods detailed above by
estimating the percent probability of ranking reversal that represents the contra-
diction rate. For the WSM and simple AHP methods and with the lowest number
of alternatives (3) and number of criteria (3), the contradiction rate as defined here
is less than 6 percent. If the number of alternatives increases to 21 but the same
number of criteria (3) is maintained, the rate of contradiction can increase to more
than 25 percent for the WSM and AHP methods. A combination of a high number
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of alternatives (21) with the high number of criteria (21) results in some decrease
in the contradiction rate to about 13 percent. While the ranking contradiction re-
sults to select the best alternative method are on the low side, the full sequence of
ranking the results for potential contradictions are slightly less robust.

Triantaphyllou and Baig (2005) conduct tests to estimate if any relative posi-
tion of the ranking sequence among the alternatives can change depending on the
number of alternatives chosen and criteria for selection. They find that the con-
tradiction rate can increase to 10 percent for (3) alternatives and (3) criteria from
6 percent in the case described above. These contradiction rates only apply to the
WSM, AHP, and revised AHP methods. There is no contradiction in ranking when
applying the multiplicative AHP method or the WPM. The rate of contradiction
for multiplicative methods is 0 percent.

A review of the academic literature including Triantaphyllou (2001) and Tri-
antaphyllou and Baig (2005) reveals that decision makers can use MCA methods as
a learning and decision making (or support) tool with some degree of confidence
based on the robustness of the ranking results. At the same time, they need to be
cautious about interpreting and using MCA methods. Organizations using simi-
lar tools can improve the efficacy of the decision-making processes by gradually
incorporating more information and precision in relation to the attributes for each
alternative and by reviewing regularly the weights after realizing the results of
previous decisions. The consistency of the results tends to increase through time.
These organizations are observed to improve performance in decision making and
in subsequent phases of the capital budgeting cycle. Hobbs (1986) offers additional
insights into experimentation with MCA methods.

Efficiency Criteria, Other “Value” Considerations,
and Sensitivity Analysis

The relative performance of the narrow efficiency criterion can be illustrated using
the first two columns of decision matrix D1 shown in Exhibit 24.11 using, for
example, only NPV and one additional dimension such as labor. The analysis in
relative terms is very similar regardless of changes in the dimensions or units used

Exhibit 24.11 Example of Rankings under the Efficiency Criterion

Attributes of Each Alternative (A, B, and C)

Net
Labor Revenue/ PV of the

Investment Labor Wage Cost Revenue Period Perpetuity NPV Rank

A −1000 10 20 −200 230 300 3000 2,000 1
B −1600 12 20 −240 274 340 3400 1,800 2
C −1100 9 20 −180 206 260 2600 1,500 3

Note: This exhibit shows that using NPV to measure efficiency and an additional dimension such as
labor generation may result in a different ranking of the alternatives compared to earlier examples. In
this case, alternative A is the preferred option. The ranking corresponds to the maximization of NPV
rule. Under labor generation alone, the higher ranking would correspond to B.
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by the decision maker to reflect the investment costs, revenues, and expenditures
as well as the NPV. As in the example shown in Exhibit 24.11, there are three
potentially successful investment choices (e.g., they all pass the NPV positive test).
At the same time, all three are associated with different levels of employment
generation as a result of using alternative technologies. The three different projects
are labeled as A, B, and C. The same discount rate of 10 percent is used to evaluate
all three. The efficiency ranking of the three projects as measured by the NPV
results can be calculated using the present values of the investment and labor cost
and assuming that present values of the yearly revenues can be converted using
a perpetuity formula (present value = fixed annual cash flow/discount rate. The
present value of investment for each alternative, with cost of labor as the only yearly
input cost, can be converted to present values using the perpetuity formula and
gives the efficiency ranking of the three projects as measured by the NPV results.
Exhibit 24.11 shows the calculation of efficiency attributes of the three projects,
labor demands, and costs. The first ranking along the NPV criterion shows that
alternative A is the preferred option.

The NPV is calculated by adding the present value of the perpetuity (e.g.,
$3,000 for project A), less the investment costs, expressed in present values (or
–$1,000 for project A), giving a total expected value of NPV of $2,000. Given the
parameters for projects B and C, the order of the rank is project A followed by B
and C or A > B > C. The company making the decision is also concerned about
the net generation of employment. This could be the result of political anxieties
about high unemployment in the area, county, or country where the firm expects to
locate these investments. Taking only the employment generation dimension into
account, the decision maker would conclude by examination that project B would
generate more employment (12 units) than A or C.

At this point, the decision maker may want to explore the following question:
Are there circumstances and considerations under which the company would
augment the results of the NPV criterion (maximization of wealth) with the net
employment generation criterion in order to achieve a combined objective of wealth
maximization with employment creation? In a pure competitive economy, this
question might not seem relevant because the underlying assumption is that market
mechanisms allocate resources and factors of production, resulting in the allocation
of different factors of production (e.g., land, capital, and labor) up to their net
contribution to the profitability (bottom line) of alternative investment activities.
Nevertheless, the company making the investment may want to consider social
goals (such as employment generation or labor-related goals) before reaching a
decision. Implicitly, the prevalence of unemployment could be considered a source
of risk (e.g., theft of property, social unrest due to unemployment, and political
or regulatory disfavor) or a source of diminished purchasing power for the local
market. In a single-dimension analysis and in a particular context and country,
the potential negative effects of unemployment could be considered either by
using a risk-adjusted discount rate when calculating the NPV, or by factoring in
expectations of additional expenditures or lower revenues in a regular cash flow
analysis. Another perspective that could emerge in particular settings with high
unemployment is the necessity to explicitly take this dimension into consideration
when seeking licensing for the investment from local or state authorities, who in
turn might place employment generation as a top priority. Exhibit 24.12 shows two
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Exhibit 24.12 The Scoring Indexes and the Calculation of an Aggregate Value

Scoring Matrix: Dividing Each Value by the Maximum in Each Column (Expressed
in Percent)

Score for
Scores for Weight Labor Weight Sum of
Efficiency W1 Employment W2 Scores Rank

A 100.0 0.8 83.3 0.2 96.7 1
B 90.0 0.8 100.0 0.2 92.0 2
C 75.0 0.8 75.0 0.2 75.0 3

Note: This exhibit shows possible ways to organize scoring and ranking of the three alternative projects
(A, B, and C), according to efficiency and employment generation. For an initial set of weights of 0.80
(W1) and 0.20 (W2), the weighted rank is the same as in Exhibit 24.11.

possible ways to organize the scoring and ranking of the three projects: scoring
according to efficiency and to employment generation.

For the efficiency dimension, for example, the decision maker divides the NPV
(of project A) by the maximum NPV (project A) of all comparable projects and
expresses the ranking in percent. This continues in the same way with the NPV
values of projects B and C, which give a percent partial score of efficiency of 90.0
(B) and 75.0 (C). For the labor employment dimension, the decision maker could
proceed in the same way, with the highest score for project B that generates or
uses 12 units of labor, and this results in a 100 percent partial score and the lowest
for project C that would only generate nine units of employment and thus would
obtain a score of 9/12 = 75.0. Exhibit 24.13 shows this calculation, as well as the
aggregation of the two scores using initial weights of 0.80 (W1) for efficiency and
0.20 (W2) for employment generation. Exhibit 24.13 shows sensitivity analysis for
this example, with weights for efficiency (W1) changing from 0.30 to 0.80.

The upper part of Exhibit 24.13 shows that initially applying higher weights to
the criterion for wealth contribution (or the financial efficiency criterion) with the
complement of a lower weight for the employment generation criterion replicates

Exhibit 24.13 For Some Range in the Values of W1, the Ranking Is the Same as the
Ranking with the Pure Efficiency Criterion

Sensitivity to Weight W1 where Weight W2 is the complement to 1 or W2 = 1.0 – W1

Total Weights W1

Score 0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75 0.80
A 96.7 88.3 89.2 90.0 90.8 91.7 92.5 93.3 94.2 95.0 95.8 96.7
B 92.0 97.0 96.5 96.0 95.5 95.0 94.5 94.0 93.5 93.0 92.5 92.0
C 75.0 75.0 75.0 75.0 75.0 75.0 75.0 75.0 75.0 75.0 75.0 75.0

Note: This exhibit shows sensitivity analysis among the alternative options with changing weights (0.30
to 0.80) for efficiency (W1). Once the weight for efficiency decreases to a value of 0.60, the ranking
changes: B ranks first, followed by A, and then C.
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the same ranking as the NPV ranking. Thus, the sequence would still be A > B for
values of W1 higher than 0.65.

In principle, the question is: Are there possible and plausible values for which
the ranking might change if other considerations or criteria are simultaneously
undertaken for decision-making purposes? The mechanics of such a question are
explored by changing the relative weights (W1 and W2) given to the first criterion
on efficiency and the two on employment generation potential. From the sensitivity
analysis that follows the initial ranking, the impact of different weights given to
efficiency considerations (W1) and to employment considerations (W2 = 1 – W1)
is revealed. The NPV criterion and the weighted criterion coincide up to weights
W1 of about 0.65 (or 65 percent) and with 0.35 (35 percent) for W2.

The decision maker should not expect in many circumstances with relatively
high weights given to the efficiency (e.g., NPV) criterion for ranking that high
departures from wealth maximization decisions will occur. On the other hand, a
combination of a narrower range for the values for the NPVs and employment
generation could put the scores closer together or flip the initial rankings. Further
analysis and discussion would be needed in such cases.

APPLICATIONS OF MCA METHODS
A review of the existing literature on the use of MCA methods for capital decision
making seems to indicate that the MCA methodology is used more for projects in
the public sector. This is understandable considering the multiple goals of pub-
lic sector agencies. The private sector, by contrast, is increasingly concerned with
achieving not only primary but also secondary goals, as well as with recognizing
the factors that affect long-term sustainability and, lately, environmental consider-
ations that might affect corporate valuation of investments through time. Hence,
many corporations use these methodologies. For large-scale capital investments,
MCA is an especially valuable tool for both the public and private sectors. Conse-
quently, analysts and decision makers should be familiar with the approaches and
be aware of the limitations of the tools.

MCA methodologies are used for a range of capital budgeting decisions on
issues of finance, infrastructure, and social projects. For example, Steuer and Na
(2003) have compiled a total of 265 references for multiple criteria decision making
(MCDM) techniques applied to problems and issues in finance. Most of the articles
in the survey refer to cases of investment decision problems. Almost 25 percent of
the references are for MCDA and AHP. The most cited reference concerns general
programming and multiple objectives programming that use linear and nonlinear
optimization techniques to find solutions to issues related to capital budgeting,
portfolio selection, and commercial bank management. A much lesser used tech-
nique is multiattribute utility theory (MAUT), which uses various mathematical
tools for assessing preferences (value function) and ranking alternatives.

Firms often use MCA in the selection, design, and operation of infrastruc-
ture projects. Turskis, Zavadskas, and Peldschus (2009) use linear, nonlinear, and
particularly logarithmic methods of normalization to arrive at the score matrix.
They also use four different methods of ranking that lead to the agreed “best”
investment solution in the choice of construction design. Firms have successfully
used different MCA methods in plant location decision making (Brimberg and
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ReVelle, 2000). Hobbs, Chankong, Hamadeh, and Stakhiv (1992) as well as Hobbs
and Meier (2000) apply MCA methodology for investments in the water sector and
the environment. Shianetz, Kavanah, and Lockington (2007) use MCA methods for
the assessment of tourist destinations and projects. MCA also guides decisions for
manufacturing technology investments (Tan, Lim, Platts, and Koay, 2006a, 2006b).
Hajkowicz and Collins (2006) examine 113 papers that use MCA methods for water
management and find heavy usage of MCA for water policy evaluation, strategic
planning, and infrastructure selection. Saaty and Vargas (1994) discuss using the
AHP method in technological, economic, political and social environments. Dyer
and Sarin (1979) discuss value functions and multiattributes. Sandahl and Sjogren
(2003) discuss the use of MCA methods vs. traditional NPV and single-criterion
methods by Sweden’s larger corporations. Sarabando and Dias (2009, 2010) present
the results of evaluations starting with qualitative information matrices to arrive
at the ranking of alternative investments using the MCA method.

IMPLEMENTING MCA: SOME KEY
CONSIDERATIONS
The effective use of MCA requires organizational support and commitment from
the top. If the agency is shifting from other forms of analysis to support investment
decisions, this means that new processes must be accepted and learned (Ray and
Triantaphyllou, 1999).

Incorporating MCA into Organizational Practice

MCA, like any other tool, has to be rooted in the organizational practice and culture
of a company or agency because capital budgeting decisions are not separate from
other functions in the organization. Aksoy, Butler, and Minor (1996) outline some
common characteristics that can facilitate adopting MCA. These factors include
ease and use, its understanding and acceptance within an organization, perceived
usefulness, and the time and cost of implementation.

Management should invest time and care to ensure that the process of setting
up the MCA system—the formulation of alternatives and ranking used by the
organization—is done well because these factors affect the ability of managers to
both formulate and implement projects effectively. Similar to other management
systems or tools, much depends on the support of the organization and leadership
for MCA to be effectively implemented.

MCA, Organization, and People

Various parties are involved in setting up and using MCA methods and systems
including decision makers, analysts, promoters or supporters of the system, exter-
nal vendors for systems, and consultants from within or outside the organization
(Pomerol and Romero, 2000). Once the system is in place, managers involved in
design and implementation become the key actors.

A key group, which may be the main initiator of an MCA program, consists
of the decision makers or leaders in the organization. Key decision makers may
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have limited time to devote to the detailed process of evaluating capital budgeting
projects. Still, they need to be able to appreciate the assumptions and key conditions
for the MCA and to be ready to build support and address initial resistance to
changing processes. Especially in the initial stage, leaders need to be involved at
the different organizational levels to ensure that incentives exist for managers to
adopt the new system and to encourage their interest and participation. Relevant
executives of a company need to formulate or agree on the set of criteria to use
that corresponds to the underlying values and goals of the corporation and the
related weights assigned. As the transparency of the MCA process increases for
the team involved, so does the quality of the output, advice, decision making, and
even implementation that emerges from the system. Transparency itself may be
another challenge, depending on corporate culture and context.

Analysts and their support team of managers, consultants, and suppliers are
the ones who craft the MCA process and need to perform their roles with coordina-
tion and flexibility. They need to respond to the firm’s needs and to recognize that
a learning curve exists in applying these methods. Promoters of MCA methods
need to think about the internal and external conditions, incentives, perspectives,
and motivations for a successful and sustainable implementation of MCA systems.
Hammond, Keeney, and Raiffa (1998) offer a practical guide to decision making.

Future Direction

In the complex global economy, both the public and private sectors are increasingly
likely to use MCA systems. This increase in usage is likely to occur by using one
system of choice or by incorporating MCA into a much bigger program of selec-
tion elements. Technology plays an important role in making MCA systems user
friendly. Several software programs are currently available or under development.
Some are based on spreadsheet applications and platforms, while others require
special software installation and expertise.

SUMMARY AND CONCLUSIONS
MCA is a set of methodologies that can aid decision makers in the capital budgeting
process. This is particularly so in cases involving multiple objectives, regulatory
conditions, or other valuation factors for the decision makers involved. Several
commonly used methods are WSM, WPM, and AHP. Technological developments
such as easy access to comparative information (electronic databases) and the
ability to share methodological applications and examples across the organization
and in different locations facilitate the introduction, use, and participation by
important stakeholders.

Organizations have successfully implemented MCA when they have planned
and carefully considered the main elements that are important in capital budgeting
decisions such as the goals or values that each alternative can bring to the deci-
sion makers and the corresponding criteria and weights. Decision makers agree
on these elements at the outset of the process. This does not mean, however, that
they should not change the criteria in light of dynamic conditions in market prefer-
ences, technologies, and better research and information systems. Decision makers
need to provide guidance for the successful implementation of MCA systems.
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The systems in place need to be credible and acceptable. Ultimately, the system
must be directed by decision makers and cannot be fully automated. Active re-
search is taking place into the methodologies and results of applications of MCA
methods. Investors need to test and adapt MCA methods, plus the other methods
discussed in this book, to their specific company needs and environments.

DISCUSSION QUESTIONS
1. Multicriteria decision-making tools appear more relevant for use in the public

versus the private sector. What reasons might help explain this discrepancy?
2. What is the relationship between the NPV criterion and MCA?
3. What are some advantages for investors if they consider other effects of their in-

vestment other than a purely monetary return? Consider the case of investments
in new transport technology projects.

4. In terms of process, what requisites or factors are important to start implement-
ing the MCA methodology for private sector investment decisions?
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Answers to Discussion
Questions

CHAPTER 2 CORPORATE STRATEGY
AND INVESTMENT DECISIONS
1. In the emergence state, incumbent firms may undertake irreversible investments that

allow them to commit credibly to a specific strategy; an example is the building of a large
idle capacity. Such commitments may prevent further entry in the industry, as potential
entrants fear that incumbents will compete aggressively by expanding production in the
event of new entry. This strategy may reduce the amount of entry in the industry in
the emergence state or it could speed up the transition to the growth stage. To value
such investments properly, the present value of the strategic advantage conferred by the
investment must be taken into account. This can be done, for example, by modeling sales
growth as falling less dramatically over time than it would in case no such investment is
undertaken.

2. If markets are efficient, capital will always flow to its most profitable use and thus corpo-
rate allocation of capital cannot add value. Thus, a necessary condition for the corporate
allocation of capital to add value is the existence of frictions in financial markets. In less
than perfect capital markets, some businesses may have difficulties raising capital. For
example, markets may not understand the logic of complex and innovative businesses.
Asymmetric information can also be a reason, as managers may have sensitive informa-
tion that is unavailable to outside investors. Businesses without tangible assets may also
find borrowing difficult because they have little collateral. In such cases, conglomerates
may alleviate some of these problems and thus can tap capital markets more easily. Fur-
thermore, conglomerates may use the internally generated funds (i.e., retained earnings)
from their divisions to engage in winner picking, which is the practice of transferring funds
from divisions with high cash flows but poor investment opportunities to divisions with
low cash flows but good investment opportunities.

3. The resource-based theory of the firm is a version of the traditional economics of competi-
tion. Perfect competition implies little or no profits (or “normal” profits). Monopolists, on
the other hand, have “extraordinary” profits. However, monopoly power only survives
if firms have some resources that are unique. Firms that aim to remain profitable in the
long run should invest in and protect their unique resources, which are assets that are
not easily available to competitors. The resource-based view implies that firms should
consider only projects that are related to their crucial assets. Firms’ long-run strategic
decisions are affected by management’s ability to identify crucial assets and the set of
projects that are complementary to these crucial assets. Under the nexus-of-contracts
view, most stakeholders are protected by bilateral contracts with the firms’ equity hold-
ers, who own the firm in the sense that they have residual cash flow rights. In practice, this
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view suggests that managers should aim to maximize the market value of shareholders’
equity. These two views are complementary. The resource-based view is concerned with
the sources of value creation (the unique resources), while the nexus-of-contracts view
is concerned with the division of value (i.e., how shareholders and other stakeholders
should be compensated).

4. Due to the presence of network externalities, in some markets only a few dominant stan-
dards may survive. An important strategic issue in these markets is whether formerly
independent firms should coordinate their efforts. Although competing firms are usu-
ally not allowed to jointly fix prices or restrict production on antitrust grounds, they are
usually allowed to cooperate on technology development and adoption. Because coop-
eration is paramount for sustaining high profit levels in the industry, a firm may choose
one of three possibilities: (1) to compete fiercely hoping to win the standards battle; (2) to
cooperate with competitors in developing a common standard; or (3) to eliminate com-
petition by fully integrating with current competitors. Which option is the preferred one
depends on various factors such as the division of surplus among firms in the industry,
the value of synergies from coordination, and the structure of incentives inside each firm.

CHAPTER 3 CORPORATE GOVERNANCE
AND INVESTMENT DECISIONS
1. To explain investment cash flow sensitivity, some authors consider asymmetric infor-

mation theory, which supposes that the information is not equally distributed between
managers and suppliers of external finance, and others refer to agency theory. An as-
sumption of asymmetric information theory is that managers act in the best interests
of existing shareholders and external investors cannot assess the quality of investment
projects. Therefore, these investors require a premium that leads to a higher cost of ex-
ternal financing. Such a situation may have two implications. First, managers will prefer
internal funds to finance new projects. This implies a positive relationship between the
availability of cash flow and investment. Second, in some cases, managers will prefer to
underinvest rather than to look for new investors. Consequently, investment cash flow
sensitivity can be a symptom of underinvestment. According to agency theory, however,
managers are assumed to take actions that are not in shareholders’ interests. To increase
their power, managers undertake the highest level of investment. As a result, they may
use a firm’s free cash flows in unprofitable projects. Investment cash flow sensitivity is
then a symptom of overinvestment.

2. Managers may prefer to invest in projects with short-term performance for several rea-
sons. First, a nontrivial part of executive compensation is often based on short-term
accounting performance. Therefore, to increase their compensation, managers might fo-
cus on reporting good short-term accounting profits. Second, managers concerned with
their careers might invest in projects with short-term profits. In both cases, managers
might have a short horizon and therefore might be reluctant to undertake projects that
generate profits only in the long run.

3. Career concerns are the main reason that induces managers to herd other managers
in their investment decisions. In that way, bad performance would be attributable to a
common negative shock and not to the manager’s own decisions. Therefore, firms would
be less likely to fire the manager when performance does not meet expectations.

4. Theoretically, the board of directors plays an important governance role. Yet, the empirical
literature is inconclusive as to whether the board is effective in reducing investment
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distortions. Board members might be ineffective for two major reasons. First, the chief
executive officer (CEO) may control the information received by the board, which affects
the board’s judgment. Second, board members may care about their careers and prefer
not to be in conflict with the CEO.

5. The presence of large shareholders in the firm has a positive enhancement effect by
monitoring managers in order to attenuate the overinvestment of free cash flows. More-
over, these activist shareholders can spend time and effort to provide information about
investment projects and therefore reduce underinvestment problems stemming from
asymmetric information. However, these large shareholders also have a negative en-
trenchment effect. When their shareholdings exceed a certain level, underinvestment
and overinvestment problems can be exacerbated.

CHAPTER 4 MEASURING INVESTMENT VALUE:
FREE CASH FLOW, NET PRESENT VALUE, AND
ECONOMIC VALUE ADDED
1. Following the proof in Equation 4.14, start with FCF/(1 + A-TWACC) and substitute in

[P-TWACC – kD(Tax Rate)(D/V)] for A-TWACC. Execute the following algebraic steps:

V = FCF/[1 + P-TWACC − kD(Tax Rate)(D/V)]
V[1 + P-TWACC − kD(Tax Rate)(D/V)] = FCF
V(1 + P-TWACC) − kD(D)(Tax Rate) = FCF
V = [FCF + kD(D)(Tax Rate)]/(1 + P-TWACC) = CFA/(1 + P-TWACC)

2. The CFA calculation includes the tax savings from interest and the A-TWACC also
includes the tax benefit of interest in its calculation (recall A-TWACC = P-TWACC –
kD(Tax Rate)(D/V)). Consequently, using both metrics in a valuation can be construed as
double counting the tax benefit of interest within the cash flow and the discount rate.

3. The constant discount rate used in the basic textbook version of NPV is a summary
discount rate, call it “z,” for all the different rates that apply to the different cash flows
through time. Assuming discount rates are larger the farther into the future the cash
flow occurs, “z” will overdiscount early cash flows and underdiscount later cash flows
to arrive at the same NPV figure as the associated dynamic NPV version. Thus, “z” is
like the yield to maturity for a bond in that a bond’s cash flows are also discounted at
different rates depending upon maturity, yet the yield to maturity is a single summary
discount rate applied to all of the bond’s cash flows to produce the correct bond price.

4. The scale issue occurs when simply changing the debt financing to equity financing for
converting CFA to FCF without considering that the project may not be as large should
the debt financing not have been available. Consequently, the smaller nondebt project’s
cash flows (i.e., the all-equity version of the project) will most likely decrease by more
than just the tax savings on interest relative to the associated CFA for the larger scale
debt financed project.

5. When there is no debt, FCF and CFA are the same because the tax savings from interest
is zero. P-TWACC and A-TWACC are also equal because once debt is taken out of the
capital mix, both calculations equal the cost of equity (kE in Equations 4.11 through 4.14).

6. Accelerated depreciation will initially reduce NOPAT more than when NOPAT is cal-
culated with straight-line depreciation. The trend will eventually reverse with the
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straight-line depreciation version of NOPAT being less than the accelerated depreciation
version of NOPAT. Following Exhibit 4.5, the practice should be to convert depreciation
to the straight-line method when calculating EVA.

CHAPTER 5 ALTERNATIVE METHODS OF
EVALUATING CAPITAL INVESTMENTS
1. Liquidity often matters more to smaller versus larger firms because the firm may be

able to accept only a few large projects (or possibly only one) at any given point in
time. By using PB to emphasize liquidity initially, a small firm can grow and meet short-
term obligations. Eventually the growth could lead to a firm being large enough to
consider multiple projects with some projects being long-term oriented and worthy of
more detailed analysis such as using net present value (NPV).

2. Myers (1977) contends that by using too much debt, a firm becomes short-term oriented
in order to meet short-term debt obligations. The firm may have to forego longer-term
projects that add value because these projects may not generate sufficient liquidity in the
short term.

3. Fisher’s rate of return (FROR) is the discount rate that sets the NPV of both of the projects
equal to each other.

4. Multiple IRRs can occur when net cash inflows and net cash outflows occur at different
points in time throughout the project’s life. Each time the cash flow stream switches sign,
a new IRR potentially emerges. That is, a project with unconventional cash flows (i.e.,
a project with more than one change in sign of the cash flows) may potentially have as
many IRRs as changes in sign.

5. Because the cash flows change sign twice, the project can potentially have two IRRs. In
the example, the project’s IRRs are 10 percent and 20 percent.

6. The MIRR must agree with an associated NPV analysis because the NPV, calculated as
a PI, is embedded in the MIRR calculation. Consequently, whenever NPV > 0, MIRR >

k because PI > 1. Whenever NPV = 0, MIRR = k because PI = 1. Whenever NPV < 0,
MIRR < k, because PI < 1.

CHAPTER 6 CAPITAL RATIONING FOR
CAPITAL BUDGETING
1. Agency costs in capital budgeting are overinvestment and understating future perfor-

mance. Overinvestment occurs because managers prefer to control larger rather than
smaller assets. Therefore, they engage in investments though other alternatives (e.g.,
investment in other divisions or outside the firm) in order to achieve a high return. These
opportunity costs are agency costs because principals who engage in overinvestment are
unaware of the opportunity costs as a result of information asymmetry. Understating
future performance could lead to wrong investment decisions, which could then lead to
agency costs. Managers have incentives to lower expectations on future performance so
that their performance goals are not too difficult to reach. Capital rationing leads to a
relative comparison of different projects so that only the most promising projects receive
funding in the capital budget. Overinvestment is thus reduced. Further, competing with
projects for capital makes an understatement of future performance unattractive because
that would increase the likelihood that a project will not receive funding.

2. The major benefit of capital rationing is reduced agency costs. At the same time such
a more competitive setting can harm the firm’s culture and lead to an atmosphere of
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distrust. Further, strong competition could provide managers with incentives to manip-
ulate their performance outlook or at least present a biased performance outlook. Firms
need to find a way that ensures both low agency costs in the process of capital budgeting
and an acceptable level of competition within the firm so that manipulation and other
obtrusive actions do not arise.

3. In organizations with homogeneous divisions, competitive capital rationing can help
to ensure that only the best projects receive funding so that firm value is increased
and money is not “wasted” on projects that provide lower performance than others.
In organizations with heterogeneous divisions, competitive capital rationing can lead
to difficulties because some divisions generally have lower performance outlooks than
others due to the nature of their business. However, some level of competition can help
to improve performance and can provide managers with incentives to choose the best
projects. Although comparisons between projects are less possible with heterogeneous
divisions, a firm could benefit from a more competitive spirit.

4. One stream of the literature assumes that lying and misrepresenting information to a
superior does not incur any personal costs or disutility (e.g., bad conscience). Thus,
individuals engage in lying to the maximum level as soon as a small incentive exists
to do so. Another stream of the literature compares an individual’s motivation to lie
to the motivation to provide effort. Similar to effort with an increasing cost function
(cost of delivering effort), authors of that stream of literature argue that individuals
lie up to a certain point where lying becomes too costly. Individuals reach this point
when they lie so much that the bad feelings of doing so (the “cost”) loom larger than
the benefits that could be gained by lying. A third stream of the literature expects that
the level of lying is proportional to the level of competition. That is, individuals lie more
within a more competitive setting. The theoretical argument here is that the surroundings
provide individuals with an excuse to lie. Individuals blame a competitive setting for
their drop in ethical standards (“I had to misreport as otherwise, I would not have
a chance.”).

5. The three main streams in the literature on individual behavior in competitive settings
rely on several assumptions. With multiple rounds, individuals create a reputation. Thus,
over multiple rounds, the likelihood that someone discovers misreporting over time
increases. This possible threat to damaging a person’s reputation reduces the likelihood
that an individual would lie to the maximum due to the small incentives. Much of the
behavior described in the literature on honesty in combination with competition is based
on information asymmetry that decreases over time.

CHAPTER 7 ANALYZING FOREIGN INVESTMENTS
1. Ensuring the success of a foreign investment project requires the support of all major

business functions. In the preparation phase (“setting the scene”), the financial function
is already involved, for example, with capital expenditures. The investment sum may be
large, especially with financial firm startups. The financial calculations in the informa-
tion management phase can be done with spreadsheets that analysts have used before.
However, contacting the financial experts periodically may be useful and increase their
involvement in the project. In the risk management phase, financial experts will ask for
hedge strategies and other measures that may limit risks. They will also have a voice in
the decision making.

2. The statement may be true but easily modeling the complications of foreign investments
may be very difficult. Sensitivity analyses and scenario analyses may therefore be helpful
in obtaining an understanding of the expected outcomes and their reliability.
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3. U.S. firms are generally allowed to use less conservative depreciation practices than
German firms are. Hence, U.S. firms will have fewer tax shields from depreciation
than their counterparts. The payback period of their investments is therefore generally
longer.

4. The financial director in question appears to be more interested in a local view than
in the parent firm’s view on earnings. As a rule, shareholders would disagree with
this director. However, the director may have made the statement because the local
government blocked funds or because taking a local view was necessary to convince the
authorities of good intentions.

5. The responses involving the attractiveness of this investment from the subsidiary’s and
parent’s viewpoint follow.
A. The annual CFs are LTO 7.5 million – (LTO 0.6 million + LTO 2.2 million + LTO 1.6

million + LTO 0.9 million) = LTO 7.5 million – LTO 5.3 million = LTO 2.2 million. The
annual local profit is LTO 2.2 million – LTO 1 million = LTO 1.2 million. The annual
ROI is LTO 1.2 million/LTO 10 million = 12 percent. The PV of the operational CFs
is LTO 1.2 million × 5.650 = LTO 6.78 million. The NPV for the subsidiary is LTO
6.78 million – LTO 5.00 million = LTO 1.78 million.

B. NBB gets (“blocked”) dividends and fees and it provides the investment sum. The
FV of the dividends is LTO 1.2 million × 3.106 = LTO 3.727 million. The PV is (LTO
3.727 million × 0.3122 = ) LTO 1.1635 million × 0.7 = LTO 0.815 million. The PV
of the fees is LTO 0.6 million × 5.650 = LTO 3.390 million. The project’s NPV is
LTO 0.815 million + LTO 3.390 million – LTO 5.00 million = LTO – 0.80 million.
The NPV in AUD must be calculated as follows: the PV of the dividends is A$
3.727 million × 0.7/3.0 = A$ 0.870 million. The PV of the fees is A$ 0.6 million ×
(0.8929/2.1 + 0.7972/2.2 + 0.7118/2.3 + 0.6355/2.4 + 0.5674/2.5 + 0.5066/2.6 +
0.4523/2.7+ 0.4039/2.8 + 0.3606/2.9 + 0.3220/3.0) × 0.7 = A$ 0.6 million × 2.133 ×
0.7 = A$ 0.896 million. The investment outlay is A$ 5 million/2 = A$ 2.5 million. Thus,
the NPV is A$ 0.870 million + A$ 0.869 million – A$ 2.5 million = A$ – 0.76 million.
The project should therefore be rejected.

CHAPTER 8 POSTCOMPLETION AUDITING
OF CAPITAL INVESTMENTS
1. PCA has the potential to aid a company in avoiding previous mistakes and to identify

systematically successful processes that can be repeated in future projects. Specifically,
it can help companies to improve the accuracy of underlying assumptions and goals in
their planning material. PCA feedback can enhance the development of proposals for
new projects, improve the understanding of key factors affecting investment projects, and
develop knowledge related to strategy formulation. Additionally, PCA can be conducive
to improving capital investment processes in general.

2. By definition, formal PCA occurs after the initial investment is completed when the
project is operational (compared with the monitoring of the implementation phase of
an investment). Hence, making changes after commissioning an investment can be too
late. Also, the triggers for change are likely to come from alternative mechanisms such
as routine reporting and informal discussions.

3. Alternative people for conducting PCA include those with prior involvement with the
investment projects or individuals fully outside the firm. Individuals with prior involve-
ment have detailed knowledge about the project. However, there is a risk that due to
information asymmetry, they could present the outcome subjectively or even be tempted



ANSWERS TO DISCUSSION QUESTIONS 489

to use their information advantage to manipulate figures or exaggerate performance
estimations. External persons would enhance the objectivity of PCA, but they may lack
knowledge about the project. One potential solution to enhance accuracy and objectivity
of PCA would be to use hybrid teams, that is, to connect people from the business unit
making the investment with outside resources.

4. With regard to performance measurement of a completed investment, companies have
various “non-PCA” means available to help them acquire a sense of whether the tar-
gets of an investment project are being met. These means include formal systems for
routinely following up key production figures as well as sales and profit centers. Con-
trol mechanisms such as visiting investing sites, presentations, and discussions can be
formally arranged for investment control purposes, but typically they seem to be more
informal. Major perceived benefits from PCA within companies are related to organiza-
tional learning. PCA does not have exclusivity in achieving the organizational learning
benefits that are suggested to accrue from this approach. Specifically, the use of central
expertise and experienced internal resources appears to be important for transferring and
sharing capital investment experiences within a company. The existing alternative means
to achieve the benefits suggested for PCA may discourage adoption of PCA. Specifically,
smaller companies without major capital investments may perceive the existing means
to be sufficient for their purposes. Furthermore, existing alternative means among the
PCA adopters may affect the degree of sophistication of the PCA system. In other words,
smaller companies that have less capital investments do not necessarily pay so much
attention to the sophistication of PCA design.

CHAPTER 9 CAPITAL BUDGETING TECHNIQUES
IN PRACTICE: U.S. SURVEY EVIDENCE
1. The survey method of research has some inherent shortcomings that require the re-

searcher to be extremely careful when designing the survey instrument or deriving
conclusions based on survey responses. Some of the major shortcomings are as follows.
First, a small percentage of the survey population usually responds to a survey. Because
a large percentage of the population chooses not to respond, this potentially introduces
nonresponse bias. Thus, the researcher faces the task of showing that respondents and
nonrespondents belong to the same population. Second, the person who completes the
questionnaire may be unknown. Therefore, the possibility exists that this person might
not be fully familiar about the survey topic, rendering the input obtained less meaning-
ful. Third, questions should be framed in such a fashion as not to be leading (reflecting
the researcher’s bias) or subject to misinterpretation. If questions are not carefully pre-
pared, conclusions based on survey-based results are less reliable. Fourth, the possibility
exists that academic jargon differs from that used or understood by respondents, who
are often practitioners. Finally, comparing and synthesizing the results of multiple sur-
veys may be difficult because choices given to the same or a similar question could vary
among surveys

2. Practitioners suggest that developing ideas into a full-blown proposal is more difficult
yet more critical than later stages such as project selection or project auditing because the
main input for a project’s worth is developed in this stage. If cash flow estimates are done
improperly, the ultimate decision regarding a project might turn out to be wrong. The
selection stage is the most extensively researched area in capital budgeting surveys over
the past five decades. Survey questions focus on whether firms, especially large firms,
have adopted discounted cash flow techniques.
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3. Surveys point out several deviations that vary from theory. For example, traditional
theory suggests the following: (1) net present value (NPV) is superior to the internal rate
of return (IRR) primarily because of its ability to select among competing projects the
one that adds most value to the firm; and (2) using the payback period method should be
discouraged primarily because it does not consider the time value of money. However,
surveys consistently show that the IRR tends to be more popular with practitioners and
firms continue to use the payback method as a selection technique.

4. Theory suggests that a firm should accept all positive NPV projects because implement-
ing these projects should increase value to the firm. Therefore, when the management
foregoes an otherwise positive NPV project, it falls short of fulfilling its goal of maxi-
mizing the wealth of shareholders. Capital rationing occurs when there is a limit to the
amount that a firm can invest in projects regardless of the opportunity for profitable
projects. Consequently, a firm operating in a capital rationing environment has to forego
some positive NPV projects. Thus, in theory, capital rationing runs counter to the goal of
shareholder wealth maximization.

5. Capital rationing might result from either external suppliers of funds limiting the amount
available to a firm or the firm itself limiting the amount it wants to invest. Most surveys
appear to indicate that capital rationing is internally imposed. Various explanations have
been offered to justify internal capital rationing. Two major explanations are rooted in
the interfirm and intrafirm information asymmetry. The first explanation suggests that
senior managers impose capital rationing to discourage junior managers from making
an unduly optimistic forecast relative to a project’s true worth. The second explana-
tion is based on the information asymmetry between senior managers and the external
capital market. Senior managers impose capital rationing because they believe that this
information asymmetry problem causes external financing to be costly.

6. A comprehensive analysis of survey results on capital budgeting suggests that the gap
between traditional capital budgeting theory and actual practices has narrowed over the
last few decades. In the development stage, most firms agree that cash flows are the
appropriate cost-benefit data. Many firms estimate cash flows in a manner consistent
with theory including consideration of opportunity costs as well as inflation. In the
selection stage, the use of DCF techniques as a primary selection tool has increased,
while the use of the payback period method as the primary selection tool has declined.
Firms compute the cost of capital in keeping with theory and appear to recognize risk
differences among projects and adjust for the risk accordingly, albeit on an ad hoc basis.
Several major gaps remain between capital budgeting theory and practice. For example,
firms sometimes apply their cost of capital as the hurdle rate for non-average-risk projects.
This is especially evident in the Graham and Harvey (2001) survey in which the authors
report that many firms use a company-wide discount rate when evaluating cross-border
projects. Also, in the postaudit stage, firms continue to rely on short-term measures such
as return on investment when evaluating managerial performance.

CHAPTER 10 ESTIMATING PROJECT CASH FLOWS
1. A project’s NPV indicates whether the project generates sufficient future cash inflows to

provide a return that exceeds the firm’s hurdle rate. A positive NPV indicates that the
project’s return exceeds the firm’s hurdle rate, while a negative NPV indicates that the
project’s return is lower than the firm’s hurdle rate. A project’s IRR measures the return
generated by the project and is the discount rate at which the project NPV equals zero.
A project that generates an IRR that is positive, but lower than the firm’s hurdle rate,
would result in a negative NPV.
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2. Including the tax consequences of future cash flows in a DCF model will generally
decrease the project’s NPV. Tax payments reduce future net cash inflows, resulting in
a lower NPV. Future cash inflows result in increased future cash outflows in the form
of payments to federal, state, and local taxing authorities. Tax benefits arising from
depreciation deductions over the project life generate tax savings, which are included in
DCF models as cash inflows. However, depreciation benefits are typically less than the
increased tax payments associated with future cash inflows. Additionally, the sale of an
asset at the end of the project period has tax consequences. If the expected proceeds are
greater than the asset’s tax basis, cash outflows in the form of additional tax payments
must be included in the DCF model. If expected proceeds are lower than the asset’s tax
basis, cash inflows in the form of tax savings must be included in the DCF model.

3. Three methods commonly used to adjust for project risk are as follows:
� Increase the discount rate used in DCF models. Increasing the discount rate is consistent

with finance theory of risk-return trade-offs. That is, higher risk investments must
generate higher returns to justify the assumption of the additional risk. Firms using
this method adjust their costs of capital upward to a level that is appropriate for
perceived project risk.

� Shorten the project life. Shortening the project life accounts for the uncertainty in-
herent in any forecast. Capital budgeting makes many assumptions; among them
is that the firm will realize the cash flows during the expected project period. Projects
that generate positive NPVs after reducing the expected project life are more likely
to generate returns that exceed the firm’s hurdle rate than are projects for which
NPVs go from positive to negative when the life is shortened. Firms can use this
method as a sensitivity analysis by determining the minimum life needed to achieve a
positive NPV.

� Sensitivity analysis. Sensitivity analysis includes “what-if” scenarios. This method ad-
dresses the extent to which increases in initial investment, decreases in future inflows,
increases in future outflows, or decreases in the terminal value affect project returns.

4. Several possibilities exist to explain the use of the payback period method to evaluate
investment opportunities. Research indicates that smaller firms and firms run by less ed-
ucated or less sophisticated managers are more likely to use the payback period method
than DCF methods. Research also indicates that many firms use the payback period
method when making investment decisions involving the replacement of existing pro-
ductive capacity. Larger firms run by better educated and more sophisticated managers
are more likely to use the payback period as an initial screening method. Firms often
reject potential investments with payback periods that exceed prescribed maxima before
they invest resources to prepare DCF models.

CHAPTER 11 CAPITAL BUDGETING
AND INFLATION
1. Consider the price of a computer. A reasonable statement is that the prices of comput-

ers have been constant or even decreasing in nominal terms. This suggests that in the
presence of inflation, the prices of computers have been decreasing in real terms. Thus,
assuming that the expected real increase in prices is zero is invalid.

2. With an expected inflation rate of 5 percent, the impact on the present value of the
cash receipts is negative. With credit sales, customers have received the goods and will
pay for them in the next year. In the presence of inflation, the delayed payment has a
negative effect.
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3. In the presence of inflation, the present value of the principal repayments decreases. The
decrease in the present value of the principal repayment is exactly offset by the increase in
the present value of the interest payments so that the NPV of the loan and loan repayment
is zero. Thus, the present value of the interest payments increases. Because the present
value of the interest payments increases, the present value of the tax savings from the
interest payments also increases.

4. Since the annual depreciation allowances are not indexed to inflation, the present value
of the annual depreciation allowances decreases in the presence of inflation. This means
that the tax liability increases.

5. Calculating the real WACC with parameters in real terms results in the following:

WACCReal = D%(kd)(1 − T) + E%(ke)

= 40%(6%)(1 − 20%) + 60%(10%)

= 1.920% + 6.000% = 7.92%

Calculating the nominal WACC results in the following:

Kd = 6%(1 + 5%) + 5% = 11.30%

Ke = 10%(1 + 5%) + 5% = 15.50%

WACCNominal = D%(Kd)(1 − T) + E%(Ke)

= 40%(11.30%)(1 − 20%) + 60%(15.50%)

= 3.616% + 9.300% = 12.916%

Using the Fisher relationship to obtain the “deflated” WACC, the value for the
deflated WACC is 7.539 percent, which is lower than the value of the real WACC, which
is 7.92 percent.

WACCDifference = (12.916% − 5%)/(1 + 5%) = 7.539%

CHAPTER 12 BASIC RISK ANALYSIS TECHNIQUES
IN CAPITAL BUDGETING
1. The CE results in the CE(NPV) and involves the following steps:

� Forecast the cash flows for the project.
� Assign the appropriate certainty equivalent factor (CEF) to its corresponding yearly

cash flow.
� Multiply the cash flow by its CEF to determine the certain cash flow.
� Discount the cash flows at the risk-free rate, deduct the initial investment, and obtain

the CE(NPV).

2. Calculating the RADR(NPV) involves the following steps:
� Forecast the cash flows for the project.
� Determine the risk-adjusted discount rate (RADR).
� Discount the cash flows at the RADR, deduct the initial investment, and obtain the

RADR(NPV).
This method is related to the CAPM in that the CAPM can be used to determine the

RADR. The CAPM has many disadvantages but arguably remains one of the theoretically
sound methods to be used in the RADR(NPV).

3. Discounting the cash flows at 16 percent results in a NPV of $52,709. The CVs for years
1, 2, 3, and 4 are 0.11, 0.31, 0.33, and 0.30, respectively.
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According to the normal NPV, the project should be accepted given its positive NPV
of $52,709. The CE(NPV) of $108,023 indicates that risk adjusting the project makes it
more attractive because it adds more value to the firm. Because the project has lower risk
than suggested by using the WACC, the firm should accept the project.

4. The NPV and RADR(NPV) of each project are calculated as follows:

Project X
NPV @ 15% = $206,966
The RADR is calculated using the CAPM as follows:
rp = 7% + 1.5(15% – 7%) = 19%
RADR(NPV) @ 15% = $152,892
Project Y
NPV @ 15% = $207,620
The RADR is calculated using the CAPM as follows:
rp = 7% + 2(15% – 7%) = 23%
RADR(NPV) @ 23% = $90,122

Although both projects have highly similar and positive NPVs, the RADR(NPV) indicates
that Project X is preferable to Project Y.

5. The two methods are related, use the same inputs such as cash flows, and should theo-
retically be subject to the same judgment biases. If all inputs are applied consistently, the
CE and RADR methods should produce the same NPV.

CHAPTER 13 CAPITAL BUDGETING WITH
POLITICAL/COUNTRY RISK
1. Political risk often refers to doing business abroad, leading to additional risks not present

in the domestic environment. These additional risks emanate from various country dif-
ferences in economic structures, policies, sociopolitical institutions, geography, and cur-
rencies. As such, reaching a conclusive definition of political risk is difficult because of
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the multiplicity of the sources of risk, the complexity of their interactions, and the variety
of social sciences involved.

2. The advantages and disadvantages of each technique are summarized in the following
table.

Techniques Advantages Disadvantages

Comparative techniques Useful in the screening
process

Lacks an objective theory
for parameter selection

Uses an arbitrary
distribution of weights

Adopts the same grid for
all countries

Analytical techniques
Special report approach

Probabilistic approach

Sociological approach

Multicriteria approach

Expert systems approach

Focuses on one country at
a time, low cost, and
rapid implementation

Applies to complex
situations

Makes individualizing the
analysis possible

Provides a decision-
support tool

Relies on quantitative and
qualitative information

Subjective, partial, and
lacks a scientific analysis

Difficult to calculate the
appropriate probabilities
Difficult to apply in a

comparative context
Subjective (based on the

analysts’ judgment)
Requires expensive

information
Econometric techniques Is objective Relies on historical

information (backward
looking)

3. To incorporate political risk in the capital budgeting process, the analyst has to adopt
two steps: (1) identify and assess the risk using one or a combination of risk assessment
techniques, and (2) translate the assessment with the discounted cash flow format. Three
methods are available for including political risk in the NPV framework: (1) adjust the
required rate of return to reflect the incremental political risk, (2) adjust downward
the expected cash flows, and (3) evaluate the project’s NPV without the political risk,
quantify the political risk separately, and then subtract the quantified political risk from
the project’s NPV.

4. Accounting for political risk in the CAPM requires using an international market index
denominated in a convertible currency. The systematic risk obtained from the modified
CAPM captures the political risk. Several modified CAPMs that account for political
risk have been developed. For example, Ibbotson Associates estimates the required rate
of return using the world CAPM and then adds a risk premium estimated from the
past performance of the country’s market. Clark (1991, 2002) develops a macro CAPM
to estimate the country political risk by developing a world macroeconomic index. The
main feature of Clark’s CAPM model is that the estimated risk-adjusted return is not
constrained by the existence of certain markets or an estimation of their integration or
degree of segmentation. Clark’s model estimates both the country beta and the project
beta with respect to the country index. The overall beta is the product of the country beta
with the project-specific beta.
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5. Political risk is measured as the value of an insurance policy that reimburses all losses
resulting from the political event or events in question. Clark (1998) models political
events as a Poisson jump process because they occur intermittently, at discrete intervals,
and generate an actual loss. In this model, explicit loss-causing events are distinguished
from ongoing change and are represented by geometric Brownian motion. Clark (1997)
provides an example of how to estimate the risk premium.

CHAPTER 14 RISK MANAGEMENT
IN PROJECT FINANCE
1. Although different alternatives are available to control and mitigate risks (retention and

insurance), the use of the network of contracts revolving around the SPV is probably the
most effective. Contracts can be designed to incentivize the counterparties responsible
for a specific risk to avoid it and its effects on project cash flows. If this risk emerges, the
counterparty will be called to pay liquidated damages to the SPV. In this way, the project
is protected against negative events that could hamper the ability of the venture to repay
operating costs, debt service, and dividends. Corielli, Gatti, and Steffanoni (2010) argue
that an effective use of nonfinancial contracts (NFCs) can lower the credit spread required
by lenders and allow sponsors to use a higher debt-to-equity ratio for the financing of
the project.

2. Project sponsors decide to invest money in a project finance transaction based on the
comparison between the IRRequity and their weighted average cost of capital (WACC) in
a manner similar to what happens for normal corporate finance settings. Internal rate
of return (IRR) is the same criterion that banks use to evaluate the funding of a project
with debt. In this case, the IRR is calculated by comparing the cash outlays due to debt
drawdowns with the repayment implied by the agreed amortization schedule. However,
the same IRR can be generated by different time profiles of cash flows, and the criterion
cannot detect if the cash available for debt service (the unlevered free cash flow) in a given
year is strictly higher than the debt service agreed to for that specific year. Cover ratios
are designed for this purpose and are supplemental criteria that banks use to decide
whether to provide funds for the project.

3. Cover ratios are financial covenants set by banks in terms of minimum and sometimes
average values to protect themselves against unexpected unlevered free cash flow short-
falls. The minimum value is a direct function of cash flow volatility: The higher the
expected volatility, the higher is the minimum level of the various cover ratios re-
quired by banks. Because implementing an effective risk management analysis can
mitigate cash flow volatility, risk management has a direct influence on cash flows.
The more effective the risk analysis and risk allocation, the lower is the level of the
minimum debt service cover ratio (DSCR) and the loan life cover ratio (LLCR) required
by lenders.

4. In principle, shareholders should use the value of free cash flow to equity (FCFE) when
calculating the IRRequity. This is natural when FCFE equals dividends paid (a common
situation in standard corporate finance settings). In project finance, dividends can differ
from FCFE for two reasons. First, shareholders must comply with the request of banks
to provide money to debt reserve accounts and such money is then unavailable to pay
out in dividends. Second, shareholders could face the dividend trap every time the
depreciation of fixed assets in the profit and loss statement is higher than the value of
principal repayments in the statement of cash flows of the SPV.
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CHAPTER 15 RISK SIMULATION CONCEPTS
AND METHODS
1. The range of NPV values decreases from (–$1,365,928 to $2,044,706) to (–$942,970 to

$1,749,476) when correlation between the price and variable cost exists.

2. Comparing Panel A of Exhibits 15.4 and 15.6, the distribution with the lower variance
(Exhibit 15.6) has more probability at the mean when compared to Exhibit 15.4. Con-
sequently, the answer is the probability of the mean actually occurring lowers as the
variance increases.

3. In Exhibit 15.3, the probability is between 20 percent and 25 percent (i.e., somewhere
between the 75th percentile and 85th percentile). In Exhibit 15.5, the probability is be-
tween 10 percent and 15 percent (i.e., somewhere between the 80th percentile and 90th
percentile).

4. Looking at Panel C of Exhibit 15.3, the variable with the largest magnitude regression
coefficient is the variable cost per unit in the first year.

5. Looking at Panel C of Exhibit 15.5, the variable with the largest magnitude regression
coefficient is the variable cost per unit in the first year. When comparing the regression
coefficient with Exhibit 15.3, the magnitude has increased by about 30 percent, implying
that the existence of correlation between the price and the variable cost has increased the
influence of variable cost on the NPV.

6. The “compact” pro forma model allows the user to vary the number of finite cash flows
(i.e., the duration of the project).

CHAPTER 16 REAL OPTION ANALYSIS:
INTRODUCTION
1. The “under-investment” problem occurs when a firm theoretically has too much debt

forcing the firm to prefer shorter-term projects that generate liquidity to service the debt
over longer-term projects that can allow the firm to grow in the future.

2. Management discretion can potentially reduce losses and increase gains throughout the
life of the project which increases the value of the project.

3. A series of small investments increases the value of the project because the initial decision
to invest can be re-evaluated every time a new investment is made in the future. This
allows the potential to end a project before fully committing all capital to the project or
perhaps scaling up the investment in the project because the project has potential for
additional less risky gain.

4. The firm will use an option to expand when an increase in operations will generate
additional profit to meet additional demand. The firm will use an option to contract
when a decrease in operations will save money by not generating excess capacity due to
reduced demand.

5. By recognizing where management flexibility is valuable, management can create flexi-
bility in contracting or in how a project is implemented to generate value even when the
value cannot be specifically quantified. In other words, merely creating real options can
be valuable even when a value cannot be calculated.

6. A rainbow option is when multiple options are available at a point in time within a project
or throughout time within a project. Generally, one cannot value all of the options, but
should consider the existence of all of the options when making a decision.
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CHAPTER 17 APPLICATIONS OF REAL
OPTIONS ANALYSIS
1. The discount rate for an entire risky project is an inappropriate discount rate for individ-

ual future cash flows within the project because individual cash flows have different risk
attributes than the project as a whole. Some cash flows are safer while others are riskier
than the entire project. This is similar to how individual securities within a portfolio have
different risk attributes than the risk of the entire portfolio.

2. The futures/forward price is the current price (or value) of the project appreciated by the
risk-free rate. When determining a project’s current price or value using DCF analysis, the
option valuation using risk-neutral pricing contains the DCF valuation within the risk-
neutral probability structure. This is inappropriate because the futures/forward price is
used to construct the risk-neutral probability distribution.

3. Initially, there is value to waiting. The NPV of waiting is $1.02 million = [($12/(1.08) –
$10]/(1.10) versus the NPV of executing immediately $0.91 million = [$12/(1.10)] – $10.
If there is no volatility (i.e., keeping the discount rate at 10 percent), no value exists to
waiting. The NPV of waiting is $0.83 million = [$12/(1.10) – $10]/(1.10) versus the NPV
of executing immediately $0.91 million = ($12/1.10) – $10.

4. Because there is a cost, the mine will not open or close immediately, because the option
to do so would need to have sufficient value to trigger opening or closing. If the mine
is losing money, it will not close until pending losses are larger than the cost of closing
and possibly even larger than the cost of closing, depending on the volatility creating
a valuable option to wait. If the mine is closed and the economic conditions allow for
profitable operation, the mine will not open until pending profits are larger than the cost
of opening and possibly even larger than the cost of opening, depending on volatility
creating a valuable option to wait. Consequently, the mine can still operate at a loss under
this scenario.

5. If the option to expand is valuable, then the “opposing” option to abandon will not be
highly valuable, because it is unlikely to be exercised.

6. No, the value of the options in a rainbow option are generally less than the sum of the
options valued independently of the rainbow option. This results from the interaction
between the options within the rainbow option. This situation is similar to a portfolio of
securities whose sum of individual security volatilities are more than the volatility of the
portfolio given diversification benefits.

CHAPTER 18 COST OF CAPITAL:
AN INTRODUCTION
1. The most used approach to choosing a risk-free rate is to equate it to the yield to ma-

turity (YTM) on an outstanding long-term Treasury security. The choice of the maturity
of the bond depends on the length of the cash flow being discounted. For example, the
firm should use shorter maturities for evaluating capital budgeting projects having a
shorter life, but a long-maturity bond is a reasonable choice for valuation of compa-
nies or business units. Courtois, Lai, and Peterson (2008) suggest matching the length
of the investment to the length of the appropriate risk-free rate. For example, a 30-
year investment should be matched to the 30-year government bond yield. The correct
risk-free rate is the rate as of the valuation date, not the average rate of a historical
data set.
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2. In the standard historical approach, the difference between actual returns earned on
stocks over a long time period and actual returns earned on Treasury bonds is calculated
to determine an average equity risk premium. Estimations of the equity risk premium
based on extrapolations of historical data are risky and biased (Damodaran, 2009). Ques-
tions remain about the length of the period to use, the use of a short-term or long-term
risk-free government bond, the appropriate underlying market index to use, and the
choice of arithmetic or a geometric mean. The historical approach does not consider what
the market anticipates as the risk premium. Under the forward-looking approach, the
equity risk premium is derived from prevailing market valuations. By assuming that
the current market value is equal to the fair value, the financial manager can determine
the cost of equity capital and, therefore, the implied equity risk premium. Unfortunately,
this approach involves many challenges to constructing a fundamental valuation model.
Because the goal is to arrive at a reasonable estimate, this requires using past and current
methodologies that incorporate all available information at the time of analysis and being
aware that investors have different expected risk premiums due to different expectations
of equity cash flows and growth rates.

3. The analyst is incorrect. The firm should consider the convertibility of the newly issued
bonds. The proportion of debt and equity in the issue should be allocated to the firm’s
total debt and equity. If the total amount of the issue is considered debt, the firm’s weight
of debt will be higher and the weight of equity will be lower than its true amount. Given
that the cost of equity is generally higher than the cost of debt, the firm will incorrectly
estimate a lower cost of capital than when using the correct weights.

4. Using historical or book weights in the estimation process often provides an incorrect
estimate of a firm’s cost of capital. The greater the amount of raised capital, the more
likely the capital structure will change and render the historical weights invalid. When
calculating the expected cost of capital, either target or market value weights should
be used because they reflect the expectations of the investors, and market value closely
reflects how a company has to raise new capital. The financial manager should use target
weights, especially if the firm is expected to retire securities over the forthcoming period.
As firms age, their positive cash flows tend to increase, which allows the firm to retire
debt and equity that it used to grow the business.

CHAPTER 19 USING THE CAPITAL ASSET PRICING
MODEL AND ARBITRAGE PRICING THEORY IN
CAPITAL BUDGETING
1. Multifactor asset-pricing models are much harder to use than the CAPM for several rea-

sons. First, debate exists over how many factors are appropriate and how those factors are
priced. Second, uncertainty exists about whether any improvement in helping corporate
managers understand their firms’ systematic risk offsets the cost of the added complex-
ity required by multifactor models. The intuitive nature of the CAPM and the presence
of only one risk factor simplify explaining the CAPM versus multifactor asset-pricing
models to nonfinance managers.

2. Ex ante, there should be no difference in the equity risk premium across countries.
This can be understood by considering systematic versus unsystematic (diversifiable)
risk. From the perspective of the global capital markets, the risk of any one country is
largely offset by asset price movements in other countries. For example, the country-
specific risk of investing in Brazil is largely offset by the risk of investing in China or
the United States. Thus, even if one country has greater total risk than another, the
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incremental risk is diversifiable, leaving only systematic risk. In other words, the market
risk premium should be the same across all countries. The systematic risk across countries
will differ, but only because each country has its own unique distribution of industries and
different industries have different betas. The market risk premium, however, should be
the same.

3. Any answer to this question is speculative, but the equity risk premium is likely to
decrease due to competitive forces in the capital markets. This process, however, could
take a very long time.

4. Roll (1977) argues that the CAPM is empirically untestable because a true market port-
folio is not empirically observable. Researchers cannot use the true market portfolio for
several reasons. First, the market portfolio has to include all financial and nonfinancial
assets in the economy. Second, some assets that should be included in the portfolio have
unobservable characteristics. Third, the true market portfolio may include international
assets if international capital markets are open and asset prices conform to an interna-
tional version of the CAPM. Thus, researchers are unlikely to be able to use a proxy of
the true market portfolio that is on the mean-variance efficient frontier. Consequently,
from Roll’s perspective, the CAPM can never be tested. Whether financial economists
can surmount this hurdle is largely a matter of conjecture.

5. According to several empirical studies, the CAPM’s estimate of cost of equity capital is
biased upward for firms with high betas but biased downward for firms with low betas.
As a result, managers of high-beta firms could erroneously reject profitable projects,
while managers of low-beta firms could mistakenly accept unprofitable projects. Hence,
managers should consider adjusting CAPM’s estimates toward the economy-wide mean
(i.e., � = 1) in order to avoid over-rejection or overacceptance of projects.

CHAPTER 20 FINANCING MIX AND PROJECT
VALUATION: ALTERNATIVE METHODS AND
POSSIBLE ADJUSTMENTS
1. Using the equity residual method may be correct in two cases: (1) when the funding of

the project has no impact on the financing mix of other projects, and (2) when a company
targets a fixed debt ratio and the project’s debt ratio is equal to the firm’s target debt ratio.
Because borrowing in Norway is less expensive than in other countries, the project’s debt
is probably greater than that satisfying the firm’s target debt ratio. If such is the case,
although it would correctly take into account the Norwegian tax specificities, the equity
residual method would associate an excessive financial leverage effect with the project.
This leverage effect would not be relevant because a project’s debt ratio greater than that
targeted by the firm must be compensated by smaller debt ratios for other projects. Here,
the correct approach would be to use the generalized ATWACC method.

2. Using the BTWACC approach is correct only if the data used to compute the cash flows
are consistent with those used to determine the discount rate (defined as a before-tax
weighted average cost of capital). Changes in the interest rate of the loan imply changes
in the value of the discount rate. When the interest rate is higher, the internal rate of
return (IRR) is greater because the tax shields included in the project’s cash flows are
larger. However, this does not mean that the project is more profitable, since the IRR
must then be compared to a higher discount rate.

3. When correctly applied, both methods yield the same return on equity. When using the
displaced equity method, the analyst probably calculated the cash flows associated with
a cost of equity of 12 percent. This is correct when computing the project’s net present
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value (NPV). However, when determining the project’s return on equity by zeroing its
NPV, the analyst must consider the cost of equity as an unknown variable (appearing in
the cash flow formula). Usual IRR functions in spreadsheets cannot be used when using
the displaced equity method.

4. The method is similar to that proposed in this chapter for capitalized interest costs. When
the taxable income is negative, the free cash flows (FCFs) should be decreased by the
lost interest tax shields. The FCFs should be increased by these tax shields when they are
recovered (losses are assumed to be carried forward until the taxable income becomes
positive).

5. The creation of value corresponding to a project’s positive NPV increases the firm’s
debt capacity. A loan amounting to 40 percent of the investment cost does not take
this into account. Borrowing 40 percent of the sum of the investment cost and NPV
would represent the project’s actual contribution to the firm’s debt capacity. Under this
assumption, both methods would yield similar NPVs and the same NPV if the project’s
debt ratio remains constant throughout time. In other words, if the firm borrows “only”
40 percent of the investment cost, it does not use the full leverage effect from which the
project should benefit. For this reason, the equity residual method yields a lower NPV
than the standard WACC method.

CHAPTER 21 CAPITAL BUDGETING
FOR GOVERNMENT ENTITIES
1. The separation of current and development budgets appealed to the new administrations

following colonial administrations in that it enabled them to separate the ongoing costs
of government and the associated raising of current revenues with ambitious new devel-
opment plans and their associated financing needs. Development assistance donors have
further reinforced this separation over the years through their traditional preference for
funding of “development” activities, while being cautious about funding “consumption
spending” associated with current expenditures. This traditional view of current expen-
ditures as being of lesser economic importance or merit has diminished in recent years,
although it is still evident in the chronic underfunding of some government services.

2. Jacobs (2008) offers the following benchmarks to consider when aiming to improve the
capital budgeting process in LICs:
� Determine the appropriate resource envelope: All capital expenditure decisions should be

based on a consolidated budget approach, incorporating all revenues and expendi-
tures, in particular foreign-financed projects and extrabudgetary funds with invest-
ment activities. Capital expenditure decisions should be based on a medium-term
budget perspective. Decisions about capital expenditures should be taken in the con-
text of a hard budget constraint with explicit ceilings for guarantees and commitments
beyond the budget year. Governments should have clear policies regarding which cap-
ital expenditures should be financed by the budget, realized through public-private
partnerships, and handled by government or private enterprises.

� Efficient prioritization and selection: The budget calendar and the procedures for inte-
gration of capital expenditures in the budget must be clear, transparent, and stable.
Development and analysis of capital investment proposals should largely be com-
pleted before the budget preparation process starts. All projects should be subject
to cost-benefit analysis (CBA). If the subjection of all projects to CBA is too costly,
the focus could first be on the larger projects, while using a simplified methodology
for smaller projects. A government investment agency, with strong links to the Min-
istry of Finance, should prepare guidelines for project development and analysis. This
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agency should review project proposals to ensure that they are adequately prepared
and analyzed, and have the authority to reject projects that do not meet the established
technical standards. The Ministry of Finance should give the cabinet recommendations
for which investment projects should be realized within the available resource enve-
lope. Ministries should compete for investment funds based on the net social value
and political priority of their investment proposals. The decision to implement an in-
vestment project should be independent of the financing and procurement modalities
for the project.

� Efficient implementation: Rules for budget adjustments should give incentives for real-
istic initial capital cost estimates. Cost overruns during project implementation should
be partly covered by reallocation within ministries’ existing budgets. Ministries should
be allowed to retain part of any real cost reductions. Capital investment project propos-
als should only be considered when they include a detailed disclosure of the expected
operating costs, indicating how these will be accommodated within existing resource
envelopes or making an explicit proposal for additional financing of the operating
costs. Capital investment project proposals should only be considered after the min-
istry has explained how it will fully cover the maintenance of its existing capital stock.
Governments should avoid excessive targeting of capital expenditures for budget cuts.
Decisions on budget cuts should be based on the medium-term budget and take full
account of future expenditure pressures as a result of underfunding. Finally, there
should be project completion reports for all capital expenditure projects. These should
form the basis for cross-sectoral analysis, methodology development, and continuous
improvements in the investment process.

3. Capital project appraisals (CPAs) can include checks and balances to ensure that sound
principles are being applied. In some countries, the staged external review of large
projects provides an important measure of quality control, and this can be especially
important in early stages. Various general requirements for effective CPAs could be
defined, including the following:
� Providing well-informed and open-minded consideration of alternative options,

against well-defined policy objectives.
� Taking proper account of opportunity costs (so that the use of labor, for example, is

normally recognized as a cost, and not seen instead as a benefit).
� Addressing any “optimism bias” so as to ensure the proper calculation of all overall

costs.
� Considering factors that cannot be explicitly valued in money terms as well as those

which can.

4. Premchand (2007) identified the following six stages of changes in government capital
budgeting practices.
� First stage. During the Great Depression years efforts were mainly focused on economic

recovery. Government borrowing for financing capital outlays, except for emergencies,
was not favored.

� Second stage. In the late 1930s, the Indian government introduced a capital budget in
order to reduce the budget deficit. This was done by moving some expenditure items
from the current budget. This dual-budget system provided a justifiable method to
reduce deficits while justifying a rationale for borrowing.

� Third stage. The period in the 1940s and 1950s could be seen as the time when the
use of capital budgets became important for economic growth and the framing of
economic development plans. Partly influenced by Soviet-style planning, many low-
income countries formulated comprehensive five-year development plans and consid-
ered capital budgets as the main driver for economic development (Tarschys, 2002).
Where capital budgets did not exist, a variant known as the development budget was
introduced.
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� Fourth stage. This reflects the importance of economic policy choices on the allocation of
government resources. In the 1960s governments applied quantitative appraisal tech-
niques on a wider scale, leading to more rigorous application of investment appraisal
and financial planning (Premchand, 2007).

� Fifth stage. A revival of the earlier debate about the need for governments to make use of
a capital budget could be noted, especially in the United States. Along with the growing
application of quantitative techniques during the 1960s came the view that introducing
a capital budget could be beneficial to society. But this view did not gain much support.
A president-appointed commission rejected the use of separate capital budgets and the
introduction of accrual accounting in government accounts. Meanwhile, Sweden found
that excessive focus on capital budgets would need to be adjusted by a recognition
that the overall credibility and creditworthiness of a government depend more on
its macroeconomic policy stance and less on a government’s net worth. This shift
in emphasis contributed to a decline in the use of the capital budget until the late
1980s. By then, government officials recognized that the management of government
finances required a new approach, and this approach was the application of accrual
accounting.

� Sixth stage. The successful experiences of the Australian and New Zealand govern-
ments of the introduction of accrual budgeting and accounting led to a renewed push
by international financial institutions for the importance of capital budgeting. These
ideas were advocated in the United States, where the view was that the absence of
a distinction between investment outlays and ordinary or current outlays could lead
to unintended neglect of infrastructure or accumulated assets. Ensuring proper asset
maintenance, as well as asset creation, required a division of outlays into current and
capital outlays as a part of daily budget management.

CHAPTER 22 DECISION MAKING USING
BEHAVIORAL FINANCE FOR CAPITAL BUDGETING
1. Kahneman and Tversky’s prospect theory tells a very different story on risky decision

making than standard finance and economics. It recognizes that individuals are affected
by the “framing effect” because different ways of presenting the same problem lead to
different decisions. Individuals make their decisions after having coded decision prob-
lems as gains or losses with respect to a reference point. From this codification, a “value
function” arises, which tabulates the value assigned to a prospect comprising a series
of expected payoffs, and a “weighting function” is associated with the weight assigned
to probabilities associated with those payoffs. The value function is S-shaped, generally
concave for gains and convex for losses, and is steeper for losses than for gains. The
reference point seems to coincide with the status quo, but a shared theory on how it is
determined is unavailable. The importance of prospect theory for behavioral finance is
reflected in the numerous cognitive biases it can take into account, and in the different
risk-return relationship it proposes with respect to traditional theory.

2. The representation of cash flows is affected by optimism, overconfidence, and the way
such representation deals with sunk costs and opportunity costs. While optimism can
be understood as the inflation of the mean of expected values, overconfidence produces
a reduction of the expected variance of these values. Studies on the way sunk costs are
embedded in the representation of cash flows demonstrate that decision makers often
take into account such costs, even though standard finance theory prescribes ignoring
them in decision making. The role of sunk costs can be one cause of the escalation of
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commitment to a failing course of action, which is the tendency to continue a project even
if it would be better to stop it. Finally, decision makers often inappropriately consider
opportunity costs. The endowment effect occurs when the valuation of opportunity cost
depends on whether the decision maker is on the buying or selling side.

3. Standard finance theory advocates using the CAPM to discount a project’s expected cash
flows. Studies on the practice of business finance demonstrate that using rates higher
than CAPM-based rates is very common. Even though the rationale for this evidence
could be found either in the difficulty of determining the correct risk premium to be
employed when adopting CAPM or in causal errors, many reasons can be advanced to
interpret such a behavior from a behavioral perspective. Hurdle rates could represent a
way to offset optimism and overconfidence in the representation of cash flows. Hurdle
rates could also represent a way for dealing with the combination of uncertainty and
capital rationing: They would operate as a substitute for the profitability index, thereby
helping in choosing the more profitable investments. Finally, high hurdle rates could
prevent actual investments in order to save money for future investment opportunities.
This way such rates would operate as a rule of thumb for taking into account the possible
expansion of the opportunity set a firm deals with in the future.

4. Approaches that assume complete and perfect financial markets stress only one positive
compound discounting rate, defined both as the market standard of performance and
the competitive opportunity rate for firm-specific investment projects. Such unrealistic
approaches have been criticized by welfare economics (defending the claims of pos-
terity) and by business economists and professionals concerned with the myopia that
those approaches imply. In particular, they neglect the special relational economics that
fits with the specifics of the business firm and its investment process. Recent advances
in institutional and behavioral finance support and expand this critique, allowing the
generalization of the received discounting approach. Different forms of discounting (in-
cluding simple or compound discounting) can then be understood as statistical means
of the expected investment project’s cash flow sequence. These forms can be subsumed
in new investment valuation criteria based upon multiple discount rates (at least one for
investment and another one for replacement) and can be adjusted for discount rate term
structure.

CHAPTER 23 MERGERS AND ACQUISITIONS
PRICING: THE VALUATION OF SYNERGY
1. In an M&A context, synergy occurs when the value of the combined firm C exceeds the

collective values of the separate entities A and B. The total synergy value resulting from
a merger equals the difference between the combined firm value and the sum of each
individual firm value. The realized synergy should be seen as the return on investment
of an M&A. The higher the possible future returns on investment, the more investors are
willing to pay for the acquisition of an asset. Therefore, the assessment of future synergy
affects today’s acquisition price.

2. The three major merger types are horizontal, vertical, and conglomerate. Horizontal
mergers can lead to the economies of scale effect (cost-cutting effects), financial synergies,
and revenue enhancement by cross-selling effects. Synergies in vertical mergers generally
involve control of the supply chain, which may include quality control and just-in-time
production. Although conglomerate mergers involve a diversification effect, this is not a
synergy effect. Markets should not pay a risk premium for unique risk because investors
can reduce this risk by diversifying their financial assets.
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3. An investment in a merger is successful if the value of the combined firm C is higher
than the sum of the acquisition price for firm B and the value of firm A compared at the
same point in time. Therefore, the total synergy value realized by the merger has to be
higher than the acquisition premium paid to shareholders of the acquired company B.
Taking into account a fair distribution of the total synergy value between shareholders
of companies A and B, the total synergy value should be twice as high as the premium
paid for the acquisition of firm B for a given time period.

4. Based on a system theoretical approach, a corporation is a complex economic system of
elements and interrelationships that depend upon each other. Every element in a firm
is organically linked with one another in the firm’s system of organization, corporate
culture, organizational routines, and activities. Sales, turnover, and profits are directly
correlated to the regular interaction of activities within a corporate system. A merger
constitutes a new corporate system, C, with diverse elements and interrelationships.
Conventional valuation methods assume that sales figures and market shares of corpo-
rations A and B are easily transferable to the new entity C, and the outcome of a merger
could be accurately forecasted by simply aggregating key financial figures. However,
because the profit of C is not just the sum of A’s and B’s profits, there is no value additiv-
ity property. As a new corporate system, company C requires, given its uniqueness and
individuality, a separate pricing process. As the merged company C does not exist yet,
no codified (explicit) information, which could be taken from balance sheets or business
reports, is readily available. Therefore, any pricing of firm C should use system-specific
(implicit or tacit) knowledge of A and B to develop a vision about the future performance
processes and interaction of elements in the new system C. Conventional methods cannot
be used for valuation of firm C as these methods are solely based on codified information
and assume value additivity.

5. The system theoretical approach contains three elements: identification of synergy, inte-
gration planning for redesigned business processes, and the valuation of net cash flows
from projected business processes. The identification of synergy begins with analyzing
similar business processes of firms A and B regarding their efficiency and strengths
and weaknesses. The new firm C should adopt the superior technology, the better or-
ganization, and the more skilled human resources. The identification of synergy also
implies business process reengineering, in a way that new business processes are de-
veloped based on a reassembling of the given technology, knowledge, and expertise of
human resources. Integration planning transforms the identified synergies into measur-
able integration targets. Similar to project management, integration planning includes
the definition of various targets measured in concrete figures, a breakdown in milestones
and deadlines, work plans, and target completion dates. Hence, integration planning
determines which corporate functions (e.g., marketing, treasury, and information tech-
nology) are involved in reaching this target and which managers will assume leadership
throughout the integration process. The corporate system C exists as a vision of projected
business processes combined with a plan for implementation. The valuation starts with
a cash flow forecast for each operational process involved in the value chain of firm C
for a given time period. Afterwards, net cash flow results of one business process “n”
are discounted for each time period “t” and summed up for all business processes to
arrive at a single present value for all future net cash flows of corporate system C. This
valuation should be complemented by risk management tools (e.g., sensitivity analysis,
scenario analysis, and Monte Carlo simulation) because key variables of the cash flow
projection are faced with high uncertainty and the business processes within a corporate
system are naturally correlated.

6. Due diligence teams have to deal with the following issues: the need for system internal
information, information asymmetry, various principal-agent problems, and the security
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of intellectual property. Internal due diligence teams gathered by experts from firms A
and B can generate system internal information and overcome the information asymme-
try problem, but are affected by principal-agent problems and have difficulties securing
intellectual property. Purely external teams do not have the internal knowledge necessary
to generate system internal data and may have conflicts of interest in making the deal.
If the deal is completed, fees for external audit are often high and further consulting for
integration planning and implementation is needed. Success in a merger requires close
collaboration of management teams and, therefore, the development of trust. Given this
logic, the involvement of a public external audit institution acting as a trust broker within
the merger process could be an alternative worth considering.

7. A radical change is needed for the pricing process. First, a payment of a merger premium
for shareholders of the acquired firm is only justified if a reasonable expectation exists
that the total synergy to be realized is at least twice as high as the paid premium plus
risk-adjusted compound interest. Second, the value of synergy has to be explicitly in-
corporated into pricing models by using system-specific knowledge of A and B in order
to develop a vision of corporate system C with its future business processes. Using a
system theoretical approach, due diligence requires a two-way perspective of investors
as both business models, the acquiring and the target company’s model, continuously
have to be analyzed and compared regarding strengths and weaknesses. For this kind of
due diligence, experts with a diverse set of skills, vast experience, and solid understand-
ing of each firm’s core business are needed. The investment appraisal of synergy effects
depends on expert knowledge.

CHAPTER 24 MULTICRITERIA ANALYSIS
FOR CAPITAL BUDGETING
1. In the public sector, projects often have multiple objectives, whereas the private sector

tends to focus on maximizing shareholder wealth as the main objective. Private sector
capital investments may directly or indirectly affect the economy and society. Hence,
there is a growing trend to systematically take these impacts into consideration. Decision
makers in both the private and public sectors can use MCA methods to incorporate
more information into the decision process and to address various forms of risk and
opportunity.

2. The NPV criterion is still critical. Companies can use MCA methods if they want to
add more considerations when comparing similar capital decisions that generate pos-
itive returns but have different effects such as on society and the environment. Using
the MCA versus traditional NPV methods may lead to different rankings of projects.
This could be the case especially if the value that such projects create to the firm’s own-
ers is of paramount importance. MCA expands the information provided by the NPV
criterion.

3. MCA can incorporate risk information into the decision-making process and input or
output variables that include other dimensions beyond a purely monetary return and
those that could change through time. MCA methods might offer additional insights
to decision makers. The evaluation of capital investments in new transport technology
that is undergoing rapid transformation might need to include considerations beyond
financial return measures such as their environmental impact or fuel resource use. Using
MCA enables the decision maker to incorporate expected changes in regulatory regimes
and expected preferences by customers in a transparent manner.
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4. Important factors needed to initiate the application of MCA methodology for private sec-
tor investment decisions include the following: support from decision makers, a culture
of learning by doing, a willingness to try new methodologies, and a gradual approach
that initially uses relatively simple decision-making and scoring matrices. MCA meth-
ods have to be understood as a learning tool for analysts and decision makers in the
organization. The process can be refined with improved result, once MCA methods have
some degree of use and acceptance.
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