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Preface

Functional nanostructures are materials considered to work at the molecular level
comprised of nanometer scale components arranged in three-dimensions. These
materials can be in the form of nanofilms, nanotubes, nanodots or nanowires, whose
spatial arrangement and other attributes like size and shape can lead to various
applications. While synthesis and fabrication of these nanostructures are always a
challenge, however, tailoring these nanostructures can find applications biology,
materials science, gas sensors, potential memory storage devices, surface plasmon
waveguides, nanocatalysts, spatially ordered metal nanocatalyst seeds for high­
efficiency flat-panel displays from carbon-nanotube arrays. Control fabrication to
achieve unique spatial arrangement of the nanofeatures, control of its size, shape,
composition, and crystallographic orientation is important and can be achieved
by various synthesis routes. This book describes some of the aspects of functional
nanostructures, from fabrication , characterization to novel applications for the 2151

century nanotechnology boom.
The article by Ram et al., is primarily focused on the understanding of syn­

thesis, fabrication, and control of the electronic structure and derived magnetic ,
GMR, and optical properties of a specific class of ferromagnetic ceramics and
hybrid composites in forms of films, nanowires, and fine powders . Such materials,
also called "half-metallic compounds" represent a new generation of spintronics,
photonics , kinds of sensors, and nonlinear optical devices. In such systems , the
electrical conduction is carried out exclusively by charge carriers of one spin di­
rection, i.e., the conduction electrons are "-'100% spin polarized . This distinctive
property of spin polarization of charge carriers in such materials makes them the
most appropriate to be utilized not only in magnetic tunnel junctions and spin
polarizers for current injection into semiconductors, which are the constituent
components of non-volatile magnetic random access memories and other spin­
dependent devices, but also to increase the efficiency of optoelectronic devices
and even in self-assembled quantum computers.Typical magnetic , GMR, optical,
and other properties are reviewed and presented with identified mechanisms and
models on case to case basis with selective examples . Finally, toxicities and haz­
ards, which may be encountered during processing or handling such materials, are
pointed out.

xiii



xiv Preface

In the 2nd chapter, various processing techniques to create nanostructures
are reviewed with an emphasison self-assembly approaches. This section further
discusses two important computer image analysis techniques that are important
for characterization of nanoscale features like spatialorder (Fourieranalysis)and
morphology (Minkowski analysis). The chapterconcludeswithexamples of some
important applications requiring ordered surface nanostructures.

The 3rd chapter deals with MEMS research, that has started from silicon
microfabrication, emergedas novel methodology for the miniaturization and inte­
grationofsensorsandactuators, andstartedproviding top-down,cross-disciplinary
solutionsto nanoscale fabrication and characterization. The implementations and
applications of those were found in the sensors and actuators using nanoparti­
cles, nanobeams, nanoprobes, nanopores, nanogaps, nanochannels, nanotubes and
nanowires are discussed.

A recent trend is shifting towards nanotechnology lookingfor improvement
in the biological responses and overall life of medical implants, made of novel
biomedical materials called 'biomaterials' is presented in Chapter 4. Designing
of biomaterials at the nano scale level is critical for control of cell-biomaterials
interactions, which can be used beneficially in developing implants with desired
characteristic properties. Biological cells have dimensions within the range of
1-10 urn and contain many examples of extremely complex nano-assemblies;
including molecularmotors, which are complexes embedded within membranes
thatare powered by naturalbiochemical processes. Various examples of nanoscale
structures, nano motorsand nanosystemsare present in abundance and in vivo in
different biological systems. This chapter presents some of the current advances
in the development of nanostructured metallic, ceramic, polymeric and composite
biomaterials. In addition, the chapter also discusses various types of traditional
biomaterials with their properties and applications to help new scholars in this
field to gather solid background knowledge on biomaterials, without having to
refer to other texts.

Chapter 5 describes self-assembly processes in polymeric systems. Self­
assembly (SA) involves recognition or bindingprocesses and the individual com­
ponentcontainsenoughinformation to recognize and interactwithotherappropri­
ate unit to build a template for a structurecomposed of multiple units. The most
widely studiedaspectof self-assembly is molecularself-assembly and the molec­
ular structure determines the structure of the assembly. Molecular self-assembly
is also ubiquitous in chemistry and material science, the formation of molecular
crystals, liquidcrystals,semicrystalline polymers, colloids,phase separatedpoly­
mers,andself-assembled monolayers are uniqueexamples, whichare reviewed in
detail in this chapter.

Chapter6 provides someexamples of newexperimental trendsin the fields of
catalysisandchemicalsensing. In particular, sensorsbasedon chemically-induced
electronicphenomena on nanometer-scale metal films deposited on semiconduc­
tor junctions (MS and MOS devices), quasi-ID oxide chemiresistors and cherni­
PETdevicesandchemically-tunablemagnetic nanostructures havebeendiscussed.
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It has been shown, that nanometer-thick MS and MOS devices can be used as highly
selective gas sensors. The main limitation of these devices is that they require low
temperature (l25-200 K) operation in order to minimize thermal noise. After less
than a decade of development, chemiresistors and chemi-FET nanosensors made
of quasi-ID oxides have demonstrated superior performance over conventional
bulk-sensors and are currently considered the most promising sensing elements
for the next generation of solid state gas sensors. There are still plenty of unex­
plored lines of fundamental research , particularly in the size range where quantum
confinement dominates the electron ic structure of nano-objects , which is reviewed
herein. Furthermore, there exists a strong necessity of further developing new spec­
troscopic and nondestructive microscopic techniques to probe surface propertie s
of individual nanostructures, in particular, the ones that can be operated under
realistic sensing conditions. A brief overview is presented in this section.

Chapter 7 presents a brief review of the demand for the development of
data storage technology to provide storage media with increased storage density.
To achieve high density a reduction in the grain size is required so as to enable
more grains per unit area on the magnetic media. In this chapter, the structural
characterization and some intrinsic properties of LloFePt such as the origin of high
anisotropy and finite size and interface effects were reviewed. However, practical
applications of FePt films as recording media face many technical challenges
including desirable reduction of ordering temperature, control of the FePt (001)
texture and decrease of media noise. Therefore, more efforts were made to review
the current status on solving above problems.

While processing and properties are important in nanostructures, detailed
characterization is needed to understand the science behind nanstructures. Prop­
erties of nanoscaled materials are influenced by the size, distribution and orien­
tation of objects, but they also depend on the internal structures and chemistries
of these individual particles , precipitates or domains. Environmental effects like
temperature, mechanical stresses , radiation damage and corrosion may reduce the
long-term stability of devices or materials based on nanomaterial s. Next two sec­
tions in the book deals with Transmission Electron Microscopy and Atomic Force
Microscopy, one of the few essential analytical tools in nanocharacterization.

Chapter 8 reviews the role of Transmission electron microscopy for the study
of internal structures requires special sample preparation, while scanning probe
techniques and scanning electron microscopy for surface characterization are es­
sentially non-destructive techniques. The most important transmission electron
microscopy methods for nanomaterials are reviewed. Bright-field and dark-field
imaging is employed for the analysis of the sizes and distribution of particles and
for the identification of structural defects. High-resolution micrographs yield valu­
able data on interfaces and defects in crystallites. Diffraction techniques are used to
identify local crystal structures. Analytical methods like energy dispersive X-ray
analysis and electron energy-loss spectroscopy as well as high-angle annular dark­
field scanning transmission electron microscopy and holography are important
tools in qualitative and quantitati ve studies of the local chemistry. Transmission
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electronmicroscopy isemployedfor feedbackon processingof nanomaterials and
helps in the identification of methods to improve reliability and reproducibility
of the nanomaterials properties. New developments in electron optics soon be­
comeavailable to an extendedrangeof usersare discussed. The prospectsof these
improved analytical methods for research on nanostructures are outlined.

It is well known basedon the research in the field of nanotechnology that the
full exploitation of fundamental characteristics of nano-reinforcements and devel­
opmentof nanostructures wouldfacilitate the achievement of enhancedproperties
(for example, physical, mechanical, optical, magnetic, electric, and rheological
properties) in these materials. So, an accuratecharacterization of these materials
at an atomiclevel is neededthat requires a preciseunderstanding and measurement
of the surface and interfacial phenomena along with the other factors like size of
the nanoparticles, dispersion, crystallinity, and so forth. Despite the availability of
differentadvanced characterization techniques forthesepurposes, AFMprovides a
betteralternative due to the fact that it can be operatedin mostof the environments
with excellentresolution, provides three-dimensional qualitative and quantitative
information, and also used to characterize nano-mechanical and nanotribological
properties of different materials. In this chapter 9, the authors review the recent
progress and the fundamental aspects on the application of AFM to characterize
nanomaterials and nanocomposites.
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1.INTRODUCfION

1.1. Definition of Half-metals and Half-metallic Compounds

The physical properties of metal oxides are diverse, including semiconductors or
insulators (ZnO, Zr02, Ti02), good metals (RU02), and metal-insulator systems
(V02) in terms of the electron band structure and variation of electrical resistivity
(a) as a function of temperature (T), i.e., thermal coefficient of a , expressed as
a-1(oa/oT). In terms of distributing the magnetic spins (of total value S) in the
metal cations via 0 2- anions, a metal oxide behaves to be paramagnetic (Cr203),
S =j:. 0, or diamagnetic (YBa2Cu307 and other ceramic superconductorsl'P) with
S = 0.6-8 Depending on the relative strength of the spin-ordering over thermal
effects, a paramagnetic oxide often behaves as a ferrimagnet ('y-Fe203 or Fe304)
or antiferromagnet (FeO or Mn02). Metallic Cr02, with a Curie temperature
Tc = 390 K, is the only ferromagnet in this class. Schwarz? used local-spin­
density-approximation (LSDA) band theory to predict that the S-moment would
be the full 2/-LB required by Hund 's rules for Cr4+ (3d2) state in Cr02. The Fermi
level EF lies in a partly filled (metallic) band for the majority (up-spin) elec­
trons, but for minority (down) spins lies in a semiconductor like energy bandgap

1
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(1 .5 eV) Eg around the EF-Ievel, separating the filled 02 -Zp4-levels from the
Cr4+ 3d2-levels. Such a specific class of compound in which one spin species is
metallic and the other is semiconducting is called a "half-metallic" compound. It
includes Heusler alloyslO-12 or other dilute magnetic semiconductors.P"? All of
them have ferromagnetic structure, with useful magnetic properties, very similar
to rather conventional ferromagnets, e.g., Fe, Co, Ni, or similar metals,lll-23 and
metal alloys, 24-30 or intermetallics.l'r'"

This specific class of half-metallic compounds has received renewed research
interest nowadays due to promising potential for several applications, especially
in the emerging fields of spintronics or photonics. 11.41-50 In such systems, the
electrical conduction is carried out exclusively by charge carriers of one spin
direction, i.e., the conduction electrons are 100%spin polarized (ideally).47.51 This
distinctive property of spin polarization of charge carriers in half-metals makes
them the most apposite to be utilized not only in magnetic tunnel junctions and
spin polarizers for current injection into semiconductors, which are the constituent
components of nonvolatile magnetic random access memories and other spin­
dependent devices, but also to increase the efficiency of optoelectronic devices
and even in self-assembled quantum computers.50.52-54

In general, the half-metallic systems are referred as "half-metallic femomag­
nets (HMF) ." Note the classical ferrromagnets, e.g., Fe, Co, or Ni metals , and
derived intermetallics or alloys in selected compositions (i.e., the metal conduc­
tors) are not half-metals, although they have fully spin polarized d bands with
totally filled t 3d band and only t d electrons at EF.11.4ll.55 The basic difference
lies in the fact that the E F also crosses the unpolarized 4s band. As a result, there is
plenty of both kinds of t and t electrons. Consequently, in order to obtain only t
or t electrons at E F , hybridization is necessary to reorder 3d and 4s bands. either
by pushing the bottom of the 4s band up above the E F value or depressing the E F

value in the 3d band below the bottom of the 4s band. This had been addressed in
several examples in terms of experimental studies of the magnetic and electrical
properties under selective conditions.4ll.51.55

All known HMF consist of more than one element. To be more specific.
familiar examples include semi-Heusler alloys,lI.47.50.56 magnetite Fe304,57-60
pyrite alloys ,43.47.60 Cr02,42,4ll LaMn03 type ofmanganites and derivatives,51.56.61
or in general perovskites of chemical formula ABOj9.53.62 (usually, A and B to be
the divalent and tetravalent transition metal cat ions), full Heusler alloys ,46.52.54.63
semimetals,64.65 pnictides and chalcogenides.f vacancy doped oxides,45.67 diluted
magnetic semiconductors (also called semimagnetic semiconductors's), etc. Most
of them are stoichiometric compounds while others are solid solutions. More­
over, rnultiferroics, i.e., doped ferroelectric ceramics with a ferromagnetic ingre­
dient, or simply a hybrid composite involving both ferroelectric and ferromagnetic
components,69-73 or ferromagnetic cermets of a robust shell74-7ll represent a kind
of rather newer series of artificial HMF compounds. Table 1 summarizes repre­
sentative examples of selective HMF materials along with the typical physical
properties.
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TABLE 1. Important series of half-metallic materials with selected examples
and properties

Half-metal ~s-value

types Structure Example TcIK) I~B/f.u.) References

Semi-Heusler Ternary NiMnSb 730 4 11,47,48,50,56
compounds transition-metal PtMnSb 4 11,50

intermetallic NiCrP 3 50
compounds (XYZ) NiCrSe, 4 50

NiCrTe
(Nearly

HM:
NiCrAs,
NiCrSb,

NiCrS)

Binary oxides Rutile type c-o, 390-396 2 42,48,79

Pyrite alloys Fe(l_x)Cox S2 1 per Co atom 43,47,60
(0.25 :::x::: 0.9)

Magnetite Inverse sp inel cubic 860 4or2 47,48,57-60
(Fe30.) (above Verwey (Highest) (depending

transition on the type
temperature, of charge
Tv = 122 K; order on the
Monoclinic octahedral
(below Tv) sites).

Double A2BB'06 A = Sr2FeMo06 410-450 4 48,49,62
perovskites alkaline earth Sr2FeRe06 3 49,53

elements Ca2FeMo06 4 49
(Ca, Sr, Ba) B = 3d Ba2FeMo06 4 49
transition metal Ca2FeRe06 3 49
(Fe, Co) B' = 4d
transition metal
(Mo, W,Re)

Mixed valence La(l-x)AxMn03 Lan.7SrO.3 350 48,51
manganites A = Ca, Ba, Sr Mn03

(transport
half metal)

La2/3Srl /3 370 55,62
Mn03

Lan.67CaO.33 48
Mn03

LaO.3SrO.7 61
Mn03

Heusler alloys X2YZX&Y= Co2MnSi 985 5 46,52,54
transition-metal Co2MnGe 905 5 46,52,54
elements (group CO2MnGa 4 46
1B & VIIIB)Z = Co2MnSn 829 5 46,52
group III, IV or V Co2MnAI 4 46,54
element Both Co2CrAI 3 46,54
Heuslerand Mn2VGe 1 46
Semi-Heusler Mn2VAI 760 2 46,47,48,63
crystal structure Fe2MnSi 3 46
type are described
by means of four
interepenetrating
fcc lattices.
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Half-metal
types Structure Example

lLS-value
Tc (K) (lLB/f.u.) References

Semi-metal
pnictides and
chalcogenides

Compounds of
transition metal
elements of
group V & VI
atoms with
zinc-blends
structure.

Tl2Mn 20 7

VAs. VSb
CrAs
CrSb
ose ,CrTe

120

Over 400
Over 400

6 48.62.64.65
66

50.66
50.66

66

Vacancy-doped Point defect NiO (3% Ni vacancy) 0 45.67
transition metal induced MnO (3% Mn vacancy) 3
monoxides half-metallicity. CaO (3% Cavacancy) 45

Zn,Co,_,O& . II~1 80-84

Diluted magnetic (lnMn)As 68
semiconductors (GaMn)As 68

Cd,Mn,_,S 85-88

Ferromagnetic EuO & EuS with 69 (EuO) 48
semiconductors rare-earth R3+ 16 (EuS) 48

doping

Ferromagnetic Co:A120 3 1396 74-78
cermets.

Nitrides R2M'7N&.1l ~3 Sm2Fe17N2.6 743 12.89-92
M = transition- LisFeN2 10 47
metal elements.

Half-metals with LaO.005CaO.995 B6 48
nonmagnetic Ferromagnetic carbon 48
atoms

Multiferroics BiFe03. BiMn03. 69-73
(composites) laminated

composites of
Pb(ZrO.53 110 .47)031

NiFe204 .
Pb(FeO.5Nbo.5)0 3

In 1983, de Groot et al.11 first introduced the concept of half-metallic ferro­
magnetism by the electronic band structure calculations of Mn based semi-Heusler
alloys. Coey etal.48 proposed a classification scheme ofHMF materials in terms of
the electronic band structure together with localized and itinerant electron systems
in addition to the semimetals and semiconductors. According to this classifica­
tion, cr02 is a type IA half-metal having only t electrons of Cr4+ (t2g) character
at EF while the double perovskite Sr2FeMo06 is a type In half-metal with no
t electrons at EF but only ~ conduction electrons of strongly hybridized M03+
(t2g), Fe3+ (t2g) and 0 2- (2p) character. On the other hand, Fe304 is a type IIn
half-metal, where ~ electrons of Fe3+ (t2g) character form small polarons and hop
among the B sites in the inverse spinel cubic structure. An interesting observation
about type I or II half-metals is the spin magnetic moment 11s (at 0 K) is precisely
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an integraluj, multipleperfonnula unit (f.u.), e.g., Cr02 (2I1a), Sr2FeMo06 (4I1a)
or Mn2VAl (2I1a).48,49,62,63 The integer11s-valuecriterion,or an extensionof it to
includeother types of half-metals, is a necessarybut not a sufficient conditionfor
the half-metallicity. Spin-orbitcouplingcan disturb the half-metallicity.48,93

1.2. Spin Polarization

The spin polarization in HMF compoundsis expressedas48

Nt - N~
P - ---:--~
0- Nt + N~

(1)

where Nt,~ are the densities of states at the EF level. In experiments involving
ballisticor diffusive transport,the densitiesof states are generallyweightedby the
Fermi velocityv (or its powers \1"), and the spin polarization is expressedas48,51

(2)

To date, several techniques have been developed to determine the value of P;
precisely. This involves measuring the valuesof the spin-polarized photoemission,
Andreev reflection and vacuum tunneling.42,47,48,51 In an ideal case, if spin-orbit
interactions are neglected, Pn can assume a value to be as much as 100%at T =
oK. The Pn values observed in important half-metallic compoundsare given in
Table2. As can be seen fromthe data in this table, the twoseriesof the compounds
Lao.7SrO.3Mn03 andCr02 andderivatives showa maximum Pn value, i.e., '" 100%,
at low temperatures as "'5 K. In the following sections, we will limit ourselvesto
addressmainlyCr02 ceramicsandhybridcompositesinformsof thinfilms, powder
compacts,or other useful shapes in rather detail in aspectsof one of the futuristic
materials for spintronics, photonics.different kinds of sensors, and several other
possibleapplications. This is chosen due to technical reasons as follows.

A specific advantage with cr02over other HMF compounds is that it offers
excellentmagnetic.GMR (giantmagnetoresistance), as well as opticalproperties,
whichcan be utilizedat the same time witha single material in a specific device. It
is an idealmaterial to developthe basic understanding of magnetic,GMR, optical,
and other properties in such specific class of value added strategic materials for
a new generation of spintronics, photonics or nonlinear optical devices. One can
also developmagnetocaloric properties. The Cr02 magnetshave long been of use
as a particulatemagneticrecordingmedium and as a detector in imageanalysis in
scanning electron microscope. As described in original research papers9,41 ,94-100
the GMR,withexcellent P; = I()()% values,andoptical propertiesevolvein value
added applications for spin-polarized electron injectors, spin valves,optical data
storage systems and other magneto-electronic and magneto-optical devices and
components.
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TABLE2. The values of spin polarization Pn in some half-metallic compounds
with selected experimental methods of the measurements

Half-metals

c-o,

NiMnSb

Pn values (%) Methods References

Po = P1 = Pz = 100 Spin polarized 42 .48
photoemission and
vacuum tunneling.

Po = P1 = Pz = 80 Spin-polarized 57-60
photoemission and
vacuum tunneling.

P= 58 Andreev reflection 47
28 Spin-polarized

tunneling
100 Normal incidence

inverse
photoemission

40 Normal
photoemission.

Po = 36 48 .51
P1 = 76
Pz = 92

P= 78 Andreev reflection 47.51.55
100 Spin-resolved photo

emission
72 Superconductor

tunneling
Po =66 48.64
P1 =-5

Pz = -71

2. CHROMIUM DIOXIDE CERAMICS AND
NANOCOMPOSITES

2.1. Crystal Structure

The Cr02 has a Rutile type of tetragonal crystal structure, of D P42 mnm space
group, with z = 2 formula units per unit cell .9•96 The distribution of the Cr4+
cations in 20 sites 0,0,0; 'h. 1h, 'h and 0 2- anions in 4/ sites ±x, ±x, 0; Ih ±
x, Ih ± x , Ih, where x = 0.302, in the Cr02 crystal unit cell is shown in Fig. 1.
Local axes are defined with x and y towards the edge-sharing 0 2- anions, and z
towards the apical 0 2- anions. In this crystal structure, the Cr4+ cations form a
body-centered tetragonal lattice, with a slightly distorted octahedral array of 0 2­

anions such that each of the 0 2- anions has three nearest Cr4+ neighbors. Each
Cr4+ coordinates six 0 2- anions in an oxygen octahedron Cr06, with cr4+ as the
center in the octahedral site, with two short apical bonds (0.1890 nm) and four
longer equatorial bonds (0.1910 nm). The space lattice of infinite size has the
lattice parameters 0 =0.4421 nm and c =0.2916 nm, aspect ratio c =0 ~ 0.6596,
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FIGURE 1. The Rutile crystal structure of ferromagnetic CrOz.

with a lattice volume Vo == a2c = 0.05699 nnr' and density p = 4.91 g/cm3.101

The octahedrasurrounding cr4+ at the body's center and comer positions differ
by a 90° rotation about the z-axis, causing the nonsymmorphic space group.9,96
The Cr06 octahedra sharinga commonedge form ribbons(planes) parallelto the
crystallographic c-axis.

The lattice distortion increases further in Cr02 crystallites of finite space
latticeof a fewnanometers." X-raypowderdiffraction hasmodified intensity dis­
tribution (as well as the average interplanar spacingsdhld) in characteristic peaks
in reflections form the different lattice planes (hkl). This occurs by modification
in morphology and surface topology (which accompanies partial transformation
cr4+ -+ cr3+ in a thin Cr203 surface layer of robust shell'?: 102,103) in such small
cr02particles. At thisstage, wecannotignorechangeintheCr06 polyhedral struc­
ture. Forexample, as smallCr02 crystallites as 35 nm havea =0.4250nmand c =
0.3190nm,withcla~ 0.7506, whichinvolve a manifested Vo == 0.0576nrrr' value,
or a diminished p = 4.86 g/cm3 value,"" in comparison to the bulk equilibrium
values mentioned above. This is according to the thermodynamics that smallparti­
clesoccur inhigh-energy statesin supportof a manifested valueof the totalsurface
energy(and in tum the internal energyand/or volume76,104,105). Technically, such
kindof surfacemodification induces surfacehardening with improved Cr02 phase
stability. Usefulcounterpartimprovements occur in GMR, optical, magnetic, and
other surface-sensitive physical parameters and in tum derived properties.

2.2. Methods of Synthesis

In ambientair atmosphere, virginCr02 as such is not very stable. At atmospheric
pressure, itdegrades intoCr203at thesurfaceatanearlytemperature as 200°C.94.97
As a result.veryspecialmethods needto beemployedundercontrolledconditions
in order to obtain substantially stable Cr02 ceramics with stable chemical com­
position and properties. The degradation can be controlled under high oxygen
pressures (c-10 bar).106,107 This pressure dependence cr02 stability could offer
specific synthesis routes to grow good quality thin films. single crystals, or fine
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powders of selective grades from a suitable precursor, usually, involving a higher
oxidation state of chromium such as C~+ . Selection of precursor with other exper­
imental conditions is important for obtaining a specific microstructure of cr02 for
possible applications. Several chemical methods are developed involving kinds of
chemical precursors in attempt to control microstructure of functionalised proper­
ties. Identified methods of synthesis and fabrication of Cr02 in form of thin films,
bulk crystals, or refined powders, with controlled particle size to a nanometric
scale, are as follows.

I . Chemical vapor deposition CVD (films),
2. Molecular beam epitaxy MBE (films),
3. Controlled thermal decomposition method,
4. Controlled hydrothermal decomposition method,
5. Controlled oxidation method,
6. Laser-induced transformation
7. Mechanical attrition in a closed reactor,
8. Chemical co-reduction method, and
9. Sol-gel type polymer precursor method.

Note the structural defects, which lead to deteriorate very sensitively the
saturation magnetization, Ms and other useful properties, are not easy to heal in
a permanent basis by annealing in 02 gas .94.IOR As analyzed with transmission
electron microscopy and X-ray photoelectron spectrum, even a bulk Cr02 crystal
accompanies a surface layer of Cr203 .41 Such Cr203 surface layer, if not stabilized
and controlled, propagates and destabilizes the cr02 phase. However, a dense and
uniform stable Cr02 surface layer of Cr203(or other coating materials ofceramics,
polymers, or metals such as silver) plays an ideal role of tunnel barrier (supports
GMR and other useful properties) in small particles.102.109

2.2.1. CVD Method in Preparing crOz Films

As early as 1978, Ishibashi et al. 110 applied a CVD method in processing epitaxially
grown single crystal films of Cr02 at atmospheric pressure in air. As described in
the original article, the apparatus consists of a reaction tube and a two-zone furnace
with a source zone and a growth zone. It allowed evaporation and deposition of
Cr03 over a lattice-matched substrate of Rutile crystals. Hot Cr03 vapor splits
and deposits as Cr02. In a typical batch process, cr03 was kept at 260°C in a
ceramic crucible in the source zone . While heating the substrate in the growth
zone at 340-440°C, O2 gas was introduced (at normal pressure) as carrier gas
to transport the sublimed Cr03 to the substrate, where it decomposes to Cr02.
As such, this is a very slow process. For example, growing a 200-nm-thick film
applying such techniques, under such conditions, takes several hours."? According
to high pressure (1.5 bar) Cr03 decomposition at 400°C, 107 a filling factor of 50%
of the reactor adds 800 bar O2 in Cr03 --+ Cr02+ 112 O2 reaction. At higher
temperatures, the cr02 decomposes to Cr203.
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FIGURE 2. AFM images from granular crOz film grown over Si (100) using Cr03 as
the precursor (Reprinted from the Journal of Magnetism & Magnetic Materials, Volume
239, J.J. Liang et. al., Magnetotransport study of granular chromium, 213-216, 2002, with
permission from Elsevier).

Because of the properties of Cr03 as a precursor, a material that sublimes
at ""'260°C and also partially decomposes, convent ional CVD precursor method
is not used. Specific additions include a precursor bubbler, automated valves, a
pressure controller, mass flow controllers, and precursor flow sensors to deliver
precise quantities of precursor into the reactor. Films of highly smooth Cr02 sur­
faces were successfully achieved on a variety of substrates.97,I07,111 For example,
Fig. 2 shows surface morphology of a typical granular cr02film of average r- I 11m
grain size and rms value of surface roughness of 60 nm.III 02 gas at 60 cc/min
flow rate carried Cr03 (heated at 280°C) to the substrate hold at 400°C.

All the above experiments were limited to a kind of a solid precursor. De­
Sisto et al. I12 and Anguelouch et al. l 13 suggested using a liquid precursor such as
chromyl chloride Cr02Ch in order to improve quality and control of cr02 films
further. The Cr02C12, being a liquid, is compatible with conventional CVD precur­
sor handling facilit ies. It deposits more efficiently of a given thickness. Atomically
smooth cr02films of rms value of surface roughness ofless than 0.5 nm (at 1()() nm
thickness) were achieved, with as high Po value as 98%.113 There are few reports
of Cr02 films grown by CVDs with other precursors such as Crs021, 114 photolytic
and plasma assisted decomposition of Cr(CO)6, 115 and RF sputtering of Cr03 and
annealing in a high-pressure cell .103 A common observation is that Cr02 films
prepared by the various techniques do not have identical composition, microstruc­
ture , or properties. Surface smoothness, the kinds of the substrates (and crystal­
lographic orientation) used and the substrate-induced lattice strain in Cr02 play
important role in controlling the microstructure and properties in such epitaxial
Cr02 films.
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2.2.2. MBEMethod in Preparing CrOz Films

Rabe et al.97 applied MBE process to obtain highly textured Cr02 films. A pure
Cr instead of a chromium compound, often used in the CVD method, had been
thermally evaporated anddeposited onorientedAh03 (0001)and(l 0I0)substrates
(at 300-450 K) in ozone atmosphere. The ozone oxidizes Cr to Cr02 during the
deposition. Above 100°C, the Cr02 surfacedegrades to loweroxidizedstatessuch
as Cr203' Reducing the film surface roughness uses annealing in O2 gas at an
elevated temperature. The films have poor crystalline properties and adversely a
high a-value as 104Qcm,due to the restricted substratetemperature. Qualitiesof
Cr02 films of the CVD standardhardlyappear,""!'!

2.2.3. Controlled Thermal Decomposition Method

As mentioned above in Sec. 2.2, Cr02 becomes stable in 02 at pressures above
10bar. Higherthe temperature wider is the rangeof temperature of stability. 106. 116

This offers synthesis of cr02 by decomposing a chromium (VI) compoundsuch
as Cr03, Cr02Ch or (NH4hCr04 in a closed vessel at an elevated temperature.
The reaction is stopped at Cr02 before reaching the stable oxide Cr203. This is
demonstrated in Fig. 3 with thermopiezic analysis (TPA) by heating 16 mg of
Cr03 powder.l'" The TPA plot gives the Cr03 decomposition temperature and
the O2 released during the heating at pressure under 1.5 kbar. Cr03 starts de­
composing at 250°C at atmospheric pressure. The plateauover300-4()()OC (Fig. 3)
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FIGURE 3. TPA curve measured during heating a Cr03 powder at 2°C/min (Reprinted
with permission from L. Ranno, A. Barry, and J. M. D. Coey, Production and magne ­
totransport properties of crOz films , J. Appl. Phys . 81(8), 5774-5776 . Copyright (1997),
American Institute of Physics).
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FIGURE 4. TEMimages of acicular shaped magnetic crOz particles from Micro Magnetics
(Reprinted from J. Alloy. Compd ., 379, Y. J. Chen, X. Y. Zhang, T. Y. Cai, and Z. Y. u.
Temperature dependence of ac response in diluted half-metallic Croz powder compact,
240-246, 2004, with permission from Elsevier).

indicates occurrence ofcr02asa stableproductinsupportofthe byproductgas02.
Following theplateau,a furtherincreasing valueof the O2pressureresultsindue to
Cr02 ~ Cr203 transformation, whichalmostcompletes before500°Cat pressure
below 1.5kbar.

Bajpai and Nigam117 exploredthis novel idea in deriving a pure cr02 using
a two-stepheatingprocessat 250°C followed by at 392°C in a sealedampoule(at
ambientpressurein air) for few hours. Needle-shaped cr02occursof an order of
largervalueof size reportedfor commercial powders from Dupontor Micromag­
netics (USA). 102. 118. 119 In Fig. 4 are shown the single domain acicular particles
(fromMicromagnetics'!")of anaverage 400nmlengthandanaspectratio9:1.The
powderof Duponthas moreor less similarCr02 particles.102 Suchmagnetic parti­
clesaresuitableespecially forultra-high-densityperpendicularmagnetic recording
and other applications.

2.2 .4. Controlled Hydrothermal Decomposition Method

The hydrothermal process of forming cr02involves a chemicaldecomposition of
an aqueoussolutionof a chromium (VI) salt such as cr03at elevatedtemperature
and pressure in an autoclave or a similar high-pressure vessel or reactor.120-124
Typically, at 480°C temperature and 2 kbar pressure, a pure polycrystalline Cr02
powder had been obtained from aqueous Cr03.121 The powder so obtained had
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single crystallites of needle shapes (of few micrometers in size) with axial ratio
"'20: 1.123 A combination of much higher temperature (900-1 300°C) and pressure
(60-65 kbar) is required in order to grow considerably bigger crystals.F' The
largest cr02 crystals obtained under optimal conditions were 1.5 mm x 0.33 mm.
Chamberland121 also performed the growth experiments in molten fluxes of PbO,

PbF2, CU20, K2Cr207 , KN03, K2Cr04, B203, Na2Cr04, and Na2Cr207, with no
effective growth in the final size under optimal conditions of temperature, pres­
sure, or other parameters. No impurity due to Cr203 or other possible chromium
oxides was found at pressures above 30 kbar until the final temperatures lies
below 900°C.

2.2.5. Controlled Oxidation Method

Oxidizing Cr203 with excess Cr03 under pressure in presence of water produces
commercial-grade magnetic Cr02 particles for different kinds of magnetic tape
storage media and detectors in image analysis in kinds of high-resolution micro­
scopes. Cox describes the basic experimental facilities and conditions used in the
original patent. 125 This in a simple chemical reaction,

(3)

It is found that, during the reaction, adding a catalyst (e.g. , Sb203 , Fe203, etc.) to
the starting Cr03 solution controls final cr02 particle size. As a result , coercivity,
He can be tuned over an order of scale, with final value to a few hundreds Oe
in reasonably small particles (but not too small to becoming superparmagntic of
nature). In a typical example, the He in particles of length 1= 3-10 urn and diameter
d = 1-3 urn, prepared without a catalyst, is only 5 kAm-1 (or 63 Oe) whereas a
sample processed with 2% Sb203 additive has smaller particles. I = 0.1-2.0 urn,
d = 0.04-0.08 urn, with He = 30 kAm- 1 at room temperature. 123

Such a catalytic additive often reduces the effective reaction temperature and
pressure in reaction (3). Subletting part of Cr4+ sublattices and/or a surface modifi ­
cation of Cr02 particles can be found helpful in modifying Tc value and other mag­
netic properties of interest. Part of diamagnetic coating (of the additives) of cr02
particles supports improved stability in ambient atmosphere as reported in several
ferrites, R2Fel4B intermetallics and other kinds of magnetic particles.34.37.126 It
is helpful in fabricating ideal single magnetic domain particles of maximum He
value depending on the morphology and surface topology (governs the shape or
surface anisotropy) as well as the magnetocrystalline anisotropy. However, a kind
of nonmagnetic substitution leads to decrease adversely the effective M, value in
modified ferromagnetic Cr4+ spin lattice structure.

2.2.6. Laser-induced Transformation

In addition to be using of a tool for preparing cr02 of thin films in CVD
method,103.115 a laser irradiation can be used to produce phase-controlled Cr02
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witha thinCr203surfacelayer. ThesurfaceCr203supports thecoreof virginCr02
according to the oxygenpartialpressure. Adjusting thedurationandpowerof laser
irradiation controlstherelativefractions inthetwophases.127 Thesurface-modified
(hardened) Cr02 in this method becomes stable in air ambient. A self-confined
cr02 -+ Cr203conversion on the surfaceleadsto a thresholdenhancement of the
low fieldmagnetoresistance, LFMR value.102,127 The presentresults indicatethat
optical lithography is a potential methodto controlthe magnetic, GMR, or optical
properties, which are strong function of the surface insulator barrier layer. This
opensa powerful approachfor designing useful GMRproperties for such kindsof
materials, especiallyfor materials with tunneling magnetoresistance (TMR).

2.2.7. Mechanical Attrition in a Closed Reactor

As described elsewhere,21,128-134 mechanical attrition is one of the powerful tools
in inducing (i) phase formation of metallic as well as nonmetallic compounds
by reaction of the basic elements or derivatives, (ii) reconstructive phase trans­
formation in small particles, and (iii) chemical dissociation or disintegration of
metastable compounds. The selectedexamples includeoxidessuchas zr02,Ti02,
Ah03, Cr203, and derivatives. 128,130,132-134 All this occursaccording to nonequi­
librium thermodynamics with redistributing of the ingredients in commensurate
microstructure, exclusively with creation of new interfaces or phase boundaries,
approaching the mechanical, chemical,or thermalequilibrium.

Our group had been successful in producing surface-stabilized Cr02 by
milling a series of chromium (VI) compounds, e.g., cr03, (NH4hCr04, or
(NH4hCr207, ina closedcontainer.135 It hasbeenestablished that a smalladditive
of a free carbon powder (2-5 wt%) promotes formation of stable cr02 particles
witha surfaceinterface layerdue to carbon-stabilized Cr02 or Cr02/Cr203' While
annealing, at 300-400°C in air,partofcarbonbumsalongwiththe by-product NH3
orCO2gases.Thesurplicepartialprecursordueto thesegases,whichrelieveduring
the reaction, supports the cr02 phasecontrol at these temperatures. This route to
controlthe surfacebarrierlayerof desiredthicknessis superiorto the conventional
ones using a thermal,or a laser,annealing Cr02 in air or 02'

2.2 .8. Chemical Co-reduction Method

In this specific method, a chromium (VI) compound is co-reduced to cr02 by
a chemical reaction with a suitable reducing agent at an elevated temperature.
Ramesha and Gopalakrishanan'P' demonstrated the experiments with a simple
solid-state reaction of Cr03 with N~X (X = Br or I) in vacuo at 120-150°C
followed byannealing theproductCr02 at temperatures (usually 195±5°C) below
the cr02 decomposition point, i.e. :::::250°C in atmospheric pressure.107,124 The
reaction is expressed as follows,

(4)

whichoccursexclusively overa narrow 120-150°C window.
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In a typical reaction batch. stoichiometric quantities of crO) (20 g) and NH4X

(40-60g) were mixed under CCI4 • The mixture. taken in a Pyrex glass tube con­
nected to a vacuum line. was heated slowly in vacuo (10-5 Torr) under continuous
pumping conditions. Evolution of X2 occurs at ""120°C. The temperature was
raised to 150°C and held at this value until the X2 evolution ceased (2-3 h). Re­
covered blackish solid powder is nonmagnetic and X-ray amorphous. The Rutile
cr02 structure occurs after annealing at 195 ± 5°C (in an evacuated sealed tube)
for one week. with a = 0.4419 nm and c = 0.2915 nm. The results demonstrate that
capping Cr02 in suitable films (possibly of polymer) and then auto-cornbusting
in air at elevated temperature could lead to improve the cr02 quality of mag­
netic particles (of selective size and/or morphology). without involving a complex
processing under a high pressure or a vacuum.

2.2.9. Sol-gel Type Polymer Precursor Method

This simple chemical route has been developed few years ago in our group.79.135
It yields small cr02 particles of strictly controlled shape at a nanometric scale.
The process has a hydrolysis reaction of a chromium (VI) compound in support of
a polymer in aqueous solution followed by autocombustion of a kind of hydroxyl
gel in ambient air pressure. The polymer serves as a capping agent to template the
reaction in divided cti+ groups capping in polymer micelles. In process to reaction,
activated polymer molecules coordinate metal cations cti+. forming a metal ion­
polymer complex gel. At the reaction temperature (usually 60-70°C in air). a
ligand charge transfer reaction cti+ ---+ Cr4+ occurs via the polymer molecules
in micelles . resulting in a phase stable Cr4+-polymer complex in support of the
polymer molecules. The process is briefed as follows :

In a typical reaction, a C~+ -polyrner precursor is prepared by dispersing
crO) (dissolved in water in 2 M concentration) in activated polymer molecules
of polyvinyl alcohol (PVA) and sucrose in solution in hot water (60-70°C in air).
with 50 ml crO) in 200 ml PYA-sucrose (44.0 g in 1:10 ratio) . The PYA has
weight average molecular weight r- 125.000. which implies P, "" 2800 repeat
units of monomer. Assuming 0.2-0.3 nm lengths in the monomer. the value of P«
represents a polymer molecular layer at a submicrometer scale. In a model reaction.
as soon as adding crO) (dropwise with magnetic stirring). active PYA molecules
(with OH groups free from H-bonding) of planar surfaces enclose crO) in form
of micelles at early stage of reaction. As given in Fig. 5. the reaction proceeds by
forming of intermediate polymer complexes in successive steps.

As given in Fig. 6. color of the sample changes from blackish red in the initial
(intrinsic to crO)) to a pale yellowish to an orange yellowish to ultimately a dark
blackish equilibrium one. After reaction. the sample is cooled and aged at room
temperature for 15-25 h before drying at 70-80°C in air. A characteristic amorphous
and nonmagnetic black colored fluffy voluminous mass lies of dried sample. The
organic part decomposes and bums out if heating at 3OO-400°C in air. leaving
behind recrystallized Cr02 particles. Washing in benzene recovers cr02 from
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FIGURE 5. Schematic diagram showing the procedures for synthesizing Croz, phase sta­
bilized crOz particles with Ag-coating, and crOz - PYA nanocomposite films (Reprinted
from Chern. Phys . and Mater. Chern. Phys . (in press), 306, S. Biswas, and S. Ram, (a) Mor­
phology and stability in a half-metallic ferromagnetic crOz compound of nanoparticles
synthesized via a polymer precursor, and (b) Synthesis of shape-controlled ferromagnetic
crOz nanoparticles by reaction in micelles ofCr6+-PYApolymer chelates, 163-169, 2004,
with permission from Elsevier).
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FIGURE6. Representative intermediate colors recorded during reaction in Cr03 and PVA­
sucrose polymer molecules in hot water.

by-product carbon impurities. Depending on the temperature, average crystallite
size d varies from 18 to 24 nm, as determined by the fwhm (full width at half­
maximum) values in X-ray diffraction peaks via the Debye Scherrer relation.136

SEM images (Fig. 7a) in Cr02 processed at 350°C have prismatic shapes .
Average cross section (D) in a model shape (in the right) lies at a scale of
"V 18 nm, with length L = 20 to 50 nm. It represents effective d-value derived
from the fwhm-values. In raising the temperature to 400°C, promoted reaction
species, following the decomposition and in situ precursor combustion, nucleate
and grow in ellipsoidal Cr02 shapes (Fig. 7b). Average L-value in such particles
(width b) lies in a narrow 200-300 nm range, with Lib = 1-3. They are clusters
of cr02 allocated one after others in such shapes in an early stage of recombi­
nation reaction in the crystallites. An average value of d = 24 nm, determined
from fwhm values, ascribes average width in the basic components (crystallites)

mJ
~ f-. - ,':.'.::.::.. ,~. •- _ ..~

FIGURE 7. SEM images in CrOz derived from the polymer precursor at 350°C (a) and
400°C (b) for 1 h in air. The model shapes are given in the right (not to the scale) (Reprinted
from Chern. Phys . and Mater. Chern. Phys. (in press), 306, S. Biswas, and S. Ram, (a) Mor­
phology and stability in a half-metallic ferromagnetic crOz compound of nanoparticles
synthesized via a polymer precursor, and (b)Synthesis of shape-controlled ferromagnet ic
crOz nanoparticles by reaction in micelles ofCr6+-PVA polymer chelates, 163·169 , 2004,
with permission from Elsevier).
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in the clusters . In a simple case, it represents effective thickness in the clusters.
An ellipsoidal shape of particles is not common in cr02. Commercial sample has
acicular shapes (Fig. 4).

2.2.10. Phase Stabilized Particles of Surface Coating
and Polymer Composites

A. Diamagnetic Metal or Polymer Coating of CrOz Particles. In or­
der to support phase stability and to prevent undesirable reaction of Cr02 with
moisture, forming an artificial stabilization layer on the surface of the particles
protects the particles. The coated Cr02 particles have superior magnetic , GMR,
optical, or other properties according to composition, microstructure, or other
properties of the layer. The purpose of this procedure is the same as the stabiliza­
tion of reactive metal particles. Of course, the chemistry is different. A desired
cr02 surface layer can be achieved either by converting the top layer of the ma­
terial into a 0 ..3+-compound or putting a foreign layer (of a metal, metal oxide,
or an organic compound) at expense of the top layer. It involves a topotactic
cr4+ -+ cr3+ conversion reaction and that is not so easy to obtain under con­
trolled conditions. In part of our work in this series ,79.135 we devised such a surface
layer of Ag-metal (or gold) of Cr02 particles with simple chemical reactions as
follows .

In a typical reaction batch, part of the precursor powder, which consists of
Cr02 particles capping in modified PYA-sucrose polymer molecules (as described
above in Sec. 2.2.9) is dispersed in hot water and boiled for 2 h, with ultrasonic
stirring. In this process, excess polymer molecules separate and dispersed in the
water. The recovered Cr02 powder is dried at 50-70°C in air. If at all necessary,
a gently milling in a ball mill is advised to break down soft agglomerates. This
powder is allowed to react with a silver salt, such as nitrate, in aqueous solution
(0.2-1.0 M typical concentration) at 50-60°C in dark, with magnetic stirring. A
kind of ion-exchange reaction results in presumably Ag-coated cr02 particles . It
occurs by displacing part of Cr4+ cations by Ag atoms in a topotactic surface layer.
Proposed chemical reaction can be expressed as follows:

A by-product CrO(OH) as soon as appears, in this reaction, disperses and
dissolves in the acidic water. The Ag+ species, which are reacting with virgin cr02
surface , no longer allow CrO(OH) to be depositing over the resulting cr02surfaces .
A topotactic 13-crO(0 H) layer does grow 126.137.138 in the case ofthe cr02 reaction
with moisture. It is a very slow process . Under controlled conditions, it can be dried
of a useful Cr203 layer. After 20-30 min of the reaction in hot conditions, the Ag­
coated powder is recovered by washing in distilled water, and then dried in air
ambient or a reduced pressure (10-100 mbar) at room temperature. Recrystallized
Ag-coated cr02 occurs in 1 h of heating at 300-500°C in air. Similar experiments
can be utilized in coating a thin layer of a polymer of such Cr02 particles . Polymer
coating is advised of Cr02 crystallites. The applications are restricted exclusively
to low temperatures. High Tg (glass transition temperature) polymers are preferred
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FIGURE 8. A model reaction demonstrating [a) Cr4+ of the top layer to be displac­
ing by Ag atoms in a surface layer in crOz particle of (b) a model CrOz-Ag surface
interfacing.

to extend the usable range of the temperature with stable properties. The Til affects
thermal stability and other properties.

B. Ceramic-polymer Composite Films. A ceramic-polymer composite of
films in a simple way can be fabricated by dispersing ceramic particles of specific
kinds in a polymer of solution at elevated temperature fol1owed by casting the
sample in such shapes . It involves a specific device (spin coating) to shape the liquid
sample of film of control thickness and sooth surfaces. Dispersing ceramic particles
in a requisite value in a polymer is a unique kind of problem in manufacturing
useful products and components. In general , ceramics hardly mix in polymers.

For example, we fabricated Cr02-PVA nanocomposite films (t = 125 urn
thickness) of selected 1.0, 2.0, or 3.0 wt% Cr02 contents. Finely divided loose
powders for uncoated and Ag-coated Cr02 were tested. They were dispersed over
PYA polymer molecules in hot conditions at 50-60aC in aqueous solution with
mechanical stirring. After 1 h of stirring, the temperature was raised to 80aC to
obtain a viscous sample, by evaporating part of the water, which was cast as a
film using a "spin coating." Thick films or laminates (t = 1-5 mm) were obtained
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FIGURE 9. SEM images in (a) 2.0 wt% and (b) 3.0 wt% CrOz-PVA composite films .

by sandwiching the sample betweentwo plates in a mold. Free-standing films or
laminates were achieved after drying in reduced pressure (10-20 mbar) at room
temperature or a bithigher. Theywereusedfor the proposed studiesin thischapter.

Figure 9 comparesSEM micrographs in (a) 2.0 wt% and (b) 3.0 wt% cr02­
PYA compositefilms. Both the sampleshave uniformly dispersedcr02 particles
embededinthePYA polymermolecules.Particlesembededinpolymerarenoteasy
tobeimagedinthevirginal features ofthecr02powder(Fig.7b).Moreover, ashigh
Cr02 loadingas 3.0 wt% used in theseexamples disruptsthe film quality in terms
of the surfacetopology witha ratherinhomogeneous microstructure (Fig. 9b).The
PYA polymer matrix, which exists in amorphous state, no longer imparts a fine
structureat this scale. It is interesting to note that, in the PYA polymer; Ag-coated
Cr02 particlesare alignedand grownin shape of fibrils .

A typical SEM micrograph, as given in Fig.10,presents 10-20 urn long fib­
rils of 300 nm average diameterand 30-50aspect ratio. This presents a promising

FIGURE 10. SEM images in Ag-coated CrOz-PVA composite film (3.0 wt% CrOz).
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anisotropic texture of locally aligned Cr02 crystallites along a specific crystallo­
graphic direction [110]. analyzed with the X-ray diffraction pattern. Under hy­
drothermal conditions at 50-60°C, anisotropic cr02 crystallites align and grow
in support over the polymer molecules. The Ag-coating (behaving as a thermal
conductor) seems to be supporting the directional growth of the cr02 crystallites
by driving the heat flow during the process primarily along the common interface
between the particles and the PYA molecules, i.e., the film surface .

2.2.11. Porous Ceramics and Hybrid Composites

Porous ceramics and derived hybrid ceramic or polymer composites are a new
class of applied materials . They are classified in three groups: (i) microporous,
(ii) mesoporous, and (iii) macroporous according to the pore dimensions, i.e., in the
ranges of 0.2-2 nm, 2-50 nm, and above 50 nm, respectively.139-143 All these three
primary classes of porous solids have their own values in propert ies and applica­
tions. The specific applications include microelectronic circuits, new phosphors ,
solid fuel cells, hydrogen (also others) gas storage systems, reaction catalysts,
gas sensors, hot filters or separation membranes, drug delivery, thermal/electrical
shockproof materials, etc.144-153 Since the particles in such specific solids are dis­
tributed through pores, or vice versa, there exist both the interface between pore
wall and particles and a rather free-standing surface of the particles within such
pores. As a result, they are significantly different in atomic as well as electronic
band structure and derived properties in comparison to the nonporous solids.

Several kinds of porous ceramics are available such as Si02, Ah03, alumi­
nosilicates, zeolites, AIP04, Zr02, ZnO, etc. Pores, especially of mesoporous or
microporous kinds of solids, as such, have a reduced effective internal pressure Pr •

As a result, they chemisorb much interstit ial gas, usually 10-60 wt% depending
on their volume and chemistry.145.146.151 At ambient pressure, the interstit ial gas
desorbs depending on P, at specific temperatures. A mesoporous solid thus can be
explored to dope desired metals, metal cations, or organic molecules into the pores
in divided groups under P, at low temperatures. The dopant nucleates and grows
in a specific structure led by the dynam ics of the pores and other experimental
conditions. This is a new method of designing a variety of hybrid mesoporous
composites. On adding by solution , the reaction species travel to pores and rear­
range in a specific structure in a dynamic reaction . The primary driving forces are
as follows:

(a) their concentration in the solution,
(b) the rate of their incorporation into pores,
(c) the rate of their nucleation and growth in a stable crystallite within pores,
(d) the morphology and size in the pores, and
(e) P, over the particle growing into a stable structure.

This results in a specimen structure that is modified with respect to that
obtained by bulk reaction under equilibrium conditions. The method is extended
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FIGURE 11. TEM images in a porous crOz of empty-shell structure,

successfully in deriving kinds of mesoporous composites such as doped Ah03,
zr02,orCr02 usingmetals(copper, silver, orgold)as wellasmolecules, e.g.,PVA,
polyvinyl pyrolidone, benzonitrile, andbenzaldehyde, andrareearthdopedAh03.
The doping causes surface enhanced plasmon bands in cermets while surface
enhanced 'IT ---+ n'IT* electronic transitions in the organics, with optical density
improved by as much as 1-2orders of magnitude.Pl -P"

A typicalTEMmicrograph in Fig. 11 presents a porousCr02 of emptyshells.
Thesamplewasderived by heatinga polymerprecursorat 250°C inair for 1h.The
major axis in vowel shape of shells is 30-50 nm. The shell is as thin as a few nm.
Otherwise, it wouldn't be reflected in empty shells of whitish contrast. It sounds
that the shells are createdand filled-up in situ with air whileheatingthe precursor
in air. One can argue that the air, whichpersists in shells over these temperatures,
supports the cr02 phase stability, i.e., a kind of effectively 02-partial pressure
assistedCr02 synthesis. Otherwise, Cr02 hardlykeeps the oxygenstoichiometry
over early growth stages in ambient air pressure. This provides a new route for
pressureless synthesisof phase-stabilized CrOz ceramicsbydopingof oxygenrich
and high-temperature oxides such as Zr02, Ti02,or Hf02 in ambientair.

3. STABILITY AND CONTROLLED TRANSFORMATION
IN PHASE-STABILIZED PARTICLES

Virgin Cr02 isa metastable compound. Atatmospheric pressureinair,itreactswith
moisture, forming a topotactic CrO(OH) surfacelayer. TEM imagesclearlyreveal
core-layer in such Cr02 particlesof characteristically different structure.102, 126 If
notcontrolled, the layergrowsin 13-CrO(OH) polymorph ina distortedorthorhom­
bic or hexagonal crystal structure.126.1 38 Essig et al.126 simulated 13-CrO(OH)
growthoverCr02 along(110)and(010)planes. As a result,Cr02 surfacedegrades
into Cr203 (antiferromagnetic) at an early temperature as 200°C.94.97 A com­
plete Cr02 ---+ Cr203 conversion lies at temperatures above 400°C according to
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FIGURE 12. XPS Cr 2p bands of CrOz and CrZ03 standard (dashed line in the inset)
(Reprinted with permission from J. Dai, J. Tang. H. Xu. L. Spinu, W. Wang. K. Wang. A.
Kumbhar, M. Li, and U. Diebold. Characterization ofthe natural barriers of intergranular
tunnel junctions: CrZ03 surface layers on crOz nanoparticles, Appl. Phys. Lett. 77(18).
2840-2842. Copyright [20001. American Institute of Physics).

microstructure. In CVD grown Cr02 films, Liang et al. III observedsuch conver­
sion reaction near the film surface at room temperature. X-ray diffraction Cr203
peaks occur in superposition of Cr02 peaks after 100 days of annealing at room
temperature.

For the abovereasons,the structuraldefects, whichleadto deteriorateM; and
other useful propertiesvery sensitively, are not easy to heal in a permanentbasis
by annealing in O2 gas.94. 1011 Occurrence of Cr203 in a surface barrier layer in
Cr02 particles is confirmed more unambiguously with XPS (photoelectron spec­
troscopy) studies. In Fig. 12, a close similarity in the Cr2p band shapes between
cr02andCr203standardconfirmscr3+ tobedominatingthenear-surfaceregionof
the Cr02 particles. NoticeXPS is sensitivewithin 1-2nm intothe particlesurface.
Invariably, the 1-3nmthick top layer in Cr02 particlesis not Cr02 buta Cr3+ com­
pound. The Cr203, if not stabilized and controlled,grows on at Cr02 expense. A
denseand uniform Cr203layer(stable)servesa tunnelbarrierinthespin-dependent
intergranular tunnel junctions in so-called phase-stabilized Cr02 particles.

Now,weare convinced ourselveswiththe realization of a surfacecoatingof a
phase-stabilized Cr02 of particles. A stable surface interface, whichoccurs in the
case ofdispersingandembeddingcr02particlesina matrixin a hybridcomposite,
serves also a similar purpose of phase-stabilizing cr02 particles. Such samples
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FIGURE 13. (a) DTA, (b) TG. and (c) DTGcurves showing extended thermal stability in
Cr02 particles against transformation to Cr203 in a polymer precursor. The data were
measured at 10°C/min heating rate in air.

havebetterstabilityin ambientatmosphere. Figure 13shows(a) DTA(differential
thermal analysis), (b) TG (thermogravimetric), and (c) DTG (derivative of TG)
curves measured during heating a Cr4+-PVNsucrose composite powder derived
by the solutionchemistryin Sec. 2.2.9. TheTG curveyieldsa total of r- 38% mass
loss in three successivesteps as marked over the curve by symbols I, II, and III.
The 1 and II regions (impart an r-- 22% partial mass loss) describe disintegration
and combustionin the organics,with an exothermicDTA signal over 100-700°C.
Part of carbon (after the organic combustion), which still adheres to the cr02
surface,bums out mainly in regionII as oxides.The regionIII infers the Cr02 -*

Cr203 conversion (adding >- 10%mass loss with respect to the III-set-point), with
an endothermicpeak in DTA or DTG of extendedtemperature765°C. A reduced
chemical process,

(5)

has as much mass loss as 9.5%. The releasing O2 gas results inevitably in the
decrease of mass of the specimen.
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FIGURE 14. (al DTA, (b) TG, and (cl DTG curves showing extended CrOzstability against
transformation to Crz03in 2.0 wt% CrOz·PVA composite films. The data were measured
at 1Q°C/min heating rate in air.

Figure 14 is an exam ple of a reinforced polymer composite film with sepa­
rately prepared cr02 particles. The mass loss proce ss, starti ng at '"'-"200°C, term i­
nates in the three parts at '"'-"329, 729 and 851°C, respectively. The step I imparts
'"'-"28% mass loss due to the matrix decomposition in two endot hermic DTA peaks
of 220 and 301"C, Combu stion of the surface carbon over cr02 particle s starts at
329°C in step II, addin g '"'-" 19% mass loss before the step III sets in. That is mani­
fested as an exothermic signal in DTA over 301-688°C. The endothermic Cr02 ---+

Cr203 transformation occurs in a peak at 729°C in DTA while at 745°C in DTG,
with 9.0% mass loss after the step set-in. In bulk Cr02, the mass loss attributes to
Cr02 heat decomposition over 425-5 80°C, i.e., a topotactic transformation from
Rutile phase Cr02 to corundum phase Cr203' The crystallographic relations be­
tween two phases are {001} Cr20311 {IOO}cr02 and {IOO}Cr20311 {OO I}cr02 .6.

118

Evidentl y, the carbon supports the extended temperature (relative to 450°C in bulk
CrO~ 1 8 ) stability in such Cr02 part icles.

4. ELECfRONIC BAND STRUCfURE

A half-m etal such as cr02 is a solid with an unusual electronic structure. Self­
consistent spin-polarized band structure calcu lations describe that for electrons
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FIGURE15. Angular distribution of electron-spin-density for the nearest Cr4+ neighbours
(xy (left) and yz+ zx (right)). Crl and Cr2 are Cr4+at the corners of the unit cell and Cr3
is in the body centre position. Solid circles denote 0 2- . The arrow shows the direction
of crystallographic c-axis (Reprinted figure with permission from M. A. Korotin, V. 1.
Anisimov, D. 1. Khomskii, and G. A. Sawatzky, Phys. Rev. Lett, 80(19) , 1998. Copyright
(1998) by the American Physical Society).

of one spin it is a metal with a Fermi surface while for the opposite spin there is a
gap in spin-polarized density of states, like a semiconductor or insulator.? In Cr02,
the prevalent metallic character arises for the majority spin t electrons while the
EF level falls in a semiconductor gap for the spin ~ electrons.Y" Presupposing
a magnetically ordered state defines the spin quantization axis. The responses
of such a solid to an electric and magnetic field at zero temperature are quite
different. There is electric conductivity, but no high field magnetic susceptibility.
Nevertheless, photoemission studies showed the system to be an insulator for
both the kinds of spins.94,155 Cr02 is one of the few oxides that has metallic
conductivityand ferromagnetic ordering, Tc =391 K and spin quantized magnetic
moment 2~B'

The crystal field (........2.5 eV) leads to split the Cr4+ J2 orbitals into a t2g triplet
and an eg doublet,48.156,157 In the Rutile Cr02 structure, the Cr atoms form a
body-centered tetragonal lattice with distorted oxygen octahedron. The octahedra
surrounding Cr4+ at the body's center and comer positions differ by a 90° rotation
about the c-axis, The simplest Cr06 cluster calculations show that this kind of
distortion of the octahedra (elongation along c-axis) leads to the new natural basis
for thet2g orbitals: xy, vz+ zx and yz - zx in a local coordinate system (LCS)
for every octahedron (Fig. 15). Korotin et al.96 interpreted ferromagnetic ordering
in Cr02 in terms of a double exchange mechanism158 by performing LSDA + U
(local Coulomb and exchange interactions)calculations in the linearizedmuffin-tin
orbitals (LMTO) approach and argued that this distorted structure of the octahedra
is responsible for the peculiar properties of J2 bands in cr02.As a consequence, the
t2g orbitals are split further into a nonbonding dxy orbit (which lies in the equatorial
plane of the oxygen octahedron) and a dyz' dzx doublet, which form an antibonding
dyz ± dzx (1T'*) combinations with respect to the 0 2- p-orbital perpendicular to the
Cr30 triangles.48,156, 157
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Thus, the formal electronic configuration is (~II)t for Cr4+ and 2p6 for 0 2­

althoughthere is some0 2- ---+ Cr4+ chargetransferandstrongmixingof 0 2- hole
and Cr4+ electronstates at EF due to the fact that the Cr4+ d2 levelslie close to the
top of the 0 2- 2p band and EF lies in the half-fulld"z ± d., band.48,96 Generally,
the two d2-electrons in the t211 orbitals would make'Cr02 an Mott insulator with
antiferromagnetic ordering but due to the 0 2- 2p states at EF, Cr02 is metallic
instead of an insulator. One of the two Cr4+ electrons is rr bonded with the 0 2­

2p orbitals, forminga partiallyfillednarrowband at EF. The widthof this band is
of the same order as the Hund's rule interatomic exchange interaction. As a result,
one of the two 3d2 electrons (Cr4+) is localizedwhereas the other one is itinerant
makingcr02a self-dopeddouble exchangeferromagnet.

In the double exchange mechanism, the itinerantelectrons transfer not only
charge but also magnetic order. The spin of these electrons interacts with the lo­
calized Cr4+ spins and puts them in a ferromagnetic order. As a result, conduction
electronsare more mobile when the localizedspins are alignedparallel than with­
out magneticorder- favors a metal-insulator transition." This mechanism clearly
explains the metallicity and ferromagnetism in Cr02 in spite of large D values
and relatively narrowd-bands, and shows that cr02belongsto a class of solids of
small or even negativecharge-transfergap leading to a self-doping.96.97

Starting from the band structure calculations by augmented spherical wave
(asw) method by Williams,159 self-consistent spin-polarized calculationswith the
asw by Schwarz." LSDA, LSDA + D, and GCA calculations have a refined
Cr02 energy banddiagram.Almosteverycalculationconfirmsthe spin split band
structure of Cr02 like a IA-type half-metal as given in Fig. l6a, with a spin gap
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FIGURE 16. (a) Schematic density of states for a IA type half-metal with only spin-up elec­
trons at the EF level and (b) spin polarization of the density of states in crOz (a) (Reprinted
with permission from J. M. D. Coey and M. Venkatesan, Half-metallic ferromagnetism: ex­
ample of CrOz, J. Appl. Phys. 91(10), 8345-8350. Copyright 2002, American Institute of
Physics). b) (Reprinted figure with permission from S. P. Lewis, P. B. Allen, and T. Sasaki,
Band structure and transport properties ofCrOz, Phys . Rev. B 55(16), 10253-10260, 1997.
Copyright (1997) by the American Physical Society).
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Do~ > 1 eV and a spin-flip gap Dosf of a few tenths of an eV.48 Figure 16b shows
the spin polarization of the density of states of cr02 with a t2g bandwidth of
2.5 eV with a trident structure including a narrow peak in the density of states
due to the dxy electrons. The EF level lies in a pseudogap betweenthe dyz ± dzx

bands,but its position relative to the minimum is rather sensitive to details of the
calculation.t" The half-metallic character is maintained up to the surface of the
cr02 particles.48.155

5. ELECfRONIC PROPERTIES

5.1. Dielectric Properties

The valuesfor dielectricconstant(e) and dielectricpowerloss (tan 8) for cr02 in
forms of bulk crystals, thin films, bulk powdercompacts, nanopowder compacts,
or composites at room temperature are given in Table 3. Analogous to ferrites,
PZTs [Le. Pb(Zrl-xTix)0 3], and similar ceramics, the Cr02 ceramics in general
are supposed to assume improved e-values,with usefully decreasedtan 8 values,
in ideal single-domain particles in granular films, nanopowders, or hybrid com­
posites.Furthermore, the valuefor e as wellas tan 8 highlydependson frequency
(f) appliedto measuring themwithoneof the conventional methods. For instance,
Fig. 17 presentsthe data for a cold pressedcr02 nanopowder compact (as a thin
pellet or billet) as a function off, in the 1()() Hz-1 MHz range, at a logarithmic
scale. As usual in such ceramics,165-168 both the kinds ofthe characteristic values
are found to be decreasing monotonically with increasingf-valueover the range.
Asreflected by the largevalues,effectively, all typesof possiblepolarizations (i.e.,
interfacial, atomic,dipolar, or ionic and electronic onesI66.167) are active at early
f-values.

TABLE 3. Dielectric constant E, dielectric power loss tan 8, and electrical
resistivity (J in cr02available in selected forms

deu(Q-cm)
Samples E tan& (Nyquist diagram) References

Cr02 nanopowder 300 (100 Hz) 5.57(100 Hz) 11.4 Unpublished
56 (1 MHz) 0.01(1 MHz) work

Bulk powder
Thin films
50 wt% Cr02 - Ti02 1.02 x 102 160
20 wt% Cr02 - Ti02 3.90 X 106 160
PZT films 400 (10 kHz) 4 (10 kHz) 161
Gd doped PLZT 3750 (10 kHz) 0.004 (10 kHz) 162
Fedoped PLZT 1008 (10 kHz) 0.05 (10 kHz) 0.78 x 106 163
BaTi03 films 192 (1 kHz) 0.03 (1 kHz) 164

173 (1 MHz) 0.20 (1 MHz)

The values are reported at room temperature. The powders were studied as pellets. PLZT: lead lan­
thanum zirconium titanate, Fe doped PLZT: PbO.9 (Lao.~ Feo.~>O.1 (Zro.MTIo.3~>O.97503.
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FIGURE 17. Frequency dependence of (a) e and (b) tan 8 in CrOz nanopowder compacts
at room temp erature in the 100 Hz to 1 MHz frequency range.

Usually, the electronic polarization is observed at very high f -values (» 1013

Hz). As a function of increasing f-value, a decrease in the tan 8 value together
with the e-value, as observed in this example, implies that the active compo­
nent (Ohmic) of the current is pract ically independent off-value and the react ive
component (capacitative) increases proport ional to thef-v alue. cr02 thin films or
nanocomposites have more or less similar nonlinear f -dependence of e and tan 8
values . A similar trend in e or tan 8 variation with a funct ionfis observed in PZTs,
modified PZTs, or ferrites.169- 172 Unfortunately, not many reports are available on
the kinds of HMF compounds in order to present a better comp arison of the values
among other kinds of half-metallic ferromagnets.

Figure 18 portrays the impedance {Z(f) = R(f) + i X(f) = Z cos e+
i Z sin e) spectrum (Nyqu ist diagram) for the Cr02 nanopowder comp acts, where
the imaginary part of impedance {X(f)) is plotted against the real part of
impedance {R(f)} in the same f -range as in Fig. 17. The plot consists of a single
semicircle . Figure 19 displays the real and imaginary parts of complex impedance
against thef-values. The spec ificf-value, at which the maximum X(f) occurs, is
found to be 2.014 kHz. The observed features in R(f) and X(f) are associated
with the strength of anisotropy, which acts as a result of ordering in the cr02 par­
ticles. There are only few reports so far on the high-frequency transport properties
of Cr02'

Fu et al.173 studied the high-frequency magneto -impedance for polycrys­
talline Cr02 thin films and demon strated specific feature of impedance spectra,
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FIGURE 18. The Nyquist diagram of complex impedance in crO z nanopowder compacts
at room temp erature in the 100 Hz to 1 MHz frequency range.

which are distinct from those of a usual metallicferromagnet and are attributed to
the nature of the half-metallic ferromagnets.l74•175 Further analysis has shown the
impedance toberelatedto the interplay ofmagnetization responseanddielectricre­
laxation underalternativeelectromagnetic fields .Asdescribedelsewhere,119. 160,175

in Fig.18, the resistanceof the sample can be determinedfrom the interception of
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FIGURE 19. (a) The real and (b) imaginary parts of the complex impedance in crOz
nanopowder compacts at room temp erature in the 100 Hz to 1 MHz frequency range.
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the curve with the real axis. It yields a 3 n value, i.e., the bulk resistance (R), or
the resistivity a = 11.4 n-cm.

5.2. Electrical Properties

As can be seen from the data in Table 3, the DC electrical resistivity is consid­
erably increased in Cr02 of small particles. A promoted value of 14.83 n-cm is
measuredat roomtemperature. Similarcold pressedbulk powdercompacts, from
commercial cr02 of Dupont and Micro Magnetics (USA), have a much lower
value102.176.177, i.e., 0.05-0.1 n-cm (at room temperature), by as much as a factor
ofthe orderof 102.Primarilya reducedvalueof averageCr02 particleorcrystallite
size (which isdecreasedfrom severalmicrometers in bulkpowderto a nanometric
scale in a nanopowder, i.e., by a factor of the order of 102) is one of the important
reasons. Such small particlesinvolve largesurfacesor surface interfaces for trans­
porting the chargecarriers in question. Nevertheless, prevalent chargingeffects in
small particles (dependingon the sample) often complicate measuring a realistic
a-value .

Similar to the dielectricproperties, the electrical transportproperties in Cr02
and compositesdepend on severalparameters, which include (i) the cr02crystal
structure and local symmetry, (ii) the artificial interstitial impuritiesand defects,
(iii) the basic Cr02 size and morphology or topology, (iv) the surface interfaceor
surface layer, if any, (v) the distribution of cr02 of ordered lattice in a specific
microstructure, i.e., homogeneous or heterogeneous [incombination to the factors
(iii) and (iv)], (vi) the exchange coupling between cr02 of particles, (vii) the
intergranular tunneling of charge carriers, or in particular in composite, (viii) the
a - (3 macroscopic interactions in the basic cr02 particles or crystallites (a) and
the matrix «(3). The last four or five factors become extremely important in the
case of thin films. powdercompacts, and hybrid composites, involving especially
small particles, or more precisely nanoparticles. They influence the equilibrium
electronic band structure as well as the spin structure (or the spin entropy) and
their dynamics relative to the bulk single cr02crystal values.

This isone ofthe reasonsthat thedielectric,electric, andotherderivedproper­
ties varymarkedly insuchexamplesinacomplexfunction ofT or f .In termsof the
thermodynamics,76.104.105 occurrence of large surfaces (or interfaces) manifested
insmallparticles(or hybridcomposites) results inmodified (usuallylowered) local
symmetry in a high-energy nonequilibrium thermodynamic state of the sample.
It very sensitively influences the final spin structure and spin-dynamics in solids
of not so firmly rigid spin structure as in the examples of half-metallic ceramic
magnets.

For example, the temperature-dependent a in granular film and nearly epi­
taxial layers of cr02 is very much different from that of powder compacts and
nanocomposite films of Cr02' As describedelsewhere,97.107.111 in the formercase,
the a-value increasesmonotonically with increasing T, a typical metallic innate­
ness, whiledecreases in the others.100.102.109 The processingtechniques(affect the
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FIGURE 20, The (J Vs T plot in single crystal crOz film on an Alz0 3 substrate (Reprinted
with permission from L. Ranno, A. Barry, and J. M. D. Coey, Production and magnetotrans­
port properties ofCrOz films . J.App!. Phys. 81(8). 5774-5776. Copyright [19971. American
Institute of Physics).

microstructure) used to prepare the specimen affect the electro-transport proper­
ties, e.g. , a typical cold pressed cr02 powder compact has a negative slope of
R vs. T plot in the range 150 < T < 300 K, on the other hand, a hot pressed
pellet of the same Cr02 sample exhibits a positive slope in this range. The R
increases sharply in both samples with decreasing T below 150 K.177 Moreover,
the a -value in single-crystal Cr02 films shows residual resistivity ao of a few
10-8 Q m48,98. 121.178 and a resistivity ratio aT (300 K)/ao that is found to be as
high as 140.48.179 For example, Fig. 20 portray s a typical a vs. T plot for such
cr02 films (r = 0.6 urn) grown on Ah03 or Ti02 single-crystal substrates.

As evident from Fig. 20, the a-value in cr02 is metallic over the measured
temperature range. There is a decrease in slope of a (T) atthe Tc-value butthe slope
remains positive, indicating no sign of electron localization. At room temperature,
a(T) is ""4.8 x 10- 6 Qm and the residual value can be as low as 2 x 10-7 Qm. The
spread in the absolute values of resistivity may originate from the film roughness
or defects in stoichiometry. After subtracting the residual value, the data follow a
power law a a T", where the exponent (2.4 < n < 3.4) is sample dependent. The
a-value is interpreted as being the sum of a scattering due to electronic correlation
and a magnetic scattering. Figure 21 describes a similar T-dependence of a in a
CVD grown epitaxial cr02 thin film on AI203 (0001) substrate." The a-value
retains a metallic T2 behavior in the 150-330 K range.

The a -T 2 dependence is an indication for a dominating e-e scattering mech­
anism in this temperature range. At higher temperatures, a deviation of the T 2
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FIGURE 21. The a Vs T plot in a thin CrOz film (Reprinted from J. Magn. & Magn. Mater.•
211. M. Rabe. J. DreBen, D. Dahmen, J. Pommer. H. Stahl. U. Rud iger. G. Giinthsrodt, S.
Senz, and D. Hesse, Preparation and characterization of thin ferromagnetic crOz films for
applications in magneto electronics, 314-319, 2000. with permission from Elsevier).

dependence of a-value indicates that an additional scattering mechanism con­
tributesto thetotala-value. Thee-m scattering(m:magnon)witha T4.5 dependence
possibly contributes to the value in the vicinity of Te . At lower temperatures,e-m
scattering is suppressed due to the semiconducting behavior of the minority spin
channel. In anotherexampleof a CVDgrowngranularCr02 film (Fig.22), a-value
decreaseswith increasingtemperatureupto about TAOS = 125K (T PAS = 165K),
thentums onto increasewithan increase intemperatureabove TAOS or TPAS (ADS:
as-deposited sample, PAS: post-annealingsample).111The metallic nature of the
film at the higher temperature range could, nevertheless, not be described consis­
tently by a normalexpression in powersof T, but rather by a "-' T 2 exp(- 1::>.1/ T),
in whichthe metallicmajorityand semiconductingminorityelectronsare assumed
to be acting in parallel.111.180

The dash lines in Fig. 22 show the best fit to the data with I::>.~os = 407 K
and I::>.rAS =413 K. At lowtemperatures(T < 6 K), the conductancedecreasesac­
cording to exp(- 1::>.2/ T)I/2 withdecreasingtemperature, where 1::>.2 is proportional
to the Coulomb charging energy and barrier thickness. The observation infers
that the intergranular tunneling plays a dominating role in this specific range of
temperature.100.102. 109

Coeyet at. 176 studiedtheconductionmechanismof Cr02 powdercompactsof
acicularshapedparticlesof an average300nm lengthand an aspectratio "-'8: I.The
mechanism is associated with the spin-dependent intergranular tunneling across
the grain boundaries. Figure 23 shows the R-valueas a function of T for a typical
sample. The resistance R has been normalized to the value at T = 300 K and in
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FIGURE 22. The CT Vs T plot at low temperatures for a CVDgrown granular cr02 film
(Reprinted from J. Magn. & Magn. Mater., 239, J. J. Liang, S. F. Lee, Y. D. Yao, C. C. Wu,
S. G. Shyu, and C. Yu, Magnetotransport study of granular chromium dioxide thin films
prepared by the chemical vapor depos ition technique, 213-216, 2002, with permission
from Elsevier).

the inset In R is plotted against T- 1/2• Clearly, the In R is linear to T- 1/ 2 at T
below 35 K, typical of the intergranular tunneling.

In a specimen of thin film or powder compact of Cr02, the s-dependent
tunneling of charge carriers from one particle to other in nearest neighbors is
described in terms of "intergranular tunneling." The process operatesthrough the
surface interface in Cr02 particles of a Coulomb gap ~.100.1O2 In an empirical
relation,IRl .IR2 the tunneling resistance from particle to particle is expressed in a
simple functionof T as follows

(6)

with P the spin polarization and m = M / M, the relativemagnetization. The ~­

value is considered proportional to the Coulombchargingenergy and the barrier
thickness.

A linear relationship between In R and 1/ T Y2 in a Cr02 powder compact
has been reported only at low temperatures in prevalent intergranular tunnel­
ing effects.109.IR3 Phenomenologically, the observation also suggests that at high
temperatures, s-dependent tunneling conductance (GsDT) is no longer the major
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FIGURE 23. Normalize d resistance R as a function of temperature of a cold pressed bulk
crOz powder compact, with InR Vs T-1 /z in the inset (Reprinted with permission from J.
Dai, J.Tang, H. Xu, L. Spinu, W. Wang, K. Wang, A. Kumbhar, M. Li, and U. Diebold, Char­
acterization of the natural barriers of intergranular tunnel junctions: CrZ03 surface layers
on crOz nanoparticles, App!. Phys. Lett. 77(18) , 2840-2842. Copyright [20001. American
Institute of Physics).

contribution. Other mechanisms become predominant. The suppression of s­
dependent contribution results in a decrease for the MR-value at high temperatures
when a s-independent channel (inelastic hopping conductance) becomes operative
with increasing temperatures.109 As a mater of fact, a power law temperature de­
pendence of conductance (G) , which is characteristic of the higher-order inelast ic
hopping , is being observed. Thus, the conduction mechani sm in Cr02 powder
contains two channels, namely, the s-dependent tunneling (SOT) channel with an
exponential T- 1/ 2 dependence and the s-independent (SI) hopping channel that
follows a power-law. 109. 183 As a result, phenomenologically, the total G-value is
expressed in a simple form as l84

(7)

where C1 and C2 are free parameters. The second term C2T'Y denotes the in­
elastic hopping conductance and 'Y = N - [2/(N + I)]. The mechanism of GS1

results from the hopping along quasi one-dimensional chains of N -localized states
(N -Ls). Glazman and Matveev l1l5 proposed a hopping conductance model with
e-p interaction (EPI), indicating that, in the inelastic tunneling process, strong EPI
with the impurity leads to the appearance of inelastic scattering channels.
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The T-dependence of a-value incr02nanoparticles(coldpressedas a pellet),
prepared with the polymer precursor method, is shown in Fig. 24. As usual, the
a -value decreases with increasing T-value in a typical semiconductor behavior.
A linear relationship of In<T with T - 1/ 2 below 110 K is implying the s-dependent
tunnelingto beeffectiveat such low valuesof temperature. Similar In R vs. 1/ T V2
plots (Fig. 25) are obtained in the Cr02-PVAnanocomposite films. Below 150 K,
the plots are linear in the prevalenteffects of the s-dependent tunnelingassociated
with a Coulomb gap.

FollowingEq. 6, the zx-values determined from the slopes of the linear parts
of the plots in Fig. 25 are found to be 0.0062 K, 0.0093 K and 0.0130 K for the
three samples of Cr02-PVAnanocompositefilms; (a) 1.0, (b) 2.0 and (c) 3.0 wt%
Cr02, respectively. Small differences in the t.-values infer small variations in the
Coulomb charging energy and the barrier thickness in these samples. Develop­
ing a model empirical relation could be helpful in order to analyze the partial
contributions t.c and t.b from the respectivecontrol parameters.

Figure 26 presents the current-voltage (I-V) characteristicsand G-valueas
a function of Vat roomtemperaturefor a cold pressed powdercompact from cr02
nanoparticles. In the low-bias voltage region (up to 5 V used here), the G-values



36 S. Ram , S. Biswas, and H. J-Fecht

-----.----.-
.----------. --(a) . _______ ____--.--- ~--~/

-
.A../.••••••.•..~•...._ ..

(a) 1.0 wt% Cr0
2

(b) 2.0 wt% Cr0
2

(c) 3.0 wt% Cr0
2

0.120.110.100.090.080.070.06

(e) .~
...t.".....-..

7.8

7.6

7.4

g
7.2

0:
c

7.0

6.8

6.6

6.4
0.05

T ·112 (K .112)

FIGURE 25. The InR Vs T- plots for (a) 1.0 wt%. (b) 2.0 wt% and (c) 3.0 wt% crOz ­
PYAnanocomposite films in the 77-300 K range.

0.11 ....--- - - - - - - - ------------------,

0.10

0.09
c:.,
E.s
o 0.08

1600

<§. 1200

c:
~

8 800

0.07
400

2 3
Voltag e (V)

5

542 3
Voltage (V)

0.06 '--_-'---_..I-_-'-_-!-_~_ ___'__'____ .L.__ ""_____....I

o

FIGURE 26. The G-V plot at room temperature for a cold pressed compact of CrOz
nanop owders. The inset presents the I -V characteristics.



Advanced Ceramics and Nanocomposites of Half-metallic Ferromagnetic 37

remain to be linear with a function of V. At higher V-values (not included in this
figure), the plot deviates from the ideal linearity primarily due to the rise of the
higher order inelastic hopping conductance. This has been studied and analyzed in
bulk compact Cr02 powder.l09.176 In an empirical relation, G-value is expressed
as'09

G = 0'0 + O't V 1.33 + 0'2 V2
.
5 (8)

where 0'0 ' 0'( and 0'2 are the free parameters. Although the power law dependence
of the inelastic hopping conductance on the bias VY is predicted under condition
eV »kBT, the present model theory explicitly states that an increasing value of
either the temperature or the bias voltage favors the hopping along the chains with
more localized states (N > 2) resulting in promoted nonlinear dependence of the
conductance on temperature and voltage.

6. MAGNETIC PROPERTIES

As mentioned above in section 1.2, as a ferromagnet or optoelectronic material,
the cr02 ceramics and composites offer a variety of functional properties of di­
rect applications in several kinds of devices. A low value of Tr ; i.e, "'-'391 K in
pure Cr02 crystals, is one of the basic limitations in miniaturizing the strategies.
Depending on crystallite size (ranging from a few tens of nanometers to a sub­
micrometer scale in the range of the single magnetic domains), Cr02 as such is
a soft magnetic compound, with significant values for He, remanence Mr, and
derived parameters. As summarized in Table 4, it has a huge value of the magnetic

TABLE 4. Magnetic properties in Cr02 ceramics and composites

Ms Mr

Sample (emu/g) Tc(K) He (Oe) (emu/g) References

Bulk powder 115 (5K) 600 DuPont (102)
1000 (5K) 55 (5K) 102

110 10 117
135 (5K) 50 (5K) 117

Aligned powder" 110 (5K) 1000 (5K) 75 (5K) 100
Granular film
Epitaxial thin film" 95 390 130 80 113

132 (6K) 185 (6K) 115 (6K) 113
Polycrystalline thin 96 391 41

film 132 (OK) 41
Nanopowder 95.3 1050 74.2 Unpublished

work
Polystyrene - Cr02

composite
cr02-PVA films Unpublished

work

The values other than at room temperature are given with temperature in parentheses.
•Applied magnetic field is parallel to the easy axis of magnetization.
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moment, i.e., 2f.LB per formula unit (which is comparable to the 2.21 f.LB value per
Fe atom in Fe metal) or 4f.LB per crystal unit cell according to the z = 2 lattice
number. As a result, the saturation magnetic polarization p.I· is found to be as
high as 0.65 T, as can be derived by the relation P., = f.LoMs = 4f.LBf.Lo/a2e, with
V = a2e == 0.0570 nrrr' as the lattice volume. The intrinsic magnetocrystalline
anisotropy K 1 = 27 kl/nr' (reported in epitaxial Cr02 films48.186) at room tem­
perature, with the easy axis of the magnetization lying along the crystallographic
e-axis.

Burdett et al.187 reported spin canting in cr02 powder. According to it, the
easy axis of the magnetization in this case is tilted by an angle e '" 20° from the
e-axis. This result s in a reduced value of P, by a factor of cos e.For acicular Cr02
particles, being used in the magnet ic recording, the required shape anisotropy is as
high as f.LoM.;f4, implying a typical value of surface anisotropy K, = 50 kJ/m3 at
room temperature." Also, there is report of magnetostriction coefficient As, i.e.,
5 x 10-6, in cr02 particles.P'' In fact, as in other identified classes of magnetic
materials (Table I), i.e., selected metal oxides , mixed oxides, metals, alloys, or
intermetallics, all of the intrinsic magnetic properties strongly depend on size,
morphology, topology, and preferred orientation of growth in a specific specimen
of Cr02 or hybrid composite of thin films or powder compacts.

Assuming a maximum f.L = 4f.LB value per crystal unit cell, a pure cr02 in
the ferromagnetic structure would have a maximum Ms value of 132.57 emu/g,
i.e., equal to the spontaneous magnetization Mo. This is possible to be observed
in whole at low temperature, precisely near absolute zero value. Against this theo­
retical value, Bajpai and Nigam 117 reported an M.I = 135 emu/g value at 5 K in a
highly pure Cr02 powder. All other reports on granular Cr02 envisage occurrence
of a much lower M.I· value in the range of 100-115 emu/g only.102.176 This is quite
feasible in s-canting structure, especially at the surface , and then it becomes in­
creasingly important in small particles, which involve relatively large surfaces or
surface interfaces in the surface stabilized cr02 particles or the cr02 reinforced
polymer or ceramic composites.

For instance, Fig. 27 portrays the magnetization curves at 5 K of magnetic field
aligned (alignment is parallel to the easy axis) acicular shaped Cr02 particles.l'"
Notice, when the applied field is parallel to the easy axis (alignment direction),
the hysteresis loop is close to a near square with a high remanence and shows bit
large value of He '" 1000 Oe, with M.I '" 110 emu/g. When the magnetic field is
appl ied perpendicular to the easy axis, the hysteresis loop becomes more gradual
and rounded with a much-reduced value of remanence as shown in the figure. There
is no much change in He value, possible in imperfect alignment of single magnetic
He domains. A perfect alignment is feasible only in a specimen of monodispersed
single crystallites.

A Cr02 nanopowder (of microstructure as given in Fig. 7), obtained from
a polymer precursor, presents a rectangular hysteresis loop, which yields Mol =
95.3 emu/g: remanence M, = 74.2 emu/g and He = 1050 Oe as measured at
room temperature. The values were measured of sample annealed at 350°C for 2 h
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FIGURE 27. The hysteresis loops in magnetic field aligned crOz powders at 5 K; field
parallel to the easy axis (e) and perpendicular to the easy axis (0) . The inset is a close-up
of the loop (e) (Reprinted figure with permission from J. Dai and J. Tang, Phys . Rev. B, 63,
054434, 2001. Copyright (2001) by the American Physical Society.)

and then washed in benzene under heatingconditions (with ultrasonicstirring) at
50-70°C for 1-2h in order to recoverfromdue carbonby-productimpurities. Bulk
Cr02 powderof DuPonthas bit larger M, 'V 115emu/g with a smaller He = 600
De value (1000 De at 5 K) at room temperature.l'P Increased surface or surface
anisotropy seems to favor spin canting in small Cr02 particles according to the
reduced M, value.Assumingan arbitrarye = 20° value, as usedearlierby Burdett
et at.187, successfully reproduces a M, valueof89.6emu/g.Possiblethatsignificant
part of Cr4+ at the surface is convertedas cr3+ and that supportsthe canting. This
is responsible for improving the He value (with superior MR, mechanical, and
other properties) of cr3+ surface stabilizedCr02 of small particles.

Figure28 presentsanexampleof a thinCr02 film (t = 137.5nm).It hadbeen
developedby a CVDprocesswitha Cr02Ch liquidprecursoronTi02substrate.U:'
The two hysteresisloopsare measuredat (a) 6 K and (b) 300 K in order to evaluate
the thermal effects on the s-dynamics. It can be seen that the easy-axis (in-plane
c-axis) hysteresis loops are rectangular like irrespective of the temperature. At
the low temperature, an improved M, = 650 emu/cc (or 132 emu/g) value lies
along withan improved He = 185Oe valuerelativeto the roomtemperaturevalue
Ms = 465 emu/cc (He = 130 Oe). No significant He value appears in measuring



40 S. Ram, S. Biswas, and H. J-Fecht

-6oo~,#I"',.

-1000 -500 1000500a1000 -1000 ·500500a

,-s.. .......,
! ~?
~ ~:'I: ., ,. .• •

(a)

T=6K
400

600

-400

Magnetic Field(Oe)

FIGURE 28. The hysteresis loops at (a) 6 K and (b) 300 K in a CVD grown CrOz film
(t = 137.5 nm), with fields applied along the c- and b-axes (Reprinted figure with permis­
sion from A. Anguelouch, A. Gupta, G. Xiao, D. W. Abraham. Y. Ii, S. Ingvarsson , and
C. L. Chien. Phys . Rev. B. 64, 180408. 2001. Copyright (2001) by the American Physical
Society.)

with fields applied along the b-axis (the hard axis of the magnetization). The results
infer that preferred orientations of magnetic domains with respect to the applied
filed plays a determining role in engineering rectangular hysteresis loops, with
useful He-values, of such Cr02 films.

One of the standard methods for determining the value of Tc in such exam­
ples of ferro or ferrimagnetic materials involves the measurement of thermornag­
netogram by heating the specimen as a function of T under a specific value of
applied magnetic field. As we described elsewhere.P'""?' a low value of field,
i.e., a few hundreds of Oe (insufficient to reach the M, value), is often selected
for allocating precisely the Tc point at which the induced magnetic moment drops
to almost a zero value as T ~ Te. Otherwise, as the Te approaches, the curve
no longer undergoes so sharp transition. This is demonstrated with a typical M,
vs T plot in Fig. 29 for a sample of thin Cr02 films (t = 1.3 urn). The value
of Ms , which is 650 emu/em' at T '" 0 K, has decreased stiffly to 471 emu/ern'
at room temperature and then dropped rather rapidly to almost a zero value at
Te = 391 Kasmarkedoverthecurve. Thethermomagnetogram well below Te fol­
lows a Bloch T3/21aw with the spin-wave stiffness constant D '" 1.8 x 10-40J m2,
indicating that normal ferromagnetic spin waves are excited.4R.IRo They are studied
and confirmed with ferromagnetic resonance, where the Gilbert damping param­
eter is very small. 192

Figure 30 shows typical transverse Kerr loops for cr02 thin films (t = 0.1
tol urn) grown from cr03 on two different substrates (a) Al203 (110) and (b)
Ti02 (110). As described by Ranno et at.,107 both the loops were recorded at
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room temperature under identical conditions using a 670 nm laser diode in the
transverse geometry. Note the He value varies depending on the substrate, i.e.,
7 mT found in sample(a) while 15mT in sample (b).The substrateis supposedto
control (i) differenteasy directions of magnetization associated with the textures
and (ii) the microstructure. Usually, RutileTi02supportsa betterCr02 crystalline
qualityof films than sapphireAh03 .107 According to the rectangular shapeof the
hysteresis loop, the Cr02 film grown on the Ah03 consists of single domains of
Cr02 crystallites. Such magnetic domains relatively easily rotate and magnetize
with the easy axis of the magnetization lying along the applied magnetic field .

7. GMR PROPERTIES

The s-dependent magnetotransport properties have been studied by different
groups in differentkinds of samples of cr02ceramics and composites, e.g., bulk
Cr02 powder compacts, single crystal or polycrystalline Cr02 films, compacts
or nanocomposite films of polymer coated cr02 particles, and ceramic matrix
composites (CMC), mainly withTi02and Cr203 as the matrix.97.'11.1 IR.176.177.IR3
Selected materials of representative MR values are given in Table 5. A com­
mon strategy had been developing (i) the basic understanding of the tunneling
effects in such materials, (ii) the MR-value for potential use in novel spintronic
devices, (iii) expertise and knowledge of devising GMR devices and sensors,

TABLE 5. The MRvalues in selected cr02 ceramics and composites

Field
Sampl e Nature MR(%) (kOe)* References

Bulk oo, powder Pellet 28 (5 K) 1.0 DuPont (102)
Pellet 29 (5 K) 1.0 176
Pellet 42 (4.2 K) 1.5 177

Aligned 41 (5 K) 1.0 100
Cr02 film Granul ar 5 (70 K) 0.8 97

26 (7 K) 0.8 97
Cr02-Cr203 film Granul ar 27 (5K) 1.0 95
cr02 - 75% Cr203 Cold pressed 50 (5 K) 176
oo, -78% Ti02 Cold press ed 7 (77 K) 1.2 183
Cr02 -Cr203/Co Tunn el junction 1.5 (150 K) 0.1 193

8 (5 K) 0.1 193
oo, nanopowder Cold pressed 0.2 (300 K) 1.0 Unpublished work

3.0 (77 K) 1.0 Unpublished work
cr02 - polystyrene Cold pressed 14 (77 K) 1.5 MicroMagnetics( 118)

8.2 (300 K) 1.1 118
CrOrPVA films Granular 11 (77 K) 1.5 Unpublished work

6.8 (300 K) 1.1 Unpublished work

The temperatur e at which the MR value is measured is given in parentheses.
• The magnetic field at which the included MR value is reached.
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FIGURE 31. Intergranular tunneling MR in a polycrystalline CrOz film on A}z03 (0001)
substrate at selected temperatures as indicated over the curves and (b) exponential de­
crease of the MR value with temperature (Reprinted from J. Magn. & Magn. Mater., 211,
M. Rabe, J. DreBen, D. Dahmen, J. Pommer, H. Stahl , U. Rudiger, G. Gunth erodt, S. Senz,
and D. Hesse, Preparation and characterization of thin ferromagnetic crO z films for ap­
plications in magnetoelectron ics, 314-319, (2000), with permission from Elsevier.)

(iv) newer GMR materials of superior properties and applications and (v) minia­
turiz ing the appl ications of the kinds of GMR or magnetic sensors. As already
ment ioned above, a natural surface barrier oxide layer of Cr203 (t = 2-3 nm) on
cr02 serves extremely well as the tunnel barrier/":102.176 The Cr02 grain bound­
aries or surface layers often impart an amorphous cr02 or CrOOH structure.102.126
The surface interface in a hybrid Cr02 composite interfaces hybridized properties
of interest in a composite electronic structure by modulating the s-dynamics.

For example, a Cr02/native oxide/Co junction hardly supports a MR value,
i.e., 1.5% at 150Kand 8% at5 K.193Pronounced MReffects occur in granular Cro­
of films or powder compacts. Several research groups studied magnetotransport
properties in thin Cr02 films grown on selected ceramic substrates with different
methods . In Fig. 31a, a typical CVD grown polycrystalline cr02 film on Al203
(0001) substrate, after Rabe et al.,97 displays an example ofMR primarily arising
by the mechanism of the intergranular tunnel ing. At 7 K, the MR value reaches
to be as large as -26%. As given in Fig. 31b, an exponential decrease of the MR
value is found with raising the temperature in this example. A maximum value of
resistivity (also MR) is found at an applied field Be = ± 80 mT, i.e., equal to the
He value.

As another example, Fig. 32 shows the temperature dependence of MR value
in a CVD grown granular Cr02 film on a Si (1(0) substrate. As much MR value as
"" -20% occurs at 2 K. As plotted in Fig. 32, the MR value decreases rapidly as
exp (- T/ Tmr ) to roughly 1.2% at 240 K with T:r

DS = 61 K and T~~s = 62 K.111

In this regard , it is argued that in granular cr02 films, the MR value is independent
of the relative orientation of the current and magnetization. The variation of the
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FIGURE 32. The temperature dependent variation ofMR valu e in a granular crOz film on
a Si (100) substrate. The inset shows the field dependence behaviour of the MR value at 2
K (Reprinted from J. Magn. & Magn. Mater.• 239. J. J. Liang. S. F. Lee. Y. D. Yao, C. C. Wu.
S. G. Shyu, and C. Yu, Magnetotransport study of granular chromium dioxide th in films
prepared by the chemical vap or deposition technique. 213-216 . (2002). with permission
from Elsevier.)

low-temperature MR value as function of the magnetic field is shown in the in­
set. The suppression of MR over high temperatures is believed to occur primarily
due to the increase of the s-independent hopping channel at the expense of the
s-dependent contribution to the conductance. Notice, in this specific example, a
thermal annealing did not affect the MR value much, except leading to improve
the room temperature a-value from roughly 50 to above 75 J.lQm.111 In usual
ferromagnetic metal conductors, a thermal annealing often adversely leads to re­
duce the final a-value owing to effective grain-growth and expense of defects and
imperfections if any present.

In Fig. 33, a cold-pressed powder compact from the Dupont cr02 powder
has a similar variation of the low-temperature MR value as a function of the
magnetic field as shown above in granular cr02 films. The powder had single
crystal needle-shaped particles of 400 nm length and 9: I aspect ratio. As large MR
value as '"V -28% has been observed at an applied field of '"V 1.0 kOe. In the inset
in Fig. 33 are shown the low-field MR and magnetic hysteresis loop which present
a very good correlation between the two kinds of the interdependent properties.
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FIGURE 33. The field dependence of MR in a cold-pressed bulk powder compact at 5
K. Inset shows the low field MR and hysteresis loop (Reprinted with permission from J.
Dai, J. Tang, H. Xu, 1. Spinu, W. Wang, K. Wang, A. Kumbhar, M. u, and U. Diebold ,
Characterization of the natural barriers of intergranular tunnel junctions: Cr20a surface
layers on Cr02 nanoparticles, Appl, Phys . Lett. 77(18),2840-28422000. Copyright [20001,
American Institute of Physics.)

Furthermore, Dai et at.100 studied the MR in field-aligned needle-shaped
Cr02 particles of Dupont, with the magnetic field applied along the easy axis
(lying along the needle) of magnetization [001]. Figure 34 shows the optimal value
of MR to be '" -41 % at 5 K and is characterized by two well-separated peaks
near the He = ±1000 Oe value. Unlike nonaligned powder, whose MR curves
are typically "butterfly" shaped, the aligned powder has sharp switching of the
resistance between the high and low states in a small field region in the vicinity of
the He field. Notice there is no change in the MR when the direction of the current
is changed from the [001] direction to perpendicular one and then back to the [001]
position. As suggested by Dai et al.,IOO this kind of magnetic tunneling junction
switching behavior can be attributed to the fact that there is a narrow distribution
of the switching field of the magnetic moments of the aligned particles.

As can be seen from the hysteresis loop of the aligned cr02 powders in
Fig. 27, when decreasing the field from the saturation to a zero value, nearly all
moments remain aligned in the original direction and result in the low-resistance
state near the zero field. The situation is different in the case of nonaligned Cr02
particles in which a significant part of the moments remains to be misaligned as
soon as the field is reduced to a near zero value, leading to a rather large increase
in the resistance under identical conditions of other parameters. A comparison of
the results with those in the inset in a merely cold pressed sample clearly implies
that the LFMR value and the sharpness of the switching effect in the nonaligned
sample are much lower than those in the aligned sample.
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FIGURE 34. The MR in magnetic field aligned CrOz particles at 5 K, with that of cold
pressed and nonaligned sample in the inset (Reprinted figure with permission from J. Dai
and J. Tang, Phys. Rev. B ,63,054434,2001. Copyright (2001) by the American Physical
Society.)

Figure 35 shows the temperature dependence of MR in a Cr02 nanopowder
(processed at 350°C from a polymer precursor) compact under an applied pressure
of 500 MPa at room temperature followed by annealing the pellet at 375°C in air.
At 77 K. the MR value is a maximum of - 3.0%. which is decreasing exponentially
with the increase of temperature and attains a reduced value of -0.2% at room
temperature. A derived cr02-PYA nanocomposite of films (t = 125urn) from such
nano powder involve a dramatically improved value of room temperature MR as
depicted in Fig. 36. A maximum value of MR of 6.8% is found in such films
of 3.0 wt% Cr02 at an applied magnetic field of 1.1 kOe. A relatively small value
of MR of -6.3% is found in the sample of 2.0 wt% cr02 while a still lower
value of -5.8% in that of 1.0 wt% cr02. This specific kind of hysteretic MR as
observed in this example is associated with the alignment of the magnetization of
single domain c r02 particles since the maximum resistance practically coincides
with the He of the sample.

In general. there are reports of MR value as high as "v -50% (Table 5) but at
very low temperatures ("v5 K). Only very few reports are available for MR at room
temperature. Manoharan et al. 177 observed a value of "v - 42% at 4.2 K whereas
Coey et a/.176 observed "v -29% value at 5 K in a cold pressed bulk Cr02 powder.
An improved value "v -50% appeared in a dilute magnetic composite of cr02
-75% Cr203 but still at low temperatures only. Recently, Chen et a/. I IS reported a
room temperature MR value 8.2% in a cold pressed sample of polystyrene coated
cr02 particles (of needle shape of "v 40 nm diameter from the Micro Magnetics



Advanced Ceramics and Nanocomposites of Half-metallic Ferromagnetic 47

3.5

3.0

2.5

;g 2.0
~

a:
~ 1.5

1.0

0.5

0.0
50 100 150 200 250 300

Temperature (K)

FIGURE 35. Temperature-dependent variation ofMR in a cold pressed CrOz nanopowder.

-8~-----------------------,

(a) 1.0 wt"/o Cr02

-7

-6

-5

.]

-2

-1

o

(b) 2.0 ",t"/o Cr02

(e) 3.0 wt% c-o,

4-4-6 .2 0

Magnetic field (k Oe)

FIGURE 36. The field dependence of MR in CrOz·PVA hybrid nanocomposite films at
room temperature; (a) 1.0, (b) 2.0, and (c) 3.0 wt% crOz contents.



48 S. Ram , S. Biswas, and H. J-Fecht

company) at similar magnetic fields of 1.1 kOe as used above in the case of the
cr02-PVA nanocomposite films.

TheoriginofMR isassociated withthes-dependent tunneling ofelectrons be­
tweenCr02 granulesthrough an insulating boundary orbarrierlayer.Asmentioned
earlier, a native surfacelayerCr203 on the Cr02 granulesacts as the tunneling bar­
rierbetween Cr02 granulesinCr02 powdercompactsor films. 102.109 In Cr02-PVA
or other similar composites, the interface between the two components modifies
the tunneling barrier in a hybrid structure. The s-dependent tunneling, which is
dominantat low temperatures, renders the increasing valueof MR over low tem­
peratures. Conversely, at high temperatures, the suppression of MR is mainlydue
to (i) the suppression of s-dependent contribution of the conductance and (ii) the
increaseof the s-independent conduction due to higher-order inelastic hoppingof
electronsthrough the localized states in the barrier.100.184 That is, besidesthe elas­
tic process of s-dependent intergranular tunneling, the imperfections in the grain
boundary barriers providea hoppingconductance channel. 109

The electron inelastic hopping enriches by raising the temperature as well
as the bias voltage. Impurities and barrier thickness assist the same.109.185.194 Ob­
viously, in order to maintain a large MR value at high temperatures one needs
to control over s-independent conduction. Minimizing the imperfections in the
grain boundaries, engineering the granular size, shape, orientation, surface state,
and adjustingthe ~-value can be used to engineera room temperature MR.109.176
The improved value in the Cr02-PVA composite is evidence of good interfacing
between cr02 and PYA molecules, with enhanced a-value. That dilutes inter­
links individedCr02particles. A diamagnetic interfacing, as in thisexamplewith
PYA polymermolecules, leads to minimizing the links and favors the s-polarized
tunneling between misaligned Cr02 granules.

Otherhigh-temperature controlparameters ofMR areas follows.Thespin-flip
scatteringarises in excitation of antiferromagnetic magnons in the native surface
layer.176 Weakly exchange coupledor misaligned Cr3+ at cr02surfaceextendsthe
spin-flip scatteringcentres. Watts et al.178 proposed a two-band magnetotransport
inCr02 films, describing a T-dependent spinflipscatteringcorresponding to theT­
dependence of carrier mobilities and MR.109 At high temperatures, relative parts
of the spin polarizations being suppressed from the surface and the core, which
control the MR,IOO are not known. With a double-exchange model, Itoh et al.195

demonstrated that, with increasing temperature, MR decreases more rapidly than
the spin polarization such that it can still be largeat high temperatures.

8, OPTICAL PROPERTIES

Optical absorption and emission spectra are studied in a variety of optical ce­
ramics containing doping of Cr4+ cations. Identified ceramic hosts for kinds of
optical applications include sapphire, yttrium-iron garnets, forsterite, silicates,
and silicate glasses.I%-200 There are not many reports on the optical properties
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FIGURE 37. Magneto-optical, polar Kerr rotat ion Ok, and the Kerr ellipticity ek of crOz
film, in the 0.8-5 eV range, measured in ±20 kOe magnetic-field at room temperature
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P. Fumagalli, W. Reim, R. J. Gambino, R. Ruf, and G. Giintherodt, Phys. Rev. B, 46, 13889­
13895,1992. Copyright (1992) by the American Physical Society.)

of cr02 ceramics or composites. Brandle et al.41 reported the magneto-optical
properties of polycrystalline cr02 films (t = 1.3 urn) grown on a sapphire (0001)
substrate. The films were obtained with CVD method by decomposing cr03 at
200°C in a closed reactor. Figure 37 shows the magneto-optical polar Kerr rotation
9k(1'ku) and the Kerr ellipticity Ek(1'ku) spectra measured at room temperature in the
0.8 ::: 1'ku ::: 5 eV range. The Kerr rotation shows a maximum value 19k1 = 0.154°
at 3.7 eV. It is significantly below 0.1° in the energy range between 1.5 and 3 eV
(826-413 nm), which is the interesting region for optical data storage and appli ­
cations of cr02 as an optical material. The energy levels in 3d~ 3d electronic
transitions in Cr4+ (3d2) system are well described with the Tanabe-Sugano dia­
gram and that is available in the textbooks.2ol-203 According to the diagram, the
Cr4+ cations in octahedral symmetry, as in the Cr02 crystals , have three spin­
allowed transitions. In the case of the absorption spectrum, they occur in terms of
the transition energy in the sequence as follows:

3Tt(F) ~ 3T2(F ),

~ 3T1(P), and

~ 3A2(F),

where 3T1(F) is the ground electronic state. Unfortunately, no such absorption
spectra are studied in a systematic manner in cr02 or similar c0+ -compounds,

Nevertheless, cr3+ -compounds are studied extensively with absorption as well
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FIGURE 38. Photoluminescence sp ectra in CrOz nanoparticles measured by irradiating
the specimen at [a] 250 nm and (b] 275 nm wavelengths from a xenon lamp.

as emission excitations.202-206 This is because of the fact that Cr3+ is the most
common oxidation state of chromium cations.

The photoluminescence observed in 3d~ 3d electronic transitions in Cr4+
(3d 2) in cr02 nanoparticles before and after a thin surface coating of Ag-metal are
given in Fig. 38 and 39. The spectra were measured by irradiating the specimens
at two selected wavelengths hexc = 250 and 275 nm from a standard xenon lamp
in order to confirm their origin of the electronic transitions. There is no significant
change in average position of the spectrum on measuring at varied hexc values in
the uv-visible range . One of the obvious differences noticed is that the integrated
intensity assumes selective values with the changing of ~exc value. This occurs
in minor variation in the conditions of the excitation process followed by the
radiative emission from the radiative electronic states, i.e., identified to be the
3T2(F) and 3T)(P) states . As a result, the photoluminescence spectrum consists
of two distinct bands in the 3T,(F) ~3 T2(F) and 3T1(F) ~3 T)(P) electronic
transitions, as given in Table 6, irrespective to the hexc values . There is a signature
of a very weak characteristic band due to the trace of Cr3+ (3d 3

) impurities (i.e.,
less than 1%) at '"'-'680 nm.
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TABLE 6. Average peak positions and relative peak intensities I in
photoluminescence bands in virgin and Ag-coated crOz nanoparticles

Band

Band I
Band II

crOz
Position (nm)

444
387

oo, I

100
69

Coated oo,
Position (nm)

488
356

Coated
c-o, I

22
35

Transitions

31i(F) <- 3Tz(F)
31i(F) <- 31i(p)

The I-values are given assuming a normal ized value 100 in the most intense band .

As can be seen from the spectra in Fig. 39, one of the obvious effects of
the surface Ag-coating of cr02 nanoparticles is that it diminishes the integrated
intensity of the photoluminescence spectrum, i.e., roughly by an order of mag­
nitude. Presumably, it cures the surface defects by interbridging a kind of ideal
surface interference in associating with the native cr02surfaces. In other words, the
Ag-metal , being a diamagnetic of nature, extends a ferromagnetic-diamagnetic
interfacing of a specific robust shell structure. This influences the Cr4+ (3d2) elec­
tronic excitation process and the intermediate cross relaxations by capping the
ferromagnetic Cr02 domains as observed. Several experiments are demanded in
order to identify the specific processes and to resolve the underlying mechanisms .
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FIGURE 39. Modification in photoluminescence in (a) CrOz nanoparticles by (b) surface
coating of Ag metal. The two spectra were measured by irradiating the specimens under
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9. APPLICATIONS

S. Ram, S. Biswas, and H. J-Fecht

The efforts of developing Cr02 ceramics and hybrid nanocomposites of con­
trolled microstructure stem from unusually half-metallic ferromagnetic behavior of
them as a new generation of spintronic materials. Identified applications include
magnetic, electrical, GMR, or optical devices and sensors . The availability of
nearly 100% spin polarization make such specific materials especially suitable for
spin-polarized electron injectors, spin valves, and other magneto -electronic and
magneto-optical applications.41.42.48.79.94-loo Cr02 nanoceramics and composites

are emerging as the basic materials of spintronics. It is suggested that in tunneling
junctions made of half-metals, like cr02 ceramics on both sides of an insulating
barrier and with ideal interfaces, the GMR effect can be as high as 50%, and current
across the structure would be either on or off. 102 Even with a resistance drop much
lower than that, cr02 ceramics would still provide a much greater signal-to-noise
ratio than conventional metals, making it possible to build devices to run at low
voltage and high speed .

To be more specific, the GMR properties in the kinds of Cr02 ceramics and
hybrid composites offer widespread applications in numerous disciplines such as

• Magnetic random access memory (MRAM) in computers,
• Spin-polarized scanning tunneling microscopy,
• Speed sensors,
• Angular and displacement measuring instruments,
• Read sensors for magnetic disk drives,
• Sensors for magnetic field mapping,
• Solid-state compasses,
• Detectors for landmines,
• Ferrofluids and sensors,
• Medical diagnostic and surgical tools, and
• Magneto-optical recording and data storage .

The polymer cr02 composites have extended shape formability. As a result,
they are especially important for designing and fabricating value-added products
of desired shapes and sizes of thin films, sheets , plates, rings, rods, thin wires, or
coils for possible applications of structural tools as well as the devices .

10. TOXICITIES AND HAZARDS

Unfortunately, Cr03, CrOC12, or similar c(i+ -compounds being used as a raw
material for synthesizing Cr02 ceramics are strongly toxic . As strong oxidizers
they may cause severe bums to every area of contact of a human body. They
may be fatal if swallowed or contacted with skin. Some are more harmful if
inhaled, inviting severe damage of lungs and other sensitive parts of the human
body or other creatures. Synthesizing Cr02 in form of powder often involves an
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aqueous precursorsolution ofCr03 oringeneral acfi+-compound. Intheproposed
polymer precursor method, thecfi+ cations ultimately arereduced to Cr4+ cations
as soon as admixing to a polymer, which reacts with cfi+ to form a metal ion­
polymer complex capping inpartof thepolymer molecules. Theresulting polymer
complex as suchis notas muchtoxicas thefreeCr03 (orotherCr6+-compounds),
which as such is highly hygroscopic and may spread in moist air (as a carrier
gas) in the open atmosphere if not controlled. The involved experiments are not
hazardous if carried out in a controlled mannerin a specific chamber.

Achemical Cr6+-vaporis usedinCVDandothersimilarmethods in theCr02
synthesis of films. It may be more hazardous if by chance it leaks out from the
apparatus andspreads in the openair. Necessary careand precautions are advised
while dealing withsuchexperiments andtherawmaterial, especially in industries.
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QUESTIONS

1. What are typical ferromagnetic ceramics? Enumerate their important ap­
plications in electronic industries .

2. What is a hybrid composite? How does it present modified electronic
structure and properties of the basic components? Support your arguments
with representative examples.

3. What are half-metallic ferromagnetic compounds of ceramics? How do
they assume a metal-like structure of magnetic spins in a semiconductor
in terms of the electronic band structure? Enumerate special advantages
of such specific features in spintronic devices .

4. Explain the basic features of spintronics and spintronic materials? Use
selective examples of different kinds of such materials in order to support
your comments. Enumerate important applications in electronic devices
and components.

5. What is spin polarization? List practically useful ceramics of a reasonably
large value of spin polarization. How it is useful in developing novel spin
tunneling or optoelectronic devices?

6. What is magnetoresistance MR? Classify typical series of different kinds of
ceramics or granular hybrid ceramic-composites of such solids. How does
microstructure control such specific transport properties in a heterogeneous
solid?

7. Name typical solids that assume a significant MR value at room tem­
perature. Enumerate specific applications of such materials in electronic
industries.

8. What is a low-field MR (often called LFMR) or a high-field MR (often
called HFMR)? Describe physical characteristics to distinguish them un­
ambiguously. Enumerate their individual applications.

9. How does spin tunneling result in a tunneling magnetoresistance (TMR)?
Give your comments with specific examples . How does this specific class
of MR materials differ from the GMR or CMR ones? Give technically
useful ceramics of a reasonably large value of TMR at room tempe­
rature.

10. Name selected half-metallic ferromagnets that involve good optical as
well as other useful semiconductor properties for practical applications in
optical and magnetic data storage systems or optoelectronic devices .

11. Give classifications of two series of Heusler and semi-Heusler alloys or
compounds with selected examples . Describe important electrical trans­
port and optoelectronic properties in the two classes of the solids or the
hybrid composites.

12. Argue the statement that the Heusler alloys represent a specific series of
dilute magnetic semiconductors or semimagnetic semiconductors. Enu-
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merate applications of such a specific class of solids in magnetic sensors
and biosensors.

13. Enumerate applications of half-metallic ceramics as novel structural ma­
terials.

14. How do porous ceramics of such a specific class of compounds extend
the applications as gas sensor, gas storage , hot filters and selective gas
separators?

15. List biological and tribological activities and applications of such a specific
class of magnetic compounds.
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Functional nanostructured surfaces comprised of spatially ordered features, like
clusters, wires or thin films, are important in various applications, including
nonlinear photonics, magnetic data storage and gas sensing. The primary chal­
lenge to realizing the potential of this area is to develop cost-effective fabri­
cation techniques and reliable characterization of such nanostructures. In this
chapter we discuss the potential towards controlling the spatial arrangement of
surface structures by modification to thin film nucleation and growth processes
during physical vapor deposition. We also review structures resulting from sur­
face instabilities generated by energetic ion beam irradiation-another active re­
search area that promises simple and reliable self-assembly of nanostructures.
Careful characterization of spatial order and thin film morphological properties
like size, shape and connectedness are very important towards understanding
the role of processing parameters, as well as in structure-property correlations.
In this regard, image analysis can be a simple but vital step. We review the
techniques of Fourier analysis and Minkowski functional analysis to understand
the length scales and morphologies of surface nanostructures. Finally, examples
of applications from the areas of nonlinear optics, magnetism and gas sensing
are provided which highlight the need for control of size and spatial order in
nanostructures.

1. INTRODUCTION

Three broad categories of functional nanostructures, i.e., nanostructures leading
to devices, can be considered: (I) those that work at the molecular level and
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are built by tailoring at the molecular level'v': (2) those that involve large-scale
structures (r-u.m) comprised of nanometer-scale components arranged in three
dimensions': and (3) those based on nanostructured surfaces involving nanome­
ter scale (1-1000 nm) lateral features and/or ultrathin films of nanometer scale
thickness.v"

In this chapter, we will concentrate on this third category of functional nanos­

tructured thin films wherein a surface is comprised of nanoscale features, for ex­
ample, nanodots or nanowires, whose spatial arrangement and other attributes, like
size and shape, can lead to various applications. There are numerous promising
applications in this area of nanostructured surfaces, including: nanostructured ox­
ide semiconductors for high-sensitivity gas sensors 7; regular arrays of discrete nm
scale magnets for potential memory storage devices/-" : surface plasmon waveg­
uides made from linear chains of metal nanoclusters'P!' : and spatially ordered
metal nanocatalyst seeds to make high-efficiency flat-panel displays from carbon­
nanotube arrays. 12 In these applications, the control of ordering, including spatial
arrangement of the nanofeatures, control of its size, shape, composition, and crys­
tallographic orientation is important. In most instances, the ability to control order­
ing over large length scales, i.e., to have long-range ordering is also necessary.!'
These requirements summarize one of the outstanding challenges in the area of
nanoscience and nanotechnology, which is the need for cheap and cost-effective
nanomanufacturing processes that can make ordered surfaces with the desired
attributes.

Thin films of virtually any solid material can be deposited on a variety of
surfaces. The atomic-level precision of film thickness control, wide range of mi­
crostructure and electronic properties, various characterization techniques to corre­
late structure and property, and the wide variety of deposition techniques available,
make the thin film area a powerful materials physics arena . In fact, thin film sci­
ence is at the heart of major industries, including the semiconductor, magnetic
and optical areas. Therefore, it is reasonable to expect that our fundamental un­
derstanding of thin film processes and the available infrastructure can be used to
innovate nanoscale processing for functional nanostructured surfaces. In the past,
the emphasis of fundamental thin film studies has been on lateral homogeneity, i.e.,
to prepare films with uniform properties such as thickness, crystal structure, chem­
ical composition, etc., over short (nanoscale) as well as large (device scale) length
scales within the plane of the wafer." Consequently, experimental and theoretical
studies focused on film nucleation and growth in macroscopically homogeneous
systems. For example, where the incident atom deposition rate (or the atom flux)
and surface temperatures were considered (and desired) to be uniform over the
area of interest. For these conditions a sound basic understanding was achieved
(Sec. 1.2).

Now, the need for nanoscale order has shifted the emphasis towards under­
standing how processing parameters need to be changed in order to make surfaces
that have ordered arrangements of nanostructures over large areas . Thefundamental
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difference here is that now the properties of thefilm or the surface must vary in
the nanometer scale, butmust havelong-range order, i.e., where different regions
ofthesurface haveidentical nanoscale properties. Some recent examples empha­
size this change in approach. One is the use of lasers to create spatially periodic
patterns ofnanofeatures by manipulation of the depositing film on the substrate15.16

or by manipulation of the atom flux prior to deposition on the substrate.17,18 An­
other example is self-assembly by creating special conditions for film growth on
the substrate.'?

Our goal in this chapter is introduce readers to topics that are currently ac­
tive research areas . We attempt this by providing some basic information along
with examples from exciting research areas with the hope that they will pursue
further reading using the numerous references provided here. We first review tech­
niques for nanostructure processing (Sec. 1.1) with an emphasis on self-assembly
approaches. In this broad area we restrict the discussion to self-assembly by ma­
nipulation of nucleation and growth conditions for thin film deposition from the
vapor phase (e.g., by evaporation, sputtering, and MBE) in Sec. 1.2 and by the
processing of the thin film or a surface by energetic ion beams in Sec. 1.3. We
follow this in Sec. 1.4 by a discussion of two important computer image analy­
sis techniques that are important for characterization of nanoscale features like
spatial order (Fourier analysis) and morphology (Minkowski analysis). The chap­
ter ends with examples of some important applications requiring ordered surface
nanostructures (Sec. 1.5).

1.1. Fabricating Nanostructured Surfaces

Two broad approaches, lithography and self-assembly, are currently utilized to
make nanostructured surfaces. While both are extremely powerful, some prob­
lematic issues persist making research to discover new manufacturing techniques
an ongoing activity. A brief review of lithography and self-assembly is presented
below.

1.1.1. Lithography

Lithography is the most successful approach to make surface structures with long­
range periodicity. Here , a surface is subdivided into smaller regions down to lO's
of nanometers using lithographically determined patterns.20

•
21 Patterns can be

defined by masks, interference patterns and beam scanning (e.g., electron beams).
The final patterned surface is obtained by etching and removal of the exposed (or
unexposed) areas. In some instances a deposition step is performed after the first
etching step . A typical lithography set-up will consist of the exposure optics, the
etching stat ion and the deposition system. In optical lithography, the achievable
feature sizes are a combination of the wavelength of light and the sensitivity of the
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etching process.Typical feature sizes withoptical lithography are on the order of
100nm.

The key detrimental issues with using lithography to make ordered surface
nanostructures lie in: (a) the highcost and complexityto achievesizes in the 1-100
nm range; (b) the need for etchants with higher sensitivity and material speci­
ficity; and (c) the relative complexity of the overall process. Presently, complex
andexpensivetechnologies likee-beamand X-raylithography arecapableof man­
ufacturing sub-l 00 nm scale features. However, the future of these approaches is
unclear because of the number of processing steps involved and the expensive
infrastructure required.

1.1,2. Self-assembly

Self-assembled structuresresultfromtheevolution ofa systembasedon kineticand
thermodynamic considerations. The primary example of self-assembly is crystal
growth. In crystal growth, the periodicarrangementof atoms results from energy
and entropyconsiderations. Propercontrol of experimental variables like temper­
atureand concentration leadto high-quality crystalsof largesize. While there is as
yet no analogousexampleof similar high-quality crystalscontainingperiodically
arranged nanoscale features like nanoclusters or nanowires, the essential concept
is that either internal or external forces will control the energetics and kinetics
to form nanostructure arrays. One example of self-assembly that can potentially
lead to nanometer-sized clusters is thin film growth. In film growth from the va­
por phase, atom adsorption on the surface and subsequent adatom diffusion and
binding lead to nucleation and growth of clusters. The rate of formation of the
cluster and its stable size is determined by energyand kineticconsiderations. By a
proper choice of experimental parameters, the smallest stable cluster ranges from
a few atoms in size (even as small as a single adatom at low temperatures) and
upwards. However, one importantaspect of film nucleation and growth is the in­
herent spatial randomness in the variousprocesses involved, includinglocation of
atom adsorption and the subsequent randomness in diffusion and binding. Even­
tually this leads to features with a random spatial distribution as well as a wide
distribution infeature size. crystallographic orientation. and so on.

However, self-assembly in the presenceof internalor externaldrivingforces
that inherently biasthesystemto follow certainthermodynamic orkineticpathways
isa potentialmeansto makeorderednanostructures.P 'P Oneexamplefor thin film
growth is the case of Ge quantum dots grown on Si substrates, where the cluster
size and distribution are a result of epitaxial strain.i" The achievable cluster sizes
are in the nanometerscale. Another example is the modification of an atomically
smooth surface into one containing nanostructures following ion irradiation.P
Self-assembly based approaches are exciting because no true limitation to the
smallest size of clusters is seen. More importantly, there are a variety of natural
processes that tend to form ordered arrays of nanostructures which suggests the
potential to harvestnaturalprocesses in nanomanufacturing.I" Anotheradvantage
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is that self-assembly approaches explored thus far have generally been simple to
implement and are cost-effective. However, one present drawback is the spatial
extent of ordering. Most of these processes are capable of generating order over
small spatial length scales, but are presently unable to generate long-range order,
like that provided by lithography. However, the benefits provided by the low-cost
and easeofsuchtechniques makesit oneofthemost important andexciting areas
ofcurrent research.

In the following sections we discuss some important concepts in film nucle­
ation and growth that can be then applied to create nanostructures with order, as
well as another growing area, that of energetic beam irradiation of surfaces , that
can also result in ordered surface nanostructures.

1.2. Self-assembly of Nanostructures by Film Nucleation
and Growth

In order to manipulate experimental parameters to influence film nucleation and
growth thereby leading to ordered nanostructures, it is first necessary to understand
the basic concepts of nucleation and growth phenomenon. A number of excellent
reviews and books have been written on the subject of nucleation and growth in thin
films.14,27.28 Here we present the capillary model of film growth from the vapor
phase to highlight the inherent disorder present in film growth. This understanding
will allow us to propose changes that lead to more order in nucleation and growth.

1.2.1. Disorder During Vapor Phase Film Nucleation and Growth

The capillary model for vapor-based film growth-? can be used to identify the
origin of disorder in the spatial arrangement and size of nanoclusters during film
growth. The discussion below emphasizes the role of the two critical experimental
parameters-the atom deposition rate Rtx, y) (usually expressed in units of # of
atoms/cnr-sy; and the substrate temperature Ts(x , y)-in determining film nucle­
ation and growth characteristics. Here x and y designate coordinates in the plane of
the substrate. We restrict the discussion to physical adsorption on a defect-free and
isotropic surface where the adsorbed atom (adatom) diffuses by a random-walk.f
The important physical processes taking place following impingement of atoms
from a vapor phase are shown in Fig. I and can be described as follows:

• An incident atom adsorbs at random positions and at random times on
the surface. This surface adatom has a thermally activated lifetime for re­
evaporation (or desorption) 'fa which is related to its surface binding energy
Eb and the substrate temperature Ts as:

(1)

where, 'fg is a pre-exponential factor dependent on the material system
and k is the Boltzmann constant. Consequently, the larger is the binding
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Diffusion Nucleation
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FIGURE1. Schematic illustration of the important physical processes during vapor phase
deposition of a thin film.

energyand/orsmallerthesubstratetemperature, the longeris thedesorption
time.

• These adatomsdiffuse randomly over a time scale Td beforeattachmentto
other adatoms to form clusters. Td is thermallyactivated and related to the
adatom migration or diffusion energy Ed as wellas the areal concentration
of adatoms (or clusters) which is determined by R. One immediate con­
straint on achieving film deposition is that the adatom must have a finite
lifetime on the surface, i.e., the binding energy must be larger than the
diffusion energy or E» :::: Ed.

These physical processes result in two importantregimesof film formation :

I. Nucleation. Nucleation is the formation of a cluster that is more likely
to grow than shrink. In the capillary model, this occurs for critical clus­
ter sizes determinedby deposition rate, R(x, y ), and the substrate surface
temperature, Tsix . y) . Under conditionsof low adatom concentration (or
supersaturation), the critical size is achieved primarilyby adatom surface
diffusion and binding, rather than by direct impingement from the va­
por. The critical cluster size can range from a single stable atom (e.g.,
at extremely low temperatures) to those containing hundreds of atoms.
Therefore, nanometer-sized stable clusters are readily accessible in film
deposition. Continued deposition results in a saturated density of stable
clusters, N'?": (R, 7,\.), which is a strong function of Rand Ts. Now the
adatom depositionoccurs at random locationson the surface (x, y) and at
random times. The adatoms then undergo diffusion via random-walk and
meet other atoms (or clusters) and bind to form clusters at random po­
sitions and times on the surface.29•30 Consequently, the nucleation under
these conditions is spatially homogeneous and occurs over a finite time
scale. Therefore, the nuclei are randomly distributed on the surface and
at any instant have a broad distribution in size.

2. Growth. Once a stable cluster is nucleated,continued deposition leads to
the growthof the nuclei. However, since the stable nuclei form at different
times,thegrowthofeachclusteroccursoverdifferenttimescales,resulting
in a broaddistribution of size. In general the nuclei formedearlyon during
film depositiongrow to largeraveragesizes than the nuclei which formed
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later in time. The growth eventually stops when each cluster impinges with
other clusters. The growth stage is important as it can be used to control
the average size of clusters. However, in the absence of coalescence (or
other driving forces, for example, strain relaxatiotrt], the grains will be
disordered in spatial location as well as havinga large size spread.31•33

A more quantitative description of the role of R and Ts on film deposition
can be made by further evaluating the consequence of the two characteristic time
scales. It can be shown that these time scales actually result in a characteristic
length scale or critical capture radius (re) surrounding each adatom. To understand
the origin ofthis re. visualize any adatom or cluster on the surface. With continuing
deposition. new adatoms attach to the surface some distance away from this cluster
(or adatom). If the distance of this adatom is smaller than re then the adatom is
more likely to diffuse and attach to the cluster (or adatom). On the other hand. if
the adatom is more than re away from any other cluster or other adatom, it is more
likely to re-evaporate. This critical region is known as the Burton-Cabrera-Frank
(BCF) zone30,34,35 and is expressed by:

Eb-Ed
r ex e lIcT, (2)

(3)

where k is the Boltzmann constant. This critical radius can be experimentally
determined by evaluating the maximum number of nuclei N max (R, Ts) that form
on the surface as:

1
r - --====e - J(Nmax)

On the basis of this understanding. we can distinguish between two important
conditions for film nucleation:

1. Nucleation underuniform substrate temperature Ts(x, y).

For a fixed temperature. the most important experimental variable is the
deposition rate R as it determines the average spacing between adatoms.
For instance. if R is small such that Td > Ta • then the adatom is more likely
to re-evaporate than attach. However. if R is large such that the average
separation between adatoms (and/or clusters) is decreased. hence mak­
ing Td < Ta • then attachment leading to cluster nucleation and/or growth
becomes more likely.

2. Nucleation underconstant R.

The T, strongly influences the critical radius r- When the T, is decreased
for a given R. the capture zone increases in size and hence adatom attach­
ment leading to increased cluster nucleation (or growth) becomes more
probable. However. if the T, is increased re decreases in size and so for the
same R. re-evaporation becomes important and nucleation is decreased.

The above conditions form the basis for thin film science. However. the exact
quantitative relation between Rand T; to nucleation characteristics like cluster
density. size and size distribution is of considerable interest and debate. Typically.
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the relationship of nucleation to Rand TI' is best described in terms of scaling
laws.36.37 Nevertheless, qualitatively at least, the aboveconditions remain true.

1.2.2. Introducing Order During Film Nucleation and Growth

From the discussionabove, in order to achievespatial order and control over size
spread, one can manipulate the important experimental parameters controlling
nucleation and growth, i.e., the depositionrate R (x , y) and substrate temperature
T, (x, y). Wediscuss below variousapproaches that can result in the formation of
ordered surface nanostructures.

1.2.2.1. Spatially Varying Deposition Rate R (x,y). In the earlier dis­
cussion, the deposition rate R was assumed to be spatially uniform over the sub­
strate surface.This resulted ina homogeneous butspatiallyrandomnucleation and
growth.However, if it werepossibleto useatomfluxes that wereperiodic,then it is
conceivable that the resultingnucleation and growthwouldreflect this periodicity.
Such experiments haveindeedbeendone by usingopticalforcesto steeratomsand
create a spatiallyperiodicatom flux . It was first shownby Timp and co-workers'?
that whena well-collimated beamof Naatoms waspassedthrougha optical stand­
ing wave created by interference of two laser beams, the resulting Na atom flux
had the spatial periodicity of the standing wave. Subsequently, McClelland and
co-workersshowed that chromium lines of 85 nm width and approximately 200
nm separation can be fabricated using the optical forces in the standing wave.IS

Figure 2(A) givesa schematic representation of the experimentwhile Fig. 2(B) is
an atomic force microscope (AFM)representation of the resultingCr film surface
morphology.

1.2.2.2. Spatially Varying Substrate Temperature T; (x,y). Analogous
to the above situation of spatially varying the atomic flux, another theoretically
possiblewaytoobtainperiodicnanostructures isby spatialmodulation of T,·(x, y).
Considerdepositinga film ontoa surfacewitha periodically varyingT, distribution
in one-dimension, i.e., TI' (x, y) = T, (x + L, y), whereL is the periodicity of the
temperature in the x-direction. The averagediffusion distanceI in some time scale
T is usuallygiven by:

(4)

where Do is the pre-exponential factorof the diffusivity. Therefore, adatomsin the
hot regions, i.e., larger TI" will have largeraveragediffusion lengths then those in
the cold, i.e., smaller T., . Consequently, these adatomsare more likelyto moveout
of the hot and intothecold zones.In addition,the thermalgradientfromhot tocold
will introducean anisotropic diffusion flux to move atoms from hot to cold. The
result should be preferential material accumulation dictated by the temperature
distribution.

In order to verifythis possibility, we haveperformedcomputational studies3s

as well as experimentsI5.16.39 of film deposition under periodic but time-varying
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FIGURE 2. (A)Schematic representation of the steering experiment where the laser inter­
ference standing wave deflects the atomic beam. (Reprinted figure with permission from
G. Timp, R. Behringer, D. Tennant, J. Cunningham, M. Prentiss, and K. Berggren, Physical
Review Letters, 69, 1636-39, 1992. Copyright (1992) by the American Physical Society.)
(B) Experimental observation of ordered lines of Cr atoms achieved by atom steering .
(J. McClelland, R. Scholten, E. Palm, and R. Celotta , Laser focused atomic deposition,
Science , 262, 877-880 (1993).

surface temperature gradients . The periodic temperature gradients were created by
using pulsed laser interference heating of the substrate. The laser pulse width was
9 ns in the computations and experiments performed. Below we summarize some
key results of simulation and experiments.

1. Kinetic Monte-Carlo (KMC) simulations ofAlfilm patterningunderperi­
odicsurface temperature variations. A KMC code called ADEPT, devel­
oped at Bell laboratories,40.41 was used to simulate sputter deposition of
Al metal onto single crystal Si surfaces . Its output provides information
on the film morphology formed under various conditions, such as sub­
strate temperature and deposition rate. At low to moderate temperatures,
the model treats dimers (a pair of adatoms) as a stable cluster. All quan­
tities for nucleat ion and diffusion were derived from molecular dynamics
calculations of atomic level energetics and kinetics. User-controlled pa­
rameters in this code include : number of atoms deposited, substrate tem­
perature, deposition rate, etc. To observe the morphology changes under
spatially varying surface temperatures, the code was suitably modified so
as to allow a sinusoidal temperature variation on the surface along with
the deposition process . The local temperature changes were incorporated
into adatom behavior via changes in the hopping rates based on an Arrhe­
nius relation . The time scale of the temperature pulse could be arbitrarily
varied to represent a real time scale. The short length scale (20 nm) and
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FIGURE 3, Kinetic Monte-Carlo simulations of Al on Si. (A) Disordered assembly on
surface with uniform T. (B) 1-D ordered assembly on surface with pulsed 1-D periodic
T profile. The T-pulse had width of 10 ns. The Al accumulates preferentially within the
cold regions. (C. Zhang, A novel in-situ technique to fabricate thin films with controlled
lateral-thickness modulations. PhD thesis, Department of Physics, Washington University,
S1. Louis, MO 63130, June 2004. Advisor: Ramki Kalyanaraman.)

large deposition rate (1.5 nm/s) are extreme values, chosen partly due
to substrate size limitations in the code and to alIow practical computa­
tion times on a PC. AI was sputter deposited onto a Si(lOO) surface at:
(i) a uniform temperature of 150 K; or (ii) a 1-D periodic sinusoidal
surface temperature (T) with peakT at 800 K and valIey at 150K. 500 Al
atoms weredepositedat a rateof 1.5nm/s, The sinusoidal temperature was
maintained in 10 ns long pulses, while a uniformT of 150 K was main­
tained between the pulses. The pulses were repeated at 50 Hz to mimic
the laser used in the experiments.P Figure 3(A) shows the random ar­
rangementof Al clusters on the uniform-Tsurface, while Fig. 3(B) shows
semi-continuous lines periodicalIy arranged along the cold temperature
zones.3R This result, i.e., that the AI metal preferentialIy accumulates in
the regions of lower temperature, is consistent with the simple argument
presentedearlier on the role of surface temperature on nucleation.

2. Experimental results onfilm growth under pulsed-laser heating. We have
performedexperiments to study the change in film morphology underap­
plicationof pulsed laser-interference heating of the surface simultaneous
with film growth. The experimenttypicalIy consisted of evaporation of a
metal like Co at deposition rates between 0.1 to 1 nm/min onto Si sub­
strates.
During the deposition, the substrate was exposed to two-beam interfer­
ence heating using a 266-nm UV laser with a pulse width of 9 ns and a
repetitionfrequency of 50 Hz.15.16 The interference fringespacing, which
is determined by the angle between the interfering beams, was 400 nm.
Figure4 comparesthe morphology ofthe film depositedwith(A)and with­
out (B) the interference pattern. Clearly, the film grown on the substrate
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FIGURE 4. Morphology of a thin Co film deposited with and without two-beam laser
interference irradiation. (A)AFM topographic image showing the one-dimensional order­
ing of 400 urn spaced arrays of Co nanodots deposited under two-beam interference; (B)
Transmission electron micrograph of the Co film deposited on a substrate without laser ir­
radiation. The disorder in the nanoparticle arrangement is apparent. (W. Zhang, C. Zhang,
and R. Kalyanaraman, Dynamically ordered thin film nanoclusters, J. Vac. Sci. Tech. B,
23, L5-L9 (2005).

with the interference irradiation is regularly patterned. Careful analysis
of the spacing between the rows of particles showed it to be consistent
with the interference fringe spacing of 400 nm. While these preliminary
results suggest that pattern formation is possible, further work is required
to understand the actual changes to film nucleation and growth under such
experimental conditions.

1.2.3. Selective Nucleation

In the discussion of Sec. 1.2.1, we had assumed that nucleation and growth oc­
curred on a defect-free and isotropic surface. The importance of this assumption
is that it leads to homogeneous nucleation on the entire surface with each surface
site being equally likely to act as a nucleation site. Under most conditions of
film growth, especially on single crystal surfaces, this assumption is rarely valid.
Various defects, such as, dislocations, kinks, impurities and vacancies act as a
favorable nucleation site that enhances nucleation.P Often, other driving forces,
such as strain energy minimization during epitaxial growth, can also modify the
nucleation and growth process .I" From the perspective of fabrication of spatially
ordered nanostructures, film deposition on a surface comprising spatially ordered
defects that serve as nucleation sites can lead to ordering . Below we give one
example of such an approach.

1.2.3.1. Preferential Nucleation at Ordered Defects. When a crystal
is cleaved along a certain crystallographic plane under ultrahigh vacuum con­
ditions, the exposed surface undergoes a rearrangement of atomic positions to
achieve the most stable structure. This phenomenon is known as reconstruction and
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FIGURE 5. The herringbone arrangement of Ni nanoclusters on Au due to preferential
nucleation and growth on dislocations on the Aunn) surface. (Reprinted figure with
permission from D. Chambliss , R. Wilson, and S. Chiang, Phys. Rev. Lett., 66, 1721-24,
1991. Copyright (1991) by the American Physical Society.)

is the relaxation ofthe top layersof thecrystal.f Untilthe invention ofthe scanning
probemicroscope, evidenceforsurfacereconstructions werefewandcontroversial.
Now there are numerous examples, including the well-studied reconstruction of
the Si(l x I) surface.43,44 Another such reconstruction is that of the Au(lll) face
which results in periodic zig-zag arrangement of surface-lattice dislocations.F
These dislocations can act as preferential nucleation sites, as observedby various
groups.45.46

Figure 5 shows the self-assembly of orderedNi nanoclusters on this periodic
dislocation array on Au. The rows of Ni nanoclusters are spaced by 14 nm with a
7 nm spacing withinthe rows. Similar resultsof preferential nucleation havebeen
reportedforFe47andC0411 depositiononAu(lll). This preferential nucleation was
explained in terms of an increasedbinding energy of adatoms at these preferred
sites. It was explained that the individual atoms diffusingon the surfacecan bind
at these dislocations sites withlowstickingprobability andact as nucleifor further
aggregation. However, for some other metal systemssuch as A149,Cu50,Ag51and
Au52,preferential nucleation wasnotobserved,indicating that the modelof simple
trapping of diffusingadatoms may not be adequate. In this respect, Meyeret al.53

tried to explain the mechanism behind these type of film growth processes using
Ni/Au(lll) system as two-step process. In the first step, Ni exchanges the place
with Au atoms at the elbow of the herringbone reconstruction, while the second
step involves the nucleation of Ni islands on top of these substitutionalNi atoms.

In conclusion, controlling nucleation and growth by actively modifying
growth parameters such as deposition rate and substrate temperature, or via
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modification of the surface, is an important area of researchtowards fabrication of
nanostructured surfaces.

1.3. Self-assembly by Ion Irradiation

Anotherapproachthat appearsto be promising towards creationof orderednanos­
tructures is irradiation of surfaces and thin films with energetic ion or photon
beams.The irradiation results in a variety of nanoscale patterns. Sincemostof the
experimental andtheoretical workinthisareahasbeentounderstand nanostructure
formation by ion irradiation, we discuss this area in some detail.

Ion irradiation is thebombardment of solidsurfaces by meansof energetic (I­
I()() keV) ionizedparticles, whichenhancesurfacediffusion andaffectthe surface
morphology. It can be used to modify surfaces as well as to analyze surfaces
and thin films. Someof the common applications are sputterdepthprofiling.l" ion
beametching,55 ionbeamassisteddeposition (IBAD),56 surfacetexturing'?and ion
beammachining" In addition, ion irradiation followed by annealing is frequently
used to preparechemically cleaned'? and structurally orderedcrystal surfacesfor
the use in surface sciences. Apart from these applications, it has attracted much
attention recently due to its ability to pattern surfaces on the nanometer scale.
Nanometerscale uniform periodic structures can be formed without application
of an external maskor template.

A large variety of self-assembled nanostructures under ion irradiation have
beenreportedfor metals, semiconductors and amorphous materials. The synthesis
of two-dimensional nanostructured arrays of metallic and semiconductor islands
withat leastshort-range orderusingionirradiation techniques isoneof theexciting
features with respect to nanostructured surfaces.60.65 The surface morphology of
these orderedpatternshavebeen investigated in various material systems,includ­
ing metals like Co,66 Cu,67.68 Ag,69 Au,61 and Pt,63 and in semiconductors such
as Si,62,7o Ge,71 and Inp.64 However, despite the extensive research,a comprehen­
sive theory that predicts the final morphology under given irradiation conditions
is lacking. This is primarily because of the strong influence of various experi­
mental parameters, such as ion beam incidence angle, substrate temperature, ion
beam energy, and surfacedefects. In addition, it also requires an understanding of
surface processes like diffusionand kinetics of the ion/surface interaction, which
essentially defines the morphology in ion-irradiation based nanostructures. There­
fore, the mechanism involved in self-assembly of orderednanostructures via ion­
irradiation is an area of ongoing intenseresearchtoday. Despite the complexities
involved indeveloping a comprehensive theory, thereare important theoretical un­
derstandings that formthe basisof ion beamirradiation induced patternformation
and are discussed below.

1.3.1. Mechanism ofIon Beam Patterning

Bombarding a solidsurfacewithan ionbeamleadsto thespontaneous formation of
periodic structures(rippleor wave-like). A typical ion beam irradiation geometry
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FIGURE 6. (A) Schematic ofthe ion beam patterning geometry showing the incidention
direction and important angles and surface directions. (G. Costantini, S.Rusponi, F. B. d.
Mongeot, C. Boragno, and U. Valbusa, Periodic structures inducedby normal-incidence
sputtering on Ag(110) and Ag(OOl): flux and temperature dependence, J. Phys: Condens.
Matter, 13, 5875-5891 (2001). (B) the relation between ripple orientation and ion beam
direction (R. M. Bradley and J. M. E. Harper, Theory of ripple topography induced by
ion bombardment, J. Vac. Sci. Techno!. A, 6(4), 2390-2395 (1988). (C) Rippling patterns
observed on a Ag(110) surface following irradiation by ions. (G. Costantini, S. Rusponi,
F. B. d. Mongeot, C. Boragno, and U. Valbusa, Periodic structures induced by normal­
incidence sputtering onAg(110) and Ag(OOl): flux and temperature dependence, J. Phys:
Condens. Matter, 13,5875-5891 (2001).

is shown in Fig. 6(A) with the typical orientation of ripples in relation to the ion
beam direction shown in Fig. 6(B). The self-assembled ripple patterns arise as
a result of balance between multiple surface processes, such as roughening and
smoothening. A typical example of a pattern formed by ion beams and exhibiting
short range order (SRO) is shown in Fig. 6(C). This shows the ripple structure for
Ag(11 0)69 by irradiation of ions using the geometry shown in Fig. 6. The primary
model to explain this pattern formation is the Bradley-Harper rnodel.F

1.3.1.1. Bradley-Harper Model for Rippling. Surface ripple under ion ir­
radiation is linked to a surface instability that is caused by the competition between
surface roughening and surface smoothening processes.P This instability model
was first proposed by Bradley and Harper (BH)72 and is the most successful model
for ion beam rippling. This model was based on the theory proposed by Sigmund,"
in which the removal of atoms on a surface by sputtering due to ion irradiation
was extremely sensitive to the local surface curvature. Importantly, the BH model
explained why ion-bombardment produces periodic height modulations (ripple
pattern) on solid surfaces. The primary consequence of ion irradiation of surfaces
at appropriate energies is removal of atoms from the surface by sputtering and the
creation of near-surface defects like vacancies which leads to surface diffusion and
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FIGURE 7. Origin of the difference in sputter rates between troughs and crests during
ion beam irradiation leading to rippling in the Bradley-Harper mode!. The contours show
regions of constant implanted ion energy. (R. M. Bradley and J. M. E. Harper, Theory of
ripple topography induced by ion bombardment, J. Vac. Sci. Techno!. A, 6(4), 2390-2395
(1988).)

interlayer diffusion. These consequences can be described broadly as erosion and
surface diffusion:

1. Erosion: A well-collimated beam of heavy ions with sufficient kinetic
energy bombarding a flat substrate with precise angles with respect to the
normal of the uneroded surface leads to sputtering and thereby to surface
erosion within some finite distance from the surface. The ion penetrates
inside the solid and induces a cascade of collisions among the atoms of the
substrate. As a result of this, atoms located at the surface may be affected
by this collision and acquire enough energy to leave the surface.?" However
Sigmund showed'" that the tendency for atoms to be removed depended
upon the local curvature of the surface, as shown in Fig. 7. It was shown that
atoms that are located at the valley (or troughs) can gain more energy and
be preferentially removed as compared to those near the peaks (or crests) .72

This was because the energy deposited by the ions at the troughs was larger
as compared to the crests, as can be understood from Fig. 7. As Bradley
and Harper subsequently pointed out, this preferential sputtering leads to
a surface instability, because once this local roughness was initiated, the
peak-to-valley amplitude would continue to grow. This in essence was the
BH model for ion-induced surface rippling. An alternate way of visualizing
this effect was by assigning the ion irradiated surface a negative surface
tension which tended to maximize the surface area through roughness.

2. Surface diffusion: The instability or the negative surface tension caused
by ion-irradiation can be stabilized by surface diffusion , which is always
present at nonzero temperatures. At sufficient temperatures, atoms and de­
fects on or near the surface tend to diffuse and look for the most stable
surface positions.P This effect is especially important in crystalline sur­
faces where there is large anisotropy in the direction of diffusion. Hence
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the final structure depends upon the rippling direction induced by the ion
beam and the surface diffus ion directions.

These two effects can be greatly influenced by two primary experimental
parameters, ion beam incidence angle and the substrate temperature, as discussed
below.

• Incidence angle (6) : The orientation of the ripples is defined by the in­
cidence angle of ion flux relative to the surface normal as shown in Fig.
6(A) and (B). For an incidence angle close to normal incidence (6 "" 0°),
the ripple wavevectors are parallel to the projection of the ion beam direc­
tion on the surface.F However, when the angle between the local normal
to the surface and the incidence beam approaches 90°, i.e., close to graz­
ing incidence, the ripple wavevector is perpendicular to the projection of
the ion beam direction on the surface . At normal incidence several dif­
ferent orientations are possible. Finally at grazing angles, when there is
an increase in the reflection of the ions by the surface, the rate of erosion
diminishes. In addition, rotating the ion beam around the surface normal
(i.e., the azimuthal angle, 8) also rotates the pattern direction.

• Substrate temperature (T,) : Since diffusion of atoms and defects is a
thermally activated process, the surface temperature plays a significant
role on the patterning of the surface.60.75 In general. at low tempera­
tures (typically :::: 200 K), the interlayer mass transport, i.e., between
surface layers and the bulk, is inhibited or less effective and the surface
morphology does not show significant ordering. In the temperature range of
200K < T, < 300K, the interlayer diffusion becomes important and lead
to interaction of point defects (vacancies and interstitials) with the surface
atoms. This results in appearance ofhill and valley structures on the surface .
In this temperature range, surface mass transport is usually along a surface
direction determined by the crystallographic properties ofthe surface . This
is because specific crystallographic directions have low activation barrier
energies for diffusion and so atom motion along these directions predomi­
nate. Finally, at temperature TI' > 320 K the interlayer mass transport along
the perpendicular direction is also activated and the surface leads to ripple
morphology. However, very high temperatures (T, » 320 K) can degrade
the surfaces and therefore understanding of the temperature window for
ordered nanopatterning is extremely important.

1.3.1.2. Present Status ofRippling Models. The BH model has been very
successful in predicting the ripple orientation and its dependence on the angle of
incidence of the ion beam. Ripples produced by off-normal ion sputtering have
been observed on Si02, diamond, Si, GaAs and Ge. However, this model did not
agree well with the experimental observations on metallic surfaces60.61.63.69 and
some compound semiconductor surfaces.62.64.76 As mentioned, this was primarily
because of the important role of surface diffusion on the final ripple morphology,
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which was not accounted for in the BH model. Recently, Cuerno and Barabasi
modified the BH model and developed a continuum equation which describes the
time evolution of the surface height during sputter erosion. Referring to Fig. 6, the
continuum equation can be written as

(5)

In Eq. 5, ~~ represent the rate of evolution of the surface height h (x, y , t )
with time, U o is the erosion rate of the surface and the term containing 'Y accounts
for the uniform motion of the surface features along the x-direction. The terms
containing U x and u y represent ion-induced surface tension terms that determine
the rate of erosion of the valley and crests in terms of their curvature, i.e., the second
derivat ive term of the local height. The terms containing Ax and Avcharacterize the
slope dependence of the erosion rate, while kV'2(V'2h) is the surf~ce self-diffusion
term, where k is a temperature dependent positive constant. Finally, T] is a white
noise term, which accounts for the stochastic arrival of the ions.

In conclusion, self-assembled patterns can be formed using ion-irradiation
without applying any mask or template. But it requires understanding the funda­
mental processes of ripple formation based on the interaction of surface processe s
like diffusion with ion/surface interact ion.

1.4. Characterization

While fabrication of functional nanostructured surfaces is an outstanding chal­
lenge, the ability to characterize nanostructure morphology, spatial order, feature
size, shape, etc., and correlate these characteristics to physical properties is an
equally important activity. The primary goal of research into characterization tech­
niques is to achieve a nanometer scale understanding of the chemical and phys­
ical attributes of the nanostructures so that size-dependent effects on electronic
properties may be understood. In order to do this, various experimental tech­
niques that offer high-spatial and elemental resolution are often used, including
microscopy (electron microscopy, optical microscopy), spectrometry (X-ray spec­
trometry, mass spectrometry), scattering (X-ray diffraction, Rutherford backseat­
tering, etc.) and scanning probe analysis (scanning tunneling microscopy, atomic
force microscopy, etc). The fundamental science and technology behind these and
numerous other techniques have been detailed in various books and review articles.
In this section, rather than emphasizing these techniques, we will review charac­
terization from the perspective of the physical attributes of nanostructures that can
be obtained from a quantitative analysis of information obtained from techniques
like atomic force microscopy and scanning electron microscopy . These techniques
readily provide information on morphology, characteristic length scales, nature
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of spatial order and the average size and shape of surface and thin film nanos­
tructures and often serve as the most basic characterization tools in the area of
nanostructured surfaces.

The analysis of the images taken from different microscopy technique is a
big challenge in the field of nanomaterials. There are number of techniques that
researchers use to extract the maximum information out of the images. Here we
will emphasize two techniques: Fourier analysis to obtain information on charac ­
teristic length scales and the nature of ordering; and Minkowski analysis to obtain
information on morphology.

1.4.1. Spatial Order in Nanostructures

How can one obta in characteristic length scales and quantify order in nanostruc­
tures? As emphasized in earlier parts of this chapter, the spatial order ing in nanos­
tructures is important in various applications . Therefore, we must have reliable
techniques to quantify the nature and degree of order in nanostructures. The spa­
tial nature of arrangement of nanostructures can be classified into three broad
categories:

I. Long-range order(LRO).In this form, the nanostructures are spatially peri­
odic over the entire length scale of the active area of the nanostructure in one
or two dimensions. In other words, the physical properties in this structure,
designated say by Tk(x, y) , can be expressed mathematically in 2-D by the
relation:

Here, Ax and Avare the periodic or characteristic length scales in the xand
ji directions, respectively; L, and L ; define the maximum dimensions of
the area of interest, for example, the areal size of the device; and n\ and
n: are integers characterizing the magnitude of the separation between
the two points . Equation 1.6 describes a 2-D lattice with positions that
are identical to each other. In other words, a nanostructure whose spatial
arrangement follows Equation 6 is said to have 2-D translation symmetry
and the properties of the nanostructure are identical at any of these related
locat ions. Similarly, a nanostructure can have translation symmetry in 1-D
only, and then any two identical positions in this nanostructure are related
to each other as

(7)

2. Short-range order (SRO). Unlike LRO where periodicity exists over the
entire active or useful area of the nanostructure, in short-range order, there
is no spatial periodicity. Instead, there is a characteristic length scales that
appears because of the high probability of a specific spatial arrangement
of features on the surface. For instance, a collection of nanoparticles on a
surface can be arranged in a manner analogous to atoms in an amorphous



Functional Nanostructured Thin Films 83

(9)

crystal,"? Here, the nearest-neighbor (NN) spacingbetweenthe features is
well defined, but there is no long-range regularity in the spatial position.
In such a situation, the mathematical description of the structure is not
straightforward, as for the LRO given by Eq. 1.6. However, a graphical
representation of the spatial variation of the properties readily shows that
certainlengthscalespredominate in thesystem. Figure lOisan exampleof
averagespacing,oftenreferredto as G (k), the radialdistribution function
(RDF), between nanoparticles in a laser treated film. The well-defined
peak in G (k) is evidencethat certainspacingsare morepredominant than
others. These spacings are the characteristic length scales in such SRO
systems.

3. Disorder.The thirdcategoryis a highlydisordered systemwhereno peaks
or periodicity are visible in the G(k), i.e., there is no SRO or LRO. In this
situation, the nanostructured systemdoes not havea characteristic length
scale. An example is a completely random arrangement of nanoparticles
on thesurface, asshowninFig. 11.Here,the G (k) doesnot showanypeak.
An exampleof such a situation is a system whoseprocesses are dictated
by randomstochastic processes.

With this introduction to characteristic length scales and the natureof order,
welookat Fourieranalysisandtheautocorrelation function, whichare theprimary
mathematical techniques to quantitatively evaluatethe natureof orderingand the
characteristic lengthscales in a system.

1.4.1.1. Fourier Transforms. Fourier analysis is a mathematical technique
that allows us to decompose a signal in terms of sinusoidal signals with various
frequency and amplitude.P The original signalcan be of any type, including tem­
poral (i.e., time varying) and spatial(i.e., varying in space).The Fouriertransform
(FT) of a temporal signal gives the characteristic frequencies present in the signal
as wellas theiramplitudes. Likewise, theFTof a spatialsignal,suchas an imageof
surfacenanostructures, can give information on the characteristic length scales in
the systemand the effective amplitudes of the features givingthese length scales.
The basic mathematical steps involved in Fourier analysis of a I-D signal T (x)

are as follows:

• Thesignal isassumedto comprisea numberof sineandcosinecomponents
with spatial frequencies of the form:

00 00

T(x) = A + L s; cos (mkx) + L Cm sin (mkx) (8)
m=1 m=1

where, mk are the characteristic spatial frequency or wavenumber in the
signal and A, Bm and Cm are the amplitudes of the variouswavenumbers.
The wavenumbers are related to real-space wavelengths by:

k = 21l'
A
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The analogous equation in integral form is given as:

+ 00

T(x) = _I ! T (k)e-ikxdk
21T

- 00

(10)

• The amplitudes and wavenumbers in the signal are evaluated by the Fourier
integral given by:

+00

T(k)=_1 !T(X)eikxdX
21T

- 00

(II)

where, T(k) is known as the I-D Fourier transform of the signal T(x), or:

+00+00

T(kx,kl') = ! ! T(x,y)ei(k,x+kvY)dxdy

-00-00

(12)

where, T(kx, ky ) is the 2-D FT.

1.4.1.2. Power Spectrum and the Autocorrelation Function. The result
of performing the FT, as in Eq. 12, is a complex -valued function T(kx, ky ) that
provides wavenumber and phase information of the harmonic components of the
signal. However, in most situations of digital image processing, one is interested
in the characteristic wavenumbers k and their amplitudes, rather than phase in­
formation. The amplitude information can be obtained from analyzing the power
spectrum of the signal, which is defined as79:

P(kx , kl') = IT(kx , k l')1 2 (13)

The power spectrum is also related to an important quantity known as the au­
tocorrelation function, which quantitatively relates the similarity between any two
positions T(x, y) and T(x - x ', Y - y') in the image by evaluating the function:

+ 00

A(x', y') = f f T(x, y )T * (x - x ' , Y - y')dxdy

- 00

(14)

Because of the convolution property of FTs, the FT of the autocorrelation
function is identical to the power spectrum. Thus, it is common in image analysis to
evaluate the power spectrum of the image and use it to calculate the characteristic
length scales as well as the amplitudes of the various components. In the next
section, we provide examples of Fourier analysis of nanostructure morphologies
comprising varying degrees of order.

1.4.1.3. Fourier Analysis of Ordering in Nanostructures. Figures 1.8,
1.9 and 1.10 show various images of nanoscale patterns in ultrathin cobalt metal
films following laser melt ing while Fig. II shows a pattern following deposition
bye-beam evaporation. Besides each figure is the corresponding power spectrum
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(A) (B)

FIGURE 8. (A) 2-D arrangement of nanoscale surface features following laser irradiation
ofCo films on Si. (B)the power spectrum showing 2-Dsymmetry from which the character­
istic lengths scales can be evaluated . (C. Zhang . A novel in-situ technique to fabricate thin
films with controlled lateral-thickness modulations. PhD thesis. Department of Physics.
Washington University. St. Louis . MO 63130. June 2004. Advisor: Ramki Kalyanaraman.)

and (in some cases) the radial distribution function G (k) . Note that the image is
in real space, but the powerspectrum and G (k) are expressed in reciprocal space
in terms of the wavenumber k.

1. LRO. Figure8(A)showsa atomicforce microscope imageof Co nanopar­
tides onSi surface. The nanoparticlesare arrangedina fairlyperiodic2-D
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FIGURE 9. (A) Co nanoparticles on Si formed by two-beam laser interference irradiation
showing 1-D arrangement ofrow containing the nanoparticles. (B) the radial distribution
function in the x-direction showing a peak in the G(k) indicating that short-range order
exists between particles within the row. The inset shows the power spectrum. (C.Favazza .
J. Trice. H. Krishna. R. Sureshkumar, and R. Kalyanaraman, Laser induced short and long­
range ordering of Co nanoparticles on Si02 • App, Phys . Lett., 88. 153118. (2006).
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FIGURE 10. (A) Co nanoparticles on Si formed by laser irradiation with a single beam
showing an apparently random distr ibution. (B)The G(k) in the x- and y-directions indi­
cate peaks implying short-range order in both directions. The power spectrum in the inset
shows this short range order as a annular diffraction ring. (C. Favazza, J.Trice, H. Krishn a,
R. Sureshkumar, and R. Kalyanaraman, Laser induced short and long-range ordering of
Co nanoparticles on Si02, App. Phys . Lett., 88, 153118, (2006).

array. The power spectrum (Fig. 8(B» was obta ined using the fast-Fourier
transform technique'" available in the open-source program Imagel,"' The
power spectrum shows spots in the k, and k; directions that correspond
to the long-range periodic spacings of nanoparticles in the x and y direc­
tions of the real image. This periodic spacing is analogous to information
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FIGURE 11. (A)Co nanoparticles formed by film deposition onto Si at room temperature.
(B)The G(k) does not show a peak and the power spectrum (inset) is also featureless indi­
cating a completely random arrangement of particles with no characteristic length scale.
(W. Zhang, C. Zhang, and R. Kalyanaraman, Dynamically ordered thin film nanoclusters,
J. Vac. Sci. Tech. B, 23, L5-L9 (2005).
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contained in the diffraction pattern obtained from crystalline material and
in fact the power spectrum is the computer generated diffraction pattern
of the nanoparticle array.

2. LRO and SRO. Figure 9(A) shows a scanning electron microscope image
of periodically spaced rows of Co nanoparticles along the y-direction of the
surface . The pattern was formed by two-beam laser-interference heating
of an ultrathin Co film on SiO~2. The power spectrum (inset of Fig. 9(B))
shows spots along ky corresponding to the I-D periodicity, while it shows
arcs in the k, direction perpendicular to the spots. To quantitatively un­
derstand these arcs, the RDF, G(kx ) , is plotted in Fig. 9(B). This shows a
maximum in the G (kx ) at k = 0.0028 nm"! with no other peaks. This is
an example of SRO in the positioning of particles . The physical interpre­
tation of the SRO is that the nearest-neighbour spacing between particles
in each row is not completely random but has a well-defined length scale
given by, Ax = t 'V 357 nm (here the scaling relation between Aand k in

Fig. 9(B) is Ax = t). This SRO cannot readily be discerned from the real
space image of Fig. 9(A) and emphasizes the importance of performing
power spectrum analysis on such images.

3. SRO. Figure lO(A) shows Co nanoparticles formed by single beam laser
heating on Si02 surface.V No immediate evidence for ordering is visible
from the image. However, a better understanding of the spatial arrangement
of the particles can be seen in the power spectrum (inset of Fig. lO(B)),
which shows the presence of a ring. The G (kx ) in two perpend icular
directions, k; and ky are plotted in Fig. IO(C).Peaks are visible in the G (kx )

in each direction indicating SRO of the nanoparticles due to a characteristic
nearest-neighbor spacing .

4. Disorder. Figure II (A) shows Co nanoparticles formed by electron-beam
deposition of a 0.5 nm thick Co film onto Si substrate. The power spectrum
in Fig. II (B) does not show any distinctive feature other than a monotonic
decrease in intensity away from the origin. This effect is captured more
clearly in the plot of the G (kx ). Clearly no distinctive peak is seen, but
rather there is a gradual decay in intensity. This type of diffraction signal
is characteristics of a disordered or random arrangement of particles on
the surface. In this example , there is no characteristic length scale in the
spatial ordering of nanoparticles.

From these examples, the utility of the Fourier or power spectrum analysis
is apparent, especially in situations where SRO is present but difficult to evaluate
from the real-space images.

1.4.2. Minkowski Analysis

Patterns occur in many systems and images of these patterns consist of regions
of varying morphology, including changes in contrast, size, shape, connectiv ­
ity and spatial order over various length scales. Understanding the morphology
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quantitatively is often important in understanding of physical processes. For in­
stance, the classic patterns exhibited by diffusion-limited aggregation, spinodal
dewetting, or other hydrodynamic instabilities give important clues to the under­
lying physical processes involved in structure formation. While Fourier analysis
and autocorrelation functions provide vital information about the nature of order
and characteristic length scales, they are incapable of quantitatively describing
morphology of irregular structures, including the vertical shape, curvature and
connectedness. Therefore, it is useful to apply techniquesthat quantitatively char­
acterize the morphology of spatially varyingpatterns. In this respect, Minkowski
functionals analysiscould be consideredas a potential morphological measurefor
patterns.This analysis is well known in imageanalysis of astronomical data, and
in mathematical morphology and integral geometry. However, it has only recently
attractedattention as a tool for analysis in materialsscience.P

1.4.2.1. Minkowski Functionals. The Minkowski measurement allows for
a novel morphological characterization, which is somewhat independent of the
imagesize. All the availableconventional imageanalysis are done either in direct
real space or in Fourierspace. In thedirect (x-y) space, the brightnessof the image
or the height of the sample surface, for example in scanning probe microscopy
(SPM) images, usually undergo some local averaging or rankingoperationtaking
place in a limited neighborhood, called a kernel around the considered pixel. On
the other hand, in the Fourier analysis of image spatial frequencies the treatment
is not localbutglobal and the periodicfeatures are identified by averaging its local
morphological properties. The Minkowski functionals described below, describe
global geometriccharacteristics of structures in realspace.

The functionals are estimated by thresholding a given image into two dif­
ferent regions, Hand L, of high and low intensity pixel levelsand subsequently
estimatingdifferent pixel characteristicsas a function of the threshold level p. In
this case the threshold level p can be thought to behave like a third co-ordinate,
i.e., the z-coordinate, representative of the heightof features on the surface. These
functionals give information on the vertical shape, boundary length and connec­
tivity of characteristic features. Below we describe these functionals based on the
work of Mecke and co-workerss4.s5 and the article by Salerno and co-workers.P
To perform the calculations the following quantities (with reference to Fig. 12)
must be evaluated as a function of the threshold p:

• the total number of pixels in the image N. Obviously this quantity is
independent of p;

• the numberof white pixels Nwhile (p), i.e., pixelsabove threshold p;
• the numberof black pixels Nblack(p), i.e., pixels belowthreshold p;
• the numberof boundary pixels,Nbound(P),whichare definedas the number

of adjacent black-white pixels.
• the number of discrete white (Cwhite(P» and black (Cblack(P» domains,

whichdenote the numberof regionsenclosed by the opposite pixel type.
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FIGURE 12. A black and white image constructed from square pixels that is used to
explain the different definitions used in the Minkowski functionals analysis . (Reprinted
figure with permission from K. R.Mecke, Phys. Rev.E, 53(5), 4794-4800.1996. Copyright
(1996) by the American Physical Society.)

From these quantities the following Minkowski functionals can beestimated:

. Nwhite(P)
a. Area fraction: V (p) = N

Nbound(P)
b. Boundary length: S(p) = N

C tivit () Cwhite(P) - Cblack(P)
C. onnec IVI y: X P = N

1.4.2.2. Application of Minkowski Analysis to Thin Film Patterns.
Here we provide an example of the application of the above functionals to
characterize the morphology. In order to highlight the information provided by
each functional we have chosen two images of distinctly different morphologies.
Figure 13 shows typical microstructures observed at different stages in the
dewetting process of Co ultrathin films from an Si02 surface . Figure 13(A) shows
a cellular pattern made by rings of Co while Fig. 13(B) is a nanoparticle morphol ­
ogy. The total Co concentration in both images is comparable. Below we explain
the information contained in each functional for the two images .

1. Area fraction. Shown in Fig. 14(A) is the rate of change V (p ) for the
two samples. Some important differences can be noted from a careful
evaluation of the variation of V (p ) for the two figures. For values of P
near 0, V (p ) decreases slowly for the particles as compared to the rings.
while for larger values of p , i.e., near 50, the particle drops rapidly as
compared to the rings . As mentioned earlier, p can be visualized as an
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(A) (B)

FIGURE13. Patterns formed in thin Co films on SiOz substrates following laser irradiation
for (A) a short time which results in cellular structures and (B) a long time leading to
nanop articles . Both pattern have identical length scales. (c. Favazza . R. Kalyanaraman,
R. Sureshkumar, Nanotechnology. 17. 4229-4234. (2006).)

effective height scale in the z-direction, Hence, the rate of change of
V(p ) with p gives information on how the feature shape changes with
height. To explain this functional in simpler terms , Fig. 15(A) shows two
hypothetical 1-0 feature shapes, one a rectangle and another some frac­
tion of a circle (dashed line). In this example, V(p ) at any value of p is
simply the length of the feature in the x-coordinate. Therefore, the plot of
V(p) vs, p , shown in Fig. 15(B) will be a rectan gle in one case while a
parabolic curve for the circle, representing the shape of the sidewalls of
the feature s. Therefore, the V (p) for the rings and particles, which is a
cumulative result for all the features on the image suggests that the par­
ticles have a larger rate of height variation compared to the ring patterns.
This is consistent with the fact that since the mass of Co is con served, the
smaller particles must have a larger height as compared to the ring-like
patterns.

2. Boundary length S(p). In comparison to the area fraction, the S(p) (Fig.
14(B)) is a measure of the total curvature of features in the image. This
can be explained from the line scans across typical features in the ring
and particle image s. Figure 13 shows the location of the line scans, while
Fig. 16 shows the gray value plotted vs. length for the scans in the ring
and particle images. Since S(p) estimates the total length of the boundary
between black and white pixels, one can note the following: for the parti­
cle, at p = 0, S(p) = 0 and then there is a rapid increase with a boundary
length equivalent to the projected perimeter of the particle on the surface.
As p continues to increase, the projected perimeter decreases because of
the particles curvature, and finally S(p) drops of to 0 as p becomes >P c
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FIGURE 14. Minkowski functionals for the two patterns of Fig. 13: (AI the area fraction
V(p I; (B) the boundary length S(p) ; (e) the connectivity X(p) .

(Fig. 15(A)) for the particle. A similar behavior is seen for the rings, but
with one difference. Since the ring patterns comprise two distinct feature,
i.e., the narrow ring wall and the broad film region between two merg­
ing rings, therefore the line scan of Fig. 16(A) shows two characteristic
features: a single peak. at the ring wall; and a double peak in the region
between merging rings. Consequently, S(p) also results in two peaks as
visible in Fig. 14(C) which can also be easily visualized by varying p in
the line scan figure of Fig. 16. Therefore the boundary length provides
important information on the type of features present in the image.

3. Connectivity X(p). In contrast to V (p) and S(p) which provide area and
length information, the connectivity functional provides a quantitative es­
timate of the number of domains of black or white regions. Since a domain
is an isolated region of black or white, this parameter quantifies the dis­
creteness of the feature s or in other words the connectedness of the various
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FIGURE 15. Schematic figures illu strating the shape information contained in the area
fraction Minkowski functional. Pc denotes the maximum p for the feature.

domains. Figure 14(C) plots X(p) for the two images. Large negative val­
uesof X(p) for small values of p indicate a largenumberof black domains
as compared to white, while the large positivevaluesat highervaluesof p
indicate a larger number of white domains. As can be visually seen from
the two images, the discrete particles should result in a large number of
white domains as compared to the black and so the normalized whitecon­
nectivity is significantly larger for the particles than the ring, as is visible
from Fig. 13.
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FIGURE 16. Linescans taken from th e patt erns of Fig. 13. (A) Line scan for the cellular
pattern showing the strong peak from the ring wall and a smaller double peak from the
region between merging rings. (B] Line scan from the particle morph ology showing the
rap id change in height.
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In this section we have reviewed two important image processing techniques :
the Fourier transform, which provides information on spatial ordering, and the
Minkowski functionals, which provides information on morphology. Below, in
the final section of this chapter we provide some typical application areas that are
strongly connected to control of nanoparticle size and their ordering.

1.5. Applications

The final section of this chapter provides examples from cutting-edge applications
of nanostructured surfaces and thin films. These examples highlight the impor­
tance of particle size in improving the sensitivity of gas sensors, the potential for
coherent optical response from sub-wavelength sized structures based on plasmon
waveguiding effects in metallic nanoparticle chains, and the need for order in size
and size distribution for magnetic data storage applications.

1.5.1. Gas Sensors

Semiconductor resistive metal oxide (MOx) gas sensing is an essential part of
the various sensing approaches for monitoring and detection of various biological
and environmental toxins. Recent trends" indicate that nanotechnology is impact­
ing this field primarily via the enhanced properties observed for nanostructured
morphologies.f Since the first reports in 1962 by Seiyama and co-workers'" that
a semiconductor can be used to detect gases, this field has progressed signifi­
cantly. The general requirement for gas sensors is that they be sensitive to gas
absorption while being chemically and electrically stable at the relatively high
temperatures of operation (200°C to 500°C). This is usually satisfied by mate­
rials with large band-gaps, like the MOx semiconductors Sn02, ZnO and Ti02,
while ruling out the more conventional semiconductors like Si and GaAs. Table 1
lists the common materials used as semiconductor gas sensors and the detected
gases.

There is a continuous need for more energy-efficient, sensitive, selective,
stable, fast and reliable sensors which are cheap and easy to manufacture . This

TABLE 1. The commonly used metal oxide
sensing material and the gases they are responsive
to. (From Ref. [971.)

Oxide typ e

SnOz
no,
FeZ03
Cr1.8TiO.Z0 3
W03
Inz0 3
LaFe03

Detectable gas

Hz, CO, NOz, HzS, CH4

Hz, CzHsOH, o,
CO
NH3

NO, NH3

0 3 , NOz
NOz, NOx
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(15)

has beentypicallyapproachedby combiningminiaturization'" usingSi processing
techniquesandmodifications to oxidefilm properties,includingincreasedporosity
and metal doping for chemical and electronic effects. A very popular and highly
evolved gas sensing concept has become the Electronic Nose," where an array
of sensors92 with varyingelectrical characteristics'" is simultaneously monitored
and selectivegas sensing achievedthroughcomplexelectronicsand algorithms."
Presently, the focus is clearly shifting to the implementation of nanotechnology,
eithervia morphological changes" or a combination of miniaturization andnanos­
tructuredmorphology."

1.5.1.1 . Role of Nanostructure in Thin Film MOx Gas Sensors. MOx
gas sensors detect surface-absorbed gases via a change in resistance.98.99 The
widelyacceptedmodelfor the resistance changeisdueto variation inconcentration
of absorbedoxygen in the near surfaceregions.100Absorbedoxygen species(0-,
0 2-, etc.) capture conductionelectrons (in the case of n-type semiconductors) in
the near surface region leading to a change in the concentration of charge carriers
and hencetheresistance. Whena reducinggas IikeH2is introduced intothesystem,
it interacts with the adsorbed 0 species, which in turn results in a change in the
carrierconcentration and thereforea change in resistance. The volumeover which
charge carrier is depleted is known as the space charge layer and is quantitatively
approximated by the Debye length,97.101 which can be writtenas:

L
D

= (EokT)!
noe

2

WhereEo is thestaticdielectricconstant,nois the totalcarrierconcentration,e
isthecarriercharge, k is the Boltzmannconstant,and T is theabsolutetemperature.

When the particle size is decreased, at least two effects playa role:

I. The number of surface sites available for gas adsorption increases with
decreasing grain size because of the increase in the surface-to-volume
(s/v) ratio as the grain size decreases. This ratio for a spherical particle of
radius r can be expressed as:

s 3
- =-
v r

(16)

2. As the size of the grain becomescomparable to the depletion layer or the
Debye length, the sensitivity of gas detection is found to increasesignifi­
cantly. The sensitivity(5) can be expressedas the change in conductivity
(~G) due to change in the carrier concentration (~n) and is given by:

(17)

where Go and no are the conductivity and concentration, respectively, follow­
ing adsorption of the oxygen species but prior to adsorption to reducing gases.
Experimental and theoretical work shows that the sensitivity is maximum when
the particle size is about half the Debye length. The size of this space-charge
layer,whichdependson the intrinsic carrierconcentration, is typicallyofthe order
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FIGURE 17. The dramatic increase in sensitivity in measurement of Hz and CO
gas concentrations as a function of decreasing metal oxide semiconductor nanopar­
ticle size. (F. Cosandey, G. Skandan, and A. Singhal, Materials and process­
ing issues in nanostructured semiconductor gas sensors, JOM-e, 52, 1-6 (2000).
http ://www.tms.org/pubs/journals/IOM/0010/Cosandey/Cosandey-0010.htm!. )

of 1 to 100 nm for the importantgas-sensing oxides.102 A typical value for this
length in the case of Sn02 has been measured to be ""'3 nm.103 Because of the
above effects, scaling of grain and film dimensions into the nm scale enhances
the sensitivityto gas detectionand also speeds the response time of these sensors.
Both experiments.P': 104, 106 and theory,I07-110 support this enhanced performance
with reduced grain size or film thickness. Figure 17 shows that the sensitivity
increases significantly with decreasing grain size for detection of H2 and CO by
Sn02 sensors.

1.5.2. Optics Below the Diffraction Limit

The miniaturization of opticaldevicesand its integration to sub-micronelectronic
componentsiscurrentlyamajorresearcheffortinoptoelectronics andphotonics.III
In this area, the fundamental challenge is the need to confine optical modes to
small dimensions and to exchange and route optical energy into different direc­
tions in the circuits. For example, it will be necessary to transport optical energy
throughcomers,elbowsandtees,something that ispresentlynotavailable in length
scales g J.Lm.

Optical and photonicstructures, such as high density photoniccircuits, must
overcomeoptical cross-talkand high losses that are common in present photonic
devices.Toeliminatecross-talkit isnecessarytodevelopstructuresthateitherwork
in the strong confinement regime (high index differential between the waveguide
and the surroundingmedia) or workbelowthe diffraction limit. Currentlythe key
technologies are planar waveguides and photonic crystals. However the device
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size scales for guiding of light are limited to sizes larger than the diffraction
limit. Diffraction is the scattering of light from its original path from objects
whose size scale is comparable to the wavelength of light. This phenomenon is
inherentto the wavelike natureof light. In practicalsituations. the diffraction limit
isapproximatedas I '" '1../2. whereAis the wavelength of incidentlight.Becauseof
this limit. buildingcircuits that integratenanometer sized electronic components
with optical signals is challenging as small structures (i.e.• I < '1../2) will scatter
light in variousdirections.

The challenge therefore is to discoverapproachesto guide lightefficiently in
lengthscalesbelowthis diffraction limit.Recently. therehas beenrenewedinterest
inthe behavioroftransport ofopticalenergybychainsof metalnanoparticles. It has
been shownexperimentally that light can be transportedbelowdiffraction limited
lengthscalesbysurfaceplasmonguidingmodes112 inchains ofdisconnected metal
nanoparticles.10,113,114 In these structures. linear as well as nonlineareffects play
an importantrole in determiningthe efficiency of waveguiding. Most importantly.
it appears possibleto make opticaldevices whichcan modulate light based on the
efficient non-linear response of waveguides made from such metal nanoparticle
chains.I1.1 15 However. some of the key challenges in realizing optical devices
based on such metal-nanoparticle array architectures is to reduce transmission
losses and find innovative fabrication processes that allow superior control over
physical attributes that influence linear and non-linear effects.

The basic physical phenomenon that causes the waveguiding is the produc­
tion of surface waves or collectivecharge oscillations known as plasmons in the
individual nanoparticles. Simply put. the oscillation in an individual nanoparticle
induces dipole moments in neighboring particles via near-field electromagnetic
interactions and this process leads to transfer of optical energy. Below. we de­
scribe plasmon oscillations. which are important towards achieving sub-micron
waveguides.

1.5.2.1. Plasmons. A collectionoffree movingchargesin an otherwiseneutral
system can be treated as a plasma. In condensed matter. one example of such a
plasma is the free electrongas in a metal.Let us considera metalslab containingn
freeelectronsper unitvolume.asshowninFig. l8(A). Imaginethat theelectrongas
isdisplacedby adistancex withrespectto the fixed positive ionpositions. This will
lead to a net surfacechargeof -nex . wheren is the electronchargevolumedensity
and -e is the chargeof the electron. Consequently. the long-rangeCoulombforce
tries to restorethe electrongas toequilibrium. This forcecan beexpressedthrough
an internalelectricfield expressedusingGauss's lawas E (x) = nex /Eo . The result
is that a collective longitudinal oscillation of the electron gas is excited, with the
electric field in the direction ofthe oscillation. These longitudinal oscillationsare
known as plasma oscillations. The I-D equation of motion of this electron gas
under this restoringforce can be writtenas:

d
2x

(nex) -n
2e2x

nm- = - neE (x) = -ne - = ---
dt 2 Eo Eo
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FIGURE 18. Schematic illustrating the collective displacement of the electron gas in a
metal that gives rise to the plasmon oscillation.

where m is the mass of the electron, eo is the permittivity of free space, and x
is its displacement due to the electric field. This equation describes a harmonic
oscillator with a natural plasma frequency given by:

(19)

The plasma frequency is a very useful parameter as it determines a character­
istic length scale, i.e., the wavelength Ap = 27fc/wp of light, that will propagate
through the metal; In general, when the wavelength of light is less than Ap it
will propagate through the metal, otherwise it will be reflected. This frequency is
also used to define a quantum of bulk plasma oscillation known as the plasmon.
A plasmon has energy given byEp = nwp • Plasmons can be excited by interac­
tion of the metal with charged particles like electrons or electromagnetic light
waves.

• Surface plasmons. Another form of longitudinal oscillation is observed
when the electron gas is confined to small length scales, for instance, in
ultrathin films or nanoparticles. Analogous to the bulk, a small perturba­
tion in the local electron density produces a restoring force, resulting in
oscillations that are localized to the near surface regions. Solutions of the
electromagnetic Maxwell's equation at the surface shows that these lon­
gitudinal oscillations have a characteristic frequency that is related to the
bulk plasma frequency but also dependent on the shape and geometry of
the structure .116 For example, the frequency of the surface plasmon at a
planar metal/vacuum interface is Ws = wp/.fi, while it is Ws = wp/.J3
for a spherical metal nanoparticle.
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Incident light

Coupling achieved

1
Metal nanoparticle

FIGURE19. Illustration of the concept of waveguiding with structures having size below
the diffraction limit. Incident light is coupled into one end of an appropriate nanopar­
ticle chain. Surface plasmon oscillations in the metal nanoparticle generates a electric
field whose near-field component couples to adjoining nanoparticles thus resulting in
electromagnetic energy transfer. (Reprinted by permission from Macmillan Publishers
Ltd.i, Nature Materials , J. Krenn, Nanoparticle waveguides : Watching energy transfer, 2,
210-211, (2003).)

1.5.2.2. Transport of Energy by Metal Nonoparticle Chains. When
light of frequency comparable to the surface plasmon frequency is incident on
a metal nanoparticle, there is a strong coupling leading to enhanced scattering of
this light. This strong interaction of the individual nanoparticles with light can
be used to fabricate waveguides. The dipole field resulting from the light-induced
plasmon oscillations in a nanoparticle induces an oscillation in a closely spaced
neighbouring particle due to near field electrodynamic interactions. 10When metal
nanoparticles are closely spaced the distance dependent near field term in the ex­
pansion of the electric dipole interaction dominates. The phase and the interaction
strength of the electric field in neighbouring particles are both polarization and
frequency dependent. Under certain conditions, this type of interaction leads to
coherent oscillating modes and the wavevector k of the oscillation is along the
nanoparticle arrays . As shown by Maier and co-workers, II such effects can lead
to propagation of light along the metal nanoparticle chain with particle sizes and
spacings much smaller than the wavelength of light. Figure 19 depicts how a
nanoparticle waveguide is locally excited by light, typically by NSOM (near-field
scanning optical microscope). Then the electromagnetic energy is transferred to the
neighboring nanoparticles by near-field coupling of electromagnetic energy due to
polarization by the surface plasmon oscillations. This type of interaction between
metallic nanoparticles with light promises to be an exciting area of research for
achieving subwavelength sized optical devices .
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FIGURE 20. The activation energy barrier determined by the nanoparticle volume V and
magnetic anisotropy constant K that determines the lifetime of magnetization direction
and therefore information storage in magnetic materials.

1.5.3. Nanoparticles for Magnetic Data Storage

One of the current outstanding materials challenges is the goal of achieving high ­
density magnetic storage of 1Tbit/in.2 or greater.8.9 This areal density corresponds
roughly to regularly spaced nanomagnets every 25 nm in a square array. Clearly,
for magnetic data to be stored-at and read- from such size scales, it is critical that the
magnetic bits be arranged in some regular manner such that the read-write process
can be programmed. However, there are some fundamental materials challenges
with regards to the behavior of such small-sized magnetic materials that also need
to be addressed.

In present high-density magnetic recording media with densities of 10-100
Gblt/in.", a bit is stored in a single magnetic domain that is comprised of numer­
ous grains. Typically the grain size is a small fraction of the domain. However,
as recording densities increase, the grain size becomes an increasing fraction of
the domain and eventually, a single domain or bit is a single grain with size in the
range 1-100 nm. In this regime a new problem is encountered, that of superpara­
magnetism.

1.5.3.1. Superparamagnetism and Ordering ofNanoparticles. In gen­
eral, ferromagnetic crystals below the Curie temperature have an easy axis of
magnetization that is related to the crystal structure. Consider such a single grain
crystal, shown in Fig. 20, whose easy axis lies along the y-direction. Then, the
direction of magnetization is equally likely to point along the +y or - y directions.
Once the magnetization direction is set by an external magnetic field, then to re­
verse direction an energy barrier must be overcome. Th is energy barrier /),. E, as
depicted in Fig. 20, is related to the volume of the grain Vand a material anisotropy
constant K. The lifetime or decay time t of magnetization, i.e., the time to reversal
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(20)

of magnetization direction was first derived by Neel and can be expressed as:

1 (-6.E) (-KV)- = f = !r,exp -- = !r,exp --
t kT kt

where, fo is the frequency of attempts ('"V 109 S-I) for magnetization reversal, K is
the material anisotropy constant in units of energy/volume, V is particle volume,
k is the Boltzmann s constant and T is absolute temperature. The exponential
nature Eq. 20 of the relaxation time on V and T makes it possible to define a
blocking temperature Tb (at constant volume), or blocking volume Vb (at con­
stant temperature), at which the magnetization goes from an unstable condition
(t « tc ) to a stable condition (t » U, where t; is a characteristic time scale rele­
vant to the application of interest. Consider an application such as magnetic data
storage where the stability of magnetization must be significantly larger than the
expected lifetime of the storage media. The hard-disk industry has decided that
for a magnetic material to be a candidate as a storage medium, the minimum
value of the exponential term, K V/ kTmust be about 50 at room temperature.' As
shown by White,S this sets a characteristic lifetime for the magnetization reversal
to be:

I
tc = _e50 = 5.18 x 1012s '"V 17k years

f o

However, the exponential nature of the behavior results in dramatic changes
in the lifetime as a function of the volume of the particle. Consider a collection
of magnetic nanoparticles with a large size distribution such that particle volumes
range from Vmin :'S Vav :'S Vmax, where \!;nin is of the order of Vav/2. For this mini­
mum volume in the collection, the characteristic time for reversal can be expressed
as:

or

t = tce- 25 = 5.07 x 1011 x e-25 '"V 70s

This dramatic drop in the lifetime of the magnet is known as superparamag­
netism, i.e., when the magnetic material cannot retain magnetism over time scales
of interest.

From the above discussion it is clear that besides the material s challenge
of finding magnets with appropriate values of the material anisotropy constant,
ordering in nanoparticle size by having a very narrow size distribution is critical
to realizing high-density storage at densities beyond I Tbit / in.2

1.6. Conclusion

In this chapter we introduced functional surface nanostructures that have poten­
tial for use in various areas of nanotechnology, including gas sensing, photonics
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and magnetism. Wefocused on self-assembly techniques to making such surface
nanostructures. Onepromising areais the manipulation of thin film nucleation and
growth that can lead to spatially ordered nanostructures. Another was the use of
ion irradiation of surfaces thatcan leadto periodic features in the nm length scale.
Sincethecharacterization oforderandmorphology isacritical partof understand­
ingthe properties of thesestructures, wediscussed withexamples the information
that Fourier analysis and Minkowski functionals analysis can give on order and
morphology. Finally, applications of ordered nanostructures were presented, with
examples from areas of gas sensing, surfaceplasmon waveguiding and magnetic
data storage.
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QUESTIONS

Hare Krishna and Ramki Kalyanaraman

I. What is the necessary constraint on the time scales of re-evaporation (Ta and
Td) for film deposition to occur?

2. What are the differences between self-assembly and lithography?
3. What competing processes result in the surface instability during ion­

irradiation?
4. Assume a characteristic volume and depth for energy deposition by each ion

in the ion-irradiation process. Show that the effective energy deposited is in­
fluenced by local curvature and is higher for the troughs as compare to the
crests.

5. What is the working principle for gas sensors?
6. Calculate the Debye length (L o) at room temperature when the total carrier

concentration (no) is 1 x 1017 em>'.
7. Compare and contrast the behavior of the radial distribution function G (k) for

disordered and ordered (short-range and long-range) spatial arrangements.
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1.INTRODUCfION

Since the invention of the transistor at Bell Labs in 1947, the semiconductor indus­
try has achieved tremendous success in mass production of integrated circuits via
planar batch processing (Brinkman et al. 1997). As predicted by Dr. R. Feynman
in his classic talk in 1959 (Feynman) , we have already gained the capability of
"writing by putting atoms down in a certain arrangement" by exploring "new
kind of forces and new kinds of possibilities at the atomic scale." For nanoscale
devices, he envisioned photolithography and biologically inspired chemical as­
sembly, which are now considered top-down and bottom-up approaches in nan­
otechnology, respectively. Massive parallel replication of electronic components
using photolithography has realized the era of digital electronics in the past century.
Based upon this success, revolutionary adaptation of microfabrication technology
in various applications has resulted in an unprecedented amount of scientific and
engineering feats in many arenas.

In addition to the commercially driven technical progress in solid-state elec­
tronics, with the U.S. government's support since the 1990s, Micro-Electro­
Mechanical-Systems (MEMS) research has emerged as a novel scientific and
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engineering methodology for the integration of miniaturized sensors, actuators
and subsystems. Meanwhile, in chemistry and biology, the idea of self-assembly,
photolithography and precision engineering techn iques have been adapted for mak­
ing massive arrays of microscale conduits and vessels. The freedom in defining
and controlling volumes at the nano- and picol iter level as well as the favorable
use ofdiffusion-dominant microflows in analysis, has made Lab-on- a-Chip (LOC)
concepts into real devices.

Nanotechnology, from its own definition, utilizes any function al component
at the scale of 1-100 nm and includes tools and instruments with the same scale of
precision. This chapter will focus on the "top-down approach," and more specifi­
cally, on efforts by the MEMS community, and while covering the subject of nano/
micro interfacing and integration for practical applications. Various microma­
chining techniques and consequential nanofabrication methods will be reviewed.
Integration and interfacing nano into microsystems will be discussed. Most of the
successful implementations of nanotechnology in functional systems comes from
the creative adaptation of various interdisciplinary research approaches. We will
review the exemplary devices and systems for practical applications in this chapter.

2. MICROMACHINING TECHNIQUES

Micromachining techniques, by which MEMS devices are constructed, have been
derived from silicon microfabrication. However, the adaptation of these meth­
ods is not restricted to semiconductor materials only. Microm achining combines
traditional precision techniques for 3-D structure construction along with planar
fabrication to realize massive replication of small parts using various materials.

2.1. Photolithography

Although the definition of micromachining techniques is more inclusive nowadays,
most of such processes start with the top-down approach of photolithography.
Photolithography involves a writing process by the use of light on a substrate. The
typical process is illustrated in Fig. I. (Schellenberg 2003). Silicon wafers are com­
monly used due to their commercial availability and well-characterized electrical
and mechanical properties. Typically, layers of oxide, nitride, metal or any additive
film are grown or deposited and/or photoresists are coated on top. By exposure to
a light source, the patterns predefined on the mask are transferred to the photore­
sist. The exposed portion is either removed (positive photoresist) or left behind
(negative photoresist) after a developing process, dissolving away the unwanted
area(s). Either an etching or another deposition step follows. The etching process
removes films on the open areas selectively while the photoresi st-covered areas
remain protected. Alternatively, the additional layers can be deposited through the
open areas of the photoresist film. This entire process is repeated , layer by layer,
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lilJllt from anIlluminator
Isprojected throUQh
amaskthat contains
the pattern to becreated
onthe wafer. TheIlqht patterns
that passthrouqll the maskare
reducedby a factor of four
by a focusinglens
andprojectedonto
thephotoreslst-coated
waf r.Thisstepexposes
onechlpon the wafer
andtheprocessIs
repeatedfor all the
chips onthe wafer.

Thephotoresist that Is
exposedtothe light
becomessoluble and Is
rinsed away, leaving a
miniature imaqeof the
maskpattern at each
chip location.

Illuminator

FIGURE 1. Schematic illustration of photolithography. Schellenberg, A little light magic ,
IEEESpectrum 34-39. l@ [2003] IEEE)
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for any complex structure. This photolithographic process can be performed in
parallel with a tight control of dimensions at the small scale, thus generating many
devices on a single substrate, becoming one of the most innovative manufacturing
processes of the twentieth century. Therefore, research of nanofabrication (from
the perspective of top-down) intends to extend this methodology to an even smaller
scale by taking similar approaches and adopting new materials and processes along
the way.

In photolithography, the resolution of features is mainly determined by the
wavelength of the exposure radiation beam . For contact printing, where the pho­
tomask is in physical contact with a photoresist-covered substrate, and proximity
printing, in which a mask is located off from a substrate, the theoretical resolution,
R, is expressed by (Madou 2(02):

R=1.5JA(S+~)
where A, sand z are the wavelength of the radiation, gap between the mask and the
photoresist layer, and photoresist thickness, respectively. The implication of the
equation is that shorter wavelengths are needed for an enhancement of resolution.
Due to this reason, the conventionallithographical system with a UV source yields
micron-level resolution at most. On the other hand, projection printing, in which
the image is projected from a mask to a substrate through an optical lens system ,
yields resolution, R of (Chiu and Shaw 1997):

k(AR=­
NA

where k, is an experimentally determined parameter depending on resist, process
and instrument optics , A is the wavelength of the radiation for pattern exposure
and NA is the numerical aperture of the imaging lens system. It is known that the
minimum achievable value of k, is around 0.4 and there is a certain limitation in
increasing NA. Therefore, the resolution is largely dependent on the wavelength.

To overcome the current limitation in resolution, shorter wavelength expo­
sure sources such as EUV (extreme ultraviolet lithography, A "'10 nm) or X-ray
(A '" I nm) can be utilized. EUV lithography requ ires special optical materials for
high reflectivity at the specified wavelength and careful defect control on optical
coatings, which is not trivial and requires the development of new materials and
optics. For X-ray lithography, although the process is less susceptible to defects
and their diffraction effects, image transfer is limited to l-to-l , without any reduc­
tion, due to its lack of optical reduction capability. Other alternative methods will
be discussed in the latter part of this chapter.

2.2. Bulk Micromachining

After the discovery of piezoresistivity in Si and Ge in the 1950s (Smith 1954),
the commercial silicon pressure sensors using electromechanical properties were
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first developed by Honeywell in 1963 (Sanchez 1963). For the sensor fabrication. a
movable structure such as a diaphragm must be produced with controlled geometry.
In order to make mechanical components that can move out of plane. different types
of fabrication techniques have been developed. These can be categorized into bulk
micromachining and surface micromachining.

Bulk micromachining is a subtractive process by which a structure is made
out of a substrate. From the structure defined by the photolithographic step. the
etching process removes unwanted parts out of the substrate. leaving behind a
thickness-controlled region. For example. by anisotropic etching along crystalline
orientation. an etched pit and a remaining diaphragm with a unique profile can
be fabricated. A wide variety of structures are possible using this technique
as shown in Fig. 2 (Kovacs. et al. 1998). The bulk micromachining intends to
obtain thin membranes. trenches. holes or undercuts depending on the charac­
teristics of etching chemistry and crystallographic orientation of the monocrys ­
talline silicon substrate . Rounded isotropic pits (Fig. 2(a». pyramidal pits (Fig.
2(b» and an undercut beam with a pyramidal pit can be made using this method
(Fig. 2(cj),

Due to its well-defined crystal structure. a silicon substrate shows different
etch rates along its individual plane directions in commonly used etchant solutions
such as KOH (potassium hydroxide) and TMAH (tetramethylammonium hydrox­
ide). For example. the ratio ofetch rates of (1(0) plane over (Ill) is typically a few
hundreds in KOH solutions due to the variation in atomic densities of the planes
and strengths of the bonds. As a result . the slowest etching planes are exposed
at the end while the fastest. e.g.• high index planes. disappear during the etching
process. Usually. the (l00) and (111) planes contain the etched final structure and
the angle between these planes is 54.74°.

For an isotropic etching profile. HNA mixture solutions are commonly used.
The solution is made of hydrofluoric acid (HF). nitric acid (HN03). and acetic
acid (CH3 COOH). More detailed information can be found from references (Ko­
vacs 1998; Zurbel 1998; Zurbel and Barycka 1998). The etching process can be
done either wet or dry using liquid or gaseous phase etchants. Plasma etching or
RIE (reactive ion etching) is used for dry etching. RF power energizes and acti­
vates ion species . which react with the silicon substrate and form into a volatile
complex . These reaction by-products are transported out from the chamber by
a carrier gas. In common practice. sulfur hexafluoride (SF6). hydrochlorocarbon
(CHC!J). chlorocarbon (CCI4) and chlorine gases are used. For example. when
SF6 is used. it reacts with silicon and forms a silicon fluoride compound vapor.
and the chemistry is thought to be isotropic. However. a mixture of SF6 and 02
with a magnetically confined plasma configuration achieves a highly anisotropic
deep trench (Christopher et al. 1992).

During the process. oxygen forms silicon oxide. passivates side walls. pre­
vents further etching of silicon while the SF6bombards the trench bottom and takes
away silicon atoms. This shows the careful selection of process parameter matrix
that can yield a controlled etch profile. A more widely commercialized etch process
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FIGURE 2. Illustration of possible bulk micromachined structures: (a) rounded. isotrop­
ically etched pits in a silicon substrate (b) pyramidal pits etched into (100) and (110)
silicon using anisotropic wet etchants, bounded by (111) crystal planes (c) a pyramidal
pit etched down to a buried etch-stop layer in (100) silicon, with an undercut cantilever
beam. Kovacs, Maluf et al., Bulk Micromachining of Silicon, Proc.IEEE86(8): 1536-1551 .
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is known as the Bosch process (Learmer et al. 1999). The Bosch process was
initially developed to overcome the limitations of the chlorine-based plasma etch­
ing process such as low etch rates and poor mask selectivity. In contrast to the
process using the SF6 + 02 mixture, the Bosch process utilizes Teflon-like side­
wall films for passivation to achieve an anisotropic sidewall. The Bosch approach
is based on a variation of the Teflon-film sidewall passivation technique which
avoids recombination of active species in the gas phase: deposition and etch steps
are performed subsequently, as is illustrated in Fig. 3 (Learmer et al. 1999). As
the etching proceeds, polymer film on sidewalls for passivation is removed and
deposited continually, which enables localized anisotropic etching to progress at
the bottom of the trench. This can be performed at room temperature so that higher
selectivity over standard photoresist masks can be achieved as high as 200: I. For
better selectivity, a variety of hard masking materials can be used including Si02
and SbN4 • Etch rates of several microns per minute can be readily achieved with
a good control of the side profile with this process .

2.3. Surface Micromachining

Surface micromachining is an additive process that utilizes deposited thin films
for structural construction. The device is made with overlaying films on top of
the substrate. Often a sacrificial layer is used to produce a beam or membrane
for moving parts after freeing films attached on top. A resonant gate sensor was
demonstrated using this concept first in the mid-1960s (Nathanson et al. 1967).
For surface micromachining, as a structural material, polysilicon (polycrystalline
silicon) or metal is commonly used. Due to fatigue issues with metals , polysil­
icon is preferred for mechanical applications. However, some problem areas for
polysilicon as a MEMS material include residual stress, stress gradients through
the film thickness and statistical variations of the effective Young's modulus in the
polycrystalline material (Bustillo et al. 1998).

Many of these issues have been solved under precise control of process pa­
rameters . Polysilicon is deposited from silane (SiH4) by LPCVD (low-pressure
vapor deposition) at around 600°C. Silane decomposes into silicon and hydrogen
in the reaction chamber. It is known that the crystalline phase becomes dominant
at higher temperatures (T > 600°C). In situ doping (during deposition) can be
performed using arsine (AsH3), phosphine (PH3) or diborane (B2H3) gases if the
control of resistivity is needed. In order to release the residual stress of the film,
an annealing step often follows at around 900°C. During the etch release process,
due to the high surface-to-volume ratio and surface tension of liquid, liquid-phase
chemicals are trapped between layers and cause "stiction," This could easily lead
to structural damage . To avoid structural damage, the release methods including
the addition of a physical structure for preventing stiction (i.e., stand-off bumps
on the underside of a poly-Si plate), supercritical drying, and plasma etching, have
been suggested (Bustillo et al. 1998).
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Passivation ~ positive ions

ty\ F-species r.j:\ positive ions
\V Etching ~

FIGURE 3. Sidewall passivation mechanism of the Bosch deep silicon etching process.
The protecting film deposit ed in the passivation step is extending deeper into the trench es
during the etch step to yield a smooth sidewall . Learmer, Schilp et al., Bosch deep sili­
con etching: improving uniformity and etch rate for advanc ed MEMSapplications. Proc.
MEMS,Orlando, FL. l@ [19991 IEEE)
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For a metal structure, a typical process starts with a seed layer deposition on
a thermally grown silicon oxide layer. Oxide serves as an electrical insulator over
semiconductor silicon. Cr or Ti is usually used for the underlayer for conductive
metallic films such as Au, Cu or Ni. Photoresist is spun and patterned by pho­
tolithography, and the open area, where photoresist is removed , is exposed to an
electroplating solution. Then an electric current is supplied from outside for form­
ing metal films out of source ions in an electroplating bath. (There are a variety of
commercially available plating and etching baths, e.g., http://www.technics.com)
For a mechanical structure, Ni and Ni alloys are used in general. Stand-alone
structures need control of residual stress, which is dependent on the process con­
ditions of electroplating, such as the chemical composition of bath, temperature,
pH, current density and duration. More references can be found in traditional
electroplating books (Lowenheim 1974).

2.4. Combined Method

Bulk and surface micromachining techniques have their own advantages and disad­
vantages (French and Sarro 1998). Since bulk micromachining uses single crystal
silicon, its electrical and mechanical characteristics are superior to and more well­
defined than those of surface micromachined components in most cases. However,
crystallographic orientation restricts the etching profile and final structure achiev­
able. In comparison, although surface micromachining is free from this, slight
variations in deposition process conditions can affect the properties of polysilicon
seriously. The process often needs a post process to release the residual stress . Stic­
tion is also problematic and control of mechanical properties such as the level of
residual stress and Young's modulus, are known to bevery difficult. The combina­
tion of these two techniques has been attempted to overcome technical constraints
imposed by only one side.

The surface bulk micromachining (SBM) process was demonstrated with
(Ill) silicon wafers for making free-standing structures by applying both meth­
ods synergistically (Lee et al. 1999). First, a (III) silicon wafer is reactive ion
etched, leaving the structural patterns to be released later, and the bulk silicon un­
der the patterns is etched in an aqueous alkaline etchant to release the patterns . In
the developed technology, the thickness of the structural layer as well as the thick­
ness of the sacrificial gap is defined by deep silicon RIE. The release of structure
is accomplished by aqueous alkaline etching , utilizing the slow etching planes as
the etch stop. This results in very smooth and flat bottom surfaces . The required
release etch time in a KOH solution, a commonly used alkaline etchant , is compa­
rable to that of etching the sacrificial oxide in HE Figure 4 illustrates the process
flow and Fig. 5 shows a resultant structure made by the SBM process . The SBM
process demonstrated its capability of duplicating almost all surface microma­
chined microsensors and microactuators. Material properties of bulk silicon crystal
could beutilized while a thin layer of a free-standing structure could be made with
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FIGURE 4. Detailed process flow: (a) silicon etch using RIE (b) passivation nitride and
oxide deposition (c)oxide and nitride etch (d) silicon wet etch in aqueous alkaline etchant.
Lee, Park et al., The surface/bulk micromachining (S8M) process: a new method for fabri­
cating released MEMS in single crystal silicon, J. Microelectromech. Syst. 8(4) : 409-416.
(@ [19991 IEEE)

a large sacrificial gap. This method effectively removes the problem associated
with stiction.

Another example of a combined fabrication method was demonstrated in
the micro accelerometer (Yazdi and Najafi 2(00). Figure 6 shows the process
flow. The process starts with a thin, heavily boron-doped area on double-polished
p-type (l (0) Si wafer using thermal oxide as a mask. The boron doping is used
for an etch stop, where the bonding strength between boron and silicon is much
stronger than silicon-silicon (Peterson 1982). Both sides of the wafer are patterned,
and the patterns are aligned to each other. A shallow boron diffusion is performed
to define the beams, the proof mass, and the supporting rim. Then, LPCVD nitride
is deposited and patterned to form the polysilicon electrode anchors and isolation
dielectric under the polysilicon electrode dimples . The next masking step is
etching trenches to define the vertical electrode stiffeners. The trenches are then
refilled completely using sacrificial LPCVD oxide and then LPCVD polysilicon.
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FIGURE 5. Surface bulk micromachined comb-drive resonator for electrostatic actuation.
Lee, Park et al., Th e surfa ce/bulk micromachining (SBM) process: a new method for fabri­
cating released MEMS in single crystal silicon, J. Microelectromech. Syst. 8(4): 409-416.
(@ [19991IEEE)

The polysilicon is etched back using a blanket RIE etch, exposing the sacrificial
oxide and leaving polysilicon plugs in the trenches . In this manner, the step height
due to the trench etch is reduced, and sacrificial oxide at the bottom of the trenches
is protected. After a series of deposition and etching steps to define electrodes,
the final release structure is obtained. For prevention of stiction , before the wet
etching process. self-assembled-monolayer is used for surface coating on the
release structure.

3. NANOFABRICATION

Various efforts are being made toward the development of nanofabrication tech­
niques. Some of them can be considered as an extension of the micromachining
techniques. Others are being tried based on novel ideas.

According to International Technology Roadmap for Semiconductors updated
in 200S (Takekawa et al. 200S) (lTRS 200S), EUV is viewed as the most likely
to achieve 32 nm and 22 nm half-pitch patterning. However. ITRS 200S predicts
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that due to inherentproblemsof opticallithographymethodssuchas diffractionand
aberration. the post-optical alternativesare in demand and need to be considered:

Maskless lithography has been applied to niche applications in development for
prototyping and transistor engineering and to low volume application specific in­
tegrated circuit (ASIC) production,butitsrole could beexpanded. Breakthroughs
in direct-write technologies thatachieve high throughput could be a significant
paradigm shift, eliminating theneed formasks and resultingincost andcycle-time
reduction. Maskless lithography forapplication beyond prototyping is currently
intheresearch phase, andmany significant technological hurdles will need to be
overcome formaskless lithography to beviable forcost-effective semiconductor
manufacturing. Imprint lithography hasthepotential to bea cost-effective solu­
tion, butthere area number ofproblems thatneed tobesolved forthis tohappen,
including thedifficulties associated with Ix templates, defects, template lifetime,
andoverlay. Theintroductionofnonopticallithography will bea major paradigm
shift thatwill be necessary to meet the technical requirements andcomplexities
that are necessary for continued adherence to Moore's Law at DRAM 32 nm
half-pitch andbeyond.

For production scale top-down nanofabrication methods. concurrent efforts
are needed in developing exposure tools. masks. and materials.

3.1. Electron Beam Lithography (EBL)

Electron beam lithography is one example of a maskless lithography method.
As discussed earlier. since the resolution of photolithography is limited by the
wavelengthof the radiation source. the logicalsolution is to usea short-wavelength
beam for exposure. For this purpose. radiation sources such as EUV and X-ray
can be used. However. due to the inherentdiffraction and lens aberration in optical
system (EUV) and limitation in image reduction ratio and difficulty in generating
mask patterns (X-ray). a direct beam-writing method such as electron-beam (e­
beam) or ion beam lithographyhasbeen alsoconsideredas an alternative(Chiuand
Shaw 1997). For nanoscale feature production. electron beam lithography (EBL)
is preferred to ion beam. It has been developed based on the same principle as
scanning electron microscopy. This method utilizes high-energycharged particles
as a writing tool on the substrate with a controlled dose. The advantages and
disadvantages of this method are listed in Table 1 (Madou 2(02).

Due to technical restrictions, mainly associated with low throughput. the
use of EBL has been limited to photomask generation initially. Recent research
progress discusses an improvement of throughput using projection approaches
(Liddle et al.; Chang et al. 2001; Dhaliwal et al. 2001; Sohda et al. 2(03). Figure 7
illustrates the evolution of electron-beam lithography from the early scanning­
electron-microscopy-type systems. which expose integrated-circuit (IC) patterns
one pixel at a time. to mass parallel projection of pixels in electron projection
lithography (EPL) systems targetedat exposing ten million pixels per shot (Dhali­
wal et al. 2001). Scattering with Angular Limitation Projection Electron-beam
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TABLE1. Advantages and disadvantages of EBL [Tabulated from (Madou
2002)]

Advantages Disadvantages

Precise control of the energy and dose

Modulation of e-beams with speed and
precision by electromagnetic fields

Imaging of electrons to form a small point of
<100A (as opposed to 5000A for light beam)

No need for a physical mask
Ability to register accurately over small areas of

wafer
Lower defect densities and large depth of focus

Scattering of electrons in solid .
which limits practical resolution

Requirement of high vacuum
chamber for fabrication which
makes production system
complex

Slow exposure speed

High cost

Lithography (SCALPEL) research started at Bell Labs in 1989 with the initial
invention, and continued at the level of an initial feasibility study for several years
(Liddle et al.). In 1994, a proof-of-concept program was begun, with the successful
results from the first prototype exposure tool, making the transition to a proof-of­
lithography phase in 1997.

In each previous case, the design utilizes a step-and-repeat writing strategy.
That is, the electron-optical system is capable of illuminating a mask area contain­
ing the full pattern of at least one circuit level. An image of the circuit is projected
onto a resist-coated wafer and brought into registration with previously defined
levels. After exposure of the image, the wafer is moved, or stepped, to the next

PREVAIL

EPL

20001990

Shaped beam
Gau sian

Mask making ..-._ . beam

1980
Year

1012
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8.. 106
'" Probe-.:;

10" forming.l:j
c.

102

100

1960 1970

FIGURE 7. Evolution of electron beam lithography. Dhaliwal, R. S.. W. A. Enichen, et aJ.
(2001). "PREVAIL-Electron projection technology approach for next-generation lithog­
raphy." IBMJ. Res. Develop. 45(5): 615-638.
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FIGURE 8. Step and scan operation of SCALPEL. Waskiewicz, Berger et al., Electron­
Optical Design for the SCALPELProof-of Concept Tool." Proc. SPIE: pp . 13-22, 1995.

chip site and the full pattern exposure is repeated (Waskiewicz et al. 1995). This
approach employs a scattering (transmission) mask and a step-and-scan writing
strategy. The use of a scattering mask overcomes the problems of stenc il masks.
Here, the illuminated mask area is substantially smaller than the full circuit pat­
tern to be printed on the wafer. Due to this diminished optical field size, the mask
and wafer are both placed on stages and mechanically scanned during the expo­
sure, thereby reaching all patterned portions of the mask. The requirements of the
electron-optics are therefore independent of the size of the chip being fabricated.

Another advantage from the greatly reduced field size requirement for the
step-and-scan technique is that short focal-length lenses can be employed, thus
achieving a compact overall optical column length. The step and scan SCALPEL
is schematically illustrated in Fig. 8. The mask consists of a membrane and a
cover layer. The mask membrane is made of low atomic number materials while the
pattern is prepared on a cover layer of high atomic number materials. Due to the low
scattering, an incident beam (with a typical energy of 100 keY) passes through the
membrane at a smaller angle compared to one through the patterned layer. Contrast
is obtained by the difference in electron scattering characteristics between the
membrane and the patterned materials. An aperture in the back-focal (pupil) plane
of the projection optics blocks the strongly scattered electrons, forming a high­
contrast aerial image at the wafer plane (Waskiewicz et aI. 1995). The functions
of contrast generation and energy absorption are thus separated between the mask
and the aperture, which contributes to minimal absorption of incident energy by
the mask, preventing thermal instabilities.
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FIGURE 9. Schematic of PREVAIL. Reprinted with permission from Dhaliwal, Enich en
et al., PREVAIL-Electron projection techn ology approach for next-generation lith ogra­
phy, IBM J. Res. Develop., 45(5): 615-638, 2001. Copyright [20011, American Institute of
Physics.

Based on the research progress of shaped beam lithography at IBM, Projec­
tion Exposure with Variable Axis Immersion Lenses (PREVAIL) was proposed
in 1995 as a way of improving throughput in EBL (Pfeiffer and Stickel 1995).
In PREVAIL, a different electro-optical system is used as depicted in Fig. 9. The
PREVAIL concept enables stitching through a combination of high-speed elec­
tronic beam scanning and moderate-speed mechanical scanning of both reticle
and wafer (Pfeiffer et aI. 1999).

The electron beam column consists of the following building blocks: an elec­
tron source or gun; a first lens system to generate a square-shaped beam; a second
lens system to provide illumination of individual square sections-subfields­
of the reticle with the square beam of essentially the same size; deflectors and
correctors to scan the beam over multiple subfields with minimal loss of image
qual ity and to control exposure timing; and a third lens system to project the reticle
subfields reduced in size onto the wafer, including the means to maintain image
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R~'3i t Image
600 nm thick KRS

Accelerating VoltllJ:e - 75 kV
Current DClIslt)' - 3600/lA/cm'1­
Exposure Dose - 34,uClcm2

FIGURE 10. Resist cross section micrograph of 100 nm lines and spaces. Reprinted with
permission from Pfeiffer, Dhaliwal et al., Projection reduction exposure with variable axis
immersion lenses: Next generation lithography, J. Vac. Sci. Techno1. B, 17(6): 2840-2846,
1999. Copyright [19991, American Institute of Physics.

quality and accurate stitching. The basic optics is depicted in Fig. 9, together with
a schematic cross-section of the column. The lens systems most favorably em­
ployed are telecentric antisymmetric doublets (TADs) known to inherently have
a minimum of optical aberration s. Lenses, deflectors and correctors all use mag­
netic fields to shape and position the beam, whereas the exposure is controlled
with high-speed electric deflectors moving the beam on and off a beam stop with a
pass-through aperture . Located between the illumination and imaging section is the
reticle mounted on a precision movable stage in a chamber; the wafer is mounted
on a similar stage below the imaging section. Column and stage chambers are
under vacuum, requiring appropriate reticle and wafer load/unload systems to
connect to the outside. Except for the vacuum requirements, the column and me­
chanical system closely resembles optical scanners in widespread use today. The
electronic control system, however, is much more sophisticated (Dhaliwal et al.
200 I). Figure 10 shows the pattern of 100 nm lines and spaces exposed in 600 nm
thick resist at a 6:1 aspect ratio in a single layer of KRS photoresist (Pfeiffer et al.
1999).

Hitachi developed a cell projection EBL system (Nakayama et al. 1990;
Sakitani et al. 1992; Matsuzaka and Soda 1999) in which an array of cells were
exposed simultaneously. Increasing the number of cells increase the throughput
(Sohda et al. 2(03). The cell projection combined with continuously moving wafer
stage was demonstrated for sub-180-nm lithography with alignment accuracy of
50 nm. Recent research efforts include multiple e-beam generation within a lithog­
raphy system using a photocathode, in which a photocathode is controlled by
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acousto-optic modulated 257nmlaserbeamsandis utilizedtogenerate32electron
beams (Maldonado et al. 2(03). The multiple beams are accelerated at 50 kV in
an electroncolumn,demagnified and focused on the mask or wafersubstrate.

3.2. Scanning Probe Lithography (SPL)

Scanningprobe lithography (SPL) is the term used for describing an atomicscale
writing process based on scanning tunneling microscopy (STM), which was ini­
tiallydeveloped at the IBM ZurichLab in the early 1980s. The STM can generate
images using a sharpened conducting tip over the surface with a constant tun­
neling current. The displacements of the tip given by the voltages applied to the
piezo drives make a topographic pictureof the surface. In practice, the tunneling
current is kept constant with feedback control and the tip movement follows the
surface profile. Lateral spread of surface step, 8, as a measure of resolution, is
approximated by (Binninget al. 1982):

_ (~)1/2
8 - 3 A<p1 /2

whereR is the tip radius,A isa constantwhose valueisaround 1.0A-I eV- 1/ 2 and
<p is a planar tunnelbarrier.As shownin the equation,a reduction of tip radiuscan
improve the lateralresolution. A typicalSTMhassub-angstrom vertical resolution
and sub-nanolateral resolution.

An extensive review of SPL can be found in (Tsenget al. 2(05). AFM was
developed laterbased on STM principles and by the same researchgroup (Binnig
et aI. 1986). The atomicforcemicroscope (AFM)ismadeof a cantilever beamwith
a sharp tip at its free end whichscansover the surface. The deflection of the beam
varies, depending on the attractive and repulsive interaction between the tip and
the surface. By measuring this deflection, topographical imagescan be obtained.
For nanofabrication, the same tools are used to deposit, remove and modify the
materials on the surface.

Oneadvantage of STMoverEBL is itsuse of lowelectronenergy(< 100eV)
comparedto EBL (10-100keV).Sincelower-energy electronshavemoreconfined
lateralscattering, STM, ingeneral,hasa betterresolution thanEBL.Acomparative
study(Wilderet al. 1998)showsthat it ispossibleto printsub-50-nm features using
both systems, but SPL has a wider exposure latitude (the percent change in line
widthfor a percentchange in exposure dose)at thesesmall featuresizes (Fig. 11).
SPL requires a significantly higher incidentelectron dose for exposure than does
EBL.In EBL, lithography control is most limitedby proximity effectswhich arise
from backscattered electronswhoserange is considerably largerthan the forward
scattering range in the resist film. As a result, the exposed feature dimension
depends strongly on the local feature density and size, leading to unacceptable
line widthvariations across a wafer. These limitations are alleviated in the case of
SPL exposures.



MEMS for Nanotechnology: Top-down Perspective 125

o
0.1

50

200

'I II 11!1 !Ii !II !Iill! i !I!lU! II II I!Ill! HI,I EBLI~ 11 1!1 I I
I II I I I" I ji II i IHii
! 11111 ! I ~ I III 11 ' '' iltl'

E IIII !~ l I 1111 i li llll:
s. 150 II .1Ii i 1I'Iii )~' ! I iIr~ Iii l'II "lil II, hsPLI",'
~Q) j l l I"' I i 111'1 I ·;t l!'
C 100 I-~~' I I , i II iii 1 111

::i II!\ f l l lli I I 'VI!l\11l
ll lll ~ !111 111 IJ II I Ililr
'I ii" Ii jl!t

V
I I 'I'

I IIJ~ \ i i IIII! I II I 111 11 :
10 100 1000

Line Dose (nC/em)

FIGURE 11. Patterned line width dependence on exposure dose for EBLand SPL single­
pass exposures of SAL6D1 resist. Reprinted with permission from Wilder, Quate et al.,
Electron beam and scanning probe lithography: A comparison, J. Vac. Sci. Technol. B,
16(6): 3864-3873, 1998. Copyright [19981 , American Institute of Physics"

Considering the advantages of ultrahigh-resolution capability and other
unique features, including inexpensive equipment and relatively easy operation,
SPM-based nanofabrication technologies have proliferated with diverse ap­
proaches and with varying maturity, from concept to commercialization (Tseng et
al. 2005). One thing to be noted is that the development ofSPL has come about from
the progress in MEMS fabrication techniques. By anisotropic chemical etching, a
pyramidal tip could be fabricated at the end of a silicon cantilever beam.

However, SPL has the significant drawback of a low throughput. Scanning
probe is an inherently serial writing tool and its application is limited by its slow
speed and low productivity. Feasible solutions have been suggested such as multi­
ple tip operation and scan speed enhancement by integrated control (Minne et al.
1998; Lutwyche et al. 2000; Bullen et al. 2004) .

Dip pen nanolithography (DPN) is a branch technique of SPL. DPN uses an
atomic force microscope (AFM) tip as a "nib ," a solid-state substrate (in this case,
Au) as "paper," and molecules with a chemical affinity for the solid-state substrate
as "ink." (Piner et al. 1999). Molecules are transported via capillary action from
the AFM tip to the solid substrate as shown in Fig. 12. The migrated molecules
are then immobilized by self-assembly. The first DPN experiment demonstrated
the writing capability of l-octadecanethiol (ODT) to Au surface utilizing thiol
bonding (Piner et al. 1999). ODT formed a patterned self-assembled monolayer
(SAM) following the writing track. Affinity of the ink molecules to the substrate
is an important parameter in DPN. With the optimized substrate condition and
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Writing direction..Moloc,l" transport\
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FIGURE 12. Schematics of dip-p en nanolithography. Reprinted with permission from
[Piner, Zhu et al., Dip-Pen Nanolith ograph y SCIENCE283(29): 6616 63]. Copyright [19991
AAAS.

experimental variables such as humidity, temperature, contact force and scan speed,
DPN can achieve a lateral resolution in the order of 10 nm.

DPN is a good example that shows how top-down (manipulation by a scanning
probe) and bottom-up (self organization of molecules) approaches are interfaced
to realize toolkits and methodology for nanoscale manufacturing.

3.3. Soft Lithography

Soft lithography is a printing method that uses physical contact of a master stamp
pattern to transfer the image on the substrate using a special ink. Soft lithogra­
phy represents a nonphotolithographic strategy based on self-assembly and replica
molding for carrying out micro- and nanofabrication. It can generate patterns and
structures with feature sizes ranging from 30 nm to I {)() urn, For the preparation
of the master stamp itself, other lithography methods are used. Once the pattern
is generated, soft lithography is used to replicate feature s faithfully as a comple­
mentary technique.

Although the history of contact printing is quite long in human history, it
has been rediscovered by Whitesides group in 1993 for micro- and nanofabrica­
tion (Kumar and Whitesides 1993). They initially demonstrated that an elastomer
stamp inked with an alkanethiol could transfer a contact image on a gold surface
by self-assembly. A good review in this area can be found from (Xia and White­
sides 1998; Gates, Xu et al. 2004) and (Michel et al. 2001) . Five techniques have
been demonstrated: microcontact printing (CP), replica molding (REM), micro ­
transfer molding (TM), micromolding in capillaries (MIMIC), and solvent-assisted
micromolding (SAMIM) (Xia and Whitesides 1998). Figure 13 illustrates these
techniques.
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FIGURE 13. Schem atic illustration of procedures for (a) replica molding (REM) (b) micro­
transfer molding (TM) (c) micromolding in capillaries (MIMIC) , and (d) solvent-assisted
micromolding (SAMIM). Xia and Whitesides, Soft Lithography, Annu. Rev. Mater. Sci.,
28: 153-184, 1998.
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The common feature of all of the printing methods is conformal contact of
an elastomer with an object surface, in which either the surface or the elastomer
is patterned topographically or chemically. During a printing step, an ink may be
transferred to the substrate (additive print) or removed from the substrate (sub­
tractive print), the chemical nature of the substrate may be altered in the zones of
contact (convertive print) (Michel et al. 200 1).

On the other hand, soft lithography is important due to its use of nonrigid
elastomer materials for both a template and a device structure. As discussed ear­
lier, although silicon is an excellent material for electronic and mechanical devices
and systems, for sensors and actuators that often require sampling and transport­
ing of liquid media, non-compliant surfaces could be problematic. For example,
for complete closure of fluidic passage, stiff materials impose huge limitations in
constructing a valve structure. Stiffness demands sophisticated and complex me­
chanical design and a larger driving force to prevent any leakage. Due to this, the
silicone elastomer such as polydimethylsiloxane (PDMS) becomes very popular
for its cheap material cost, optical transparency, chemical stability and faithful­
ness in replication process (Quake and Scherer 2(00). For BioMEMS devices and
systems, PDMS is being widely adopted as a substrate material.

3.4. Nanoimprint Lithography (NIL)

Nanoimprint lithography (NIL) takes a similar approach to soft lithography, which
was developed by Chou in 1995 (Chou et al. 1995). Both are replication process
depending on the prefabricated stamp or mold. As demonstrated in commercial
CDs and DVDs, polymer molding has been successfully used to reproduce submi­
cron features (Li and Huck 2(02). Apply ing the similar concept to an even smaller
scale , the nanoimprint lithography (NIL) transfers patterns on a prefabricated mas­
ter directly into a thermoplastic resist on a substrate. When heated above its glass
transition temperature, the polymer becomes viscous and conforms exactly to the
master by filling the cavities . After it is cooled down , the replica is demolded from
the master and additive and/or subtractive fabrication process is performed. Unlike
conventional lithography methods, nanoimprint lithography is not dependent on
the energetic beam source. Therefore, common problems in conventionallithogra­
phy such as diffraction, scattering/backscattering and interference can be avoided.
However, since the NIL is a physical process, process parameters related to the
thermally induced stress and the flow behavior must be tightly controlled as op­
posed to the apparently simple schematics of the process . To minimize thermally
induced stresses in the material as well as replication errors due to the different
thermal expansion coefficients of the master mold and the substrate, the span of
thermal cycle must be as small as possible (Scheer and Schulz 1998; Heyderman
et al. 2000; Hirai et al. 200 I; Scheer and Schulz 200 I). Typical process steps of
NIL are illustrated in Fig. 14 (Torres et al. 2(03).

NIL has been demonstrated with 10-100 nm resolution (Chou et al. 1995;
Chou 1996; Chou and Krauss 1997; Xia and Whitesides 1998; Xia and Whitesides
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FIGURE 14. Schematics of the NIL process (left) and of the temperature-pressure tem­
poral sequence (right). The inset shows typical process parameters. Reprinted from
Materials Science and Engieering, C 23, Torres, Zankovych et. al., Nanoimprint lithog­
raphy: an alternative nanofabrication approach , pp. 23-31, (2003), with permission from
Elsevier.

1998; Michel et al. 200 1; Zankovych et al. 200 1; Chou et al. 2(02). To address the
issues described above, research efforts in this field involve the use of a short-pulse
laser or the combination of NIL and photolithography to reduce thermal cycle time
and the residual stress . In the technique of laser-assisted nanoimprint (Xia et al.
2003; Grigaliunas et al. 2004), a thin surface layer of polymer is molten by a
single excimer laser pulse, and a master mold is embossed into the low viscous
polymer in a very short time of less than 500 ns. In the nanoimprint system with
UV-photolithography capabilities (Bender et al. 2000; Bender et al. 2002; Bender
et al. 2004; Chen and Guo 2004; Plachetka, Bender et al. 2(04), a master mold
is made from a UV transparent material and low-viscosity UV-curable resists are
used for faithful pattern definition. Relatively high aspect ratio structures can be
generated by this technique.

Combinations of two techniques-UV-NIL and soft lithography-were also
tried for micro- and nanofabrication (Bender et al. 2000; Bender et al. 2004 ;
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FIGURE 15. Process flow of soft NIL: (a) spin coated wafer (b) imprinting and stamp
adaptation (c) curing of the resist via UV (d) patterned high contrast. Reprinted from
Microelectronic Engineering. 73-74, PIachetka, Bender et. al., Wafer scale Pattern­
ing by Soft UV-Nanoimprint Lithography, pp. 167-171, (2004), with permission from
Elsevier.

Plachetka Bender 2004). For example, starting with a hard surface such as Si or
GaAs , patterns are generated, then transferred to a soft and transparent elastomer
stamp by casting. The stamp is then used to regenerate the original structure on
the desired surface by UV-NIL. The schematic of this soft NIL is shown in Fig. 15
(Plachetka et al. 2004).

It should be noted that NIL is a complementary technique that can be com­
bined with other production method for batch fabricat ion. There have been contin­
uous efforts toward low-cost mass production in the area of nanofabrication. One
of the most frequently used fabrication methods in the lab scale production is EBL
or SPL. Although progress is being made, slow serial processing limits the use of
this technology in mass production. While EUV or X-ray nanolithography offers
parallel batch fabrication, it requires huge initial investment on equipment and
toolkits . The development of practical methods for generating sub-l 00 nm resolu­
tion on a variety of substrates has been a great technical challenge. As an alternative
solution, prefabrication of patterns on a stamp or mold with high-preci sion tech­
niques such as EUV, EBL and SPL and replication of those with NIL is suggested.
Although there are other issues related to viscoelastic behavior of resist materials,
multiple layer alignment as well as print and uniformity across a large area wafer,
technical progress is being made.
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In order to generate signals and motions that can communicate with the macro
world, novel materials assembled from a bottom-up approach need to be integrated
and interfaced with larger-scale devices and systems. Top-down nanofabrication
can offer a testing platform for functional materials developed from bottom-up
methodology. In such sense, two approaches are complementary. As discussed by
Fujita (Fujita 2(03), micromachined devices provide not only infrastructures for
nanotechnology but also tools for examining nanomaterials. Thus, for engineering
applications, nano/micro integration and interface needs to be conceived from the
design stage. In this, the effort made toward integration and interface concerns
more about methodology than about scale itself. A few examples will be discussed
regarding integration and interface .

4.1. Carbon Nanotube (CNT) Manipulation
with Microelectrode

Carbon nanotubes are considered to be a very promising candidate material for
nanodevices due to their unique chemical, mechanical and electrical character­
istics. Synthesis of CNT has been widely studied while the integration of CNT
into devices is still elusive (McEuen et al. 2(02). For CNT integrated devices,
chemical vapor deposition with an activated catalytic site can be used. However,
high-temperature processing is not very desirable due to its incompatibility with
semiconductor batch fabrication. Alternatively, CNTs can be fabricated separately
and suspended in liquid media, then assembled into a device. For manipulation of
CNTs in this method, microfabricated tools such as a scanning probe and micro­
electrodes can be used.

In the first approach, the scanning probe is used to simply control the shape
and position of individual CNT (Hertel et al. 1998) and to further fabricate a
single-electron transistor (Roschier et al. 1999). One major drawback, however, is
its lack of capability to make multiple devices concurrently with reproducibility.
To overcome the yield problem for manufacturing, selective alignment of CNTs
from liquid media with micro- and nanoelectrode using dielectrophoresis has been
drawing attention (Yamamoto et al. 1998; Nagahara et al. 2002; Chung and Lee
2003; Chung et al. 2003; Suehiro et al. 2003; Chan et al. 2004). Yamamoto et, al.
(1996) initially discovered CNTs in isopropyl alcohol (IPA) could be separated
from other particles and aligned towards an electrode due to mobility difference
under dielectrophoresis. Dielectrophoresis is the translational motion of neutral
matter caused by polarization effects in a nonuniform electric field. This force
results from differences in polarizability between the particle and the medium. Po­
larizability is the ease with which an external field can distort the charge distribution
in a molecule. The electrical force on any object undergoing dielectrophoresis is
directly related to its volume and polarizability, which is a function of its com­
plex permittivity. Integration of CNTs into the electrode was reported (Nagahara
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et al. 2002; Chung and Lee 2003) and was utilized for a thermal sensor (Chan
et al. 2004) and an ammonia gas sensor (Suehiro et al. 2003). A more sophisti­
cated alignment method was developed with a nanogap electrode using MEMS
fabrication techniques(Chung and Lee 2003; Chung et al. 2003).

Passiveintegration withoutresortingto anyactivepowersource wasalsosug­
gestedas an integration method. Rao used organicmolecularmarkson a substrate
to guide the self-assemblyof individual single-walledCNTs. Using microcontact
printing, two distinct surface areas were created with polar chemical (amino- or
carboxyl- ) groups and nonpolar (methyl-)group, then CNTs were aligned along
polar region due to electrostatic interaction (Rao et al. 2003). A large area pat­
terning has been demonstrated. This is also an example of combined methodsof
chemical interaction and the top-down approach of soft lithography.

4.2. Nanoparticle Interface with Microelectrode

Out of recent progress in chemistry and materials science, a wide variety of sub­
10 nm scale engineering materials in wire, tube or particle form have been pro­
duced. Meanwhile, lithographic techniques generating reliable micrometerscale
features have been utilized in electronics. The interfacing those two principles
needs to be explored for successful implementation of nanomaterials into work­
ing devices and systems. Among others, nanoparticles are prevalent in materials
development: the organizedpatterningof nanoparticles and connectingthose with
microelectrodes isacrucialtask inachievinganytangiblefunction insmalldevices.

The strategy for the selective creation of covalent or electrostatic binding
sites is employedfor collectivepatterngenerationof nanoparticles (Shipway et al.
2000). A standardphotolithography processcanbe usedto makea definedstructure
that protects the surface from chemical treatment. The exposed area holds (or
loses) specificchemical functional groups which become preferential assembling
(or distracting) sites of nanoparticles. UV exposure during the photolithography
itself can also be used for patterning purpose. For example, irradiation on thiol
groups leads to the destruction of active surface groups, making them unable to
bind gold nanoparticles (Liu et aI. 1998).

Soft lithography is also an obvious choice for integration. Using a stamp,
microcontact printingof an affinity layer for nanoparticles or direct application of
nanoparticles in a solution with guided microchannels could generate patterns.

Interfacedwith microelectrodes, collective characteristics of nanoparticles in
the gas sensor structure have been studied by one of the authors (Rajnikantet aI.
2004; Shukla et al. 2005; Shukla et aI. 2005). Compared to the conventional gas
sensorsusingtheequivalent materialsystem,veryhighsensitivitycan be obtained.
Figure 16showsthedeviceand itscross-sectional view. In thissensor,the nanopar­
ticle layer consists of trivalent In203-doped Sn02 semiconductornanocrystalline
particles with Pt-clusters as the catalyst. Hydrogen molecules are first adsorbed
on the sensor surface, and then are dissociated into protons and electrons on the
Pt-catalyst surface. While the protons are involved in forming water molecules
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FIGURE 16. Fabricated nanoparticle-MEMSsensor: (a) packaged sensor (b] interdigitated
microelectrode (cl AFM image of nanoparticles. Rajnikant, Shukla et al., A nanoparticle­
based microsensor for room temperatur e hydrogen detection. Proc. IEEE Sensor s 24-27
Oct. 2004. pp 395-398. vol-t , (@ [2004) IEEE)

via reaction with the surface-adsorbed oxygen ions, the electrons contribute to an
enhanced conduction between the interdigitated electrodes. The sensor interface
was made by micromachining electrodes and a sol-gel dip coating of nanoparti­
cles. Scaling-down from a bulk sensor to a microsensor leads to increased mass
transport rate of the analytes, small volume requirements, precise control over the
geometry and dimensions, while the nanoparticles provide increased area of space
charge region and a total number of reactive sites for a given volume. Overall
sensor performance can be dramatically improved from this nano-micro interface.
The high sensitivity of lOS was observed even at room temperature, which had not
been reported before (Shukla et al. 2005; Shukla et al. 2(05).
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FIGURE 17. Cantilever Array Sensor. Biswal, Raorane et al. 2005, Thermally Induced
Phase Transitions of BiomoIecuIes Observed Via Nanomechanical Motion from Micro­
cantilevers, MicroTAS 2005: 9th IntI. Conf. on Miniaturized Systems for Chemistry and
Life Sciences, Boston, MA, USA, Transdu cer Research Foundation.

An extensive review on the subject of nanoparticle patterning for practical
applications can be found in (Shipway et al. 2(00).

5. APPLICATIONS

MEMS structures and fabrication methodology provides infrastructure for
nanoscale materials to facilitate interactions with the outer world. The following
sections discuss the implementation of this approach for practical applications.

5.1. Nanobeam

In the cantilever-based sensor, the adsorption/desorption of nanoscale molecules
and surface reorganization induce a stress that causes the cantilever to bend. The
binding event can be observed with an amplified signal output , i.e., beam deflection.
This phenomenon has been utilized to study phase transitions in macromolecules
(Biswal et al. 2005). A bimorph cantilever array shown in Fig. 17 can be fabricated
with a 200 um silicon nitride beam and a 20 nm gold layer. Optical detection is used
to monitor the bending of the bimorph cantilever due to a change in temperature.
The relation between the surface stress in the thin gold layer to the cantilever tip
rotation and deflection is given by the Stoney's formula :

3Li)'(1 - vI)L2
Lih = 2

Elf l

where Li)' is the change in surface stress, VI is the Poisson's ratio of the thick
layer, E I is the Young's modulus of the thick layer, fl is the thickness of the thick
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layer and L is the length of the cantilever. DNA strands were immobilized and
hybridized on the cantilever and then the temperature was ramped up to induce
DNA melting. The result is in good agreement with the temperature at which the
double helix separation is expected.

By scaling down further, aluminum nanocantilever-based dynamic sensors
for highly sensitive mass sensors have been reported (Davis and Boisen 2005).
When mass sensitivity (8m /8f) is calculated for cantilevers of different materials,
it is observed that Al has the best mass sensitivity followed by poly-Si and then
single crystal Si, due to its low density and low Young's modulus compared to the
other cantilever materials. The fabrication of the Al nanocantilevers is based on a
lift-off technique. The devices are realized on 4-in. Si wafers. First, a resist mold
is formed on the Si substrate using UV lithography. Then, Al is deposited using
electron beam evaporation. Next, the Al deposited on the resist is removed by lift­
off. Finally, the metal structure is released by SF6 dry etching of the underlying
Si layer. An important aspect of this process is that the release step is performed
by dry etching, which alleviates stiction problems that are often observed in wet
release techniques. The fabricated nano cantilever is shown in Fig. 18. On the
fabricated sensor, AC and DC voltages are applied between the driver electrode
and the Al nanocantilever, which drive vertical motion. The frequency responses
of the nano cantilever reveal frequency shifts (6.5 kHz) in response to mass of the
carbon deposit (14 fg). The mass sensitivity of the device is found to be around
2 ag/Hz.

Another example of microcantilever sensor with nano interdigitated elec­
trodes (IDEs) has been reported for DNA binding protein analysis (Wu et al. 200 1;
Lee et al.). In this sensor, a 0.5 J.Lm thick low-stress SiNx thin film is grown by
LPCVD on the front and back side of a silicon wafer. Back side SiNx is etched by
reactive ion etching (RIE) and then Si is anisotropically etched from the backside
by TMAH. Au/Cr layer is deposited on the front side of the wafer and the nano
IDEs are patterned bye-beam lithography. Finally, the SiNx layer is released by
RIB to form the microcantilever. The 100 nm line and spaced nano IDEs are located
at the clamped end of the 15 J.Lm wide microcantilever. As shown in Fig. 19, the
nano-IDEs maximize the microcantilever deflection induced by conformal change
of DNA bridges due to interaction of biomolecules from DNA hybridization and
DNA protein binding.

A nano cantilever with spherical tips for dynamic (oscillating cantilever)
noncontact AFM has been reported (Hoummady et al. 1997). The fabrication
process consists of a thin platinum mesh containing an electrolyte liquid (KOH)
that is maintained by surface tension. A wire made of tungsten (W), can be etched by
inserting it into the mesh by means of an X-Y-Znano-translator stage. A microscope
and a charge-coupled device (CCD) camera are used to control the position of the
wire in the electrolyte as well as to visually control the size of the wire during the
etching procedure. First, the diameter of the W wire is reduced using rapid AC
etching followed by a DC electro-polishing to attain the shape desired. Fig. 20(a)
and (b) show an SEM picture of a perfect ball tip fabricated by this technique.
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FIGURE 18. SEM images of Al nanocantil ever before (a) and after (b) dry und eretchin g.
Reprinted with permission from Davis and Boisen. Aluminum nanocantilevers for high
sensit ivity mass sensors . Applied Physics Letters 87(1) : 013102-3. 2005. Copyright [20051.
American Institute of Physics.

Fig. 20(c) shows a simple procedure by which to make a ball tip. After reducing
the size of the wire, the ball tip is obtained by a combination etching of the selected
region and scanning the wire through the electrolyte thin film in order to obtain a
smooth surface . By controlling the etching time and the region to be etched, it is
possible to make any structure with cylindrical symmetry. Due to the small size
of the nano cantilever (neck) and the small mass of the oscillating ball, the natural
frequency typically lies in the range of 100 MHz-I GHz . With the fabricated
device at the length of 200 nrn, mass of 10-14 g can be measured at 300 MHz.

A tweezers-type AFM probe device using micromachining technology in
order to combine the function of nano objects manipulation with AFM observation
has been developed (Takekawa et al.). Out of a SOl wafer, after front and back side
etching, the free standing area of the structure is formed . Final Si02 etching by an
HF solution results in the AFM tweezers as shown in Fig. 21. The main shape of
the AFM tweezers is determined by deep RIE, while the triangular cross-section
probes are formed before the deep RIE etch ing. Two thin probes with a triangular
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FIGURE 19. DNA bridges between the nano-IDEs maximizing the microcantilever de­
flection. Lee, Yun et al., 2005, Fabrication of Microcantilever with Nano-interdigitated
Elecetrodes (IDEs) for DNA Binding Protein Detection , MicroTAS 2005: 9th Intl. Conf.
on Miniaturized System for Chemistry and Life Sciences , Boston, MA, USA, Transducer
Research Foundation.
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FIGURE 20. SEM image of the ball tip and procedure to fabricate the ball tip of the
nano cantilever. (a) Low magnification inspection. The diameter ofthe ball is 1.5 mm. (b)
High magnification of the nano cantilever. The diameter is around 50 nm. (c) Procedure
by which to make a ball tip supported by a nano-cantilever. Reprinted with permission
from Hoummady, Farnault et al., New technique for nanocantilever fabrication based
on local electrochemical etching : Applications to scanning force microscopy, The fourth
international conference on nanometer scale science and technology. Beijing (China),
AVS,1997. Copyright [1997]. American Institute of Physics.
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FIGURE 21. A SEM photograph of the fabricated AFM tweez ers. The insert figure is a
magnified view of the triangular probes. Takekawa, Nakagawa et aI., The AFM Twezeers :
Integration of a Twezeers Function With an AFM Probe. Transducers'05, Seoul , Korea,
IEEEElectron Devices Society. (@ [2005J IEEE)

cross-section, which are formed at the end of the cantilevers. are facing each other
with a 2 IJ.m gap. In this structure. one beam is used as the AFM probe (referred as
"sensing probe" in the figure). and the other as the manipulation probe (referred
as "movable probe" in the figure).

5.2. Nanoprobe

A nanoprobe array with 32 x 32 probes on one chip has been developed for a
sensor application (Dong-Weon et at. 2(02). The thermal probe has a sub-I 00­
nm nano junction which can be used as a thermal sensor or as a nano heater.
The thermal probes in parallel operation can be used as a high-rate data transfer
device for memory cells made of phase changing material like GeSbTe. The whole
system consists of Pyrex glass plate with Ni stick, the thermal probe with integrated
actuator, and a sharp tip with metal-metal nano-junction. The individual thermal
probe can be actuated using an AlN piezoelectric film deposited on the thermal
probe. The designed thermal probe has a fundamental resonance frequency of
around 212 kHz, and the spring constant is designed under 2 N/m for contact
operation between the tip and a medium. The thermal probes in the array are
arranged in 140 IJ.m pitch horizontally and in 100 IJ.m pitch vertically. The nano
thermal probes are fabricated by a combination of conventional micromachining
techniques, photolithography, directional fast atom beam (FAB) dry etching to
pattern metals and inductively coupled plasma reactive ion etching (lCP-RIE) to
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(a) (b)

FIGURE 22. SEM views of (a) The thermal probe array (32 x 32) with nano-junction. (b)
A cross sectional SEM view of the SiOz tip made by FIB cutting. Dong-Weon, Ono et al.,
Microprobe array with electrical interconnection for thermal imaging and data storage.
Microelectromechanical Systems. Journal of 11(3): 215. (@ [2002)lEEE)

etch silicon. An SEM view of the fabricated probe array is shown in Fig. 22(a) . A
cross section of the thermal tip with metal-metal junction is shown in Fig. 22(b) ,
which is obtained by FIB (focused ion beam) cutting.

In another example, nano-probes were batch fabricated for near-field photo­
detection optical microscopy (NPOM) (Davis et al, 1995). The nano-probes are
fabricated on a silicon wafer. A sandwich of Si02 and Si3N4 is grown on the Si
wafer. A lithography step is performed and the exposed Si3N4 and Si02 layers are
etched through leaving an array of 10 x 10 IJ.m pads of the sandwich layers on the
substrate. The wafer is then placed in a quasi-isotropic silicon etch consisting of
nitric acid, H20, ammonium fluoride and hydrofluoric acid. The silicon is etched
until a broad tip is formed as shown in Fig. 23(a) . The silicon is thermally oxidized
(l00 nm thickness) and the oxide is then removed with buffered HF (BHF) . The
resulting structure is again oxidized as shown in Fig. 23(b). This re-oxidation
process further sharpens the tip. The photoresist is spun for only 0.2 s, to get a very
thick coat. The xylene in the photoresist is allowed to evaporate and the wafer is
then spun for 30 sat 3000 rpm. By this modified photoresist process, only the end
of the tip protrudes through the photoresist as shown in Fig . 23(c). Then the oxide
is etched from the exposed tip region with BHF and the resist is removed as shown
in Fig. 23(d). Al is then deposited over the entire structure. Photoresist is again
applied in the manner described above and the Al in the tip region is removed with
a standard Al etchant solution. The photoresist is removed and the AI-Si contacts
are sintered at 420°C as shown in Fig . 23(e). An SEM image shows the resultant
nano-probe in Fig . 24. Hence, this simple fabrication method meets all the NPOM
probe requirements i.e., an ultrasharp tip (nanometer radius), a small Schottky
contact area, and a very small (sub-micrometer) optically sensitive region . The
diode has a maximum optical sensitivity at a reverse bias of -1 .0Y where it can
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FIGURE 23. Probe fabrication . (a) A pyramid is Micromachined on a silicon wafer. (b)
The tip is sharpened through oxidation. (c) A special application of photoresist exposes
the oxide near the end ofthe tip. (d) The oxide is etched off the exposed region. (e) Al is
deposited over the entire structure and then etched off the end of the tip . Reprinted with
permission from Davis, Williams et al., Micromachined submicrometer photodiode for
scanning probe microscopy, Appli ed Physics Letters 66(18): 2309-2311, 1995. Copyright
[19951, American Institute of Physics.

FIGURE 24. A SEM image of the nano-probe detector. The opening in the aluminum is
0.7 x 0.7 11m and the tip radius is less than 50 nm. Reprinted with permission from Davis,
Williams et al., Davis, Williams et al., Micromachined submicrometer photodiode for
scanning probe microscopy, Applied Physics Letters 66(18): 2309-2311, 1995. Copyright
[1995], American Institute of Physics.
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detect optical variations as small as 150 fW. It has a spectral response similar to
bulk silicon detectors.

In the area of nanosensors for biological analysis, the development of dynamic
intracellular sensing probes is crucial to understand interactions between cell sig­
naling mechanisms and between networks of cells. Nanotips and nanoprobes have
been developed to be capable of electrochemically analyzing the cell membrane
surface and the cell interior (Fasching et al. 2(05). A cantilever transducer sys­
tem with platinum tip electrodes in submicro range was developed using etching,
shadow masking, and focused ion beam technology. A sharpened tip with a tip
radius smaller than 50 nm was fabricated with an AFM cantilever so that the tip
stands out vertically on top of the cantilever. These probes are capable of piercing
the cell with minimum damage and also conducting electrochemical detection.

5.3. Nanopore and Nanogap

In biology and chemistry, many efforts have been focused on molecular-level de­
tections. Nanopores are one of the most successful structures with the capability
of single molecular level detection. Electrical detection of translocation of single­
stranded DNA and RNA molecules through a voltage-biased o-haemolysin protein
pore (14 Aat the narrowest constriction) within a lipid bilayer was first reported
in 1996 (Kasianowicz et al. 1996). Each translocation molecule either partially or
fully blocks the normal ionic current through the pore in a lipid bilayer that can be
detected by an electrical signal, where the signal depends on the characteristics of
the target molecule. Using this technology, detection of single nucleotide differ­
ences, distinction between polycytosine and polyadenine molecules, and charac­
terization of the hybridization of individual DNA strands has been demonstrated
(Akeson et al. 1999; Meller et al. 2000; Howorka et al. 2001; Meller et al. 2001;
Vercoutere et al. 2001). Although these pores work great, the sizes are fixed and
their stability and noise characteristics are restricted by chemical, mechanical, elec­
trical, and thermal constraints. Also, the use of a fragile lipid bilayer membrane
makes this approach limited in practice.

The use of solid-state nanopores overcomes these limitations and provides
a wide variety of advantages. The size of the nanopore can be easily controlled
and the pores are chemically and mechanically robust under a wide variety of
pH, temperature, and electrical conditions. A solid-state nanopore can be inte­
grated with various types of other sensing mechanisms, can have the inner surface
functionalized for different applications, and can be integrated into a larger and
more complex system. The advances in nano and microfluidic technologies make
possible a fully integrated molecular level sensing platform for various appli­
cations. Solid-state pores have been used to detect DNA contour lengths, DNA
hybridization, DNA folding, drag on individual DNA molecules, single porphyrin
molecules, and to filter single stranded DNA (ssDNA) from a solution containing
ssDNA and double stranded DNA (dsDNA) (Li et al. 2001; Li et al. 2003; Storm
et al. 2003; Chen et al. 2004; Fologea et al. 2005; Heins et al. 2005; Storm et al.
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FIGURE 25. (a)Schematic illustration of solid state nanopores for DNA molecule translo­
eating (b) experimental setup for single molecule measurements with a nanopore detector
(c) TEM of a silicon nanopore with a 4 nm diameter. Reprinted with permission from
Fologea, Gershow et al.Detecting Single Stranded DNA with a Solid State Nanopore."
Nano Letters 5(10): 1905-1909. Copyright (2005) American Chemical Society.

2005). Techniques such as e-beam lithography, ion milling, etching and deposition
have been used to fabricate nanopores in silicon nitride and silicon dioxide. The
sizes of the nanopores are typically in the tens of nanometer range. To detect ds­
DNA for example, a pore diameter smaller than the molecule persistence length of
50 nm and larger than the 2 nm cross-sectional size of the molecule is required (Li
et al. 2003) . Typically, the molecular detection is performed by placing a nanopore­
containing chip between two separated fluidic chambers. These two chambers are
electrically connected only by the ionic solution through the nanopore. By apply­
ing a voltage, charged molecules can pass through the nanopore, causing a change
in the ionic current being measured. Figure 25 shows solid-state nanopores used
to detect DNA (Li et al. 2003).

It has been reported recently that the nanopores not only operate as a coulter­
counter where the ionic current measured across the pore decreases when a
molecule passes through the pore, but that the ionic current can actually increase
due to the interaction between the surface and the molecule passing through the
pore (Chang et al. 2004) . During the translocation of dsDNA molecules through a
nanopore "channel," the ionic current increased due to electrical gating of surface
current in the channel resulting from the charge on the DNA itself. The salt depen­
dence of ion transport and DNA translocation through solid-state nanopores has
been also studied over a wide range of concentrations. The result shows that the
conductance increases as the salt concentration is lowered due to the salt-dependent
surface charge of the pore. It is expected that the nanopore single molecule de­
tection technology can greatly improve the high-speed DNA sequencing (Fologea
et al. 2005).

The nano-porous electrode systems enhance sensitivity of electrochemical
biosensors by employing redox cycling between submicron spaced electrodes
(Muller et al.). First basic electrodes (counter and reference) and an insulating layer
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(a) (b)

FIGURE 26. (a) Sensor chipwithfour sensor positions, a large counter electrode & con­
necting padsin the periphery. (b) SEM image ofthe nano-porous top electrode. One non
removed particle is stillvisible, demonstrating the down-scaling effect when using parti­
clesasshadow masks during metallization. Muller, Kentsch etal.,2005, Sub-micrometer
Spaced Nano-Porous Electrode Systems: Fabrication, Properties andApplication to Sen­
sitive Electrochamical Detection, MicroTAS 2005: 9thIntl , Conf. onMiniaturized Systems
for Chemistry andLife Sciences, Boston, MA, USA, Transducer Research Foundation.

aredepositedon glass.An integratedgoldelectrodeand a formattedAg/AgCI-wire
serveas counterandreferenceelectrodesrespectively. Figure26(a) showsfoursen­
sor positions and a centrally positioned counter electrode. A monolayer of BSA
adsorbedas an adhesiveagent on top of the insulator helps in the self-assemblyof
micro- or nanospheresin a closely packed layer. Etching in oxygen plasma results
in a regular pattern of isolated particles which act as shadow masks during depo­
sition of the top electrode layer. Gold is sputter deposited on to the self-assembled
surface and then the nano particles are removed. Pores are etched in CF4 plasma
employing the porous top electrode as the etching mask. Figure 26(b) shows the
porous top electrode.

A simpledevice based on electrostaticactuation with a controllable nanogap
for electromechanical characterization of nano-scale objects is fabricated (Gel
et al., 2005; Park et al. 1999). Figure 27(a) shows the schematic view of the in­
planebendingof thedevice.Whenvoltageisappliedto the leftactuationelectrodes,
bending towardsthe actuationelectrode results in approach of the tips. Retraction
of the tips can berealized when voltage is applied to the right actuation electrode.
Figure 27(b) shows the fabricateddevice after oxide release etching. At the tip of
each cantilever a metal electrode is separated by an initial gap of approximately
30 nm from the other tip.

5.4. Channel and Needle

With the emergence of nano-biotechnology, there is a need to further downsize
microtluidic channels that are widely used in liquid handling in biology and
chemistry for sample manipulation. Fluid transport and molecular behavior at
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FIGURE 27. (a) Working principle for device based on in-plan e bending . (b) Fabricated
tests sample after oxide release etching. Gel. Edura et al., 2005. Controllable Nano-Cap
Mechanism For Characterization Of Nanoscale Objects, MicroTAS 2005: 9th Interna­
tional Conference on Miniaturized Systems for Chemistry and Life Sciences, Boston,
Massachusetts, USA, Transducer Research Foundation.

extremely small dimensions can be used in applications such as single molecule
manipulation and detection for biosensing, chemical analysis, and medical diag­
nosis (Turner et aI. 2002). Advances in nanoimprint lithography (NIL) greatly
resolved the issue of low-cost fabrication while maintaining high accuracy (Guo
2004). Nanofluidic channels with cross-sections of 700 nm and 300 nm were used
to stretch DNA, allowing the study of the statics and dynamics of DNA molecules
in a confined geometry (Guo et aI. 2004). If a DNA molecule is forced through a
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nanofluidic channel with a cross-section comparable to the persistence length of
the molecule, it is favorable for the DNA molecule to be in the stretched state. This
phenomenon can beapplied to detect , analyze, and separate the DNA molecules.
Austin 's group reported the use of stich nanofluidic channel to directly measure
the contour length of single DNA molecules confined in the channels and the sta­
tistical analysis of the dynamics of the polymer in the nanochannel (Tegenfeldt
et al. 2004). This technique has advantages over conventional flow stretching or
stretching using a tethered molecule since the presence of a known external force
is not required while allowing for continuous measurement of length.

Nanochannels have been also used for drug delivery applications (Sinha et al.
2004). Nanofluidic channels with 60-nm channel height were fabricated in silicon
by selectively growing oxide and then etching the sacrificial oxide . Glucose flow
through a 60-nm channel showed a zero-order release rate.

DNA stretching experiments have been successfully demonstrated by us­
ing nanofluidic channels fabricated by nanoimprinting of hydrophilic hydrogen
silsesquioxane (HSQ) (Guo et al. 2004; Cheng et al. 2005) . HSQ is an inor­
ganic hydrophilic polymer with a repeating unit of HSi03/ 2 and has the ability
to retain its solvent in a spin-coated film. First, a 390 nm thick layer of HSQ
is spin coated on a silicon substrate and then imprinted by using a surfactant
coated grating mold under a pressure of 1000 psi at room temperature. A surfac­
tant coated grating mold has a period of 700 nm, 50% duty cycle and a depth of
500 nm prepared by interference lithography and dry etching (Cao et al. 2(02). For
sealing the channels, HSQ is spin coated on an O2 treated PDMS stamp and put
in physical contact with HSQ channels for 5 minutes. The same sealing process
can be used to seal nanochannels etched in glass as well. Figure 28 shows the

300nm-

(a) (b) (c)

FIGURE 28. (a) & (b) SEM images of cross section of HSQ nanofluidic channels with the
HSQ sealing . (c)SEM image of the HSQ sealing on glass nanochannels. Cheng, Chang et al.,
2005, Nanoimprint of Nanofluidic Channels by Using Hydrophilic Hydrogen Silsesquiox­
ane (HSQ), MicroTAS 2005: 9th Inti . Conf. on Miniaturized Systems for Chemistry and
Life Sciences, Boston , MA, USA, Transducer Research Foundation.
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FIGURE 29. SEM images of planar nanoneedles. (a) Hollow nanoneedle. The channel
is clearly visible in the middle of the needle. Inner channel dimensions: 150 nm high,
2 urn wide. Needle dimensions: 0.7 urn high, 3 urn wide & 5 urn long. (b) Electrode
nanoneedle. The electrode tip is 2 urn long, 2 urn wide & 100 nm high.. (c) Three plane
nanoneedles marked 1, 2 and 3. Needle dimensions: 260 nm high, 3 urn wide and 10!Lm
long. Emmelkamp, Gardeniers et al., 2005, Planar Nanoneedles On-Chip for Intracelluler
Measurements, MicroTAS 2005: 9th IntI. Conf. on Miniaturized Systems for Chemistry
and Life Sciences, Boston, MA, USA, Transducer Research Foundation.

cross section of the SEM images of HSQ channels and HSQ sealed glass channels,
respectively,

Needles with nanosized inner channels or electrodes have been fabricated
(Emmelkamp et al.). Excellent penetration with diminished leakage from HL60
cells after insertion and release of the nanoneedle has been reported. Figure 29(a)
and Fig. 29(b) shows the hollow needle and the needle with electrode, respectively.
In these types of needles the channels or electrodes are encapsulated between a
300 nm LPCVD-nitride bottom layer and a 300 nm PECVD-nitride top layer.
Channel opening or electrode tip is placed at the needle tip. The needles are etched
by reactive ion etching and the channels are made by a sacrificial layer of chromium
line etched by ion beam etching . After deposition of the top layer the sacrificial
material is removed. The electrodes are formed by wet etching. The plane needle
shown in Fig. 29(c) only has the LPCVD layer.

A nanofluidic electrospray emitter tip incorporating a nanofluidic capillary
slot has been realized for use in the electrospray-mass spectrometry (ESI-MS)
(Descatoire et al. 2005) (Brinkmann et al. 2004). A liquid placed into the macro­
scopic reservoir spontaneously fills the microfluidic slot and then the nanoflu­
idic slot and is presented at the extremity of the emitter tip. An applied voltage
leads to electrospray emission at the emitter tip where maximum electric field
intensity is generated. Figure 30 shows the nanofluidic electrospray. A low-stress
polysilicon-based slotted silicon cantilever is fabricated using micromachining
techniques involving low-pressure chemical vapor deposition of polysilicon, op­
tical photolithography and pattern transfer using a He-Cl based reactive ion etch.
Then nanofabrication of the nanofluidic slot is carried out by using a Ga-ion­
based Focused Ion Beam (FIB) (Le Gac et al. 2(04). The emitter tip has width of
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FIGURE 30. SEM image of the nanofluidic electrospray. C. Descatoire, D.Troadec et al.,
2005, A Nanofluidic Electrospray Source Fabricated Using Focussed Ion Beam Etching,
MicroTAS 2005: 9th IntI. Conf. on Miniaturized Systems for Chemistry and Life Sciences,
Boston, MA, USA, Transducer Research Foundation.

200 run and height of 100 nm implying the liquid volume in the nanofluidic part
is less than IpI. The effective electrospray is around 0.02 I-Lm2.

5.5. Nanowire and Nanotube

The sensing properties of nanowires and nanotubes have been widely studied
recently due to their nanoscale dimensions and huge surface-to-volume ratio.
Metallic nanowires have been used to measure thiol and amine molecules (gold
nanowire) and hydrogen (palladium nanowire) (Li et al. 2000; Favier et al. 2001).
Nanowires can be configured as field-effect transistors, which change conduc­
tance upon bind ing of molecules to receptors linked to the nanowire surfaces. It
has been shown that the conductance of metallic nanowires is sensitive to molecular
adsorption onto the nanowires. Field-effect transistors (PETs) based on individual
In203 nanowires were used to investigate the chemical gating effect of organic
molecules and biomolecules with amino or nitro groups (Li et al. 2(03). The
electron-donating capability of amine groups and electron-withdrawing capability
of nitro groups showed significant shifts in the gate threshold voltages. Single­
crystalline In203 nanowire with a diameter around 10 nm were used to bridge
the source/drain electrodes with a channel length of 3 I-Lm. This device was also
used to sense low-density lipoprotein (LDL) cholesterol. The advantage of such
chemically sensitive PETs is that molecular binding can be monitored by a direct
change in conductance or related electrical properties. Using this device, sensitive,
label-free, real-time detection of a wide range of chemical and biological species
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is possible. The small size of nanowire-based device also allows for dense arrays
of such sensors .

Boron-doped silicon nanowires (SiNWs) were also used in a FET configura­
tion to create highly sensitive, real-time electrically based sensors for biological
and chemical samples (Cui et al. 2(01). Amine and oxide-functionalized SiNWs
showed pH-dependent conductance that was linear over a large dynamic range. The
dopant type and concentration of semiconductor nanowires can be controlled, en­
abling the sensitivity to be tuned. Biotin-modified SiNWs were used to detect strep­
tavidin down to at least a picomolar concentration range. Antigen-functionalized
SiNWs showed reversible antibody binding and concentration-dependent detection
and the device was also used to detect the reversible binding of the metabolic indi­
cator Ca2+. The same group recently showed direct, real-time electrical detection
of single virus particles using a similar device (Patolsky et al. 2004). The nanowire
arrays were modified with antibodies for influenza A and showed conductance
changes in the presence of influenza A but not paramyxovirus or adenovirus. The
group also showed that multiple viruses can be selectively detected in parallel.
Figure 31 shows the concept of the device. This device has been further used to
detect cancer markers at femtomolar concentration with high selectivity and simul­
taneous incorporation of control nanowire to discriminate against false positives
(Zheng et al. 2(05).

Carbon nanotubes have also been used for biosensors in a FET configura­
tion as the conducting channel (Star et al. 2(03). Single-walled carbon nanotubes
(SWNTs) are molecular scale wires where the electr ical properties are sensitive to
surface charge transfer and changes in the surrounding environment (Shim et al.
2002). Simple adsorption of certain molecules can change the electrical prop­
erties of SWNTs dramat ically. Biotin-streptavidin binding has been detected by
changes in the device characteristics. Other groups have reported the use of single­
stranded DNA (ss-DNA) as the chemical recognition site and single-walled carbon
nanotube field effect transistors as the electronic readout component (Staii and
Johnson 2005). Different gases showed differences in signs and magnitudes that
can be tuned by choosing the base sequence of the ss-DNA. Arrays of carbon
nanotubes placed on a silicon chip have been also used as a DNA chip (Li et aI.
2003). DNA molecules attached to each carbon nanotube binds to the target DNA,
resulting in conductance increase.

Most of the nanowires and nanotubes aforementioned measure the electrical
signal of the nanostructure to detect molecules. Since many sensing materials are
not conductive, mechan ical properties can be also used to detect molecules. Mi­
crofabricated cantilevers have been recently used to detect bending or changes in
the oscillation of the cantilever due to the binding of analyte molecules onto the
cantilever surface (Wu et al. 2(01). Polymer nanowires have been used to bridge
two prongs of a microfabricated tuning fork to detect the change in mechanical
properties of the nanowires (Boussaad and Tao 2003). A combination of mechan­
ical stretching and focused ion beam (FIB) has been used to fabricate a 100 nm
thick nanowire. When the nanowire is exposed to organic vapors, the stress in the
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FIGURE 31. Nanowire based detection of single viruses. (Left) schematic shows two
nanowire devise, 1 and 2, where the nanowires are modified with different antibody
receptors . Specific binding of a single virus to the receptors on nanowire 2 produces a con­
ductance change (Right) characteristic of the surface charge of the virus only in nanowire
2. When the virus unbinds from the surface the conductance returns to the baseline value.
Patolsky, Zheng et al., Electrical Detection of Single Viruses, Proceedings of the National
Academy of Sciences of the United States of America 101(39): 14017-14022. Copyright
(2004) National Academy of Sciences, U.S.A.

polymer nanowire reduces, which can be detected from the changes in the reso ­
nance of the tuning fork. Other simple polymer nanowire fabrication techniques
such as electrospinning can also be used (Kameoka and Cra ighead 2(03).

A method of fabricating a novel device consisting of a carbon nanotube con­
necting two wells and filling up the nanotube with various liquids or suspensions,
has been developed (Kim and Bau 2005; Kim et al. 2004). First, electrodes with
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a small gap between them on a suitable substrate are patterned. A drop of liquid­
containing suspended carbon nanotubes is drop-casted on top of the electrodes
and an AC electric field is applied . The nanotubes get polarized and migrate to
bridge the gap across the electrodes. Then, SU-8 photoresist is photolithographi­
cally patterned to construct a microfluidic system to facilitate liquid flow into and
out of the carbon nanotube (Bau et al. 2005) . The nanotube was filled with O.IM
KCI electrolyte solution and the ionic current through the tube as a function of
applied potential difference across the driving electrodes was measured . When the
potential difference was less than IV, the current was carried solely by the ions
in the electrolyte solution. When the potential was increased above the threshold
of ('"V IV), a Faradaic reaction took place between the solution and the gold elec­
trodes. In addition to flowing through the electrolyte inside the nanotube, now, the
current also flows from the solution to the gold electrode on one side of the tube
and then through the tube's wall to the electrode on the other side of the tube.

Fabrication and characterization of a nanometer-scale electromechanical
transducer based on individual single-walled carbon nanotubes (SWNTs) is re­
ported (Stampfer et al.). A simple configuration where a contacted suspended
SWNT is placed under a freestanding cantilever (length = 1.2 urn, width w =200
nm and thickness ( = 41 nm) is shown in Fig. 32. An external out-of-plane force
introduced by the AFM tip acts on the Au cantilever and deflects the cantilever
leading to a mechanical deformation of the underlying SWNT. The structural
change due to strain or deformation of the SWNT yields to a change of conduc­
tance that can be electrically measured. The maximum measured deflection b..z of
the cantilever is in the range of 150 nm. Below x = 800 nm, where x is the force
contact point measured from the fixed end of the cantilever, The Euler- Bernoulli
theory of beams was validated in the small deflection regime. Assuming a point
load F at the contact point x in the framework of the elastic beam theory leads to
the cantilever deflection b..z,

12 x 3

b..z(x) =------,­
3 F · E · W. (3

where E is the Young's modulus, w the width, ( the thickness of the cantilever and
x is the contact point.

Figure 33 shows the electrical response of a SWNT as a function of a me­
chanical deformation due to deflecting the Au cantilever (by AFM tip) at a con­
stant contact point x (see inset in Fig. 33). The resistance increases from R(O) ~
5 MQ, by a factor of approximately 3 up to 15 MQ when deflecting the cantilever
leading to a deflection of the SWNT by 40 nm. It is important to note that the
resistance change is reversible , making the proposed system suitable for sensing
purposes.

Passive CNT based gas sensors have been reported (Keat Ghee et al. 2002).
Remote query detection of carbon dioxide, oxygen and ammonia is possible us­
ing multiwalled carbon nanotubes (MWNT) based upon the change in MNWT
permittivity and conductivity with gas exposure. The transduction platform is a
planar inductor- capacitor (LC) resonant circuit. The general sensor structure is
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FIGURE 32. SEMimage of the released SWNT based structure. (a) image under an an­
gle where the underetching of the freestanding structures is highlighted (balck arrow).
(b) close up of the same device: the suspended SWNT is indicated by white arrows.
Stampfer, Jungen et al.,NanoElectromechanical Transducer Basedon Single WalledCar­
bon Nanotubes, Transducers'Os , Seoul, Korea. IEEE Electron Devices Society. (@ [20051
IEEE).

shown in Fig. 34(a). A planar inductor-interdigital capacitor pair is photolitho­
graphically defined upon a copper-clad PCB. The printed LC resonant circuit is
thencoated withan electricallyinsulatinglayerofSi02, followedby a secondlayer
of gas responsive MWNT- Si02 mixture with the Si02matrix acting to physically
bind the MWNTsto the sensor. The cross-sectionalview of the sensor is shown in
Fig. 34(b). As the sensor is exposed to various gases, the relative permittivityof
the MWNT varies, changing the effectivecomplexpermittivityof the coating and
hence the resonantfrequency of the sensor. The frequencyspectrumof the sensor is
obtained by wirelesslymeasuringthe impedancespectrum of a sensor monitoring
loop antenna. By modeling the sensor with an RLC circuit, the complex permit­
tivity e; -je;' of the MNWT-Si02 and Si02 layers together can be calculated. The
permittivity and conductivity changes are reversible, without hysteresis between
increasingand decreasing C02 concentrations.The resistance of the gas-sensing
composite (MWNT and Si02) decreases as the concentrationof CO2 increases.

Anothereffort is found ina remotesensingsystemusing CNT. The sensorde­
tects the presence of gases such as NH3' CO, Air, N2,0 2,etc. A microwave signal
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FIGURE 33. Electromechanical measurements: Resistance of SWNT as a function of tim e;
each peak corresponds to continuous (~2s for up and down) deflection of the cantilever.
Stampfer, Jungen et al., Nano Electrom echanical Transducer Based on Single Walled Car­
bon Nanotubes, Transducers'Ob, Seoul . Korea. IEEEElectron Devices Society, (@ [2005)
IEEE).

interacts with the sensor resonator and produces a strong signal at its resonant
frequency. This resonant frequency will be shifted away from the frequency of
the transm itted signal in the presence of a test gas. The received signal at the RF
receiver is compared with the transmitted microwave signal to resolve the shift in
frequency as an indication of the presence of gas (Chopra and Pham). The prototype
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FIGURE 34. (a) Schematic of MWNT gas sensor. (b) Cross sectional view of interdigital
capacitor. Keat Ghee, Kefeng et al., A wireless. passive carbon nanotube-based gas sensor.
Sensors Journal, IEEE2(2): 82 (@ [2002) IEEE)
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FIGURE 35. Fabrication Procedure of the Pt Nanowire. (a) PECVD oxide patterning on
SiNx coated Si wafer. (b) Ti/Pt sputtering on the whole surface. (c) Ion-milling process to
etch away the Ti/Pt layer. (d) Au lift-off process for electrical contact pad. Lee, Wang et
al., 2005. Functionalized Pt Nanowire Array By Immobilizing Glucose Oxidase (Gox) In
Polypyrrole (Ppy), MicroTAS 2005: 9th IntI. Conf. on Miniaturized Systems for Chemistry
and Life Sciences, Boston, MA, USA, Transducer Research Foundation.

of the resonator can be developed using a milling machine that selectively etches
copper conductors on a Duroid board. SWNTs or MWNTs are physically coated
(thickness about 5-10 and 70-100 mm for SWNTs and MWNTs, respectively)
on top of the copper disks using conductive epoxy. When the sensor is exposed
to 1500 ppm of helium, the resonant frequency is shifted downward by about
0.8 MHz . The resonant frequency is recovered upon re-degassing the sensor (Gru­
jicic et al.),

Platinum nanowire coated with polypyrrole (PPy) was used to immobilize
glucose oxidase (GOx) for glucose sensing (Lee et al.). Figure 35 shows the fabri­
cation steps of the nanowire. First , the SiNx wafer is coated with Si02 by PECVD
and the oxide layer is patterned by RIE Fig. 35(a). The step height is about 100 nm,
Next, Ti/Pt (2.5 nm/lOO nm) is sputtered on the whole surface Fig. 35(b). Then,
SiNx film is exposed by ion milling Fig. 35(c). The nanowire can be seen at the
edge of the oxide step. Finally, a Au lift-off process was carried out for the elec­
trical contacts Fig. 35(d). The nanowire is 70 nm wide, 100 nm high and 500 urn
long. Then, glucose oxidase (GOx) was precisely immobilized on the Pt nanowire
array by co-deposition with electro-polymerized polypyrrole (PPy). The current
response to glucose of the PPy/GOx-coated nanowire at 0.7 V vs. Ag/AgCI ref­
erence electrode was measured. The current sensitivity is about 0.3 nNmM. This
verifies the GOx immobilization.
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FIGURE 36. Single tran sistor nano-crystal memory. (a) Cross sectional schematic nano­
crystal memory cell. (b) Memory Cell configuration for selective direct tunnel writing of
"0" (high VT) or "1" (low VT). Hanafi, Tiwari et al., Fast and long retention-time nano­
crystal memory. Electron Devices. IEEE Transactions on 43(9): 1553-1558 (@ [1996) IEEE).

5.6. Nanocrystal and Nanocrescent

Nano-crystal memories achieve improved programming characterist ics as a non­
volatile memory, as well as simplicity of the single poly-Si gate process. The
device structure is shown in Fig. 36(a) (Hanafi et al.) . This memory cell with low
read/write time and high retention time consists of a single field effect transistor
with germanium or silicon nano-crystals, 2 to 5 nm in size, embedded in the gate
oxide in close proximity to the channel. The nano-crystals are separated from each
other by greater than 5 nm and from the channel by less than 5 nm. The charge in
the MOSFET channel is directly tunneled and stored in the nano-crystal causing
the causing a shift in the threshold voltage which can be detected by measuring
the change in current. The VT window is scarcely degraded after greater than 109

write/erase cycles or greater than I05S retention time. The memory cell configura­
tion is shown in Fig. 36(b) . Injection of electrons occurs from the inversion layer
via direct tunneling when the control gate is forward biased with respect to the
source and drain . The resulting stored charge screens the gate charge and reduce s
the conduction in the inversion layer, i.e., it effectively shifts the threshold voltage
of the device to be more positive.

The nano-crescents have been used as independent surface enhanced Raman
scattering (SERS) substrates to enhance the local electromagnetic field (Lu et al.)
(Love et al. 2(02) as shown in Fig. 37(a). In the cross-sectional view of the nano­
crescent moon shown in Fig. 37(b) , we can see the nanoring and the nanotip feature
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FIGURE 37. Gold nano-crescent moons with sharp edges . (a) Conceptual schematic of
the nano-crescent moon SERS substrate. (bl Geometrical schematic of the nano-crescent
moon. [c] TEM image of the nano-crescent. The scale bars are 100nm. Lu, Liu et al. , 2005,
Nanophotonic Crescent Structures with Sharp Edge for Ultrasensitive Biomol ecule Detec­
tions by Local Electromagnetic Field Enhancement Effect, MicroTAS 2005: 9th IntI. Conf.
on Mini aturized Systems for Chemistry and Life Sciences, Boston, MA, USA, Transducer
Research Foundation.

of the crescent. These features enhance the scattering field and expand the SERS
"hot site." A dilute solution of polystyrene colloids was drop-casted on a glass sub­
strate to form a monolayer of sacrificial nanospheres and allowed to dry overnight.
A thin gold film was then deposited bye-beam evaporation. The thickness at the
bottom of the bowl was found to be around 100 nm. The gold colloids were lifted
off from the glass substrate with acetone. Finally the gold-coated nanospheres were
collected by centrifugation and suspended in toluene to dissolve the polystyrene.
Composite multilayer nano-crescents with depositions of Au/Fe/Ag/Au with
different thicknesses were performed on 50 nm sacrificial polystyrene nanospheres.
The high local field enhancement factor. which is orientation dependent. can be
controlled by moving or orienting a ferromagnetic nano-crescent SERS probe by
an external magnetic field. The maximum local field enhancement occurs when the
nano-crescent is oriented perpendicularly to the direction of the excitation laser.

5.7. Tools for Nanoscale Manipulation

Cell adhesion surfaces with nano structures were fabricated on microchips for use
in single cell analysis , bioassay systems and bioreactor systems (Goto et al. 2005).
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FIGURE 38. Side view of Substrate for cell adhesion. Goto, Sato et al., 2005, Fabrication of
Nano-Patterned Surfaces for Cell Adhesion in Microchips, MicroTAS 2005: 9th IntI. Conf.
on Miniaturized Systems for Chemistry and Life Sciences, Boston, MA, USA, Transducer
Research Foundation.

Micro or nano structures were fabricated on fused silica substrates by electron
beam lithography and metal sputtering. Dots and stripes of 60-450 J..Lm width were
fabricated by this method. Then the metal surfaces were coated with SAM of
alkanethiols and fibronectin was adsorbed on the surfaces as shown in Fig. 38.

Mouse 3T3 fibroblasts were cultured on the metal patterns and in the mi­
crochannel space. Cells in the microchannels did not grow well and showed weak
activity after long term static cultivation because of lack of oxygen and nutrients,
accumulation of cell wastes and change of pH. It was necessary to supply fresh
medium to cells by a continuous medium flow (Goto et al. 2005) . Cells on stripe
patterns extended along the patterns as pattern size became small; however, when
the size was smaller than 1 J..Lm, some cells seemed to have long processes. On the
other hand, cells on dot patterns did not extend along the patterns. However when
the size was much smaller, cells also seemed to have long processes. The cells
seemed to recognize the shapes of the micro pattern but when the pattern sizes
become nano scale, the effect of pattern shapes become smaller and differences
between two pattern shapes becomes unclear. Nano scale (10-100 nm) adhesion
surfaces are very important because these sizes are almost the same as that of focal
adhesion of the cell.

Electric fields applied to a planar nanofluidic channel of a known size
have been used to achieve electrokinetic trapping based pre-concentration of
biomolecules (Wang et al.). The nanofilter shown in Fig. 39 is fabricated by
sacrificial layer etching technique. Devices are made on two different substrates
like silicon nitride (for nanochannels)/PDMS (for microchannels) or Si/Si02(for

nanochannels)/glass (for microchannels). The nanofilters work as ion selective
membranes that can generate concentration polarization or space charge exten­
sion, depending on the applied field strength . Once the extended space charge
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the oxide, 45 J.Lm for wet-etched device and 50 J.Lm deep for the nitride device. (b) SEM im­
age ofthe nanochannels. (c) The trapping mechanism. Wang, Tsau et aI. 2005, Effiecient
Biomolecule Pre-Concentration by Nanofilter-Triggered Electrokinetic Trapping, Micro­
TAS 2005: 9th IntI. Conf. on Miniaturized Systems for Chemistry and Life Sciences,
Boston, MA, USA, Transducer Research Foundation.

layer is formed, it will work as a barrier to charged molecules, as well as a source
to generate electroosmosis flow of the second kind (Wang et al. 2(05). The mecha­
nism is shown in detail in Fig . 40. The device can achieve more than a million-fold
preconcentration within 30 minutes.

A novel sliding micro device with nanoliter liquiddispensing capability has
been fabricated (Kuwata et al. 2(05). The schematic of the device is shown in
Fig. 41. It cons ists of two moving parts , Band D, while A, C and E are fixed.
Surface treatment of the slide is very essential for pressure tightness. Each of the
contact surfaces is treated with fluorocarbon to prevent leakage from the gaps of
the slide structure. Fig. 42 shows the sequence of the dispensing procedure. The
sample is introduced in the upper channel (Fig. 421). The next part, D, is slid down
to block all the flows except that in the uppermost channel (Fig. 4211). Then part
B is slid down step-by-step to cut off 10 nL ofthe sample and store it in channels
located in this part (Fig . 42III and 42IV). Finally, part D is slid up to align all
the channels dispensing all the samples stored in part B into an analysis section
located in the right side of the valve (Fig. 42V).

Surface acoustic waves (SAW) have been used for nanodroplet actuation
within specifically functionalized biological liquid (Renaudin et al. 2005). The
SAW device consists of interdigitated transducers (IDT) laid on a LiNb03 piezo­
electric substrate. The IDT is coated with 150 angstroms Si02 followed by Of'S
hydrophobic surface treatment. SAW actuation produces nanoscopic scale waves
on the surface of the device which have been utilized for nanodroplet manipulation.
Nanodroplet displacement can be achieved by the surface acoustic waves. Fusion,
mixing and splitting can be realized by using RF pulse modulation. The splitting
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of a DI water drop is shown in Fig. 43. Higher power can be used to eject water
from the surface as shown in Fig. 43 (Renaudin et aI. 2(06).

6. CONCLUSION

Micromachining techniques, by which MEMS devices are constructed, provide
a top-down manufacturing route for nanofabrication. MEMS research combines

.. .. .j---------------------------:
: All Vollime 10 ilL All width 3 1I1111 t
I t
I ' t
I All Channel ., -::r-7 ! / I
I \Vidth 100 um ' ' ~ .~:::;> /1 // 1

: Deplh 40 /lm /iF1:i'/i </ :
I ~-- ~¥~:,:::l:/- /':;;::;J;... ', ,... I
t .......,,,.. ·lit , ~A ""' ~'~' ~'" -- I
I . ~' :ti ~t2~±::::' I I
: ...__...j( /.~'.::f:! j :'j---' " r 1 111111 :

: "1(:1l~: 1.4 1I1111 :

I Parallel mov able I
I (A) ( Il) (C) ( D ) (E) :

-. _~------ ----------- -- -- '
FIGURE41. Structure of dispensing device. Kuwata, Sakamoto et al., 2005. Slid ing Quan­
titative Nanolit er Dispensing Device for Multipl e Anaysis, MicroTAS2005: 9th IntI. Conf.
on Miniaturized Systems for Chemistry and Life Sciences, Boston. MA. USA. Transducer
Research Foundation .
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Boston . MA, USA. Transducer Research Foundation.
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traditional precision techniques for 3-D structure construction and planar
fabrication methods which enables massive replicationof small parts using vari­
ous materials. Scaleddownfromthe micronlevel, in the 1-100nm regimes, where
conventional photolithography has limitations, researcheffortshavebeen made to
develop reliable nanoscale pattern generation techniques. Top-down approaches
of electron beam lithography, scanning probe lithography, soft lithography and
nanoimprint lithography have emerged and progressed as a result. Based upon
these new developments, processes and structuresderived from MEMS could be
applied to produce novel nanosensors and nanoactuators. From the review of the
latest devices and systems utilizing nanoscalefeatures for electrical, mechanical,
chemicaland biologicalsensingand manipulation, it is found that MEMStechnol­
ogy is uniquely positionedto providean interfaceplatformfor nanoscale materials
as well as fabrication methodology.
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1. Compare advantages and disadvantages of the following top-down nanofabri­
cation techniques.
(a) extreme ultraviolet (EUV) lithography
(b) X-ray lithography
(c) electron beam lithography (EBL)
(d) scanning probe lithography (SPL)
(e) dip pen lithography (DPN)
(f) soft lithography
(g) nanoimprint lithography (NIL)

2. Discuss the resolution of features in contact printing, proximity printing and
projection printing.

3. Discuss the following soft lithography techniques:
(a) microcontact printing (CP)
(b) micromolding in capillaries (MIMIC)
(c) microtransfer molding (TM)
(d) replica molding (REM)

4. Discuss the following micromachining techniques:
(a) Bulk micromachining
(b) Surface micromachining
(c) Surface bulk micromachining (SBM)

5. Identify the design criteria for a highly sensitive nanobeam sensor and discuss
technical challenges.
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1. INTRODUCTION

A biomaterial is a natural or man-made material used to replace, augment or aid
the functions/performance of a part of an organ or the whole organ system and that
remains in intimate contact with living tissues without eliciting a toxic, response.
The term biomaterial has been defined in different words/phrases, over time. For­
merly, biomaterial was defined as "a systematically and pharmaceutically inert
substance designed for implantation within or incorporation with living system s."
In 1992, Jonathan Black (1999) defined biomaterial as "a nonviable material used
in a medical device, intended to interact with biological systems." Stephen D.
Bruck (1900) defined biomaterials as "materials of synthetic as well as of natural
origin in contact with tissue, blood, and biological fluids, and intended for use for
prosthetic, diagnostic, therapeutic, and storage applications that do not adversely
affect the living organism and its components". Yet, another definition was pro­
vided by D. F. Williams: "any substance (other than drug) or combination of part
of a system which treats , augments, or replaces any tissue, organ, or function of the
body" (William 1987) which added to the different perceptions and expressions
of the same thing.

The expression nanostructuredbiomaterial, as used in this book, defines those
biomaterials that consist of nanograins and/or nanostructures, or possess features
of at least one dimension in the nano range (1-100 nm), developed as a result of
natural processes or by laboratory/industrial experimentation. This is in line with
the generic definition of nanostructured materials/system which requires at least
one of the dimensions to be in the range of 1-100 nm. For example, nanoparticles are
nano-sized in three dimensions; nanotubes are nano-sized in two dimensions; and
nanofilms are nano-sized in one dimension. The building blocks of nanotechnology
are nanomaterials, which is also true to many biological systems.

168
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The fascination and great technical promises associated with nanoscale/
nanostructured materials are based on the significant differences in their funda­
mental physical, mechanical, electrical, chemical and biological properties. For
eventual bioengineering applications of nanoscale/nanostructured materials, an
ability to control their intrinsic structures and properties, as well as their basic fea­
tures in terms of diameter,length, alignment, periodicity and spacing is essential to
create the next-generation biomaterials with enhanced properties to meet the tissue
engineering needs and to overcome the existing limitations. Synthesis/processing
of complex nanostructures, nano-motors, and designs deviating from simplistic
regular geometry can be of great clinical importance in applications ranging from
drug delivery to bone scaffolds.

Challenges in tissue engineering have always motivated scientists and engi­
neers to develop new biomaterials, designs and scaffolds that can restore and/or
mimic the structural features and physiological functions of natural tissues. A
wide variety of biomaterials have been developed during the past six decades and
tested for applications ranging from hip replacements and vascular reconstruction
to major organ replacements. Many specialty polymers, metals, ceramics and com­
posites have been developed for numerous applications. These materials in various
forms and phases are made to perform different functions in repair and reconstruc­
tion of diseased and damaged parts of the human body. Applications of these novel
materials for biomedical practices have greatly revolutionized and improved the
quality of modem human health care and have alleviated pains and suffering of
millions of people. Examples of these novel biomaterials include metals such as
austenitic stainless steels, titanium alloys, cobalt-chrome alloys, gold and nitinol;
ceramics such as alumina, zirconia and calcium phosphates; polymers such as
nylon, silicon rubber, polyester, polylactic acids and polytetrafluroethylene; and
composites such as carbon-carbon and wire or fiber reinforced bone cement.

Biomaterials are, by definition, materials that are intended to assume the
functions of tissue in natural organs or organ parts. Therefore, it is essential for
a biomaterial to imitate, as closely as possible, the properties of the tissue to be
replaced (Dumitriu et al. 1994). However, development of a biomaterial to imitate
properties of a natural tissue is not an easy task. The successful application of
a biomaterial in vivo depends on many different factors such as the material's
properties, design, cytotoxicity, biocompatibility, bioactivity and biodegradability
of the material used, as well as several other factors that are not under the control of
engineers/manufacturers, including the surgical techniques used by the surgeons,
the health and condition of the patient, and the postsurgery activities of the patient.
All these factors make the field of biomaterials science and engineering truly
interdisciplinary and highly challenging.

Hundreds of millions of people are affected by musculoskeletal conditions
alone across the world, which costs a huge fortune on world society. According to
reports prepared by Datamonitor, musculoskeletal conditions are the major causes
of severe long-term pain and physical disability across the world. In the United
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States alone, these conditions cost an estimated $254 billion each year (Annan
1999). It has also been reported that one out of every seven Americans suffers
from a musculoskeletal injury/disease each year, and more than 80% of the adult
population suffer from some form of back problem, at some point in their lives (The
Bone and Joint Decade, 1998). The need for tissue grafts for surgical restoration
is escalating because of the aging society combined with a precipitous increase
in road accidents and sports-related injuries. The orthopedic market in the United
States is growing at a steady rate of 14-16%, annually. In order to restore the lost
functions in patients, tissue grafting has become a routine procedure for surgeons.

The possible tissue grafting options for a patient can be divided into
five major categories based on the genetic relationship between the donor and
the recipient. These options include (i) autogenous tissue graft or autograft (a
tissue graft from one site to another within the same individual); (ii) isogenous
tissue graft or isograft (a tissue graft between two genetically identical individuals
of the same species, e.g., monozygotic twins, or animals of highly inbred strains);
(iii) allogenous tissue graft or allograft (a tissue graft between individuals of the
same species); (iv) xenogenous tissue graft or xenograft (a tissue graft where donor
and recipient are individuals from different species); and (v) artificial tissue grafts .

Autograft is considered to be the "gold standard" in the industry because of the
best immunocological responses. However, there are some serious disadvantages
associated with autografting procedure such as donor site morbidity associated with
infection, pain and hematoma, limitations in mechanical strength, requirements of
two invasive surgical operations and limited availability of tissue for grafting. More
serious problems such as transmission of diseases, and rejection by the patient's
immune system are associated with other types of tissue grafting options such as
allograft, isograft and xenograft. For these reasons, there is a continued interest
in the development of new and improved artificial substitute materials for tissue
engineering applications. The ability to fabricate complex structures using various
modem manufacturing techniques to mimic physical attributes of natural tissue,
and in sufficient amounts to meet the growing need, has boosted the demand for
artificial implants.

Figure 1 shows a human pelvis model developed from computer tomography
(CT) scan data description using a rapid prototyping technique called fused depo­
sition modeling. It shows the structural complexity of our body and the ability of
modem manufacturing techniques to mimic such complex and intricate skeletal
geometries. Additionally, the need of advanced techniques to deliver drugs locally
or consistently over a long period of time has spurred the need to develop new
biomaterials, and more recently, nanostructured biomaterials.

The need for nanostructured biomaterials or a future in nanoscale biorna­
terials to meet current and future needs of the biomedical industry is obvious.
Like many other disciplines of science and engineering, nanostructured/nanoscale
materials are believed to have potential to overcome some of the major limita­
tions associated with metallic, ceramic, polymeric and composite biomaterials.
It has been established that in certain materials systems novel nanostructures or
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FIGURE1. Prototype of human pelvis developed from actual computer tomography ICT)
scan data description using Rapid Prototyping technology.

nanosystems can be designed to significantly improve the physical, mechanical,
chemicaland biological properties, and processes as a result of the miniature size
of their constituents in the nano regime.

Nanoscale structures-for example, nanofilms and nanoparticles-possess a
very high surface area to volume ratio and potentially some difference in crys­
tallographic structures, which may radically alter the biochemical and biological
activities in vitro and in vivo. Creatingand using structures, devicesand systems
that havenovelproperties and functions becauseof their smalland/orintermediate
size created a new era in biomedical materials research. Research at the atomic
scale has been the norm for the pharmaceutical industryin developing new drugs
and medicines. However, drugs and medicine do not come under the definition
of biomaterials. Nanostructured biomaterials research is relatively a new field of
Biomaterials ScienceandEngineering, withmanypromising resultsas reportedin
recent literature. Such research has relevance as most of the biological materials
andstructuresinvivohavedimensions at thenanorange. For instance, DNA,which
is our genetic material, is of 2.5 nm, white red blood cells (WBC) are approxi­
mately2.5 I-Lm. Currently, medicalresearchers are working at the nanoscale level
to develop new drug delivery methods, biomaterials and systems to enhance the
quality of modem humanhealthcare.

Although the genericdefinitions ofbiomaterials provides a basicunderstand­
ing of these novel materials, considering the diversity of living tissues and their
associated functions, it is important to look at an application-specific description
to understand the complexity, challenges andrequirements involved indeveloping
biomaterial/s to replace a natural tissue/so The requirements of properties in
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biomaterials/scaffolds vary significantly from one application site to another.
Similarly. the classification of various types of cell-biomaterials interactions. seen
upon implantation of a device in vivo. varies in different applications. While many
texts and reviews in the field deal mainly with structural biomaterials and have
classified cell-biomaterial interactions accordingly. it is important at this point to
have a clear understanding that a classification of biomaterial-tissue interaction
beyond toxic and nontoxic and biocompatibility should be application specific.
The challenge of defining these terms becomes harder with the ever-increasing
progress in materials technology, which is changing the world by making many
impossible tasks possible through materials innovation and advances.

This chapter broadly classifies emerging nanostructured and/or nanofeatured
biomaterials into four groups; namely. metallic , ceramic , polymeric and compos­
ite. Different classes of nanostructured biomaterials are discussed in the following
sections; then again , under separate subheadings. A discussion of conventional
metallic. ceramic. polymeric and composite biomaterials and their properties and
applications is also included in each section . A discourse on various tissue re­
sponses is presented in the next section to provide the readers with the basics of
established concepts of cell-biomaterials interactions and the term biocompatibil­
ity. Improved cell responses observed in nanostructured biomaterials and some
of the notable current advances in the field are presented towards the end of the
chapter. The chapter ends with a summary and glossary of terms, to recapitulate
the important points .

1.1. Biocompatibility and Types of Tissue Responses

It has always been a challenge for scientists and surgeons to define the term bio­
compatibility or biocompatible as both these expressions are qualitative, and a
material that is compatible at a particular application site in vivo may not ex­
hibit a satisfactory behavior/function/performance at another location. It has been
rightly stated by William Black (1999) that the label biocompatible suggests that
the material described exhibits universally "good" or harmoniou s behavior in con­
tact with living tissue and body fluids. He also provided a generic definition of
biocompatible(-ity) as "biological performance in a specifie application that is
judged suitable to that situation ." Today, it is universally accepted that biocom­
patibility is application/situation specific and that the expected cell-biomaterials
interactions is different from one application to another.

It is evident that all implant materials elicit some kind of response/s from the
host tissue, upon implantation. Based on these responses. we can broadly classify
the implant materials into toxic and nontoxic. It is critical that any implant mate­
rial avoid a toxic response , which would kill cells in the surrounding tissues . In
the case of structural biomaterials that are used as bone-grafts or in fabrication
of bone implants. for example, total hip replacement (THR), spinal fusion . and
knee replacements. the nontoxic responses can be further divided into three cate­
gories. namely. bioinert, bioactive and bioresorbable. The most common response
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FIGURE 2. Possibletissue responsesof materials tested for bonegraftapplications.

of tissues to an implant is formation of a nonadherent fibrous capsulethat "walls­
off" or isolatesthe implants from the host. This leads to completeencapsulation
of an implantwithinthe fibrous layer.

Biologically inactive, nearly inert materials such as alumina, zirconia, stain­
less steel and cobalt-chrome steel develop fibrous capsulesat their interface. This
is a typical response of bioinertmaterials. The second type of response is when a
strongbond is formed acrossthe interfacebetweenthe implantand the tissue,and
is termed bioactive. The interfacial bond prevents motion betweenthe two mate­
rials and mimics the type of interface that is formed when natural tissues repair
themselves. An important characteristic of a bioactive interface is that it changes
with time, as do naturaltissuesthat are in a state of dynamicequilibrium. The last
typeof implantis bioresorbable in whichthe implantmaterial dissolves inthebody
fluid, with time. A material that dissolves in the body and produces by-products
that can be absorbed/digested by the body through various metabolic activities
is considered to be resorbable and an ideal material for many tissue engineering
applications (Hench 1998). Possible tissue responses observed when an artificial
material comes in contact with natural tissuesare presented in Fig. 2.

2. CLASSIFICATION

2.1. Metallic Biomaterials

Metallic materials are used as biomaterials in human health care particularly be­
cause of their excellent mechanical properties and extensive knowledge-base of
mankind withregardto theirprocessing, properties andstructures. Theyare mostly
usedaspassivesubstitutematerials forhardtissuereplacements in load-bearing ap­
plications suchas totalhipandkneejoint replacements, for fracture healingaidsas
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bone plates, screwsand wires, spinal fi xationdevices, anddental implants because
of theirexcellent mechanical properties and good resistance tocorrosionand wear.
Someof the metallic biomaterials are used for moreactive roles in devices such as
vascular stents, catheterguide wires, orthodontic arch wires and cochlea implants.
"Vanadium steel" was the first metal alloy developed specifically for human use.

Metal systems that are currently used to fabricate implants for the health
care industry include stainless steels, cobalt-chrome alloys, titaniumalloys, nickel
titaniumalloys anddentalamalgam.Severalothermetals havealso beendeveloped
for a variety of specialized implant applications. Tantalum has been subjected to
animal studies and is foundto be highlybiocompatible (Park et al. 2(03). Platinum
group metals such as platinum, palladium, rhodium, iridium and osmiumare used
as alloys for electrodes in pacemaker tips because of their extreme resistance to
corrosionand low-threshold potential for electrical conductivity.

Table I presents four major groups of metallic biomaterials and their me­
chanical properties. Though 18-8 (type 302) stainless steels were initially used

TABLE 1. Classification of metallic biomaterials and their properties [Source:
American Society for Testingand Materials, F139-86, F75-87 , F90-87, F562-84,
F67-89, F136-84, F560-86, 1992 ; and Materials Property Data
(www.matweb.com)]

Metallic Biomaterials

Tensile 0.2 % Offset
Density Strength Yield Strength %

Types Sub-class (g/cm3 ) (MPa) (MPa) Elongation

316L Stainless Annealed 7.9 485 172 40
Steel

Cold-worked 7.9 860 690 12
Cobalt-Chrome CoCrMo 8.3 655 450 8

Alloys (F75)
CoNiCrMo 9.2 793-1000 240-655 50

(F562,
Ann ealed)

CoCrWNi 10 860 310 10
(F90)

Titanium Alloys Ti6Al4V 4.5 860 795 10
Grade 1 4.5 240 170 24
Grade 2 4.5 345 275 20
Grade 3 4.5 450 380 18
Grade 4 4.5 550 485 15

Nitinol High T. Phase 6.45 754-960 560 15.5
Low T. Phase 6.45 754-960 100 15.5

Tantalum Ann ealed 16.6 207 138 20-30
Cold-worked 16.6 517 345 2

Amalgam 11 40 275-345
(compressive)
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in implant fabrication, the current applications of stainless steel in implant fab­
rication include 316 and 316L. These austenitic stainless steels are nonmagnetic
and possess very high corrosion resistance . The American Society for Testing and
Materials (ASTM) recommends type 316L for use in implant fabrication which
contains a maximum of 0.03% carbon, 2.00% manganese, 0.03% phosphorous ,
0.03% sulfur, 0.75% silicon, 17.00-20.00% chromium, 12.00-14.00% nickel and
2.00-4.00% molybdenum. The presence of molybdenum improves the corrosion
resistance .

Mechanical properties of 316L vary depending on whether it is cold
worked or annealed. The corrosion resistance of stainless steel is inferior to
other groups of metallic biomaterials and is thus used mostly in temporary im­
plant devices such as screws, bone plates and nails. The ASTM recommends
four different types of cobalt-chrome alloys for biomedical implant applica­
tions which include castable cobalt-chrome-molybdenum (CoCrMo, F75) alloy,
wrought cobalt-chrome-tungsten-nickel (CoCrWNi, F90) alloy, wrought cobalt­
nickel-chrome-molybdenum (CoNiCrMo, F562) alloy and wrought cobalt-nickel­
chrome-molybdenum-tungsten (CoNiCrMo, F562) alloy.

Wear and corrosion resistance of cobalt-chrome alloys are superior to other
groups of metallic biomaterials . Cobalt-chrome alloys also exhibit better fatigue
properties compared to other groups of metallic biomaterials . However, Young's
modulus (220-234 GPa) and density (8.3 glcc) of cobalt-chrome alloys are higher
than that of other metallic biomaterials. This can definitely have an impact on
long-term survivability of implants, particularly due to higher Young's modulus
difference with respect to bone (15-30 GPa).

Total hip prostheses (THP) is one of the major and important applications
of metallic biomaterials. Figure 3 shows the schematic of a THP detailing its
important components. In spite of shortcomings, metallic THP will continue to
dominate the orthopedic implant market in the years to come. Titanium (Ti) is
used in the biomedical industry either as commercially pure titanium (cp-Ti) or
as Ti-alloys, There are four grades of cp-Ti according to ASTM classification.
Ti6AI4V and Ti13NbI3Zr are the two titanium alloys mostly used in implant
fabrication. Ti6AI4V contains 5.5-6.6% of aluminum and 3.5-4.5% of vanadium
as alloying elements and is most widely used in the industry because its excellent
corrosion resistance and fatigue strength (550 MPa) which is very close to that
of cobalt-chrome alloys. One of the major advantages of Ti-alloys is their low
density (4.5 glcc) compared to other metallic biomaterials. Ti-alloys also exhibit
superior biological properties due to the formation of an oxide layer that reacts
with biological fluid and thus influence bonding at the interface. Limitations of
Ti and Ti-alloys when used in orthopedic industry are low shear strength and low
wear resistance (Long et at. 1998). The poor shear strength of Ti-alloys makes
them undesirable for applications such as screws, nails and fracture plates.

Nickel-titanium (Ni-Ti) alloys have also been widely investigated for applica­
tion as biomaterials . Ni-Ti exhibit shape memory effects which was first observed
by Buehler et al. (1963) at the U.S. Naval Ordnance Laboratory. Ni-Ti alloys
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FIGURE 3. Schematic of a Total Hip Prosthesis and its important components.

exhibits good corrosion resistance and good biocompatibility in vivo. According
to Duerig, some of the possible applications of Ni-Ti shape memory alloys are
orthodontic dental archwire, vena cava filter, contractile artificial muscles for ar­
tificial hearts , vascular stents , catheter guide wire and orthopedic staple (Duerig
1995).

For more details on various types of traditional metallic biomaterials and their
properties and applications, readers are referred to well-summarized discussions
in the texts Biomaterials: Principles and Applications edited by J. B. Park and J.
D. Bronzino, and Biomaterials Science: An introduction to Materials in Medicine,
edited by B. D. Rutner, A. S. Hoffman, F.J. Schoen and J. E. Lemenons.

Replacement ofdiseased or damaged bones, teeth, as well as joints, by metal­
lic biomaterials is often needed in orthopedic surgery (Long et al. 1998). To meet
the needs imposed by increased human life and implantation in younger patients,
the artificial metallic biomaterials used in load-bearing orthopedic surgery should
not only avoid short-term rejections and infections, but also provide long-term
biocompatibility and long-term material properties such as compatible strength,
longer lifespan, high wear and corrosion resistance in vivo, and absence of long­
term toxic response . Long-term biocompatibility of metallic implants has been a
concern because of the release of metals ions, wear and harmful effects of cor­
rosion products and metal ions on surrounding tissues and organs. Amongst four
major groups of metallic biomaterials, the stainless steels and cobalt chrome al­
loys have been thoroughly investigated during the late twentieth century, and their
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properties, applications and limitations are well established. Most of the current
thrust on metallic biomaterials research is on Ti and Ti-alloys , which exhibit su­
perior biocompatibility, possess low density, excellent corrosion resistance and
minimum stiffness difference with that of bone, compared to other metallic bio­
materials (Long et al. 1998; Noort 1987; Niinomi 2(02). High stiffness difference
causes stress shielding, which had been a major concern with metallic load-bearing
prostheses. Stress shielding is a condition wherein an implant withstands the entire
load, thereby limiting transfer of the load to the bone which, in the long run, leads
to bone fragility and fracture, as load or stress is vital in bone formation and re­
modeling. To obtain the optimum combination of high strength with low stiffness ,
one of the limitations of metallic biomaterials and a requirement for bone tissue
engineering, nanostructured materials have been explored recently and have shown
potential. However, the current available literature on nanostructured biomaterials
shows that most of the research has been focused on nanoscale bioceramics.

Materials scientists, orthopedic surgeons and biomedical engineers have been
working for over seven decades to find a way of eliminating or somehow reducing
the failures and limitations of metallic implants in vivo. Orthopedic experts partly
blame the failure of metallic implants on incomplete osseointegration (lack of
interfacial bonding) between the prostheses and surrounding bone tissues. Others
hold stress shielding to be responsible and attribute the stress-shielding effect to
the significant differences in the mechanical properties of surrounding bone to that
of an implant. There are still others who associate these failures to the generation
of wear debris at articulating surfaces between bone and orthopedic implants that
leads to death of bone cells, which can lead to bone necrosis . Failures of metallic
implants occur for one or more of the above-mentioned reasons limiting the life
of these implants in vivo, which precipitate the search for new and/or improved
metallic biomaterials to address these concerns.

2.1.1. Progress in Nanostructured Metallic Biomedical Materials

The growing list of nanocrystalline materials that facilitate and enhance activities
of bone-forming cells (osteoblasts) is missing one material classification: metals.
However, the design of the next-generation orthopedic metallic implants is focused
on matching implant surfaces with the unique nanometer topography made by
natural extracellular matrix proteins found in bone tissue. Nanoscale structures
and molecules found in bone tissues show that bone-forming cells are used to
interact with surfaces that have roughness on a nanometer scale. For example,
immature (or woven) bone has an average inorganic mineral grain size of 10-15
nm. This woven bone is actively replaced by lamellar bone, which has an average
inorganic grain size of20-50 nm and a diameter of 2-5 nm. Conventional synthetic
metals currently used in biomedical applications display surfaces with micro­
roughness, which are smooth at the nanoscale . These smooth surfaces have been
shown to encourage "fibrointegration" or the formation of calluses. These calluses
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can eventually encapsulate the implant placed inside our body with undesirable
layered connective tissue (Webster et al. 2004) .

In vitro studies to compare osteoblast adhesion between nanostructured and
conventional metallic biomaterials such as Ti, Ti6AI4V, and CoCrMo alloys, was
performed recently by Webster et at. (2004). The nanostructured and conventional
metals used in their study had similar chemistry and were different only in the
degree of nanometer roughness of the surface. Webster et at. showed that there was
increased osteoblast adhesion measured on specimens having nanometer surface
roughness. These may be because the nanostructured materials have increased
particle boundaries at the surface, since they have smaller particle sizes.

Osteoblast adhesion occurs specifically at nanostructured particle boundaries
of metals (Webster et al. 2004). Since nanostructured metals are made of fewer
and smaller particles of the same atoms than conventional form, nanostructured
metals have distinctive surface properties. Nanostructured metals have a greater
number of atoms at the surface compared to their bulk counterparts, larger areas
of increased surface defects (like particle boundaries and edge comer sites), and
greater proportions of surface electron delocalization. These altered surface prop­
erties influence the initial protein interactions that control subsequent adhesion
of osteoblast cells (Webster et al. 2004). Their results showed that there were
greater numbers of osteoblasts on surfaces of nanostructured materials compared
to conventional metals . This may be attributed to the higher percentages of particle
boundaries at the surface of nanostructured metals. Because adhesion is a neces­
sary requirement for subsequent functions of osteoblasts (i.e., the deposition of
Ca-containing mineral) , the results obtained by Webster et al. indicate the promise
of nanostructured metals in orthopedic applications for the first time.

Considering a similar line of research performed on nanostructured ceramics,
polymers and composites performed to study the behavior of osteoblast functions
to date, the results achieved by Webster et al. present strong evidence that the
attachment of osteoblasts may be facilitated despite materials chemistry, as long as
a large degree of nanometer surface roughness is created. Nonetheless, they are not
the first researchers to study nanostructured metals. This idea of creating metallic
implants with decreased (nanometer-sized) surface feature dimensions that mimic
the roughness of the extracellular matrices in bone has been used by others as well.
However, those studies did not isolate the degree of nanometer surface roughness
as the only differing material property, so these modified synthetic materials may
have had other properties that influenced osteoblast functions .

As mentioned earlier, the frequently used Ti and Ti-alloys in orthopedic
surgery are cp-Ti and Ti6AI4V (Niinomi 2(02). Limitations of cp-Ti and Ti6AI4V
include low shear strength, low wear resistance (Long et al. 1998) and the mismatch
of the elastic modulus between the Ti-alloys (100-120 GPa) and bone (10-30 GPa)
though the difference is lower than other metallic biomaterials (Niinomi 2(03).
For solving these problems and further improvising the biological and mechani­
cal properties, many new Ti alloys have been developed during recent years for
biomed ical uses (Niinomi 2002, 2003). Niinomi (2002) designed single h-phase
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type Ti alloys to reduce the elastic modulus. However, a reduction in elastic mod­
ulus also reduced other mechanical properties in thoseTi-alloys.

Whentheelasticmodulus isreduced,thestrengthofthoseTi-alloys decreased,
and, inversely, the strength increased with the increasein the elastic modulus. He
et al. (2005) proposeda new design strategy for Ti-alloys according to empirical
rules for forming bulk metallicglasses to address this problem. They introduced
a nano/ultrafine-structure into theTi-alloys. By the composition-modification and
themicrostructure-control, He et al. reducedtheelasticmodulus ofTi-alloys while
maintaining their highstrength. Such a combination of mechanical properties and
elastic modulus is attributed to the novel bimodal microstructure that consists of
a micrometer-sized dendritic h-phaseand a nano/ultrafine-structured matrix. The
large volume fraction of boundaries in the nanostructured matrix may also con­
tribute to the low elastic modulus. In nickel-free Ti-alloys, a similarbimodal mi­
crostructure wasobtainedthatalsoexhibitshighstrengthand lowelastic modulus,
revealing that thesebimodal Ti-alloys havea potentialfor biomedical applications
(He et at. 2(05).

ThoughTi-alloys exhibitsuperiorbiocompatibility compared to othergroups
of metallic biomaterials, they are still bioinert; and for prolongedclinicaluse it is
important that thebiocompatibility Ti-alloys be improved. Various surfacemodifi­
cationtechniques are mostlyused to improve the biological properties of metallic
prostheses. Titanium with a bioactive ceramic coating such as of hydroxyapatite
ceramichasbeensuccessfully studied(Renoldet al. 2002;Wang et al. 1993; Klein
et at. 1994].

Ti-alloys are usedfor dentaland orthopedic implants for its superiorcompat­
ibility, whichis attributed to the formation of an oxide film on its surface(Renold
et at. 2002). The surface modification of metallic implants is an active field that
involves coating of metallicprostheses mostly with a bioactive ceramicor bioac­
tiveglassby plasmasprayingor electrophoretic deposition (Tsuiet at. 1998; Klein
et al. 1994), electrochemical deposition, basification treatment and sol-gel tech­
niques (Korkusuz et al. 1999; Haman et al: 1995; Kyecket al. 1999; Singh et al.
1996; Ong et al. 1991 ; Dasarathy et al. 1996).

Coating of metallic prostheses with nanomaterials, to enhance properties,
wouldpossiblybe oneof the significant contributions of nanoscience and technol­
ogyto themodemhumanhealthcare industry, particularly fororthopedic implants.
Some of the recentworkaddressing the applications ofnano-bioceramicsas coat­
ing materials for metallicprostheses is discussed separately in this chapter. Here,
I wouldlike to discusssome of the recentworksrelatedto surfacemodification of
Ti-implants using nanomaterials/nanotechnology.

Cui et al. (2005) fabricated nano-titania/titanium alloys for biomedical ap­
plications using a process wherein titaniumalloys were embedded in nanometer
titanium dioxide powder and sintered at elevated temperature. The particle size
of Ti02 particles on the surface of Ti-alloy was mainly 50-90 nm. They showed
that the films of nanocrystalline Ti02powderson the surfaceof Ti-alloypossessed
excellentbiocompatibility. Specimens cultured in the simulatedbody fluid (SBF)
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showed deposition of calcium phosphate crystals having n(Ca)/n(P) atom ratio of
about 1.6:1 on the specimen surface, which is similar to that of hydroxyapatite
ceramic and the apatite found in human bone mineral (Cui et al. 2(05).

Hydroxyapatite, a bioactive ceramic, has been widely investigated as a
coating material for various metallic orthopedic implants. A cogent understand­
ing of the microstructure, and indeed nano-structure of hydroxyapatite ceramic
and the strength at the interface with the base metal are crucial to its suitabil­
ity and usefulness as a coating material for orthopedic implants. Donga et al.
(2003) investigated the microstructure/nanostructure of plasma-sprayed hydrox­
yapatite{fi6Al4V composite using analytical transmission electron microscopy
(TEM) and scanning transmission electron microscopy (STEM). They observed
that the composite developed was a dense-layered structure, containing hydroxya­
patite, finely divided Ti6AI4V and amorphous calcium phosphate. Heat treatment
at 600°C for 6 h transformed the amorphous calcium phosphate into fine hydroxya­
patite crystals with minimal phase decomposition. They also reported that no grain
coarsening was observed after heat treatment. The high bond strength of hydroxya­
patite{fi6Al4V was attributed to the good adhesion among the interfaces between
hydroxyapatite and Ti6AI4V. However, no apparent changes in the Ti6AI4V/ hy­
droxyapatite interface microstructure were observed after ten weeks of immersion
in the SBF (Dong et al. 2(03).

Shih et al. (2003) studied the effect of surface oxide properties on corrosion
resistance of 316L stainless steel for biomedical applications and have found that
the stainless steel wire passivated with amorphous oxide film exhibits the best in
vitro corrosion resistance, and this distinct advantage allows amorphous oxide to
be the best surface protective film for cardiovascular devices . This improvement
is attributed to the removal of plastically deformed native air-formed oxide layer
and the replacement of a newly grown, more uniform and compact one, which is
composed of nanoscale oxide particles with higher oxygen and chromium concen­
trations (Shih et al. 2003).

Bren et al. (2004) studied the effects of surface characteristics of metallic
biomaterials on interaction with osteoblasts (i.e., multinucleated cells responsible
for the formation of bone). Their objectives were to characterize the roughness,
surface potential, surface-free energy, electron-donor and electron-acceptor sur­
face parameters, and composition of the oxide film formed on stainless steel and
Ti6AI4V alloys subjected to different surface treatments, and to investigate how
these properties influence the attachment and growth of osteoblast cells. It was
found that surfaces with nanoscale roughness rather than microscale roughness
had a more profound impact on the growth of osteoblasts (bone-forming cells).
Surfaces with nanoroughness at a level of Ra =7-10 nm were found to encourage
cell differentiation.

Advances in materials synthesis and processing have been pivotal in the emer­
gence ofadvanced tissue engineering technologies through innovation and discov­
ery of mechanically well-defined environment (scaffold or extracellular matrix)
that is rich in biomolecular signals to achieve its objectives, namely, the growth of
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functional neo-tissue. The evolutionof neo-tissue is governed by cell-biomaterial
interactions at nanoscale, which are in tum dictated by the characteristics of the
surface such as its texture, roughness, wettability and chemical functionality.

Shastri et al. (2003) developed and studied functionalized nanoparticles as
versatile tools for the introduction of biomimetics on metallic and polymeric sur­
faces. Their work demonstrated that metal and polymer surfaces can be modified
with functionalized nanoparticles to bear well-definedchemical functionality and
topography. Functionalized nanoparticles are excellent vehicles for the modifica­
tion of chemical and topological characteristics of surfaces. Roughness, texture
of the surface, as well as, spatial resolution of the chemical functionality can be
controlled simplyby varyingthe chemistryand size of the nanoparticles(colloids).

Both surface structure and chemistry influence the adherence of cells to sur­
faces of biomaterials,although there is not much data availableabout cell behavior
on surfaces with nanometer-sized features. There are many methods available to
fabricate metal nanostructures. These include colloidal lithography,chemical dis­
solution,electrodeposition,andcathodic electrosynthesis(Haranpet al. 1999;Chu
et al. 2003). Colloidal lithography is a quick and simple method to make uniform
nanostructuresover large surfaceareas. Particle size and coveragemay be variedto
produce the required structure of the surface.This method may be used to produce
3-D nanoporous particle films where repeated particle adsorption and repeated
substrate charging may result in multilayer formation (Haranp et al. 1999).

Nanostructuredmaterials have unique properties that are different from com­
mon materials.With the developmentof Al anodizing technologyand commercial
anodisk Al membranes, various nanostructures (metals and oxides) with a vari­
ety of morphology (tubules, fibers or wire or rods) have been made utilizing the
porous membraneas templates in Sol-Gel process, chemical vapordeposition and,
electro- and electroless deposition. However, there are limitations of the areas and
mechanical strengthmakes the nanostructuresdifficultto handle or use in practical
devices (Chu et al. 2003).

Metallic biomaterials will continue to be major group implant materials de­
spite all the shortcomings until new nonmetallic biomaterials, having mechanical
properties equivalent to metals, are developed in the near future. Possibly, new
nanostructuredmetals will be developed to overcomethe shortcomingsof conven­
tional metallic biomaterials. Particularly, metallic implants with nano-features at
the surface will see real-time applications soon. The contribution of nanotechnol­
ogy and nanoscience in improvingquality and life of metallic biomaterials will be
a great boon to modem human health care in the near future.

2.2. Ceramic Biomaterials

During the past six decades, development of many advanced ceramic biomateri­
als such as alumina, zirconia, hydroxyapatite, l3-tricalcium phosphate, coralline,
ALCAP (aluminumcalcium phosphateceramics), ZCAP (zinc calcium phosphate
oxide ceramics), ZSCAP (zinc sulphate calcium phosphateceramics) and FECAP
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(ferric calcium phosphate oxide ceramics) and bioactive glasses have made signif­
icant contribution to the development of the modern human health care industry
and have improved the quality of human life. These are the ceramics, which can be
used inside the body without rejection, to augment or replace various diseased or
damaged parts of the musculoskeletal system , and which are known as bioceramics
(Hench, 1998).

Bioceramics are primarily used as bone substitutes in the biomedical indus­
try for their biocompatibility, low density, chemical stability, high wear resistance
and compositional similarity with the mineral phase of the bone. Bioceramics have
found applications in the dental industry, for example as dental crown, because of
their high compressive strength, high resistance to wear, good compatibility with
the body fluid and aesthetically pleasing appearance. They are also used as reinforc­
ing material in composite implants such as artificial tendons and ligaments owing
to their high specific strength as fibers and good biocompatibility (Billotte, 2(03).

However, the potential of any ceramic material to be used as an implant mate­
rial in vivodepends not only on its compatibility with the biological environment
but also on its ability to withstand complex stresses at the site of application. Me­
chanical weakness of bioceramics associated with their inherent brittleness limits
their applications in many orthopedic applications where strength under complex
stress is a major concern. In a very short span of time, bioceramics have come
a long way and have found applications in numerous ways, as in replacements
of hips, knees, teeth, tendons and ligaments and repair for periodontal disease,
maxillofacial reconstruction, augmentation and stabil ization of the jawbone and
spinal fusion . Table 2 lists various bioceramics used in the biomedical industry
with their current/proposed applications.

2.2.1. Classifications of Bioceramics

Ceramic biomaterials developed and tested for tissue engineering applications
are broadly classified into four major categories in terms of mechanism of tissue
attachment, which is directly related to the type of tissue response at the implant
interface. They are:

• Bioinert--e.g., alumina, zirconia and titania
• Porous--e.g., porous hydroxyapatite, porous alumina and porous zirconia
• Bioresorbable--e.g., tricalcium phosphate and biphasic calcium phos­

phates
• Bioactive--e.g., hydroxyapatite, bioactive glasses and glass ceramics

A bioinert ceramic does not form a bond with bone. A porous ceramic structure
helps in the formation of a mechanical bond via the ingrowth of bone tissues into
pores. A bioactive ceramic forms a strong interfacial bond with bone via chemical
reactions at the interface. A resorbable bioceramic is replaced by natural bone
tissues over a period of time.
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TABLE 2. List of various bioceramics and their current/proposed
applications in tissue engineering.

Ceramic Biomaterials
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Names

Alumina

Zirconia
Pyrolytic Carbon

Hydroxyapatite

Tricalcium
Phosphate

Zinc-Calcium­
Phosphorous
Oxide

Coralline

Calcium Sulfate

Chemical
Formulae Applications

Alz03 Joint replacements, total hip prostheses,
reconstruction of acetabular cavities and dental
implants

zrOz Total joint prostheses and femoral heads
Blood interfacing implants, blood vessels, repair of

diseased heart valves
HAp Bone filler, coating material for metallic prosthesis ,

dental composites, spinal fusion and repair of
lumbo-sacral vertebrae and. drug delivery devices.

TCP Resorbable bone grafts, for filling space vacated by
bone screws, donor bone, excised tumors , and
diseased bone loss, drug delivery devices,

ZCAP Insulin delivery devices, drug delivery.

Repair of traumatized bone, replace diseased bone
and correction of bone defects.

Fill defects in bone, biodegradable scaffolds in
orthopedic, oral and maxillofacial surgery.

Relatively bioinert ceramics are mostly used as structural support implants.
Some of these are bone plates, bone screws and femoral heads. Examples of
nonstructural support uses are ventilation tubes, sterilization devices, and drug
delivery devices. These bioceramics don't interact with the physiological systems
in vivo and the host always treats them as foreign materials. High-density, high­
purity (>99.5%) Ah03 (a-alumina) was the first bioinert bioceramic to be widely
used clinically. It is used in total hip prostheses and dental implants because of
its combination of excellent corrosion resistance, acceptable biocompatibility, low
friction, high wear resistance and high compressive strength. Strength, fatigue
resistance, and fracture toughness of polycrystalline a-alumina, are a function of
grain size and purity.

Zirconia (Zr02), in tetragonal form, stabilized by either magnesium or yt­
trium, has also been developed for use in total joint prostheses. Zirconia ceram­
ics have better mechanical features than alumina ceramics for flexural strength,
Young's modulus, and toughness; nevertheless a specific experiment (Sudanese
et al., 1989) suggests that it cannot be used for prostheses with a ceramic-ceramic
coupling, owing to its low wear resistance.

Titania is a biocompatible ceramic, but at present no prosthesis in bulk form
has been experimented with because of its poor mechanical strength. Composite
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aluminous ceramics were widely experimented on for their use as implant materials
for tissue engineering applications.

Calcium aluminates were the first of this kind to be tested for hard tissue
engineering applications, even though their current use is practically negligible.
Porous forms of calcium aluminates at one time emerged as a material suitable for
application in the field of both orthopedic and odontological applications (Hentrich
et al., 1969; Hulbert et al., 1972; Kalita et al., 2(02).

Among the composites of alumina, those worth mention ing are the alumina­
titania ones. As an example, Metco 131 (60 wt.% alumina and 40 wt% titania) is
proposed for biomedical application. Researchers have also used alumina-zirconia
composites as an alternative to alumina ceramics which can prevent the possibility
of delayed fracture and at the same time slows down the advancement of microc­
racks.

Sialon, another bioinert bioceramic, is particularly promising for the replace­
ment of joints by virtue of its high mechanical strength, excellent biocompatibility,
and resistance to biodegradation. Like any other material , Sialon is evaluated by
a complete series of laboratory trials including corrosion and wear tests, tests as
simulated joints, studies on biocompatibility, and tests on animals to assess bone
growth on surfaces of porous Sialon.

Resorbable bioceramics are those that degrade gradually with time in vivo
and can be replaced with natural tissues. The rate of degradation varies from one
ceramic to another. This approach is considered to be the optimal solution to the
problems of interfacial stability. However, development of such a ceramic material
and corresponding implant fabrication possess many challenges. Complications in
the development of resorbable bioceramics are (i) maintenance of strength and the
stability of the interface during the degradation period and replacement by the nat­
ural host tissue, (ii) matching resorption rates to the repair rates ofthe body tissues .

Although Plaster of Paris, which is a resorbable ceramic, was used as a
bone substitute as early as 1892 (Peltier 1961), the concept of using synthetic
resorbable ceramics as bone substitutes was introduced in 1969 by Hentrich and
his co-workers (Hentrich et al. 1969; Graves et al. 1972). Except Biocoral and
Plaster of Paris (calcium sulphate dehydrate), almost all bioresorbable ceramics
developed for biomedical use are some variations of calc ium phosphate. Other
of resorbable bioceramics include aluminum calcium phosphate , coralline , and
tricalcium phosphate.

Bioactive ceramics offer another approach to achieve interfacial attachment.
A bioactive material undergoes chemical reaction at the interface. The surface
reactions lead to bonding of tissues at the interface. The bioactive concept has
been expanded to include many bioactive materials with a wide range of bonding
rates and thickness of interfacial bonding layers. They include bioactive glasses
such as Bioglass'v, bioactive glass ceramics and synthetic hydroxyapatite. The
time dependence of bonding and mechanical strength of the bond, the mechanism
of bonding, the thickness of bonding zone and fracture toughness differ for various
materials .
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FIGURE 4. SEM image of bone cells grown on bioactive hydroxyapatit e substrat e under
standard II.cell culture conditions.

A common characteristic of all bioactive implants is the formation of a
hydroxy-carbonate apatite (HCA) layer on their surface when implanted. The
HCA phase is equivalent in composition and structure to the mineral phase of
bone. The interface between a bioactive implant and bone is nearly identical to
the naturally occurring interfaces bone and tendons and ligaments . Figure 4 shows
SEM image of bone cells (osteoprecursor cells from a modified human osteoblast
cell line) grown on bioactive hydroxyapatite ceramic substrate under standard cell
culture conditions.

2.2.2. Nanostructured Bioceramics

Conventional materials that were originally developed for industrial applications
such as aeronautical engineering are being used as orthopedic and dental implant
materials as long as they are tolerated by the human body and meet the strength re­
quirements. Skeletal tissues experience simple to complex stress conditions during
our day-to-day activities. Examples include jaws withstanding 0.25 N during chew­
ing and hip joint sustaining 3-5 KN during walking. Materials such as commer­
cially pure titanium , Ti6AL4V and CoCrMo alloys are chosen for orthopedic and
dental applications based on these physiological force requirements. In contrast,
biocerarnics find limited use in biomedical applications because of their brittle­
ness, despite their excellent biocompatibility with the bone tissues. Unfortunately,
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metals and metal alloys are not "ideal" orthopedic or dental implant materials, even
though they meet the mechanical requirements for bone replacement under load­
ing. Additionally, under long-term physiological loading many metallic implants
fail due to material failures that require removal (Webster et al. 1999).

There is a constant need for orthopedic and dental implant formulations that
have better osseointegrative properties (Webster et al. 2(01). Nanostructured ce­
ramics can be tailored to obtain desired chemical compositions, surface proper­
ties (spec ifically topography), mechanical properties (ductility) and distribution of
grain size similar to those of physiological bone (which contains 70% by weight
of hydroxyapatite ceramic with grain sizes less than 100 nm) (Gutwein et al. 2004;
Webster et al. 2001). To date, nanostructured bioceramics are not clinically used
for orthopedic or dental applications.

It is now known that materials organized on multiple-length scales are more
like biological structures than those with single-scale features . Thus, materials
organized on a multiple-length scale should be of more advantage in biomedical
applications. There has been an increasing interest in fabricating biomaterials
for bone regeneration with complex structures that have hierarchically organized
features of different length scales. The ability to control the structure of a material
with precision will help the programming of desirable and predictable cellular
responses into three-dimensional biomaterial scaffolds.

In a new hierarchical fabrication method, microfabrication technology was
used by Tan et al. (2004) to create micrometer-style architecture on silicon.
Then nanostructured hydroxyapatite minerals were formed on the preset struc­
ture using natural mineralization techniques (Tan et al. 2004). Based on several
studies, the chemical modifications of the foundation layer were determined to be
essential for achieving control over subsequent nanoscaled structure formation .
Also, the rate and pattern formation of nanostructured hydroxyapatite on the mi­
cropatterned surfaces had a strong dependence on solution conditions (Tan et al.
2004).

The creation of nanomaterials has made possible the synthesis of materials
that simulate the mechanical properties and chemical characteristics of normal and
healthy bone for orthopedic and dental applications. For example, nanomaterials
with better mechanical properties can replace conventional materials that failed
because of crack imitation and propagation during loading. Because ductility is
improved as grain size is reduced, nanostructured ceramics can be made (by se­
lecting proper synthesizing parameters that can control grain size) to possess a
wide range of mechanical properties . Most importantly, future nanostructured ce­
ramic biomaterials can be designed to meet clinical requirements corresponding to
anatomical differences or patient's age. These requirements may surface for many
reasons, like the differences in modulus of elasticity (10% in human hip and 20%
in tibia bone) between a 20- and a 90-year-old human. Also, decreasing grain size
« 100 nm) can control the chemical characteristics (such as surface properties) of
ceramics. Surface properties that aid in quick deposition of new bone on implant
surfaces and support bonding of juxtaposed bone using nanomaterials can be of
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great clinical significance. This should also minimize motion-induced damage to
surrounding tissues (Webster et al. 1999).

Studies have been done to correlate adhesion and functions of bone cells with
nanoscale features of potential implant surfaces. Webster et al. (2004) studied and
compared osteoblast functions on conventional micron-sized ceramic formulations
and nanostructured substrates made separately from spherical particles of alumina,
titania and hydroxyapatite. These nanostructured substrates promoted adhesion of
osteoblasts and decreased adhesion of fibroblasts (i.e., cells that aid in fibrous
encaptulation and formation of calluses that may lead to the loosening of the im­
plant and failure). Nanostructured substrates also decreased adhesion of endothelial
cells, which line the vasculature of the human body. An interesting outcome of this
study was that compared to conventional alumina, titania and hydroxyapatite for­
mulations; calcium deposition by osteoblast was four, three and two times greater,
respectively, on the same nanostructured material after 28 days of culture (Webster
et al. 2004; Gutwein et al. 2004; Webster et al. 2001). Other research by the same
group showed that the nanostructured formulations improved and controlled the
mechanical properties of alumina (Webster et al. 1999). Other researchers have
also validated the fact that increased calcium deposition is observed on alumina
nanofibers, carbon nanofibers, polylactic glycolic acid, polyurethane and other
composites. The natural increase in surface area of nanostructured materials was
accounted for in each of those studies, which showed that the chemistry between
nanostructured and conventional materials was similar (Webster et al. 2004).

During recent years, there have been attempts in exploring nanotechnology to
create nanoscale bioceramics, to improve properties and to overcome limitations
of bioinert ceramics. Kong et al. (2005) of Seoul National University developed
zirconia-alumina nano-composite using the Pechini process and improved the bio­
compatibility of the composite by addition of hydroxyapatite. The Pechini process
is based on the formation of a network composed of a polymeric precursor and a
cationic network modifier (Brinker et al. 1990). Zirconia-alumina nano-composites
can be used in load-bearing applications such as dental/orthopedic implants. Be­
cause the nano-composite powder effectively decreased the contact area between
hydroxyapatite and zirconia for their reaction during the sintering process, the
hydroxyapatite added zirconia-alumina nano-composites contained biphasic cal­
cium phosphates (hydroxyapatite and tricalcium phosphate) and had higher flexural
strength than conventionally mixed zirconia-alumina composites. The composites
showed increased osteoblast activities (as expressed by the alkaline phosphatase
activity) with the increase in the amount of hydroxyapatite content. Kong et al.
(2005) concluded that, nano-composite containing 30 vol.% hydroxyapatite and
70 vol.% zirconia-alumina is the optimal composition, based on the mechanical
and biological evaluations, for load-bearing biological applications.

It has been established that the merits of nanotechnology offers a unique
approach to overcome shortcomings of many conventional materials. From
nanomedicine to nanofabrics, this promising technology has encompassed al­
most all disciplines of human life. Nanostructured materials offer much improved
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performances than their large-particle-sized counterparts due to their large surface­
to-volume ratio and unusual chemical/electronic synergistic effects. Nanoscale
ceramics can exhibit significant ductility before failure contributed by the grain­
boundary phase.

In 1987, Karch et at. (1987) reported that, with nanograin size, a brittle ce­
ramic could permit a large plastic strain up to 100%. Nanostructured biomaterials
promote osteoblast adhesion and proliferation, osteointegration, and the deposition
of calcium-containing minerals on the surface of these materials (Xu et al. 2(04).
Also, nanostructured ceramics can be sintered at a lower temperature; thereby,
problems associated with high-temperature sintering processes are eliminated. It
is possible to enhance both the mechanical and biological performance of calcium
phosphates by controlling characteristic features of powders such as particle size
and shape, particle distribution and agglomeration (Best et al. 1994). Nanostruc­
tured bioceramics clearly represent a promising class of orthopedic and dental
implant formulations with improved biological and biomechanical properties.

2.2.3. Calcium Phosphate Bioceramics

Recent years have seen more emphasis on bioactive and bioresorbable ceramic re­
search; however, the materials of choice for load-bearing applications in the implant
industry are still bioinert ceramics like ex-alumina and tetragonal zirconia. In all
the prospective applications of bioactive and bioresorbable bioceramics, calcium
phosphates have made a significant contribution. Today, calcium phosphate-based
bioceramics are the materials of choice in both dentistry and medicine.

In 1920, Albee reported the first successful medical application of calcium
phosphate bioceramics in humans (LeGeros 2002), and in 1975 Nery et al. reported
the first dental application of these ceramics in animals. They have been used in
the field of biomedical engineering owing to the range of properties they offer:
from tricalcium phosphates being resorbable to hydroxyapatite being bioactive,
they are undeniably the current rage for clinical usage (Hench 1998; Ducheyne
et at. 1999).

The superior biocompatibility of calcium phosphates contributed by their
compositional resemblance to bone mineral has allowed them to be used for copi­
ous applications inside the body. Calcium phosphate bioceramics exhibit consid­
erably improved biological affinity and activity compared to other bioceramics.
However, unlike alumina and zirconia, these ceramics are mechanically weak and
exhibit poor crack growth resistance, which limits their uses to nonload-bearing
applications such as osteoconductive coatings on metallic prosthesis and as nano­
powders in spinal fusion . Among different forms of calcium phosphates, particular
attention has been paid to tricalcium phosphate (Ca3(P04h) and hydroxyapatite
(CalO(P04MOHh) due to their outstanding biological responses to the physiolog­
ical environment. The contemporary health care industry uses calcium phosphate
ceramics in various applications, depending upon whether or not a resorbable
or bioactive material is ideal. The recent trend in bioceramic research has been
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focused in overcoming the limitat ions of calcium phosphates, specifically hydrox­
yapatite ceramics, and in improving their biological properties by exploring the
unique advantages of nanotechnology.

The trend is shifting towards nanotechnology to improve the biological re­
sponses of hydroxyapatite because nano-hydroxyapatite is a constituent of bone,
which is a natural composite of nano-hydroxyapatite with collagen fibers. The
main constituents of bone are collagen (20 wt.%), hydroxyapatite (69 wt.%), and
water (9 wt,%). Additionally, other organic materials, such as proteins , polysac­
charides, and lipids are also present in small quantities. Collagen, which can be
considered as the matrix, is in the form of small micro fibers. It is difficult to ob­
serve distinct collagen fibers because of its netlike mass appearance. The diameter
of the collagen microfibers varies from 100 to 2000 nm. Calcium phosphate in the
form of crystallized hydroxyapatite and/or amorphous calcium phosphate (ACP)
provide stiffness to the bone. The nano-hydroxyapatite crystals, present in the form
of plates or needles, are about 40-60 nm long, 20 nm wide, and 1.5-5.0 nm thick.
They are deposited parallel to the collagen fibers, so that the larger dimension of
crystals is along the long axis of the fiber. It is worth mentioning that the mineral
phase present in bone is not a discrete aggregation of the nano-hydroxyapatite
crystals. It is rather made of a cont inuous phase, which is evidenced by very good
strength to the bone after a complete removal of the organic phase. The use of
synthetic nanoscale hydroxyapatite in orthopedic applications is therefore con­
sidered to be very promising, owing to its dimensional similarity with the bone
crystals.

Calcium phosphates being light in weight, chemically stable and compo­
sitionally similar to the mineral phase of the bone, are preferred as bone-graft
materials in hard tissue engineering. They are composed of ions commonly found
in physiological environment, which make them highly biocompatible. In addition,
these bioceramics are also resistant to microbial attack, pH changes and solvent
conditions. They exist in different forms and phases depending on temperature,
partial pressure of water and the presence of impurities (Groot et al. 1990; Hench
1998). Hydroxyapatite, 13-TCP, n-TCP, biphas ic calcium phosphate (BCP) (Wong
et al. 2002), monocalcium phosphate monohydrate (MCPM) and unsintered apatite
(AP) are different forms of commercially available calcium phosphates currently
used in the biomedical industry. Different phases are used in different applications
depending upon whether a resorbable or bioact ive material is desired (Billottee
2002) . Hydroxyapatite is the ideal phase for applications inside human body be­
cause of its excellent stability above pH 4.3, human blood pH being 7.3.

One of the major shortcomings of calcium phosphate bioceramics is their poor
mechanical strength under complex stress states. Further, it has been proved that
the bioactivity of synthetic calcium phosphates (micron-size powder) is inferior
to natural apatite, the bone mineral (Driessens et al. 1978; LeGeros et al. 1978).
Like other ceramic materials, the tensile and compressive strengths of calcium
phosphates are governed by the presence of voids, pores or interstices , which results
during the process of densification while sintering. However, unlike most advanced
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ceramics,calciumphosphatesaredifficulttosinterandthusaremechanically weak.
The resistance to fatigue is another essential factor for load-bearing implants. In
termsof the Weibull factor, n,valuesofn =50-100usuallysignifygoodresistance,
but values of n = 10-20 are insufficient and may fail in several months of usage
(Putter et al. 1983). For conventional hydroxyapatite, n = 50 in dry environment
and n =12in a wetphysiological implantbed, whichis belowthesatisfactory limit
as reported by Putter et al. Nanotechnology is one of the approaches, which has
been explored recently to improve both the strength and toughness of this novel
group of bioceramics to make them useful in load-bearing applications.

Conventional calcium phosphate based ceramic powders suffer from poor
sinterability, possibly due to their low surface area (typical 2-5 m2/gm). In ad­
dition, it has been also recorded that the resorption process of synthetic calcium
phosphates(conventional forms) isquitedifferentfrom thatof bone mineral. Bone
mineral crystals are nano-sized with a very large surface area. They are grown in
an organic matrix and have very loose crystal-to-crystal bonds; therefore, the re­
sorption by osteoclasts is quite homogeneous. Calcium phosphates (micronsize),
on the contrary, presenta lowsurfacearea and havestrongcrystal-to-crystal bond.
Resorption takes place in two steps: (i) disintegration of particles and (ii) disso­
lution of the crystals [Heughebaert et al. 1988]. Nanoscalebioceramics is one of
the emerging approaches that have been extensively studied recently by various
researchersto finda solution to these long standingproblemsassociatedwithcal­
ciumphosphates. In a recentpublication, Kimet at. reportedthatbiomineralization
of calcium phosphate nano-crystals on ceramics with specific compositions and
structures is a core mechanism of bioactivity, that inspires acellular and protein­
free biomimetic strategies for bio-interactive materials with new physical,chem­
ical and biological functions, e.g., bioactive surface functionalizations on tough
metallic and ceramic materials, sol-gel derivation of bioactive ceramic-polymer
nano-hybrids and textured biomimetic depositionsof nano-calciumphosphateon
polymer templates [Kim 2003].

Crystallization of varioussaltsofcalciumphosphates likehydroxyapatite and
~-TCP depends on the Ca/P ratio, presence of water and impurities, and temper­
ature. For instance, in a wet environment and at a lower temperature «900°C),
the formation of hydroxyapatite is most likely to happen, but in a dry atmosphere
and at a higher temperature, I3-TCP is more likely to form. Two importantphases
of calcium phosphates-hydroxyapatite and l3-tricalcium phosphate, which have
been extensively studied at the nano-range during recent years-are discussed in
detail in the next two sections.

2.2.3.1. Nanocrystalline Hydroxyapatite.
Hydroxyapatite (CalO(P04MOHh) is a bioactiveceramic widelyusedas powders
or in particulate forms for various bone repairs and as coatings for metallic pros­
theses to improve their biological properties (Liu et al. 2001). Hydroxyapatite is
thermodynamically the most stable calcium phosphate ceramic compound at the
pH, temperatureand compositionof the physiological fluid (Correiaet al. 1995).
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Recently, hydroxyapatite has been used for a variety of biomedical applications,
including matrices for drug release control (ltokazu et al. 1998). Due to the chem­
ical similarity between hydroxyapatite and mineralized bone of human tissue,
synthetic hydroxyapatite exhibits a strong affinity to host hard tissues. Formation
ofa chemical bond with the host tissue offers hydroxyapatite a greater advantage in
clinical applications over most other bone substitutes such as allografts or metallic
implants (Bauer et at. 1991).

Hydroxyapatite has a hexagonal structure with a P63/m space group and cell
dimensions a = b = 9.42 A, and c = 6.88A, where P63/m refers to a space group
with a sixfold symmetry axis with a threefold helix and a microplane (Groot etai.
1990). It has an exact stoichiometric Ca/P ratio of 1.67 and is chemically very
similar to the mineralized human bone (Bow et at. 2004). However, in spite of
chemical similarities, the mechanical performance of synthetic hydroxyapatite
is very poor compared to bone. In addition, the bone mineral presents a higher
bioactivity compared to synthetic hydroxyapatite.

Many researchers have observed that the mechanical strength and fracture
toughness of hydroxyapatite ceramics can be improved by the use of different
sintering techniques; which include addition of a low melting secondary phase to
achieve liquid phase sintering for better densification (Lopes et ai. 1998; Santos
et at. 1996), incorporation of sintering additives to enhance densification through
grain boundary strengthening (Georgiou etai. 2001; Kalita etal.2004; Kalita etai.
2004a) , and use of nanoscale ceramic powders for better densification contributed
by large surface area to volume ratios of nano-size powders (Bhatt et at. 2005).

It is believed that nanoscale hydroxyapatite has the potential to revolu­
tionize the field of biomedical science from bone regeneration to drug deliv­
ery. During the past ten years, much attention has been given to nanostructured
hydroxyapatite calcium phosphate ceramics, with major research emphasis on
production of nanoscale powders to improve the mechanical as well as biolog ical
properties.

The importance and advantages of nanocrystalline hydroxyapatite were high­
lighted by Sarig and Kahana in a 2002 issue of the Journai Crystal Growth, voi.
237. In their work, Sarig etat. (2002) could synthesize hydroxyapatite with 300 nm
edges, which were loosely aggregated into spherulites of 2-4 mm dimensions.

Nanocrystalline hydroxyapatite powders exhibit improved sinterability and
enhanced densification due to greater surface area, which could improve the frac­
ture toughness, as well as other mechanical properties (Yeong et at. 1999). More­
over, nano-hydroxyapatite is also expected to have better bioactivity than coarser
crystals (Stupp et at. 1992; Webster et at. 2001).

Li et at. (2002) developed hydroxyapatite nano-wires in anodic oxide alu­
minum with similar biological in vivo orientation using template-assisted tech­
nology. Yingchao et al. (2004) synthesized nano-hydroxyapatite of 8-10 nm sizes
via a nontemplate-mediated sol-gel technique. In most literature on the synthesis
of hydroxyapatite by the sol-gel process , phosphorous alkoxide has been used as
precursor for phosphorous. Liu et ai. (2002) used tri-ethyl phosphate and calcium
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nitrate as the precursors respectively for phosphorous and calcium for hydrox­
yapatite synthesis. Kuriakose et a/. (2004) suggested that agars can also be used
to synthesize hydroxyapatite using similar precursors at low temperatures. These
processes require high-temperature operation and produces multiphase powder. A
relatively simpler sol-gel process using ethanol and/or water as a solvent has also
been reported to obtain stoichiometric, nanocrystalline single-phase hydroxyap­
atite.

Han et a/. (2004), synthesized nano-crystalline hydroxyapatite powder by the
citric acid sol-gel combustion method. The attractive features of this method were
to synthesize materials with high purity, better homogeneity and high surface area
in a single step.

Shih et a/. (2004), synthesized nano-hydroxyapatite powder (Ca/P = 1.67)
of 20 nm particle size by the hydrolysis method. They also observed that the hy­
droxyapatite particle size increases with the annealing temperature. An annealing
temperature of 1000°C resulted in an average increase in particle diameter up
to 50 nm. Xu et a/. (2005) used a radio frequency (r.f.) plasma spray process to
synthesize nano-sized hydroxyapatite powder with particle size in the range of
10-100 nm.

Synthesis of stoichiometric nano-hydroxyapatite powders by the sol-gel
method is relatively easy. It gives higher product purity, more homogeneous com­
position and a comparatively low synthesis temperature than other methods. Sol­
gel derived hydroxyapatite is always accompanied by the secondary phase of cal­
cium oxide. Phosphorous, alkoxides, gels and ethanol can be used as solvents in
this method. Kuriakose et at. (2004) synthesized nano-crystalline hydroxyapatite
of size 1.3 nm radius that is stable until 1200°C, without any by-products in the
samples synthesized with pores in the crystal planes. using the latter as solvent.

Synthesis of pure hydroxyapatite crystals of 8-10 nm size can also be done
by a novel sol-gel technique using agars.

Han et a/. (2004) synthesized nanocrystalline hydroxyapatite powder at low
calcination temperature of750°C by a citric acid sol-gel combustion method. The
grain size of the resulting powder was found to be between 80 to 150 nm and the
open porosity to be 19% (Yingchao et a/. 2004).

Sarig et a/. (2002) synthesized nanocrystalline plate-shaped particles of hy­
droxyapatite, directly precipitated from dilute calcium chloride and sodium phos­
phate solutions at ambient temperature. The solution was introduced to microwave
irradiation immediately after mixing. The pH of the solution was kept at 7.4 to
make the hydroxyapatite suitable for medical applications. This method is a rela­
tively fast method to synthesize nano-hydroxyapatite. Bhatt et a/. (2005) synthe­
sized nanocrystalline hydroxyapatite powder of size 5-10 nm in diameter using
water-based sol-gel techniques. Powder X-ray diffraction results showed that the
apatite phase first appeared at 400°C and the hydroxyapatite content increased
with increase in the calcination temperatures (Bhatt et al., 2005). Figure 5 shows
TEM micrograph of nanocrystalline hydroxyapatite powder produced via a sol-gel
technique.
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FIGURE 5. TEM micrograph of nanocrystalline hydroxyapatite powder produced via sol­
gel technique.

Nano-sized hydroxyapatite particles can also be prepared by chemical precip­
itation, through aqueous solutions of calcium chloride and ammonium hydrogen
phosphate. Pang et al. (2003) observed that the crystallinity and crystallite size of
hydroxyapatite increases with the increase of synthetic temperature and ripening
time when the solution is prepared by this method. Also, the morphology change of
hydroxyapatite nanoparticles is related to their crystallinity. The regular shape and
smooth surface of the nanoparticles can be obtained by the higher crystallinity of
hydroxyapatite. They observed needlelike nanoparticles with a rough surface and
blurred contour and higher combined water content for lesser crystalline hydrox­
yapatite, whereas a barlike shape with smooth surface, clear contour and lower
water content was observed for nanoparticles with higher crystallinity.

Mechano-chemical processing (MCP) is another compelling method to pro­
duce nanostructured hydroxyapatite in the solid state. Yeong et al. (2001) used
appropriate amounts of calcium hydrogen phosphate (CaHP04.2H20) and cal­
cium oxide (CaO). Hong et al. (2005) synthesized nanocrystalline hydroxyap­
atite (CalO(P04MOHhpowder of '" 50 nm by mechanical solid-state reaction of
Ca(OHh and P20S mixtures in a high-energy shaker mill, using hardened steel vial
and balls. SEM micrograph of nanocrystalline hydroxyapatite powder produced
by mechanical solid-state reaction is shown in Fig. 6. Suchanek et al. (2002)
performed mechanochemical-hydrothermal synthesis of carbonated apatite pow­
ders at room temperature.

2.2.3.2. Nanocrystalline Tricalcium Phosphate. Tricalcium phosphate
bioceramic has been proved to be resorbable in vivo with new bone growth
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FIGURE 6. SEM micrograph of hydroxyapatite nano powder produced by mechanical
solid-stat e reaction.

replacing the implanted ceramic (Gibson et at. 2(00). Tricalcium phosphate bio­
ceramic exists in three polymorphs, namely, J3-tricalcium phosphate, o -tricalcium
phosphate and a'-tricalcium phosphate (Elloitt 1994; Zhou et al. 1993). (3­
tricalcium phosphate transform s to o-tricalcium phosphate at around 1180°C. a­
Tricalcium phosphate is stable between 1180°C and 1430°c and, a ' -tricalcium
phosphate is stable above 1430°c (Elloitt 1994; Zhou et al. 1993). a-Tricalcium
phosphate and nz-tricalcium phosphate, however, have received very little inter­
est and attention in biomedical materials research. The disadvantage of using a­
tricalcium phosphate in this area is its fast resorption rate (Suchanek et at. 2002).
On the contrary, (3-tricalcium phosphate also known as J3-whitlockite. is a slow­
degrading resorbable phase (Driessens et al. 1978) and is thus a promising material
in biomedical applications.

J3-tricalcium phosphate is known to have significant biological affinity and
activity and hence, responds well to the physiological environments (Kivrak et at.
1998). Because of these positive characteristics. porou s J3-tricalcium phosphate
is regarded as an ideal bone substitute, which would degrade in vivo with time,
allowing bone tissue to grow inside the scaffold. These factors give J3-tricalcium
phosphate an edge over other biomedical materials when it comes to resorbability
and replacement of the implant in vivo by new bone tissues (Gibson et at. 2000). It
is reported that the resorbability of J3 -tricalcium phosphate in vivo may be strongly
related to its structure (Okazaki et at. 1990). 13-Tricalcium phosphate belongs to
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R3CH space group and has a hexagonal crystal structure. Its unit cell dimensions
are: a = b = 10.439 A, c = 37.375 A, and a = 13 = 90°, 'Y = 120°. In spite of
favorable biodegradation behavior of l3-tricalcium phosphate over o-tricalcium
phosphate and hydroxyapatite phases, its rate of degradation is uncontrolled, which
limits its use in most bone tissue engineering applications.

A number of synthesis methods have been used to produce l3-tricalcium
phosphate powders . The conventional methods include solid-state process (Bigi
etat. 1997) and wet-chemical method (Liou etat. 2002). The wet-chemical method
gives Ca-defic ient apatite [Ca9(HP04)(P04)s(OH), CDHA] with the same molar
ratio of Ca/P as that of tricalcium phosphate. It needs to be calcined above 700­
800°C to transform into l3-tricalcium phosphate as shown by the following reaction :

Ca9(HP04)(P04)s(OH) -+ 3Ca3(P04h + H20

Synthesis of nano-Bvtricalcium phosphate has been formulated by many re­
searchers using starting materials as (CH3COOhCa.xH20 as the Ca sources and
H3P04 as the P sources . Bow et at. (2004) synthesized nano-sized I3-TCPpowder
of "'50 nm particle diameter at room temperature in methanol solvent. They found
that phase transformation was taking place from CaHP04, intermediate amor­
phous calcium phosphate (ACP) phases (including ACP1 and ACP2 with different
structures) to final l3-tricalcium phosphate with increase in aging time. They ob­
served that the incorporation of carbonate helps in suppressing the transformation
of ACP1 phase with hydroxyapatite-like structure into poorly crystalline CDHA
and favors the formation of l3-tricalcium phosphate phase.

It was observed that the presence of micropores in the sintered material af­
fects the bioresorption of tricalcium phosphate-based ceramic implants; therefore,
the size and amount of macro and micro porosity must be controlled closely dur­
ing manufacturing processes (Ioku et at. 1996). SEM studies revealed that the
appearance of needles or petal-like plates is characteristic of nano l3-tricalcium
phosphate-based cements (Genibra et at. 1998). Nano-tricalcium phosphate pow­
ders can be compacted into cylindrical pallets and then sintered for mechanical
and biodegradation studies to achieve appropriate mechanical strength, to be used
as drug delivery devices . Metsger et at. (1999) reported a 21 GPa value for the
Young's modulus of nano-B.TCP ceramic. The mechanical strength of the cement
was enhanced when the nano-structures were immersed for 24 hand 7 days in
SBF (Metsger et at. 1999).

Nano l3-tricalcium phosphate cements can serve as drug delivery systems for
a variety of remedies such as antibiotics, antitumor and antiinflammatory drugs ,
etc., which can easily be added to them (Yu etal. 1992). Also, 13-TCP prepared by
wet precipitation procedure from an aqueous solution of Ca(N03h and NaH2P04
and calcined at 1150°C can be used as bone substitutes after grinding and sieving
to obtain the desired particle size.

A subsidiary of Tredegar Corporation has recently received FDA clearance
to market a new resorbable l3-tricalcium phosphate bone void filler device used to
treat osseous defects of the skeletal system. Future directions are aimed at creating
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a therapeutic nano-TCP coating that has a dual beneficial effect: osteoconductive
properties combined with the ability to deliver therapeutic agents. proteins. and
growth factors directly into the coating . These new coatings may offer the ability
to stimulate bone growth. combat infection. and ultimately increase an implant's
lifetime.

Nano-phase calcium phosphate bioceramics have gained regard in the
biomedical field due to their superior biological and biomechanical properties .
Hydroxyapatite and 13-TCP are essentially the main calcium phosphates used in
clinics at present. Several ways of synthesis of both these forms of CPCs on the
nanoscale have evolved in the past few decades . Nano-hydroxyapatite is used
primarily as bioactive coatings on metallic prosthesis of bioinert materials like ti­
tanium and its alloys. in bone tissue repairs and implants and also for drug delivery.
Nanoscale 13-TCP exhibits significant biological affinity and activity and responds
very well to the physiological environments. Also. owing to its slow degradation
characteristic. the porous 13-TCP is regarded as an ideal material for bone sub­
stitutes that should degrade by advancing bone growth and as a good candidate
material for drug delivery devices .

2.3. Polymeric Biomaterials

Tissue engineering has provided an alternate medical therapy using implants of
polymeric biomaterials with or without living precursor cells against various trans­
plants. A number of different polymers can be used as scaffold to promote cell
adhesion. maintenance of differentiated cell functions without hindering prolifer­
ation. Synthetic and natural polymers can also be used as templates to organize
and direct the growth of cells and to help in the function of extracellular matrices
(ECM) (Patrick Jr. et at. 1988; Thomson et at. 2000).

Both natural and synthetic polymers have become a part of day-to-day as well
as advanced medical care in the biomedical industry. The most commonly inves­
tigated natural polymers include alginate. collagen. hyaluronic acid and chitosan.
Much of the interest in these natural polymers is because of their biocompatibility,
relative abundance. ease of processing and/or their possible ability to imitate the
microenvironment found within cartilage. Alginates are linear unbranched poly­
mers that are produced by seaweeds . Alginate gels can easily encapsulate various
pharmaceuticals. growth factors or cultured cells (Seal et at. 2001) . They are stable
in a range oforganic solvents and. in contrast to other hydrogels, are possibly useful
in applications that involve enzyme entrapment in nonaqueous systems . Alginate
applications include encapsulated pancreatic islets. vesicoureteral reflux. topical
wound care. sustained drug delivery and dental applications. A disadvantage of
using alginate beads is that they become unstable upon contact with complexes
such as phosphates . citrates, EDTA and lactates .

Collagen is a gelatinous protein found in most of the multicellular organisms
to which it gives strength and flexibility. There are more than a dozen types of
collagen. Each type is differentiated by a particular sequence of amino acids in
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its molecules. The collagen in the human body is called type I collagen. Each
collagen microfibril has a characteristic banding pattern with a repeat period of 68
nm. Type I collagen is also found in skin, tendons, and ligaments (Martin 1999). The
hydroxyapatite, or bone mineral, crystals are embedded in a collagenous matrix
to form bone tissue (Baron 1996). The collagen matrix provides bone its tensile
strength, while the impregnated ceramic crystals provide the compressive strength
and rigidity. It forms molecular cables that strengthen tendons and many resilient
sheets that support the skin and internal organs (Seal et al. 2001). Functions of
collagen range from serving crucial biomechanical functions in bone, skin, tendon
and ligaments to controlling cellular gene expression in development.

Hyaluronic acid or hyaluronan is a natural glucosaminoglycan polymer that is
plentiful within cartilag inous extracellular matrix. It is used to melt hardened scar
tissue, shorten injury recovery period, and to treat muscle spasm and fibromyalga.
It is also used to restore circulation and relieve pain. Chitosan is another natural
biopolymer which is a polysaccharide derived from chitin and is composed of
a simple glucosamine monomer. Chitosen is a biocompatible and biodegradable
polymer and does not evoke a strong immune response. It binds aggressively
to mammalian and microbial cells, accelerates formation of osteoblasts, and has
a regenerative effect on connective gum tissue. It is also helostatic , fungistatic,
spermicidal and a central nervous system depressant. Chitosen is used for wound
healing and bum treatment and has also been shown to reduce serum cholesterol
levels.

Synthetic polymeric materials have been widely used in medical disposable
supply, prosthetic materials , dental material, implants, dressings , extracorporeal
devices, encapsulants, polymeric drug delivery systems, tissue engineered prod­
ucts, and in orthopedics. The main advantages of the polymeric biomaterial com­
pared to metal and ceramic materials are ease of manufacturability to produce
various shapes, ease of secondary processibility, reasonable cost, and availability
with desired mechanical and physical properties . Table 3 list various synthetic
polymeric biomaterials developed so far with examples of their applications in the
health care industry. Several excellent reviews and articles on polymeric biomate­
rials exist (Seal et al. 200 I). Readers are recommended to refer to these articles for
more details on generic polymeric biomaterials. This section will discuss some of
the recent advances on nanostructured polymeric biomaterials, which have shown
promising results.

Cells in our body live in a complex mixture of pores, ridges and fibers ofECM
at nanometer scales (Desai et al. 2000; Flamming et al. 1999; Lee et al. 1998).
Therefore, a nanostructured porous scaffold with interconnective pores and large
surface area is presumed to be an ideal alternative/substitute to natural ECM for
better cell in-growth in three dimensions. Such scaffolds will enable us to mimic
the structure and functions of natural tissues. Nanostructured polymeric bioma­
terials are a new avenue in tissue engineering applicat ions. Polymeric scaffolds
or extracellular matrices with nano-features have been shown to exhibit improved
biological properties as demonstrated by some of the recent findings in this area.
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TABLE 3. List of synthetic polymeric biomaterials and their applications in
the biomedical industry.

Synthetic Polymeric Biomaterials

Chemica l Name Abbr. Tissue-response Appli cations

Polymethylm ethacrylate PMMA Bioinert Bone cement, blood pump and
reservoirs, membrane for blood
dialyzer, imp lantable ocular
lens, contact lens.

Polyethylene PE Bioinert Pharmaceuti cal bottles, catheter,
pouch, flexible container, and
orthopedic implant s.

Polyvinylchloride PVC Bioinert Blood and solution bag, surgica l
packaging, IV sets, dialysis
devices and catheter bottl es.

Polylactic acid PLA Bioresorbable Fracture fixation plates and
screws. drug control-release
devices, coating materials for
sutures and vascular grafts.

Polyglycolic acid PGA Bioresorbable Sutures, pins , screws, ligament
reconstruction and nerve
regeneration.

Polyls-caprol actone) PCL Bioresorbable Biodegradable sutures.
Poly(amino acid) Bioresorbable Drug delivery systems, vaccines

delivery devices and in gene
therapy.

Polypropylene PP Bioinert Disposable syringes, blood
oxygenetor membrane, suture,
nonwoven fabric, and artificial
vascular grafts.

Poly-p-dioxanone PDS Boresorbable Monofilament synth etic sutures .
Polyethyneletetrafluorate PET Bioinert Implantable suture , mesh,

artificial vascular grafts and
heart valve.

Polytetrafluoroethylene PTFE Bioinert Catheter and artificial vascula r
grafts (excell ent thermal
insulating prop erties).

Polyurethane PU Bioinert Film, tubing, and components
Polyamid e Nylon Bioinert Packaging film, cath eters, sutures,

and mold parts

Yang et al. (2004) fabricated and studied nanostructured porous poly-lactic

acid (PLLA) scaffold intended for nerve tissue engineering (NTE). Restoring

the functions of the adult central nervous system (CNS), which does not heal

through self- regeneration, has been a challenge for neurobiologists and neurolo­

gists (Tresco et al. 2000; Woerly et al. 1996). Traditionally, tissue transplantation

or peripheral nerve grafting are used to repair damaged or di seased reg ions at the

CNS, which encounters some of the common problems-e.g ., shortage of donor
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and immunological problems associated with transmittance of infectious disease
(Hudson et al. 2000).

Beyond a doubt, NTE is one of the most promising methods to repair and
restore the central nervous system in humans. Three-dimensional distribution,
growth and proliferation of cells within the porous scaffold are of clinical signifi­
cance in NTE. Results of Yanga et al/s work suggested that the nano-structured
porous PLLA scaffold showed better cell adhesion and differentiation in vitro and
has proved to be a better potential carrier matrix for cells in nerve tissue engineer­
ing applications (Yang et al. 2004). Several methods have also been reported to
fabricate polymeric nano-fibers by using various techniques including phase sepa­
ration (Ma etal. 1999), electro-spinning (Bognitzki et al. 2001) and self-assembly
(Hartgerink et at. 2(01) .

Chemical and topographical cues are of importance in guiding cell response ,
which can be exploited to our benefits to design and develop biomaterials with
improved biological properties. Dalby et al. (2004) studied the changes in fibrob­
last morphology in response to nano-columns produced by colloidal lithography.
Filopodia are actin-driven structures produced by cells, which are speculated to
be involved in cell sensing of the three-dimensional environment. Dalby et at.
(2004) quantified filopodia response to cylindrical nano-columns of 100 nm diam­
eter and 160 nm height produced by colloidal lithography. Their results showed
that the fibroblasts produced more filopodia per millimeter of cell perimeter and
that filopodia often could be seen to interact with the cells ' nano-environment, By
understanding which features evoke spatial reactions in cells, it may be possible
to design improved biomaterials that possess nano-features. The desired response
may be to align the cells, to increase motility, to increase or reduce proliferation and
to alter differentiation. Their results add to the theory that filopodia are involved in
gathering special information from the cell 's environment. When designing new­
generation tissue engineering materials, it will be important to present cells with
cues that will elicit responses (Dalby et al. 2(04) .

Micron fibers of dacron and polytetraftuoroethylene (PTFE) have had suc­
cess in replacing large arteries in treating atherosclerotic vascular disease , which
is a major cause of death in the western world. This appears in the form of coro­
nary artery and peripheral vascular disease . Current treatment options include
passing occluded arteries with either autologous veins or biocompatible synthetic
materials.

To date, the material of choice for small-diameter vascular grafts is an auto­
geneous vein (Darling et al. 1972). However, some 30% of patients do not have
healthy and available autologous veins due to disease or previous use (Darling
et al. 1972; Clayson et at. 1976), which necessitates an alternate synthetic vas­
cular graft. The biomaterials of choice for such uses are obviously polymeric
materials. Synthetic polymers still cannot be used in smaller-diameter arteries ,
namely, those under 6 mm (Abbott et al. 1993). Thrombosis and intimal hyper­
plasia have plagued small-diameter vascular grafts, causing a substantial drop in
potency rate to 30% within five years (Abbott et al. 1993), which has created a
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need for development of new materials. One promisingsolutionhas recentlybeen
reported by Miller et at. (2004).

A novel class of polymers that is under investigation to become the "next­
generation" of small-diameter vascular grafts with increased efficacy is that of
biodegradable polymerssuchas poly(lacticacid),poly(glycolic acid),andtheirco­
polymers(Mikoset at. 2000).Tubularscaffoldsof poly(glycolicacid)can support
vascular smooth muscle and endothelial cell growth in vitro (Gao et at. 1998;
Salon et al. 2001;Nikolovski et at. 2000). However, these materialsare composed
of micron-sized fibers and micron surface topographies that are dissimilar to the
naturalnanodimensional vasculartissues(Chu et at. 1999; Flemminget al. 1999).

Cellularresponsethat is importantfor vasculartissue regeneration can be en­
hancedonPLGAthroughthecreationofa biologically inspirednanometersurface
topography. Since the arterial wall tissue has a high degree of nanometersurface
roughness, it is important to design optimal tissue-engineering PLGA scaffolds
havingnanoscalefeatures.Milleretat. (2004)studiedtheendothelial and vascular
smooth musclecell function on poly(lactic-co-glycolic acid) with nanostructured
surface features. Their goal was to synthesize biodegradable synthetic vascular
materials that mimic the natural nanostructural characteristicsof the arterial wall
in an effort to improve vascular cell adhesion and growth (Miller et al. 2004).
Syntheticmicrostructured materialshavefailed to provetheirefficacy in replacing
small-diameter vascular grafts, possibly because of their inability to mimic the
natural nanometersurface architectureof the vessel wall (Miller et at. 2004).

Miller et al. (2004) showed for the first time that by mimicking the nat­
ural surface characteristics of native vascular tissue, vascular cell adhesion and
growth on PLGA films can be enhanced. Specifically, vascular smooth muscle
and endothelial cell densities were improved on PLGA films that have increased
nanometersurface roughness withoutchanges in chemistry.

Morimoto et at. (2004) examined the nanoscale surface modification of
a semi- interpenetrating polymer networks (IPN) film composed of segmented
polyurethane (SPU) and cross-linked poly (2-methacryloyloxyethyl phosphoryl­
choline (MPC)-co-2-ethylhexyl methacrylate (EHMA» polymer prepared with a
mica interface(Morimoto et at. 2004). By varyingthe monomercomposition and
the diffusion time, they controlled MPC condensation on the surface, the depth
of the graded layer, and the size of MPC-enriched domains at a nanometer level.
With increase in the MPC unit on the surface, the modified film showed remark­
ably reduced platelet adhesion and activation. Their work showed that nanoscale
surface modification may be an effective method for preparing elastic polymer
biomaterials (Morimoto et ai. 2004).

Kim et at. (2002, 2003) prepared polyethylene oxide (PEO) grafted
polyurethanelpolystyrene IPNs withcontrollingthe sea-islandnanoscaledomain
structureby varyingthe PEOchainlengthandevaluatedthe biocompatibility (Kim
JH et al. 2003; Kim JH et at. 2002).

Polymersare majorcandidatesas materialsfor soft tissue repairs. In order to
effectively replace the resectedbladders, it is necessary to design a bladder tissue
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replacementconstruct with increasedefficacy. The use of syntheticbiodegradable
polymerswithmicronfeaturedimensions (suchas poly(lacticacid), poly(glycolic
acid), polyflactic-co-glycolic acid), in such constructs has been a major focus of
work, to date. These polymers are promising due to the ease of manufacturing,
reproducibility, designability, and manipulation of degradation (Nikolovskiet al.
2000).

In addition, resorbable polymershavebeen preferablebecausepolymersthat
do not degradecarry the permanentrisk of infection, calcification and unfavorable
connective tissue response (Atala et aI.1993). It has been shown that a biocom­
patible material that mimics the nanometer topography of native bladder tissue
will enhance cellular responsesand lead to better tissue integration in vivo (Ayad
et al. 1994). Reductionin thesurfacefeaturedimensions of poly(lactic-co-glycolic
acid) (PLGA)and poly(etherurethane)(PU) films into the nanometerregimecan
be achievedvia chemicaletching procedures.

Bladdersmoothmusclecell adhesioncan be enhancedon chemicallytreated
nanostructured polymeric surfaces compared to their conventional counterparts.
Since the topography of natural soft tissues (including the bladder) results from
constituent extracellular matrix proteins (having nanometer length and width)
(Ayad et al. 1994), the next generation of polymeric bladder construct materials
should incorporate nanodimensional surfacefeatures. It is expectedthat a biocom­
patible material that mimics this nanometer topography of native bladder tissue
willenhancecellularresponses, therebyleadingto better tissue integration invivo.

Thapa et al. (2003) investigated the effects of nanostructured polymers on
cell functions of bladder smooth muscles. Results of Thapa et at.'s research sug­
gested that bladder smoothmusclecell functioncan be enhanced by synthesizing
nanodimensional polymeric surfaces that mimic the topography of native blad­
der tissue.These findings presentstrongevidencethat nanodimensional polymers
have great potential as novel implant materials for use in the design of the next
generationof tissue-engineered bladder replacements. Ramanujam (2005) devel­
opedan opticalfabrication processto develop nanostructured biopolymersurfaces
througha masklessnano-patterning of the surfaceof a biocompatible polymerthat
can be employedfor tissue engineering and cell growth (Ramanujam 2(05). The
techniqueis basedon holographic diffraction gratingrecordingusingan ultraviolet
laser in a biodegradable polymercontainingvariousamino acids.

Improvement of the controlof surfacestructures(on a micro- and nanoscale)
could lead to betterperformanceof thedegradablebiomedicaldevicessuch as sur­
gicaldressings,vasculargrafts, tissueengineering scaffolds,suturesandstructures
for guided tissue regenerations. Flow-limited field-injection electrostaticspraying
(FFESS)wasdeveloped tocontrolthedepositionof polymericmaterials. Reducing
the tension in the solvent surfaceand increasing the vapor pressureof the solvent
will yield distinct surface features that includeuniformnanoparticles. FFESS is a
simple, powerful techniqueused for creating biomedicaldevices with a precisely
defined nanostructure that has the potential to use a wide range of biocompatible
polymericmaterials (Berklandet al. 2004).
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In the years to come, nanostructured polymeric biomaterials will find more ap­
plications in drug delivery and tissue regeneration applications. Recently published
literature shows a very promising trend with regard to nanostructured polymeric
biomaterials. There is no doubt that new and advanced polymers will be developed
in the future to make them useful in various tissue engineering applications.

2.4. Composite Biomaterials

Composite materials offer a variety of advantages over metals , ceramics and poly­
mers, which incorporate the desirable properties of each of the constituent materi­
als, while mitigating the more limited characteristics of each component. Generally,
a composite can bedefined as a materials system composed of a mixture or com­
bination of two or more constituents that differ in form and chemical composition
and are essentially insoluble in each other. The properties of composite materials
depend upon the shape of the heterogeneities, upon the volume fraction occupied
by them, and upon the interfaces among the constituents. Most of the biological
materials found in nature are composites. Examples of natural composites include
bone, skin, wood and cartilages. The benefits of using composite biomaterials are
the ability to tailor their properties as per need and thus provide significant ad­
vantage over homogeneous biomaterials. However, the development of composite
biomaterials is not an easy task, as each constituent phase in the composite must
be proved biocompatible. The properties at the interfaces also pose significant
challenges ahead of biomaterial scientists.

The composite biomaterials can be classified as either bioinert, bioactive
or bioresorbable. Some of the current applications of composite biomaterials in
the biomedical industry include dental composites used as filler materials, coated
metallic implants and reinforced polymethyl methacryalate bone cements used in
many joint replacement surgeries. All kinds of composite biomaterials with dif­
ferent matrices-metallic, ceramic and polymeric-were developed and tested for
biomedical uses. Amongst them, the most emphasis has been given to polymer­
ceramic composite biomaterials in recent years. Examples of bioceramic compos­
ites that have been fabricated and analyzed include ceramic reinforced Ibioactive
ceramic composites (e.g., zirconia reinforced/AW glass), and polymer ceramic
composites (e.g., calcium phosphate reinforced polyethylene). Among different
polymer-ceramic composites so far developed for clinical applications, bio-inert
polymer with bioactive ceramics (Bonfield etat. 1998; Tanner etat. 1994), bio-inert
polymer with bioresorbable ceramics (Kalita et at. 2003) and bioactive polymer
with bioactive ceramics (Kikuchi etat. 1997) have found specific uses in biomed­
ical fields. Composite materials are a relatively recent addition to the class of
materials used in structural applications. In the biomaterials field, the emergence
of composites has been even more recent. In view of their potential for high perfor­
mance, nano-composite materials are likely to find increasing use as biomaterials
in various biomedical applications. Table 4 presents some of the current research
in the filed of nano-composite biomaterials.
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TABLE4. Present and proposed applications of nanocomposite biomaterials.

Literature

Chen et al. 2002

Murugan et al. 2004

Li eta/. 2004

Rauschmann et al.
2004

Guo et al. 2004

Present and proposed applications

Hydroxyapatite/chitosan nanocomposites of homogeneous
microstructure.

Proposed to be helpful in producing uniform nano materials
with best properties for biomedical applications.

Bioresorbable nano-hydroxyapatite composite bone paste with
natural polysaccharide and chitosan. Anticipated to act as a
bioresorbable bone substitute with superior bioactivity and
osteoconductivity in vivo.

Hydroxyapatite/polyanhydride nanocomposite was formed. If
the Hydroxyapatite content in the polyanhydrides was
appropriate and compositions in the cross linking network are
suitable. it meets the rehabilitation need of different fracture
bones in human body. both in mechanical properties and in
the biodegradable rate.

Nanocrystalline hydroxyapatite and calcium sulphate as
biodegradable composite carrier material for local delivery of
antibiotics in bone infections offers a new treatment option in
osteomyelitis.

Nano-Hydroxyapatite coatings on surfaces of titanium
prosthesis to get improved biocompatibility and mechanical
performance of the prosthesis.

Pure hydroxyapatite ceramics have been widely used for biomedical im­
plants and bone regeneration applications, as was discussed previously in an earlier
section in this chapter. However, its applications in periodontal and alveolar ridge
augmentation are limited due to its particles mobilization and slow resorbable na­
ture. To overcome these limitations, hydroxyapatite is widely used in combination
with some polymers and other compounds as composites. To augment its usage
in this area, Murugan et al. (2004) prepared and characterized hydroxyapatite
composite bone paste with a natural polysaccharide, chitosan, using wet chemical
method at low temperature. Their findings suggest that the hydroxyapatite/chitosan
composite paste would be highly beneficial for the particle immobilization upon
implantation and may be a candidate bioresorbable material as a bone substitute
(Murugan et al. 2(04) .

Chen et al. (2002) from Xiamen University, China, prepared and characterized
nano-sized hydroxyapatite particles and hydroxyapatite/chitosan nano-composite
for use in biomedical materials. They were able to produce nano-hydroxyapatite
particles of 20-30 nm width and 50-60 nm length and particles of almost homo­
geneous microstructure so that they can be useful in producing uniform nano ma­
terials. The nanostructured hydroxyapatite/chitosan composite promises to have
excellent biomedical properties for use in the clinical applications (Chen et al.
2(02).
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Recently, Rauschmann et al. (2004) assessed the material properties of a cal­
cium sulphate nanoparticulate hydroxyapatite composite material and analyzed
its in vitro uptake and release of vancomycin (an antibacterial used for treating
infections in different parts of the body, usually administered with other antibi­
otics) and gentamicin (an antibacterial used for treating infections of the skin)
antibiotics (Rauschmann et al. 2004). Their results suggest this composite to be a
new treatment option in osteomyelitis (an acute or chronic bone infection usually
caused by bacteria) owing to its good biocompatibility and sufficient antibiotic
release.

Zhang et al. (2002) of Tsinghua University (Beijing) described their use of
conventional and high-resolution transm ission electron spectroscopy (HRTEM)
to study nanofibrils of mineralized collagen. They have found a key mechanism
behind how these fibrils self-assemble. They have also demonstrated for the first
time that nano-hydroxyapatite crystals associate specifically with the surfaces of
collagen fibrils. They observed that the hydroxyapatite crystals align themselves
with the long axis of the collagen fibrils . Previously, other researchers had found
that anions on the collagen molecules act as nucleation sites for hydroxyapatite
crystals and that the positions of the hydroxyl groups in hydroxyapatite crystals
lie along the same axis as the carbonyl groups in collagen.

Nanocomposite coatings of hydroxyapatite and zirconia ceramics were pre­
pared using high-velocity oxy-fuel spray process by Li et al. (2004). In re­
cent years, nanostructured coatings attracted great deal of interest from the
scientific community due to their enhanced mechanical properties (Zhu et al.
2001). The improvement can be related to the classical Hall-Petch relationship,
like most other nanostructured materials, where a decrease in particle size en­
hances the strength and toughness of ceramics (Wang et al. 1998; Kim et al.
1998). Elastic modulus of the coatings, determined using a nano-indentation
technique, revealed that the composite coating had a Young's modulus value of
130 GPa.

Li et al.'s (2004) results also showed that the nano-sized zirconia particles
(-90 nm) did not coarsen drastically after high velocity oxy-fuel deposition, and
were uniformly distributed throughout the coating. The crystallite size of tetragonal
zirconia in the coating was found to be less than 13 nm. Furthermore, decompo­
sition of hydroxyapatite phase and chemical interaction between hydroxyapatite
and zirconia was virtually undetected, which is beneficial towards the biological
performance of the coatings.

3. CELL RESPONSE TO NANOBIOMATERIALS AND
CURRENT ADVANCES

Cytotoxicity and biocompatibility ofnanocrystalline and nanostructured biomate­
rials have been a concern for the scientist community. Some of the nanomaterials
are found to be nontoxic and biocompatible (Webster et al. 2000; Webster et al.
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2004; Webster etal. 2001), while some others have been shown to exhibit toxic and
inflammatory responses. During recent years, nanomaterials such as nanotubes,
nanowires, fullerene derivatives, and quantum dots have received enormous na­
tional attention in the creation of new types of analytical tools for biotechnology
and the life sciences. Despite the wide application of nanomaterials, at present
there is a lack of information concerning their impact on human health and the
environment. Limited studies are available on toxicity of nanoparticles for risk as­
sessment of nanomaterials. Further, emerging technology of using nanomaterials
in medicine is still in its infant stage and therefore, a generic statement on toxicity
of nanobiomaterials is premature at this point of time. It is interesting to note that
cells may behave differently to a biomaterial in its powder form than in its bulk
forms. In vitro test results conducted on certain nanopowders clearly showed that
toxicity depends on powder concentration in the cell culture. Some other param­
eters that control toxicity of biomaterials including nanostructured biomaterials
are synthesis/processing parameters as well as type or nature of the precursors
used.

Jia et al. (2005) studied cytotoxicity response of three different carbon
nanomaterials, i.e., singlewall nanotube (SWNT), multiwall nanotube (MWNT),
and fullerene . They observed that profound cytotoxicity of SWNTs in alveolar
macrophage after a 6-h exposure in vitro. No significant toxicity was observed for
C60 up to a dose of 226 J.Lg/cm2• The cytotoxicity apparently followed a sequence
order on a mass basis: SWNT > MWNT> quartz> C60. SWNTs significantly
impaired phagocytosis of alveolar macrophage. They concluded that carbon nano­
materials with different geometric structures exhibit quite different cytotoxicity
and bioactivity in vitro (Jia et al. 2(05).

Tian et al. (2006) of Max Planck Institute for Metals Research studied the
cytotoxicity response of fivecarbon nanomaterials-single-wall carbon nanotubes
(SWCNTs), active carbon, carbon black, multiwall carbon nanotubes, and carbon
graphite-s-on human fibroblast cells in vitro. They observed twofold results (Tian
et al. 2(06). Firstly, the surface area is the variable that best predicts the potential
toxicity of these refined carbon nanomaterials, in which SWCNTs induced the
strongest cellular apoptosis/necrosis. Secondly, refined SWCNTs are more toxic
than their unrefined counterpart. For comparable small surface areas, dispersed
carbon nanomaterials due to a change in surface chemistry are seen to pose mor­
phological changes and cell detachment, and thereupon apoptosis/necrosis (Tian
et at. 2(06) .

Sayes etal. (2006) conducted a cytotoxicity and inflammatory response study
on titania nanoparticles using human dermal fibroblasts and human lung epithelial
cells. They characterize the toxicity of this important class of nanomaterials under
ambient (e.g., no significant light illumination) conditions in cell culture . Only at
relatively high concentrations (l00 mug/ml) of nanoscale titania cytotoxicity and
inflammation responses were observed. Finer particle size didn't seem to have an
effect on toxicity. However, phase compositions showed a strong correlation with
toxicity.
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Anatase Ti02was found to be 100 times more toxic than an equivalent sample
of the rutile polymorph . Nano-Ti02 samples optimized for reactive species (RS)
production in photocatalysis are also more likely to generate damaging RS species
in cell culture . Their result highlights the important role that ex vivo measures of
reactive species (RS) production can play in developing screens for cytotoxicity
(Sayes et al. 2(06). Braydich-Stolle et al. (2005) studied in vitro cytotoxicity of
several nanoparticles in mammalian germline stem cells. They assessed the suit­
ability of a mouse spermatogonial stem cell line as a model to assess nanotoxicity in
the male germline in vitro. Their results demonstrated a concentration-dependent
toxicity for all types of particles tested, whereas the corresponding soluble salts
had no significant effect. Silver nanoparticles were the most toxic while molybde ­
num trioxide Mo03 nanopart icles were the least toxic Similar adverse effects of
other nano-particles, important to engineering, have been reported (Limbech et al.
2005; Murr et at. 2005; Brunner et al. 2(05) .

Design of biomaterials surfaces at the nanoscale level is critical for control of
cell-biornaterials interactions which can be used to our benefit, to develop structures
or extracellular matrices (ECM) with desired characteristic properties. Biological
cells have dimensions within the range of 1-10 urn and contain many examples
of extremely complex nano-assembl ies, including molecular motors , which are
complexes embedded within membranes that are powered by natural biochemical
processes.

Various examples of nanoscale structures, nano-motors and nano-systems are
present in abundance in vivo in different biological systems . Biomineralization of
nanocrystals in a protein matrix is highly important for the formation of bone and
teeth, and is also used for chemical storage and transport mechanisms within
various organs. Biomineralization involves delicate biological control mecha­
nisms to produce nanomaterials with well-defined characteristics such as particle
size, crystallographic structure, morphology and architecture. Biomineralization
encompasses all mineral-containing tissues formed by living organisms to ac­
complish a variety of diverse functions , as in shells, skeleton and teeth. The
formation of these nano-crystals is often controlled in all its aspects, from in­
cept to their orientation, dimension and assembly. Such delicate control is carried
out through specialized proteins that recognize specific crystal surfaces. Recog­
nition is based on molecular complementarities between the protein and the crys­
tal structure on defined planes of the nano-crystals. The understanding of these
nano-processes is also relevant to research in advanced biomaterials engineering.
Looking at nanoscale architecture of various biological systems, the need and
importance of synthetic nanostructured materials and systems to mimic nature is
imperative .

Kikuchi etal. (2005) discussed three such nanostructured designs ofbiomed­
ical materials, from the perspective of applications of cell sheet engineering to
funct ional regenerative tissues and organs. Controlled surface chemistry is essen­
tial for rational design of materials surfaces for modulating the cell adhesion and
culture behavior. Three different categories of surfaces distinguished by Kikuchi
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et al. were: (i) nonfouling surfaces such as PEG (polyethylene glycol) grafted
surfaces, to which generally cells do not adhere in short-term culture, (ii) sur­
faces that interactwith cells primarily throughpassiveadhesion forces, on which
cells adhere withoutcell receptorengagement or signal transduction and (iii) ac­
tive surfaces where cell signaling and ATP (adenosine tri-phosphate)-dependent
metabolic processesare active, usingtransmembrane signalprocesses to modulate
cell adhesion/detachment.

Nanometer-thick thennoresponsive polymergraftsonpolystyrene cellculture
surfaces can be fabricated through polymer chemistry route. They reported that
surfaceco-existence of two or more differentchemistries, spatiallycontrolled on
the micronand submicron scales,havebeen shownto affectboth cell and platelet
adhesion processes, signaling and metabolic activation. Newbiomaterials surfaces
that can be reliablyand rationally designed to interact with cells and tissues in a
responsive mannerareof significant importance toobtainandmaintainappropriate
cellular functions in culture (Kikuchi et at. 2(05) .

Nanoparticles have been developed to treat breast cancer at the Feinberg
Schoolof Medicine of Northwestern University whichhas received approval from
the Food and DrugAdministration. Research at Northwestern University playeda
significant roleintheapproval ofAbraxane indicated forthetreatmentofmetastatic
breastcancer. "Women withmetastatic breastcancer no longerneed to endurethe
toxicities associated with solventsand will no longer need steroid premedication
whenthey receive this albumin-bound formof paclitaxel,"said by the principal in­
vestigatorWilliam J. Gradishar, M.D.. Abraxane is engineered using a proprietary
process(protein-bound nanoparticle technology) to create nanoparticles in which
the active chemotherapeutic drug, Paclitaxel, is bound to a naturally occurring
proteincalled albumin.

Scientists are hopingto targetcancerat the cellular level,bypassing the need
for radiation andchemotherapy. That dreammay be gettingcloser throughthe use
of nanotechnology. The emergence of nanotechnology, more precisely nanoscale
biomaterials andnanomedicine, is likelyto havea significant impactondrugdeliv­
ery sector, affecting just abouteveryrouteof administration fromoralto injectable.
Andthe payofffordoctorsandpatientsshouldbe lowerdrug toxicity, reducedcost
of treatments, improved bioavailability and an extension of the economic life of
proprietary drugs.

In medicine and physiology, potential uses of nano-biomaterials are nearly
endless, including structures that can serve as artificial scaffolds for bonegrowth,
forms of artificial skin and joints, implantable drug-delivery systems, and engi­
neered materials that can carry out the function of organs. SamuelStupp and his
co-workers at Northwestern University havedeveloped a series of molecularscaf­
folds resembling the structures of bone, nerves and other tissues. Each type of
scaffold starts out as a gel of nanoscale molecularfibers that can be injected into
the site of a broken bone or a severednerve. Once in place, the fibers will spon­
taneously assemble themselves into a biocompatible matrix that will speed and
guide the body's natural healing process.
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Biomaterials are natural or man-made materials used to replace, augment or aid
the functions/performance of a part of an organ or the whole organ system and
which remain in intimate contact with the living tissues without eliciting a toxic
response . In earlier times, the term biomaterial was defined as "a systematically and
pharmaceutically inert substance designed for implantation within or incorporation
with living systems."

The expression nanostructured biomaterial, as used in this chapter, defines
those biomaterials that consist of nano-grains and/or nanostructures, or possess
features of at least one dimension in the nano-range (1-100 nm). The fascination
and great technical promises associated with nanoscale/nanostructured materials
are based on the significant difference in their fundamental physical, mechanical,
electrical, chemical and biological properties.

Some of the biomaterials currently used in the industry include metals (e.g.,
austenitic stainless steels , titanium alloys, cobalt-chrome alloys, gold and nitinol);
ceramics (e.g., hydroxyapatite, alumina, zirconia and calcium phosphates); glass­
ceramics (e.g., bioactive glasses and Bioglass 'v); polymers (e.g., PMMA, HEMA,
WHMWPE, PE, PEO, nylon, silicon rubber, polyester, PLLA, PLGA and polyte ­
trafluroethylene); and composites (e.g., carbon-carbon and wire or fiber-reinforced
bone cement).

Based on the genetic relationship between the donor and the recipient , the
available tissue grafting options for a patient can be divided into five major cate­
gories. These options include (i) autogenou s tissue graft or autograft, (ii) isogenous
tissue graft or isograft, (iii) allogenous tissue graft or allograft, (iv) xenogenous
tissue graft or xenograft, and (v) artificial tissue grafts.

Biocompatibility is defined as the ability of a biomaterial to perform with
appropriate host response( s) in a specific application that is judged suitable to that
situation .

Metallic biomaterials are used in human health care, particularly because of
their excellent mechanical properties and extensive knowledge-base of mankind
with regard to their processing, properties and structures. They are mostly used
as passive substitute materials for hard tissue replacements in load-bearing appli­
cations such as total hip and knee joint replacements, for fracture healing aids as
bone plates, screws and wires, spinal fixation devices , and dental implants because
of their excellent mechanical properties and good resistance to corrosion and wear.
The design of the next generation of orthopedic metallic implants is focused on
matching implant surfaces with the unique nanometer topography made by natural
extracellular matrix proteins found in bone tissue.

Nanostructured metals have a greater number of atoms at the surface com­
pared to their bulk counterparts, larger areas of increased surface defects (like
particle boundaries and edge comer sites), and greater proportions of surface elec­
tron delocalization. These altered surface properties influence the initial protein
interactions that control subsequent adhesion of osteoblast cells .
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Coating of metallic prostheses with nanostructured biomaterials to enhance
properties would possibly be one of the significant contributions of nanoscience
and technology towards modem health care industry, particularly for the orthopedic
implants. Cui et al. (2005) fabricated nano-titania/titanium alloys for biomedical
applications using a process, wherein titanium alloys were embedded in nanome­
ter titanium dioxide powder and sintered at elevated temperature. Donga et al.
(2003) investigated the nanostructure of plasma-sprayed hydroxyapatitefTi6Al4V
composite using SEM and STEM techniques.

Development of many advanced ceramic biomaterials during the last six
decades has made a significant contribution to the development of the modem
human health care industry. Mechanical weakness of bioceramics associated with
their inherent brittleness limits their applications in many orthopedic applications,
where strength under complex stress state is a major concern.

Nanostructured ceramics can be tailored to obtain desired chemical compo­
sitions, surface properties (specifically topography), mechanical properties (duc­
tility) and distribution of grain size similar to those of physiological bone (which
contains 70% by weight of hydroxyapatite ceramic with grain sizes less than
100 nm). Because ductility is improved as grain size is reduced, nanostructured
ceramics can be made to possess a wide range of mechanical properties. Most
importantly, future nanostructured ceramic biomaterials can be designed to meet
clinical requirements corresponding to anatomical differences or a patient's age.

Nanostructured bioceramic substrates promote adhesion of osteoblasts and
decreased adhesion of fibroblasts . Nanostructured biomaterials promote osteoblast
adhesion and proliferation, osteointegration, and the deposition of calcium­
containing minerals on the surface of these materials. Also, nanostructured ce­
ramics can be sintered at a lower temperature, thereby problems associated with
high-temperature sintering processes are eliminated. Nanostructured bioceramics
clearly represent a promising class of orthopedic and dental implant formulations
with improved biological and biomechanical properties.

Tissue engineering has provided an alternate medical therapy using implants
made of polymeric biomaterials with or without living precursor cells against
various transplants. A number of different polymeric biomaterials can beused as
a scaffold to promote cell adhesion, maintenance of differentiated cell functions
without hindering proliferation.

Cellular response important for vascular tissue regeneration can be enhanced
on PLGA, through the creation of a biologically inspired nanometer surface topog­
raphy. Since the arterial wall tissue possesses a high degree of nanometer surface
roughness, it is important to design optimal tissue-engineering scaffolds having
nanoscale features. Miller et al. (2004) studied the endothelial and vascular smooth
muscle cell function on poly(lactic-co-glycolic acid) with nano-structured surface
features.

Morimoto et al. (2004) examined the nano-scale surface modification
of a semi- interpenetrating polymer networks (IPN) film composed of seg­
mented polyurethane (SPU) and cross-linked poly (2-methacryloyloxyethyl
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phosphorylcholine (MPC)-co-2-ethylhexyl methacrylate (EHMA)) polymer pre­
pared with a mica interface.

It is expected that a biocompatible material that mimics this nanometer to­
pography of nativebladdertissue willenhancecellularresponses, thereby leading
to better tissue integration in vivo. Thapa et al. (2003) investigated the effectsof
nanostructured polymers oncell functions ofbladdersmoothmuscles. Ramanujam
(2005)developed anopticalfabrication processtodevelop nanostructured biopoly­
mersurfacesthrougha maskless nano-patterning of the surfaceof a biocompatible
polymerthat can be employedfor tissue engineering and cell growth.

Composite materials offera variety of advantages over metals, ceramicsand
polymers, which incorporate the desirable properties of each of the constituent
materials, while mitigating the more limited characteristics of each component.
Murugan et al. (2004)preparedand characterized hydroxyapatite compositebone
paste with a natural polysaccharide, chitosan, using wet chemical method at low
temperature. Their findings suggest that the hydroxyapatite/chitosan composite
pastewouldbehighlybeneficial for theparticleimmobilization uponimplantation,
and may be a candidatebioresorbable material for bone substitutes. Rauschmann
et al. (2004)assessedthe material propertiesof a calciumsulphatenanoparticulate
hydroxyapatite compositematerial and analyzed its in vitro uptakeand releaseof
vancomycin.

Nanostructured coatings have attracted a great deal of interest from the sci­
entific community in recent years due to their enhanced mechanical properties.
Nanostructured compositecoatingsof hydroxyapatite and zirconiaceramicswere
prepared using high-velocity oxy-fuel spray process by Li et al. (2004). De­
sign of biomaterials surfaces at the nanoscale level is critical for control of cell­
biomaterials interactions, which can be used to our benefit to develop structures
or extracellular matrices (ECM) with desiredcharacteristic properties. Biological
cells have dimensions within the range of 1-10 urn and contain many examples
of extremely complex nano-assemblies, including molecular motors, which are
complexes embeddedwithinmembranes that are powered by natural biochemical
processes.

Considering thepresenceof the abundantand variousnanoscale architectures
and systemsin biological systemsin vivo, the needand the importance of synthetic
nanostructured materials and systemsto mimicnaturalsystems,organsor tissues;
and to replace, augmentor assist during the recovery process is imperative.
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I. Define the following terrns:
(a) Biomaterial
(b) Biocompatibility
(c) Bioactive
(d) Bioresorbable
(e) Bioinert
(f) Nanostructured Biomaterials
(g) Autograft
(h) Allograft
(i) Xenograft

2. Explain the various types of cell-tissue responses observed, when a synthetic
material intended for orthopedic application, is placed in vivo.

3. Summarize the advantages and disadvantages of different types of metallic
biomaterials?

4. State the different ways in which an orthopedic device may be fixed in the
human skeleton. Indicate with reasoning , the preferred method of fixation for
prosthesis of the: i) hip (total hip replacement) and ii) severely fractured long
bone (e.g. the femur) .

5. Draw a schematic to show the different types ofbioceramics used in biomate­
rial applications; classified according to their chemical activity in vivo. Give
examples for each type.

6. List some polymers that are used as biomaterial s, along with their properties .
Describe some of the Ceramic/polymer composites used for hard tissue re­
placements and explain how the resorption process can be designed to change
with the life-time of the implant. Also mention how, the use of nanofeatured
polymers affect their biological and biomechanical properties .

7. Discuss the advantages of nanostructured ceramic and ceramic-polymer com­
posites as hard tissue replacements, over their conventional counter-parts.

8. In spite of the shortcomings associated with metall ic materials, they are still
used in implants technology. Why? How can we use nanotechnology to reduce
some of those shortcomings?

9. Discuss the unique cell-b iomaterials interactions, observed in various nanos­
tructured biomaterials.

10. Discuss the importance of surfaces in developing synthetic tissue grafts . How
use of nanoscale/ nanostructured biomaterials can improve the surface prop­
erties of synthetic grafts?

11. List five non-resorbable and five resorbable synthetic polymers used in the
biomedical industry. Discuss their properties and applications. Supposing
these polymers are investigated at nano scale, discuss their properties , ad­
vantages and proposed application as biomaterials.



5
Self-Assembly and Supramolecular
Assembly in Nanophase Separated
Polymers and Thin Films

Naba K. Dutta* and Namita Roy Choudhury*
'Ian Wark Research Institute. Universit y of South Australia. Mawson Lakes Campus.
Adelaid e, South Australia 5095. Australia. E-mail: naba.dutta@Unisa.edu .au ;
Namita .choudhury@unisa.edu .au

1. INTRODUCTION

1.1. Self-assembly

Self-assembly (SA) is the process by which pre-existing molecular components,
objects and devices spontaneously organize themselves into more ordered state in a
discrete noncovalently bound patterns/structures without any external intervention.
It is a fundamental process in nature that generates structural organization across
all the scales, from molecules to galaxies. SA involves recogniti on or binding
processes and the individual component contains enough informati on to recog­
nize and interact with other appropriate accessible units to build a template for a
structure compo sed of multiple units. The paramet ers that dictate the assembly are
programmed in the components in the form of either topograph y, or functionality,
or shape or electri cal potential , etc.

The most widely studied aspec t of self-assembly is molecular self-assembly
and the molecular structure determines the structure of the assembly. The concept
of SA originates from nature [I] and indeed , a wide variety of biological pro­
cesses, such as folding of protein in native structure, substrate binding to a receptor
protein, protein-protein complexes, antigen-antibody association, enzymatic reac­
tion, transduction of signal, cellular recognition, translation and transcription of
the genetic code are excellent examples of the ingenuity of biological processes
governed by such interact ion [1-3].

Molecular self-assembly is also ubiquitou s in chemistry and material sci­
ence: the formation of molecular crystals, liquid crystals, semicrystalline polymers,
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colloids, phase-separated polymers , and self-assembled monolayers are unique ex­
amples . The association of a ligand with a receptor may also be considered as a
form of self-assembly. The semantic boundary between the different processes
that form more ordered from less organized assemblies of molecules is not yet
very precise [4, 5]. Lehn elaborated on the processes in great length and proposed
to use the terms self-assembly and self-organization to categorize different pro­
cesses involved and to resolve the semantic disputes [6, 7]. However, often in
literature self-assembly is taken as being synonymous with self-organization and
they are used interchangeably to encompass all the self-ordering processes. There
are two types of molecular self-assembly: intramolecular self-assembly and inter­
molecular self-assembly. Intramolecular self-assembly is an interesting aspect in
complex polymers that enables them with the ability to assemble from random
coil conformation to a well-defined structure (secondary and tertiary structures),
such as folding of proteins . The intermolecular self-assembly is the ability of the
molecules to form supramolecular assemblies (quaternary structures) such as the
formation of micelles by surfactant molecules in solution .

The classical molecular chemistry is the chemistry of kinetically stable co­
valent bonds and is concerned with an understanding of the rules that govern
the structures, properties and transformation of molecular species [7]. In molec­
ular self-assembly the interactions involved are usually much weaker and kineti­
cally labile noncovalent intermolecular forces. Lehn coined the term supramolec­
ular chemistry for such field of complex intermolecular noncovalent bonding
interactions.

SA is a fundamental process that derives many important structural organi­
zation and function in nature; for example, the cell contains an astonishing range
of complex structures such as lipid membranes, folded proteins, structured nu­
cleic acids, protein aggregates and many more that are formed by SA [4, 8, 9].
Synthetically engineered self-assembled peptides and other biomaterials have also
been shown to have superior handling, biocompatibility and functionality. SA is
scientifically interesting and technologically important; and the development of
functional materials based on tailor-made molecular building blocks has gained
significant importance and success in last two decades [4-11]. In many disci­
plines, control and placement of molecules via self-assembly represent a facile
and radically different approach towards the fabrication of functional nanostruc­
tures and macroscopic components. Biological systems serve as an idealized model
for many current trends in supramolecular science; indeed, functional supramolec­
ular systems may be considered as the connecting link between life science and
materials science (Fig. 1). This is due to the fact that the creation of a complex
functional nanodevice ; using the classical approach, in discrete steps, is highly
inefficient.

The potential advantages of construction of such a device by self-assembly
include : (i) facile formation of the complex end-product with unprecedented levels
of structural control; (ii) reduction in structural error-the reversible nature of in­
teraction induces a "self-checking" process that ensures the high integrity of the
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FIGURE1. Diversity of functional supramolecular systems in a variety of biological, and
synthetic materials . (This article was published in Molecular architecture and function
based on molecular recognition and self-organization. Vol 9. Reichert. Anke; Ringsdorf,
Helmut ; Schuhmacher. Peter; Baumeister. Wolfgang; Scheybani , Tschangiz; Comprehen­
sive Supramolecular Chemistry. pp. 313-350. Copyright Elsevier. 1996.)

complete structure; (iii) highly convergent synthetic protocol-fewer steps to con­
vert starting material to final product; (iv) economy in fabrication. The unique
self-assembled morphologies of very well defined structures of nano-scale dimen­
sion are potentially useful in many applications such as; nano-reactors, synthesis of
nanoporous materials, formulation of coatings, pharmaceuticals, controlled drug
delivery systems, microelectronics, detergents, paints, oil recovery and personal
care products. It has also generated widespread interest in the field of photovoltaic
devices, miniaturized sensors, nanotube-based electronic components, thin mem­
branes with interesting and well-defined properties, self-assembling nanotubes,
nanopipelines for liquid transport, tailored nanostructure, development of new
catalysts, genomics and medicine, shape memory polymers and alloys, etc.

The precise control over chemical structure, their fabrication and interconnec­
tion using supramolecularassembly have the potential to take molecular nanostruc­
ture into realm beyond current technology based on a "top-down" approach . While
the overall field of self-assembly is very broad and vast, and beyond the scope
of this chapter, in this chapter we will focus on polymer-based supramolecular
assemblies. This article will cover the basic understanding of self-assembly in
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various phase-separated supramolecular systems ; however, special emphasis will
be placed on block copolymer based systems due to their enormous future po­
tential. In the first part, we will discuss in some details the guiding principle of
nano-phase separation in polymer materials using diblock copolymer as an exam­
ple. The effects ofcomposition and environment on their spontaneous and directed
supramolecular assembly will also be discussed. How this unique assembly can
be utilized to construct nanostructured complex materials , ultrathin films, hybrids,
crystals , etc., with a special emphasis to the results obtained in our laboratory,
will be addressed. A layout of the chapter is outlined in Scheme I . In the end,
some advanced characterization techniques that can be employed for an in-depth
understanding of self-assembled structure are illustrated .

1.2. Strategies of Self-assembling Supramolecular Complexes

A variety of strategies can be employed to design and fabricate zero-, one-, two­
and three-dimensional (OD, ID, 2D, 3D) ordered structures ranging from molec­
ular to macroscopic sizes. The foundation of the self-assembly is built upon a
detailed understanding of the way in which noncovalent forces interact, compete,
and eventually guide generating specific functionality to the supramolecular as­
semblies [12]. The interaction of the components with their environment can also
strongly influence the dynamics of the organization process. Such ordered asso­
ciation can be reversible or may allow the components to adjust their positions
within an aggregate, once it has formed. Indeed, in nanoscale, mesoscopic, and
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macroscopi c self-assembled systems, the challenge often is to maintain the mo­
bility of the components. As the size grows and becomes larger than molecules,
Brownian motion becomes irrelevant, and gravity and friction become dominant
[4]. Thus, the self-assembled structure is the result of a delicate balance of com­
peting short-range attractive and long-range repulsive interactions in diverse phys­
ical and chemical systems (Fig. 2) [13]. The classical noncovalent forces that
facilitate SA, are columbic interactions (permanent charge and dipoles), van der
Waals interactions (induced dipoles, charge transfer, dispersive attraction), hy­
drogen and solvophobic bonds, water-mediated hydrogen bond, ionic bond, 11"

stacking, charge transfer complexation, etc. The shape effects also have an impor­
tant role to play in determining the best fit of complementary sites and in favoring
growth of supramolecular assembly. Table 1presents the most important secondary
interactions and their characteristics.

1.2.1. Self-assembly by Ionic Interaction

The ionic self-assembly represents the association due to the interaction between
two ionic species and involves the interaction between ion-ion, ion-dipole or ion
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TABLE 1. The most important secondary interaction forces and their
characteristics
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Strength
Types of interaction kJ mol"! Range Character

Ion-ion interactions 50-250 long Nonselective
Ion-dipole interactions 50-200 long Nonselective
Dipole-dipole interactions 5-50 Selective
Hydrogen bonding 4-20 short Selective, directional
Cation-s interactions 5-80 Directional
'Tr - 'Tr stacking 0-50 Directional
van der Waals force <5 short Nonselective, nondirectional
Coordination binding 50-200 short Directional
Fit interaction* 10-100 short Very selective
Arnphiphilic* * 5-50 short Nonselective
Covalent 350 short irreversible

'Key-lock principle: the precise fitting of interacting surfaces with respect to geometry and cohesion
energy density.
..Amphiphilic association as within surfactant micelles.

quadruple, and 11'-11'interactions. Interaction takes place between fixed and comple­
mentary ionizable groups, which is modulated by co- and counter ions. The energy
U associated in such an ion pair of charge qt and qz is expressed by Coloumb 's
law, U = kqtqz/Dr, where k is a universal constant (k = 9.0 x 109 Nm2C-z), D
is the dielectric constant of the medium (D = 1 for vacuum and increases with
polarity of the medium), and r is the distance between ion pairs . The ion-ion in­
teraction is the strongest force of all the noncovalent interactions, with binding
free energy >50 k:J (depends on the polarity of the medium) and increases with
decrease in solvent polarity. This interaction enhances the stability of host-guest
complexes, and influences self-organization in ionic polymers, polyelectrolytes
and in biological supramolecular polymers .

-n--n interaction: 11'-11' interactions are partial charge interactions and play
a role in the association of rr-conjugated molecules. For example benzene and
other condensed aromatic rings display a partial negative charge in the plane of
the ring within the 11' system, and partial positive charge on the hydrogen atoms.
Consequently, the parallel stacking of such rings is hindered by the repulsive
interaction, resulting an edge-to-face arrangement for successive rings [14, 15].
However, in solution the energy difference between the edge-to -face and face-to­
face arrangement appears to be negligible . By proper electrostatic compensation,
the interaction may also be surmounted [16]. It is also possible to program 11'­

conjugated molecules such as oligo(p-phenylenevinylene)s to self-assemble into
cylindrical aggregate in solution and in solid, which may be of significant promise
in supramolecular nanosize optoelectronic devices [17].

Catlon-rr interaction: Cation-rr interaction is a strong and specific interac­
tion between a cation and the 11' face of an aromatic ring [18]. These interactions
playa significant role in many self-assembly process particularly in biomolecular
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structures [19,20]. In proteins, cation-n interactions can occur between the cationic
side chains of lysine (Lys), arginine(Arg), or histidine (His) on one hand and the
aromatic side chains of phenylalanine (Phe), tyrosine (Tyr), or tryptophan (Trp) on
the other and are increasingly being recognized as important structural and func­
tional features of proteins and other biomolecules. This interaction plays role both
in intermolecular recognition at the protein-protein interface and intramolecular
process such as protein folding [21].

1.2.2. Self-assembly Using van der Waals Force

The noncovalent interactions between electrically neutral molecules are collec­
tively known as van der Waals force that arises from electrostatic interactions
among permanent and/or induced dipoles. These interactions are generally much
weaker than the charge-charge interaction of ion pairs. These energies vary with
r-3 so they rapidly decrease with distance.

Dipole-induced dipole interaction: A permanent dipole also induces a
dipole moment on a neighboring group and consequently forms an attractive
interaction force. Such interaction is generally much weaker than dipole-dipole
interaction.

London dispersion force: At any instant, even nonpolar molecules exhibit a
dipole moment resulting from the rapid fluctuation of their electron cloud density.
The resulting transient dipole moment polarizes the electrons in a neighboring
group. These forces are very weak attractive force and only significant for contact­
ing groups (near their van der Waals contact distance) as their association energy is
proportional to r-6. However, the London dispersion force significantly influences
the conformation of polymers and proteins due to the large number of interatomic
contacts.

1.2.3. Self-assembly by Hydrogen Bonding

The hydrogen bonding force is a special class of dipole-dipole interaction and is
predominantly an electrostatic interaction between a weakly acidic donor group
(C-H, O-H, N-H, F-H) and an acceptor atom that has a lone pair of electron with
distance of separation of ""3 A. The strong directionality of the hydrogen bond
reflects the anisotropy of charge distribution (lone pair) of the acceptor atom. It
plays a major role in the self-assembling of synthetic polymeric materials . The
reversible hydrogen-bond formation is a critical feature in biological system for
creation of complex functional materials such as proteins, carbohydrates and in
particular, nucleic acids. It demonstrates the ability of hydrogen bonding to con­
trol molecular recognition and association to construct large supramolecules by
simple aggregation of relatively simple building blocks . Hydrogen bonding can
be purposefully designed and used as a general strategy for controlling molecular
association to create novel material with predictable architecture and properties
[22,23] .
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1.2.4. Self-assembly by Solvophobic and Incompatibility Effects

The solvophobic effect is the influence that causes exclusion of the solvophobic
segments ofa molecule to minimize their contact with solvent and derives from the
special property of the solvent. The formation of micelles by amphiphilic molecule­
like soap is a well-known example. The unfavorable free energy of hydration
of the nonpolar segment in soap causes its ordering and has the net effect of
exclusion from the aqueous phase. By doing so it minimizes the overall entropy
loss of the entire system. The free energy change to remove a -CH2-grouP from
an aqueous solution is about 3 kJ by thermodynamic measurements. This is a
relatively small quantity of free energy; however, considering the large number
of contacts involved in a supramolecular assembly, the cumulative solvophobic
interaction is significant. In fact, the hydrophobic force is a key driver in folding
proteins into native conformations.

1.2.5. Self-assembly by Geometrical Fit

In self-assembly, good geometric fit of the interacting molecules is as important as
the functionality and microenvironment inside the binding cavity. Geometric size
may impose selectivity, efficiency and stereo specificity in the resulting interac­
tion. Recently, design and development of molecules that bind substrate according
to the geometric requirements has been used to develop highly specific zeolite and
cyclodextrin-based enzyme mimic catalysts. Indeed , this success is rather rudi­
mentary in relation to the elegant use of chemistry by nature for many remarkable
manifestations such as mechanism of enzyme action.

1.2.6. Metal-ion Directed Self-assembly

Transition metal centers and their coordination chemistry are a widely used strat­
egy for the self-assembly in organometallic chemistry. Through the directional
bonding, they provide highly predictable comers or side units that result in various
geometric shapes such as triangles , squares , rectangles, cubes , etc., and is a widely
used strategy to develop novel functional materials. Considering the many coor­
dination environment the metal centers can adopt and a vast range of geometries
available from coordinating ligands, a variety of complexes are accessible through
metal-ion-directed self-assembly. The catalytic performance of the encapsulated
transition metal complexes is significantly different from a nonencapsulated ana­
logue, they are more active and highly selective in nature.

In general, all the secondary interaction forces are weak; however, they may
lead molecules from some random state to a highly complex final ordered state.
Rule of additivity is effective for various free-energy contributions of a system. In
addition, the occurrence of several sites for complementary interactions can mag­
nify the effect of single pairwise interaction. Cooperative effects among different
secondary interactions are also common. In a specific case a single interaction may
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play major role; however, in general the supramolecular structures are established
by mutual interplay of combination of several of the above forces and quantita­
tive assessment of their relative contribution is very difficult. Nevertheless, the
knowledge and understanding to control the mechanism of the process is the key
to developing new functional materials of novel performance by SA.

The self-assembly is primarily driven by enthalpy in the case of Coulom­
bic and van der Waals interactions as translational entropy being lost due to
the establishment of aggregation . However, entropy effects may play a funda­
mental role when the formation of assembly is driven by solvophobic effects , or
by the formation of a mesophase . Detailed quantitative analyses and simulation,
based on molecular mechanics, molecular dynamics and Monte Carlo methods
for host-guest and self-assembly , are available [24-26]. However, precise predic­
tions of morphology, structural and dynamic properties of complex mesoscopic
or macroscopic system, based on local interaction of the constituent molecular
units, require the development of more detailed theories of supramolecular assem­
bly. Tailoring molecular building blocks with specific functionality to develop a
specific supramolecular assembly is still based on experimental knowledge, expe­
rience and intuition. To develop designer polymer material using supramolecular
assembly, development of polymer chains having appropriate functional sites , site
distribution, and shape are crucial.

2. MESOPHASE SEPARATION IN BLOCK
CO-POLYMER SYSTEM

2.1. Evolution of Supramolecular Assembly
in Block Copolymers

In solid systems, supramolecular assembly and ordered mesophase separation are
observed in liquid crystal, block copolymers, hydrogen and pi-bonded complexes,
amphiphilic polymers, biomacromolecules, and natural polymers . Amongst many
self-assembling systems, block copolymers represent a unique and important
class of self-assembling materials because of their unique molecular architec ­
ture, exquisite control over self-assembly and emerging applications of the re­
sulting nanostructures [27]. They are also extensively investigated to understand
the general principle of supramolecular assembly and ordering in macromolecular
systems. A polymer chain sequence with different repeating units of thermody­
namic incompatibility between the segments can be chemically linked together
through covalent bonds to form a variety of block copolymers (BCs) of unique or­
dered microstructure. Such BCs form mesophase separated (size ca. several tens of
nanometers) morphology by spontaneous, thermodynamically driven aggregation
of the amphiphiles (complete separation is impossible since the components are
chemically joined). They form well-defined mesoscopic aggregates, both in melt
and in solution in selective solvents (solubilizes one component). By controlling
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appropriately the segment nature, length and architecture of each constituent of
the block copolymers, a wide variety of meso-domain structure of high degree of
richness and complexity in bulk as well in solution phase is possible.

Diblock copolymer represents the simplest polymeric amph iphiles , and pro­
teins the most complex. Intermediate cases include, amongst others , block copoly­
mers of various composition, architectures, topology, graft and comb copolymers.
The block copolymer architecture that comprises diblock, triblock, and multiblock
copolymers may be arranged linearly, or a graft, star, or H-shaped blocks (Fig. 3).
It is also possible to synthesize more exotic structures such as four- or six-arm star
block copolymers and comblike block copolymers [to, 28]. Some other polymer
architectures are also shown in the figure for comparison. The architectural diver­
sity of the polymeric amphiphiles is enormous due to the "combinatorial effect"
of the possible architectural contrast. The composition, and topology (segment
length, copolymer architecture) of BCs can be programmed, controlled and ma­
nipulated such that the interfaces between materials with very different chemical
nature, polarity, and cohesive energy can be created to a much broader extent than
currently possible with low molecular weight surfactants.

BCs have unique, diverse and complex microdomain morphologies [29-33]
microdomain sizes [34, 35] interface of the microdomains, [36-40] order-disorder
transitions, [40,41] order-order transitions, [42-44] and deformation and orienta­
tion of microdomains [44-47]. The kinetic stability of the BC aggregate structures
is sensitive to the macromolecular architecture and the interaction it entails with
the environment; and the lifetime of the aggregates can be adjusted to be in the or­
der of second , minute , hour or almost permanent. This kinetics of aggregation has
a significant effect on static, dynamic and other functional properties. The control
of functionality of block copolymer is an important issue that has been specifically
motivated, recently, by the necessity to stabilize metallic, semiconductor, ceramic,
or biological interfaces in nanotechnology.
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2.1.1. Mesophase Separation of Block Copolymer in Bulk

Block copolymer melts have the remarkable ability to phase separation and self­
organization into various ordered microstructure on cooling , resulting from the
repulsive energetic interactions between constituent blocks. Below a critical tem­
perature , Te, a diblock copolymer consisting of polymer segments of monomers
A and B, will phase segregate even in the presence of a weak repulsion between
the unlike monomers A and B as it induces a strong repulsion between the sub­
chains causing subchain segregation [48]. On the other hand, even in the presence
of strong repulsion between the subchains, macrophase separation cannot occur,
as the chains are chemically linked. The segregation of the polymer into A and
B rich domains is counterbalanced by the entropic penalty associated with chain
stretching. Due to this energetic competition block copolymers form a highly reg­
ular periodic structure. The state and geometry of the phase-separated state in the
bulk of a block copolymer are principally governed by the parameter Ix N, where
I is the polymer volume fraction, x' is the Flory-Huggins interaction parameter
measuring the incompatibility between the individual components (inversely pro­
portional to the temperature) and N is the total degree of polymerization. Typical
dimensions of micro domains in a BC are r- I0-200 nm, depending on the molecular
weight of the blocks.

Significant theoretical and experimental efforts have been directed at char­
acterizing the phase behavior of the bulk materials. The factors that govern the
selection, location and morphological organization of various ordered phases in
A-B diblock copolymers are relatively well understood [49]. The selective interac­
tion and self-organization characteristics of block copolymers have been exploited
to develop designer soft materials and interfacial adhesive [50-52], improve poly­
mer blend compatibility and properties [53, 54]. The phase behavior of a block
copolymer of even a simple architecture such as linear diblock copolymer can
be quite complex. Most of the theoretical approaches used are primarily based
on the standard mean-field theory (SFf) [55] and differ only in relation to the
approximations added to the SFf.

Self-consistent mean field theory (SCFf) has been the most successful in de­
scribing the phase behavior of high molecular weight polymer [56-59]. Using
SCFf approximation, where thermal fluctuations are ignored; the phase dia­
gram for conformationally symmetric diblock may be parameterized using only
two parameters: XN, the segregation parameter, and I, the block length ratio
(Fig. 4A) . The experimentally observed phase diagram of a typical diblock copoly­
mer, poly(styrene-b-isoprene) (PS-PI) is also shown in the same figure (Fig. 4B)
[60,6\].

The phase diagram exhibits several regimes of the phase segregation. For any
fixed value of I, with increase in XN, one passes through a disordered regime
where the melt exhibits a disordered state to a weak segregation regime (WSR),
to an intermediate segregation regime, to finally the strong segregation regime
(SSR). The sizes of the A- and B-rich domains in WSR are of the same order
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as the interfacial regions around the bonding points and in SSR the domain size
is much larger than the interfacial length . In the mesophases, dissimilar blocks
exist in distinct "microdomains", which are highly enriched in blocks of the same
type, sometimes to the point of being pure. The covalent bonds linking the dis­
similar blocks are localized to the vicinity of the microdomain interfaces. With
an increase in x, the interfacial energy increases and chain-stretching leads to
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increased equilibrium domain size, d [62-64]. In SSR the domain size scale like,
X1/6N 2/3, whereas the interfacial length scales like X-1 /2 for styrene-isoprene
block copolymer (SI) [65] are observed.

The rich polymorphism near the order-disorder transition in WSL, where
XN 'V lOis remarkable [Fig. 4B]. In SSL, at large values of XN, only a limited
morphologies are stable. In diblock copolymers, the microdomain structures
formed can be controlled in a systematic fashion between 10 and 200 nm de­
pending on the composition, molecular dimension and architecture.An overview
of the most common morphologies exhibited by diblock copolymers is shown
in Fig. 5 [28]. It is clearly observed from the phase diagram (Fig. 4A) that for a
particular system by adjusting the block length,f, it is possible to tailor the mor­
phology. Spherical micelles withcubic packing (FCC, BCC), hexagonally packed
cylindrical micelles (HEX), and lamellar phases (LAM) are the most common in
solid (Fig. 5). Besides these phases, modulated lamellar [MLAM] and perforated
lamellar [PLAM] as well as cubic bicontinuous structures (like gyroid) are also
observed in experimental phase diagram of different diblock copolymers [66-69].

The ABA triblock copolymers self-assembleand form physical network and
gels due to exchange interactions. In ABA rigid/soft block copolymer, the glassy
microdomains serve to anchor soft segments of the polymerand providethem with
thecharacteristicsof rubber (thermoplastic elastomer)or melt-processable charac­
teristics. In triblockcopolymers, the presenceof a third blockof differentchemical
identity creates an ABC triblock copolymer that leads to a much richer phase be­
havior, with distinctive feature in the mesophase. They can produce astonishingly
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complex nanostructures [70]. In such a case, three Flory-Huggins interaction pa­
rameters XAB, XBC, XCA are responsible for the phase transitions [71], and this
unique situation creates many unfamiliar and much richer repertoires of motifs
and morphologies, which has not been exploited in details . ABC triblock copoly­
mer PS-b-EB-b-PMMA (PS = polystrene, EB = ethylene butylene, PMMA =
polymethyl methacrylate) demonstrates a morphology with unique knitting pat­
tern [72]. A complex helical morphology is reported for PS-b-PB-b-PMMA [73]
(PB = polybutadiene). (PS-b-Poly (4-vinylbenzyl dimethyl amine)-b-PI, (PI =
poly isoprene) shows a scheme of threefold symmetry [74]. PI-b-PS-b-PVP
(PVP = poly vinyl pyrrolidone) with similar amount of all the components
in PI-PS-PVP exhibits a lamellar morphology [75]. On the other hand, similar
amount of all components in PS-PI-PVP exhibits a hexagonal packing arrangement
[76].

Petschek and Wiefling [77] reported a strategy to design ferroelectric liquid
crystal from ABC block polymer, where the incompatibility between terminal A
and C blocks can result in microphase separation of the coronal block and align the
electrical dipole residing on the middle rodlike B block [78]. PI-b-PS-b-PMMA
star copolymer exhibits novel two-dimensionally periodic nonconstant mean cur­
vature morphologies [79]. Multiblock (AB)n block copolymers are capable of
undergoing purely intrachain self-assembly. Fig. 6 illustrates a brief overview
of the possibilities to tune the phase behavior, morphologies and properties of
block copolymers by varying the number of component polymers, the number of
blocks, the chemical composition, and architecture of the blocks [80]. Figure 6A
indicates the lamellar morphology of a model symmetric SI diblock (I stained
with osmium tetraoxide OS04 and appears black). Figure 6B displays morphology
of polybutyl acrylate (PBUA)/polymethylmethacrylate three-arm star copolymer
(PBUA-PMMA)3 (composition 65 wt% PMMA) , PBUA stained with liquid ruthe­
nium tetraoxide, Ru04 and appears black) prepared by nitroxide-mediated con­
trolled radical polymerization (CRP) ; and Figure 6C represents a semicrystalline
diblock of syndiotactic polypropylene (sPP) and PE, (partly crystalline sPP lamel­
lae appears white, whereas amorphous PE, stained with Ru04 is dark, image) [81].
Figure 6D illustrates complex "helices on cylinders" morphology for an PS-b-PB­
b-PMMA ter block copolymer (PB stained with OS04 appears black, PS forms grey
cylinders hexagonally packed in the PMMA matrix) [73] and indicates the highly
complex morphologies that can be accessible for ABC terpolymers. Blending of
block copolymer with homopolymer or other block copolymer can provide access
to a wide variety of complex morphologies, which has not yet been fully understood
and properly exploited [80, 82]. Figure 6E demonstrates that blends of suitably
chosen ABC triblock and AC diblock copolymer (here PS-b-PB-b -PT and ps-b­
pt, (where PT or pt is poly(t-butyl methacrylate» can form non-centrosymmetric
periodic arrangements of lamellae (ABCcaABCca)m, where corresponding di­
block and triblocks form the usual (ABCCBA)m and (acca)m centrosymmetric
lamellar morphologies. In the Fig. 6E, B is block stained with OS04 and appears
black, S is grey and T is white [80]. Remarkable recent advancements in controlled
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polymer synthesis have generated unparalleled opportunities to control molecular­
scale morphology in this class of materials.

2.1.2. Solvent Regulated Ordering in Block Copolymer: Micelles
and Mesophases

In block copolymer solutions, the interaction between the polymer and the solvent
adds an extra dimension to the mesophase behavior. The conformation that any
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macromolecule assumes in solution is directed by the interaction strengths of the
polymer segments among themselves and with the solvent molecules. The dis­
solution process of any polymer is dictated by the chemical structure, molecular
weight of the polymer, thermodynamic compatibility of the solvent with the poly­
mer, molecular size of the solvent and temperature. The situation is versatile and
complicated. For a given block copolymer system, a solvent may be a neutral (a
good solvent for all the blocks) or selective (a good solvent for one block but a
nonsolvent for the other) . Therefore, the dissolution and phase behavior of block
copolymers can vary greatly depending on the selectivity of the solvent. Even
a solvent of slight selectivity can lead to a measurable preferential swelling or
segregation of one component.

This balance becomes more complex and spectacular when the solvent used
is selective-a poor solvent for at least one of the blocks and a good solvent for the
others. This self-assembling behavior produces micelles of variety of shapes and
mesophases, involving different geometries and arrangements. In block copolymer
solutions, a wealth of micellar, lyotropic and thermotropic order-order transition
(DOT) and order-disorder transition (DDT) are possible. Such copolymer self­
assembling behavior has been observed for a variety of BCs in water, polar and
nonpolar organic solvents, and more recently, in supercritical fluids. For a complete
assessment, exploration is indispensable with block copolymers of a wide range of
compositions, N (total degree of polymerization) and f (block volume fraction) and
different types of solvents to access all morphological states of different degrees
of separation . Tailoring block copolymers with three or more distinct types of
blocks creates more exciting possibilities of exquisite self-assembly. The possible
combination of block sequence, composition and block molecular weight provides
an enormous space for the creation of new morphologies. In multiblock copolymer
with selective solvents, the dramatic expansion of parameter space, poses both
experimental and theoretical challenges.

2.1.2.1. Micellization of Nonionic Block Copolymer in Organic
Solvent. The classical self-assembly mechanism for amphiphilic AB-diblock
copolymer in apolar solvent is the formation of well-defined micelles with core
consisting of the insoluble block and a shell or corona of the soluble block. The
thermodynamics of micelle formation and structure in diblock copolymer was
examined thoroughly and is well understood [83-87]. The solvent-polymer inter­
actions control the phase behavior and morphology at lower polymer concentra­
tions, whereas polymer-polymer interactions are dominated at higher concentration
regime [86-88] . A rich phase variation has also been reported in solvents in which
the selectivity varies with temperatures [87, 89]. These micelles are known to ex­
hibit a transit ion between a liquidlike state and an ordered solid-like state at higher
copolymer concentration [90-92] . When the concentration of the micelles is high
enough to pack them into ordered array; the systems exhibit elastic gel properties.

The structure and dynamics of ABA triblock copolymer solutions and gels
in selective solvents have been investigated extensively using different scattering
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techniques [93-110]. The swelling of this block copolymer differs significantly
from that of the corresponding AB diblock analogue. Figure 7 shows the small
angle neutron scattering (SANS) intensity profile of ABA triblock copolymer gels
(SEBS) (EB = ethylene butylene) over a wide range of concentrations in deuter­
ated toluene (only slightly selective to PS phase) at 28°C [110]. The SANS profile
for the partially deuterated neat dPS-b-polybutadiene is also shown in the figure
for comparison. The characteristic features of the scattering patterns are one or
two well-pronounced structure factor maxima at low q region near 0.019 A-I and
broad form factor maxima at higher q value near 0.09 A-I . The effect of poly­
mer concentration on the scattering pattern and trends of the interference maxima
in the low q regime (structure factor) are clearly observed from the figure. The
highly concentrated gel (>20 wt% gels) exhibits at least two orders of reflections
in low q range. The significant sharp interference peak in the lower q regime may
be attributed to interdomain interference and indicates relatively higher level of
ordering of the micelle cores. A second maximum at > 50 wt% gels demonstrate
a further increase in degree of segregation with a higher level of order. The inter­
ference maximum associated with the interdomain interaction is relatively larger
and confined to the narrow small-angle region.

Small angle neutron and X-ray scattering (SANS and SAXS) measurements
on ABA triblock copolymer indicate that the morphology of the micelles depends
on whether the solvent selective to the outer (A) block or to the inner (B) block
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leadingeither to the formation of isolatedcore-shell micelles (A block remainsin
the same core domain, the B block forms a loop) or bridged micelles (A blocks
reside on different domains and the B forms a bridge). ABA block copolymer
aggregates into the microdomain when mixed with A-block selective solvent.
These microdomains consist of a dense core of B blocks from which the corona
of the flexible A block chain emerges and reveals either spherical, rod-, thread-,
or disklike shape.

Whentheexperimental temperatureishigherthanglass transitiontemperature
(T > Tg ) , the system morphology will change with polymer concentration and
yield a gel whenpolymer concentration is sufficiently high. If the volume fraction
of the microphase-separated microdomains increases significantly, intermicellar
correlations becomemorepronounced andmaybeso strongthatmicelles orderina
crystalline structureonthemesoscopic level. Aratherdifferent situationisexpected
in solution of a midblock selective solvent-the polymermidblock emerging from
the core forms either loops or micellar bridges, depending on whether polymer
endblocks are locatedin the sameor in differentmicrodomains. Dutta et at. [107­
110] examined triblockcopolymerSEBS in both neutral and midblock selective
solvents using SANS, transmission electron microscopy (TEM) and rheological
methods over the entire range of concentrations including bulk polymer.

In neutral solvent, a micellarstructure wasconfirmed fromTEMimages; how­
ever, in midblock selective solventa loosebridgedstructureis predominant (Fig.8).
The intermicellar bridging results in a clusterof highly connected micelles. Above
acertainconcentration theymayextendoverthewholesamplevolume, andprovide
a macroscopically isotropic physical gel or soft solid. The loose bridgedstructure
contributes significantly to the high elasticity of such system. The crosslink dy-

FIGURE 8. TEM image of amphiphilic ABA triblock copolymer (SEBSI thin film cast
from its dilute solution in selective solvent: (AIsolvent slightly selective to end block, the
characteristic spherical micelles in solution are shown in the inset; (B) solvent selective
to middl e block. the correspond ing complex micelles in soluti on are shown in the inset.
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namics in such systems is governed by the Tg of the polystyrene terminal block. If
T < Tg the residence time of the terminal block within the micelle core is very long
and the bridge is effectively permanent. In such case, the gel will not dissolve in the
presence of excess solvent. The entropy penalty is stricter for solvents, which are
selective to the middle block. Kleppinger et al. [89] demonstrated a cubic structure
for SEBS copolymer in a selective solvent good for the middle block. Raspaud
et al. [111] have employed SANS to investigate polystyrene-block-polyisoprene­
block-polystyrene in a selective solvent good for the middle block and observed
that the network formed by the outer blocks has a cubic ordered structure at high
concentrations. In tetra block and higher multiblock copolymers, bridged systems
with more complex structure are formed [112]. Lodge et al. [113] demonstrated
a method using, SANS to quantify the small degree of selectivity for a block
co-polymer in selective solvent.

2.1.2.2. Block Copolymer Micelles in Water. Structure and dynamics of
block copolymer colloids and micellization in aqueous media have been the sub­
ject of considerable interest and investigated in details [114-116]. Due to their
pharmacological application, extensive investigations have been carried out on
poly(ethylene glycol) (PEG)-containing di- and triblock copolymers [117-124].
PEO (polyethylene oxide) is highly soluble in water due to its strong hydration
(very favorable fitting of ethylene oxide monomer into water structure). However,
the hydration is strongly temperature dependent and PEO exhibits a upper critical
solution temperature (VCST) behavior and theta (8) temperature ofPEO in water
is close to I()()0c. Similar temperature effects on solubility are also displayed by
aqueous solution of other nonionic block copolymers based on poly(N-isopropyl
acrylamide)(NIPA), poly(lactic acid) , hydrophobically modified celluloses , etc.
Thus the copolymer aggregation may be tuned by changing of both concentration
and temperature.

In the family of PEO containing block copolymer triblock copolymer PEO­
PPO-PEO (PPO = polypropylene oxide) has been widely investigated as they
are low in cost, biocompatible and display varied micellar behavior depending on
PEOIPPO ratio and molecular weight. They exhibit a very rich structural polymor­
phism. Alexandridid et al. [125, 126] observed nine different mesophases (four
cubic, two hexagonal, and lamellar lyotropic liquid crystalline and two micellar)
structure in one ternary diagram of PEO-PPO-PEO copolymer in selective sol­
vents (water and oil). Shearing of concentrated solution may also produce novel
mesophase structure. These block copolymers are also available commercially
[Poloxamers (lCI), Pluronic, BASF)] in a wide range of compositions, PEOIPPO
ratio and molecular weight and industrially used as antifoaming additives, emulsi­
fying agents, dispersants and detergents, etc. Booth and Atwood [127] reported the
effect of molecular architecture of these copolymers upon their aggregation behav­
ior and noted that in terms ofblock composition PEO units have little effect and ag­
gregation is controlled by the hydrophobic segment. It has also been demonstrated
that micellization ofPPO-PEO-PPO is less favorable than that ofPEO-PPO-PEO
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due to constrainsrelated to the curvingof the macromolecular chain as discussed
in Sec. 2.1.2.1.

These water soluble nanostructured block copolymers find numerous appli­
cations in different areas. Many of the uses are related to their ability to dissolve
otherwise water-insoluble substances and find applications in the remediation of
contaminated soil or wastewater treatment. Anotherimportant area of application
involves solubilization and controlledrelease of pharmaceutical substances (nei­
ther renal filtration nor uptakeoccurs for micelleof diameter""50-100 nm and it
circulatesin thebloodstreamfor long)andcarrierofhydrophobic drugs[128-131].
In this respectbesidesmicelles solubilization capacity, their biocompatibility and
interaction/lack of interaction withbiostructures and biomolecules are important.
Owing to the low CMC (critical micelle concentration), block copolymers asso­
ciate into micelleseven when highlydiluted in blood.For such applications PEO
is the most commonly used hydrophilic segmentnot only due to their efficiency
and biocompatibility, but also its capacityto prevent proteinadsorption, and con­
sequently, phagocytosis, increaseinvivo circulation lifetime,etc. The mostwidely
reportedsystemsincludePEO-PPO-PEO [132,133],polyaminoacid-PEOcopoly­
mer with hydrophobic block aspartic acid [134] and aspartate derivatives, [135]
polylysine [136], polycaprolactone, [137] and polylactide [138].

2.1 .2.3. Ionic Block Copolymers. The presence of electrical charge in the
blockcopolymermoleculeadds a novel features to the already complexaggrega­
tion processin blockcopolymer, and the micellarbehaviorof ionic blockcopoly­
mer has been the subjectof significant interest [139]. Due to enormousinterfacial
tensionthesesystemsare in a thermodynamic statecloseto the super-strong segre­
gationlimit(seeFig.4) andundertheseconditions, a sequence of shapetransitions
fromspherical tocylindrical to lamellaris possible. Such transition canbe induced
by increasing the ionic strength of the solutionor by increasing the length of the
coreblock. A salt-induced sphereto cylindertransition hasalsobeendemonstrated
for suchblockcopolymers. Depending on the solventselectivity, these aggregates
may be classified as block ionomers or block polyelectrolytes. In the former the
ionic moieties form the core of the aggregate, and apolarblocks form the corona
in organicsolventsselective to apolar phase. In polar solvent the nonionic block
forms the core and the coronacontaining the ionic block. Due to high incompat­
ibility between the ionic and nonionic (hydrophobic) they aggregate at very low
concentration (lowCMC ""10-8 mol em>'),

Block copolyelectrolytes display interesting rheology often forming highly
elasticgel at lowerconcentration than their neutralcounterparts. However, strong
influence of pH and electrolytes on CMC and properties of the aggregates are
observed. The most widely studied diblock polyelectrolyte solution and gels are
those based on polyacrylic acid (PAA) and its derivatives as the ionic block.PAA
and itsderivatives are weakpolyelectrolyte; therefore, thechainconformation and
the solution properties of the block copolymerdepend on solution pH as well as
ionicstrength[140]. For example, micelles of PS-poly(methacrylic acid) in water
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increase their hydrodynamic radii from 40-50 nm to ca. 80 nm, as pH increases
from 4 to 8, which is ascribed to the dissociat ion of the acid PMA block.

Polymer-surfactant complexes formed from ionic block copolymers
with single and multi-tail surfactant form unique self-assembled structured
nanoparticles that may have potential application in dug delivery [141]. En­
vironmentally responsive nanoparticle from block ionomer complexes (DIC)
synthesized by reacting block ionomer (PEO-b-PMA) and oppositely charged
surfactant (hexadecyltrimethylammonium bromide) exhibit excellent pH and salt
sensitivity, which are reversible [142]. They may be used as smart gels for a wide
range of applications, that react to environment conditions such as pH, tempera­
ture, salt concentration. By specific variation of these parameters it is possible to
shrink, to swell , or to dissolve the gels . Hydrophobically modified block polyelec­
trolyte such as PEO-PPO-PEO-PAA exhibits sensitivity of their associative prop­
erty in aqueous solution to pH, ionic strength and temperature. They also exhibit
"anti-polyelectrolyte effects." PEO-PPO-PEO-/polyacrylic acid/concanavalin gel
for glucose-responsive insulin release has been developed [143]. Block copoly­
mer based on linear polyelectrolyte block and hydrophobic block carrying pen­
dant dendritic moiety has been made to develop structure selective dye uptake
into aggregates of copolymer in water [144]. In proteins, the presence of ionic,
hydrogen-bonding and hydrophobic groups makes them prone to all interactions
and governs the properties of proteins [145].

2.2. Synthetic Strategy of Multiblock Copolymers

Remarkable recent advancements in controll ed polymer synthesis have generated
unparallel opportunities to control molecular-scale morphology of block copoly­
mers. There are different methods available to synthesize block copolymer which
include: radical , living anionic , living cationic, living radical and polycondensa­
tion. The method of choice depend s on the type of monomer used and dictate s the
final architecture and dimen sion of the polymer.

2.2.1. Synthesis of Block Copolymer by Living Ionic Polymerization

In the design of self-assembl ing polymeric materials, it is extremely important
that control over all aspect s of polymer structure, such as molecular weight and
architecture, polydispersity, block volume fraction, number of functional groups,
their nature and position, etc., is achievable precisely. To synthesize well-defined
block copolymers of various controlled architectures, solubility, and functionality,
precise control over the polymerization processes is crucial. Living polymerization
provides the maximum control over the synthesis of block copolymers. In this
process, all polymer chains start growing simultaneously, and during chain growth
no termination or chain transfer takes place, resulting in a very narrow molecular
weight distribution polymer.

When all the monomers have been consumed , the active center persists, and
upon further addition of new monomer, polymerization continues to the final block



Self-Assembly and Supramolecular Assembly 241

copolymer. The concept of block copolymer of controlled architecture was first
introduced with the invention of living anionic polymerization by Szwarc in 1956
[146-148] . Many block copolymers have been successfully synthesized using this
technique that includes polystyrene (PS), polybutadiene (PB), polyisoprene (PI),
polymethyl methacrylate (PMMA), poly(methacrylate) (PMA), polyethylene ox­
ide (PEO), poly(propylene oxide)(PPO) and poly(dimethylsiloxane) (PDMS) as
block segments . Many of such copolymers such as PS-PB-PS triblock copoly­
mer (Kraton) (thermoplastic elastomers), PEO-PPO-PEO (Pluronics) (surfactants
and steric stabilizers) are commercially important polymers. Amphiphilic block
copolymers based on PS-PEO, PS-PVP-PEO(PVP = poly(2-vinylpyridine) and
PEP-PEO (PEP =poly(ethylene propylene)) have also been successfully synthe­
sized [149].

A series of well-defined functional groups with amphiphilic block copolymers
containing styrene and poly[oligo(ethylene glycol)methacrylate] (POEGMA)
were synthesized by sequential anionic copolymerization of styrene and
trialkylsilyl-protected oligo(ethylene glycol) methacrylates followed by deprotec ­
tion [150]. Living anionic polymerization is the most important polymeriza­
tion technique of synthesizing well-defined block copolymers [151-157] . Block
copolymer synthesis has also been successfully achieved by other living polymer­
ization techniques such as cationic polymerization, [158] ring opening polymer­
ization [159] or by pseudo-living polymerization techniques using Ziegler-Natta
catalyst [160].

A number of new amphiphilic block copolymers based on isobutylene
and derivatives of vinyl ethers including poly(isobutylene-b-methyl vinyl ether)
[161], poly(styrene-b-hydroxyethyl vinyl ether) [162], poly(styrene-b-ionic acety­
lene), [163], poly(methyl tri(ethylene glycol)vinyl ether-b-isobutyl vinyl ether)
[164], poly(ex-methylstyrene-b-2-2-hydroxyethyl vinyl ether), [165], poly(2-0 ­
pyrrolidonyl)ethyl vinyl ether-b-isobutyl vinyl ether) [165] were synthesized using
living cationic polymerization. The key to this living polymerizations is the strong
interaction between the nucleophilic counter anions and the cationic active sites.
The process may produce copolymer with well-defined architecture and size but
requires stringent control of the reaction conditions and purity of the monomers.

Group-transfer polymerization (GTP) [166] is a valuable method for con­
trolled polymerization of ex,13 unsaturated esters, ketones , nitriles and carboxam­
ides. GTP is not only useful to synthes ize block copolymers based on methacrylate
and acrylate polymer surfactants that stabilizes hydrophilic/hydrophobic interfaces
but also biological interfaces. The technique can also produce living polymers at
very mild conditions. Okano et al. [167] prepared a highly blood compatible poly­
mer surface with a poly(styrene-b-2-(hydroxyethyl)methacrylate) (PS-PHEMA)
block copolymer. PBM-b-PHEMA (PBM =polybutyl methacrylate) that exhibits
high oxygen permeability has also been successfully synthesized by Ito et al.
[168].

A ring-opening metathesis polymerization [ROMP] technique has been em­
ployed to synthesize block copolymers and functionalized block copolymers based
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on norbornene, norbornene derivatives, functional norbornenes, methyl tetracy­
clodecene (MTD), etc. (169-173] . They are useful to synthesize functional block
copolymer with functional groups including "'COOH, amine and cyclopentadi­
ene, contained on one block, which may be employed to form stable complex with
a variety of metals to form semiconductor nanoclusteres. However, all the above
polymerization techniques suffer from serious disadvantages, such as: (i) most of
them do not tolerate even extremely low levels of impurities, (ii) special reaction
conditions are needed to perform the reactions , (iii) they are not suitable for syn­
thesizing block copolymer from many dissimilar vinyl monomers, (iv) processes
are very expensive.

2.2 .2. Synthesis of Block Copolymer by Controlled Radical
Polymerization

The concept of living free radical polymerization was advanced to expand the
scope of synthesis ofcomplex block copolymer architecture using diverse range of
monomers. The reason was its high tolerance again st a large number of monomers,
as well for copolymerization, a convenient temperature range and requirements of
minimal purification of monomers, solvents, etc. Since early 1980s, attempt has
been made to synthesize block copolymers using regular free-radical polymeriza­
tions [174- I76] . The main disadvantages of such radical polymerization techniques
are the lack of macromolecular structure and dimension control (poor molecular
weight control , high polydispersities, and low blocking efficiencies. This is at­
tributed to the slow initiation, slow exchange, direct reaction of counter radicals
with monomers, and thermal decomposition of the initiators, transfer and termi­
nating agents. The possibility of polymerization can be greatly extended if radical
polymerization can be manipulated to lead to well-defined materials; however,
the crucial problem is to avoid the presence of unavoidable termination between
growing chains.

In the last two decades, the aim of synthesis of well-defined polymers by con­
trolled free radical polymerization technique has been accomplished that combine
the versatility of free radical polymerization with the control of anionic polymer­
ization. Living radical polymerization (LRP) is currently a very rapidly growing
field of research in polymer synthesis [177-200] . In general , living polyrneriza­
tion is a chain growth polymerization without any termination or disproportion.
With these conditions it is possible to control the molecular weight of the result­
ing polymer by varying the monomer-initiator ratio, while the molecular weight
distribution (MWD) stays narrow. It is also possible to functionalize the polymer
through the initiator and the terminating end group. Indeed , in LRP the termina­
tion can only be suppressed and the reactions are called controlled free radical
polymerization (CFP) rather than LRP and are generally based on two principles;
(i) reversible termination and (ii) reversible transfer.

Recently, the most successful controlled free radical techniques, are respec­
tively, nitroxide-mediated polymerization (NMP) [178-182] , atom transfer radical
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polymerization [ATRP] [183, 184] and reversible addition-fragmentation chain
transfer (RAFT) polymerization [185]. NMP and ATRP are reversible termination
type CFP where the chain end is end-capped with a moiety that can undergo re­
versibly homolytic cleavage . In NMP, this moiety is a nitroxide , while in ATRP,
a halide is reversibly transferred to a transition-metal complex . RAFT is a re­
versible transfer-based process, where fast exchange of growing radicals via a
transfer agent takes place. In the RAFT process , dithiocarboxylates are respon­
sible for this exchange that proceeds via intermediate radicals. These techniques
have the potential to synthesize block copolymers under less stringent conditions
than those necessary for living ionic polymerization and enable the synthesis of
block copolymer of controlled Mn with narrow molecular weight distribution at
elevated temperatures over prolonged period of reaction time.

ATRP is a versatile method to control radical polymerization of a wide range
of monomers, including styrenes, (meth)acrylates, (meth)acrylonitrile, and dienes .
Matyjaszewski and coworkers accomplished the synthesis of linear, comb, star and
hyperbranchedldendritic architectures, all with the additional facility of controlling
functionality [186-189]. ATRP has been used since 1995 as a promising new CRP
method and has become rapidly one of the preferred methods in polymer synthesis .
ATRP minimizes the termination by reducing the stationary radical concentration.
In a typical ATRP, an alkyl halide is used as an initiator, with a transition metal
in a lower oxidation state, and a ligand that complexes with the metal. Various
metals and ligands have been used for ATRP chemistry, with the most used metals
being nickel and copper. It has been reported that Cu(n)XnIligand (X = CI or Br,
ligand = dipyridyl) catalyzed ATRP can beaccomplished in the presence of air,
when Cu(O) metal is added to the polymerization mixture.

A wide range of well-defined block copolymers from dissimilar vinyl
monomers has been reported using NMP [190]. Yousi et at. [191] demonstrated
the polymerization of methyl methacrylate (MMA), n-butyl methacrylate (BMA) ,
ethyl methacrylate (EMA), octyl methacrylate (OMA), vinyl acetate (VAc),
N,N-dimethylacrylamide (DMA), 2-(dimethylamino) ethyl acrylate (DAEA)
using polystyrene macro initiators with terminal TEMPO (2,2,6,6-tetramethyl­
L-piperidinyloxy) groups to produce a wide range of hard-soft, hydrophilic­
hydrophobic, and other block copolymers with various functionality using NMP.
RAFT is a very robust polymerization technique and is compatible with the broad­
est range of monomers and reactions conditions [192-199] . In RAFT polymeriza­
tion, contrary to some other CFP, a conventional free radial initiator is employed.
The RAFT process is also capable of controlling polymerization in aqueous dis­
persions. NMP and ATRP are somewhat less suitable for such process [200].

2.2.3. Polycondensation

The synthesis of block copolymer by polycondensation of, n ,w difunctional
telechelic oligomers with another bifunctional block or precursor of end block
to yield block/multiblock copolymer is an important industrial process. Novel
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segmental block copolymer containing alternating soft block and crosslink­
able block [201], oligosaccharides blocked by (condensation with amino-group­
ended) oligomer [202] have been successfully synthesi zed by this method. Metal­
catalyzed polycondensation, particularly palladium and nickel derivatives, have
been employed successfully for polymers that could not be prepared other ways.
Takagi et at. [203] synthesized block copolymer of alkoxyallenes with pheny­
lallene , of narrow molecular weight distribution using [(p-allyl) NiOOCCF3h as
cataly st and it was observed to be eniantiomer specific.

Block copolymer synthesis by enzyme-catalyzed polycondensation and
polyadditions has also developed as they exhibit higher selectivity, efficient control
of reactions and structure than the classical catalyst, and can be carried out in mild
conditions. Wallace and Morrow [204] reported the enzyme-catalyzed polyconden­
sation of bis(2,2,2trichloroethyl)-3,4-epoxyadipate with 1,4-butanediol optically
active, epoxy-substituted polyester in the presence of porcine pancreas lipase and it
was observed to be enantiomer specific . B1inkovsky and Dordick [205] has demon­
strated that the peroxidase-catalysed synthesis, of lignin phenol block copolymers.
Loos and Stadler [206] prepared amylose-block-polystyrene rod coil block copoly­
mer using potato phosphorylase as the catalyst. Though there are only few examples
of synthesis of block copolymers by enzyme-catalyzed synthesi s; however, they
are interesting development with significant future potential.

2.2.4. Sequential Polymerization

A sequential reaction, where several associated techniques are used in a clever
fashion, is a powerful new tool in block copolymerization and promises fantastic
developments. An entirely different concept towards block copolymer synthesis
with a wide range of structure and architecture makes the use of active-center trans­
formation approach. In this approach, first an active block is prepared, and then its
active center is modified to initiate another polymerization. This transformation
involving anions, cations, and radicals is possible. Goldschmidt [207] used this
unique technique to synthesize PS-PEO and PMMA-PEO diblock copolymers. In
this reaction, CRP is employed in presence of mercaptoethanol as chain transfer
agent to make hydroxy functionalized PS, which was then used as the starting point
for the ring-opening polymerization of ethylene oxide . PS-PEO graft copolymer
with PEO as a side block that is water soluble and micelle forming, is useful
as support for solid-phase peptide synthesis. Amphiphilic graft copolymers have
become the focus of significant investigation because of their ability to undergo
unique microphase separation and micellization [208-213]. Similarly associating
radical-to-cationic polymerization, [214, 215] cationic to-radical polymerization
[216-218] anionic-to-radical polymeri zation , [219] cationic-to-anionic polymer­
ization, [220] anionic-to-cationic polymerization [221] have also been employed
successfully to synthesize many novel A-B and ABA-type block copolymers.

Coca et at. [222] successfully carried out ROMP and ATRP to pre­
pare diblock copolymer based on polynorbornene such as polynorbornene-b­
polystyrene, polynorbornene-b-poly(methyl acrylate). Recently, Grubbs dedicated
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SCHEME2. Ru-catalyzed preparation of macroinitiator.

research efforts to synthesize low molecular weight poly methyl methacrylate­
b-polybutadiene (PB-b-PMMA). Grubbs et at. [223, 224] had synthesized
telechelic polymers like hydroxyl-, carboxyl-, amino-, methylmethacrylate- and
epoxide-terminated telechelic PBDsbyROMPusingaRuthenium-based catalysts,
such as (PCY3hChRu =CHPh (1).

Synthesis of triblockcopolymers, containing poly(n-alkyl methacrylate)s as
theouterblocksis difficult to achieve, ascarbonyl groupsandthea-hydrogen atom
ofacrylates aresensitive towardnucleophilic attacks. However, telechelic polymers
preparedbyROMPcanbeusedasmacroinitiatorsforthefollowing polymerization
of a monomer belongingto a differentclass (Scheme2) to preparethe outerblock.
Duttaet al. [225] reporteda facileroutetowards the synthesis of a seriesof triblock
polymers with alkyl methacrylate as the outer block by ATRP with telechelic
poly(butadiene)s as a macro-initiator. The telechelic poly(butadiene)s were syn­
thesized by ring-opening metathesis polymerization of 1,5-cyclooctadiene in the
presenceof thechaintransferagent(2)usinga ruthenium-based metathesis catalyst
(l) (Scheme 2). A series of triblockcopolymers was reportedby the authorswith
several long-chain n-alkylmethacrylates (suchas lauryland stearylmethacrylate)
as outer blocks.

2.2.5. Polymer-Analogue Reaction (PAR)

In this process, a desirablefunctional block copolymerof desirable functionality
is formed by chemical modification of the precursorblock copolymers, which is
accessible in large scale in a variety of compositions, architectures and molec­
ular lengths. It is a very useful method to broaden the diversity of the block
copolymersystems [226-228]. A very commonly used PAR is the hydrolysis of
poly{(meth)acrylic ester}s to preparepolyumethjacrylicacid) [229].Hydrogena­
tionofpolydienes containingblockcopolymersuchas SBS, isa standard industrial
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technique in the preparation of thermoplastic elastomer SEBS [230]. The quar­
temization of poly(vinyl pyridine)s with alkyl or benzyl bromides is a standard
technique for thepreparation of polycationic blocks[231]. A facileroutetoconvert
polyisoprene into a bio-compatible heparin analogueis by usingN-chlorosulfonyl
isocyanate [232]. Polystyrene segmentina precursorblockcopolymermaybe fully
or partially sulfonated via H2S041P20S complex [233] and acyl sulphates [234]
to synthesise various ionomers of specific interest. In many PAR, the precursor
block copolymer is transformed into a functional intermediate; such as epoxida­
tion reaction of the double bonds in polybutadiene segment, that subsequently be
transformed into functional block copolymer through a wide range of reactions
[235-238].

2.2.6. Synthesis of Molecular Chimeras

Although natural proteins are based on unique linear arrangement of just 20
different monomers, folded proteins achieve a tremendous breadth of physical
and chemicalactivities, rangingfromexquisitely specific roomtemperature catal­
ysis to the formation of unusually strongand toughbiomaterials, such as collagen
and spider silk. However, attempts to synthesize polypeptides with well-defined
amino-acid sequences, as biopolymerhave been plagued by unwanted side reac­
tions,polydispersity and poor organization. Syntheticpolymer, on the other hand,
can be manufactured in bulkat lowcost, butdue to the lackof precisecontrolover
composition and dimension, complexfolding architectures cannot be achieved.

There are varieties of synthetic building blocks in hydrocarbon polymers,
which hold tremendous potential to create an improved class of non-natural
bioinspired polymers of hybrid molecularstructure with peptideand nonpeptide
sequences. These polymers can not only mimic protein, structure, activity and
properties withnovelbackboneandside chainchemistry(Scheme3), but alsocan

Protein polymer

Increasing
capacity for
folding
and
self-assembly

Random, bulk polymers

'Monodisperse' polymers

Natural and engineered proteins

Increasing Unnatural, sequence-specific ollgomers
diversity of
possible
chemical Structured homopolymers

functionalities

SCHEME 3. The spectrum of polymeric materials and the wide range of possibilities for
non-natural sequence specific block copolymers (Reprinted by permission of Elsevier
from Ref. 239.)
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SCHEME4. Ring-opening polymerization of ex-amino acid-N-carboxyanhydrides (NCAs).
R is a functional group that can be replaced.

be obtained at low cost, chemical diversity and biological stability [239-241] . It
also holds the promise for the development of biomimetic polymers that cannot
only closely match the functionality of those of biological molecules in one as­
pect, but which are also enhanced in other novel functionalities. A potential way
of combining all the advantages of synthetic block copolymer and peptide struc­
tures lies in the creation of "molecular chimeras" or "hybrid," which are block
copolymers with synthetic segments and amino acid sequences [241, 242]. The
most economical and rapid process for the synthesis of long polypeptide chains
is the ring-opening polymerization (ROP) of a-amino acid-N-carboxyanhydrides
(NCAs). This method involves the simplest reagent, and high-molecular-weight
polymers can be prepared in both good yield and large quantity with no detectable
racemization at the chiral centers . NCA polymerizations have been initiated using
many different nucleophiles and bases, the most common being primary amines
and alkoxide anions (Scheme 4).

Recently, synthesis of many compositionally and topologically differentblock
copolypeptides have been reported [242-244]. In most cases, the copolypep­
tide block is composed of "i-benzyl L-glutamate, ~-benzyl L-aspartate, or Ne­
benzyloxycarbonyl t.-lysine as the polymerization of these NCAs are the best con­
trolled of all. The chemical nature of the synthetic block segment has been varied to
a much greater extent using both hydrophobic (such as polystyrene, polybutadiene,
polyisoprene, poly(methyl methacrylate), poly(propylene oxide) , poly(dimethyl
siloxane), etc., and hydrophilic segment [poly(ethylene oxide), poly(vinyl alco­
hol), poly(2-methyl oxazoline), etc]. However, in all the cases the block copolymers
formed are chemically dispersed and are often contaminated with homopolymer.
The problem in conventional NCA polymerization is that there is no control over
the reactivity of the growing polymer chain-end during the course of the polymer­
ization and the monomer can undergo a number of side reactions and exhibits a
very broad molecular weight, Mw distribution (PDI"'7) [245,246].

Recent advances in polymer synthesis are now beginning not only to allow
control of polymer backbone and side chain architectures but also to enable the
incorporation of a very broad range of functional groups appended to the poly­
mer chains . ROMP has proved to be very useful in the synthesis of oligopeptide
functional polymers [247, 248]. The ROMP technique with a well-defined cata­
lyst is able to control polymer structure and to prepare multifunctional materials
with designed architectures. Ruthenium carbene catalyst developed by Fraser and
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Grubbs [249] for ROMP of strained bycyclic olefins is of particular interest as it
can beused with a variety of functional groups and in a range of solvents

Highly effective zero valent organo nickel (such as 2,2' -bipyridyl Ni(l ,5­
cyclooctadiene) and cobalt complex initiators, which are able to eliminate sig­
nificant competing termination and transfer steps from NCA polymerization
to allow preparation of well-defined peptides has recently been demon strated
by Deming et al. [245]. This polymerization yields narrow Mw distribution
(Mw/ M; = 1.05-1.15) and is obtained in excellent yield (95-99% isolated). Re­
cently, Seidel et al. [250] also reported use of chiral ruthenium and iridium
amido-sulfonamidate complex for controlled enantioselective polypeptide synthe­
sis. These new methods can now beemployed successfully to realize stereocontrol
in NCA polymerization that has been difficult to achieve before. Coupling of nat­
ural or engineered polypeptides to synthetic polymers has also been attempted
to develop biomimetic macroamphiphiles [251 , 252]. Recently, unique vesicle­
forming (spherical bilayers that offer a hydrophilic reservoir, suitable for incor­
poration of water-soluble molecules, as well as hydrophobic wall that protects
the loaded molecules from the external solution) self-assembling peptide-based
amphiphilic block copolymers, that mimic biological membranes, have attracted
great interest as polymersomes or functional polymersomes due to their new and
promising applications in drug delivery and artificial cells [253].

2.3. Nanophase Separation in Side Chain Crystalline Polymers

Flexible polymer chain s bearing linear long alkyl side chains exhibit unique mor­
phological arrangement in solid-state that consists of biphasic arrangement of
alternating layer of crystalline side chain and flexible main chain. Side-chain crys­
tallizing comblike polymers are unique in their special architecture and intimate
contact of crystalline order and amorphous disorder. Side chain crystallinity is
observed in poly-n-alkylmethacrylate (PnMA) and poly-n -acrylates (PnAA) with
flexible n-alkyl side chain from 12 to 18 carbon atoms in length (Fig. 9A). In such
a polymer, every monomer unit of the chain is involved in both crystalline (in
branch) and amorphous (in backbone) regions. These crystalline polymers are dif­
ferent from semicrystalline polymers such as polyethylene in that the crystallites
are made up 'of n-alkyl groups, which extend from the backbone of the molecule
rather than the segment of the backbone itself. They are characterized by the small
domain size of the orderoffew nanometers, and a large number of topological con­
strains due to microstructure with short incompatible sequences. This squeezed-in
situation considerably affects the segmental mobility of the main chain. This unique
nanophase separation has been reported in several homologous series of polymers
with long alkyl groups in the side chain, [254-258]; however, it is less investigated
compared to mesophase-separated block copolymers. The effects of (i) side chain
length [259], (ii) influence of a functional group situated along the side chain ,
[260], (iii) result of interrupting the long ordered side chain s by randomly inter­
spersed amorphous chain s [261,262] and stereo regularity [263] on structurisation
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and crystallization have beenwidelyexamined. Plateand Shibaev [264] employed
dielectric spectroscopy, mechanical methods, and NMR spectroscopy as tools to
investigate the molecularmobility in comblike polymers with polymethacrylate,
polyacrylate, poly(vinylether),and poly (viny1)ester mainchains. The heatsof fu-
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sion, meltingtransition andcrystallization behaviorof manyside-chain crystalline
polymers wereevaluated bythermal andscatteringtechniques suchasDSC,SAXS.

The large numberof flexible polymers bearing linear long alkyl side chains
that have been examined by many investigators confirm that the nanophase sep­
aration of incompatible main and side-chain parts is a general phenomenon in
amorphous side-chain polymers with long alkyl groups. A comparison with data
for differentpolymerseries having alkylgroupsof different lengthsreveals a low­
temperature polyethylene-like glass transition, in addition to the conventional Tg

due to mainchain motion. This impliesthe independentcooperative motion occurs
withinthe small alkyl nanodomain. The importantstructural and dynamicaspects
of side chains are main-chain independent [265]. However, crystallization of the
sidechainsin the homopolymer suppresses the mainchain mobility andrelaxation
processdrastically.

It has been confirmed that the side chain flexibility and dynamics control
the crystallization of the side chain. For example the flexible stearyl branches of
polystearyl methacrylate (PSMA)can crystallize, whereas the oleoylbranchesof
polyoleoyl methacrylate (POMA)cannot, and is a tackyelastomerat roomtemper­
ature.This is attributed to thepresenceof thecisdoublebondin thealkylsequence,
which makesthechainveryrigid.Theenthalpyof fusion increases linearly withthe
lengthof thesidechain.Wehaveinvestigated poly-n-alkylmethacrylate sidechain
crystalline homo and copolymers using differential scanning calorimetry (DSC),
modulatedifferential scanning calorimetry (MDSC), X-ray scattering, small an­
gle neutronscattering(SANS)and dielectric relaxation spectroscopy (DRS)[266,
267].

The structure, dynamics, and melting behavior of comblike polymers have
been investigated in details. A polyethylene-like glass transition within the alkyl
nanodomains is clearly observed by DRS for the experimental polymers and
attributed to the hindered glass transition in self-assembled confinements. We
employed thermal APM (/-L-TA) and pulsed-force mode (PPM) scanning force
microscopy for visualization and characterization of nanostructured side-chain
crystalline polymeric materials. Pulsed force microscopy (PFM) coupled with
local thermal analysis [266,267] for poly stearyl methacrylate (PSMA)confirms
the growth of the crystals and formation of self-organized nanodomains below
melting with a typical size of 20-30 nm (Fig. lOA). The local thermal analysis
performedon ninedifferentlateralpositionson the topographic image(Fig. lOB).
The melting point (Tm ) was determined from the onset of the slope changeof the
sensorsignal with temperature. The Tm observed in the rangeof20-25°C. Most of
the curves retraceeach other indicating the uniform distribution of the nanocrys­
tals in the amorphous matrix. The MDSC data on (PSMA) reveals the complex
melting behavior of the polymer and indicates that alkyl groups of monomeric
units aggregate in the melt. In comblikepolymer the regularspacing imposedby
the main chain sequence contributes to retain some ordering in the molten state
and the fusionprocessis complex, and close to abovemeltingand directs the side
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chain to organize in a quasihexagonal arrangement and acts as a nucleating agent
for rapid crystallization upon cooling .

At higher temperatures, above the melting point, Tm such comblike chains
form random coil (Fig. 9B(a)); however, if the branches are long and regular
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enough, the branches can crystallize below Tm in lamellae (Fig. 9B(b». This
phenomenon can force the amorphous polymer backbones to form double -comb
conformations (Fig. 9B(c» that finally arrange in a quasi-amorphous interlayer
between the crystalline side-chain lamellae (Fig. 9B(d» [262].

The squeezed-in polymer main chains are straightened out over relatively long
sequences and cross sometime through the lamellae. The chain backbones are not
incorporated in the crystalline order of the side chains but are nonetheless part of
the total self-organized structure. Our SAXS results on PSMA shown in Fig. 9C
clearly indicate the presence of two different levels of structure. In addition to the
classical van der Waals peak (I), which is nearly side chain independent (reflects
the average distance between nonbonded neighbor atoms in the melt) a peak (II)
at lower 6 regime is also observed. The long period d(d = 27r/q, where q is the
scattering vector) of repeating units of PSMA equals approximately the length of
one SMA branch . PnMA crystallizes in the form of a zigzag arrangement of the
main chains as shown in Fig. 9D [262]. Depending on the structural compositions,
other types of crystal structure such as a bilayer is also observed [262]. It has been
observed that the d spacing in long alkyl side-chain crystalline polymers is a linear
function of the carbon chain length of the branch [265].

2.3.1. Comblike Polypeptide with Covalently Attached Long Alkyl
Side Chain

Polypeptides bearing long alkyl side chains such as the ester of poly(ex, t.-glutamic
acid) (P'Y AG -n) and polyto or [3, t-aspartic acid) (P[3AA-n or PexAA-n) also ex­
hibit side-chain crystalline characteristics (n indicates the number of C-atoms in
side chains). In these compounds, the alkyl side chain is connected to the main
chain by a caboxylate group that is directly anchored to the backbone through
spacer. Most of the research work on comblike polypeptides have been carried
out with polyglutamates, with some work in the polyaspartate and N-acyl substi­
tuted poly(L-lysine)s [254]. Systematic investigation on the solid- state structure
of P'YAG-n embracing pentyl to octadecyl side-chains confirmed that members
with side chains containing> 10 carbon atoms exhibit side-chain crystalline be­
havior [268] and the main chain assumes ex-helix conformation for all the members
[269].

In such cases , a crystallized phase induces a layered arrangement with the
ex-helices aligned in sheets and the paraffin crystallites placed in between. The
melting temperature of the paraffin crystallites increases from -24°C to +62°C
as the number of carbon atoms in the alkyl side chain increases from 10 to 18. The
polypeptides with sufficient long polymethylene side chains can display liquid­
crystalline phases upon melting of the side chain . P'Y AG-n is the most exten ­
sively investigated comblike polypeptide, and the phases exhibited observed to be
largely dependent on polymer size . In P'Y AG-18 sample with Mw above 1()() k, a
cholesteric phase is formed immediately after melting at about 50°C that is con­
verted into a columnar liquid-crystal phase upon heating at higher temperature
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[270]. Theoretical prediction indicates that this structure appears as a result of ex­
cluded volume effects associated with the lateral packing of the rods [271]. Stable
liquid crystalline phases in bulk may also beattained by combining short and long
alkyl groups in the same polypeptide [272, 273].

Similar to P'Y AG-n, in PaAA-n the degree of assembly, ordering and packing
also depend on the length of alkyl side chain present and the supramolecular
properties exhibited in bulk and solution may be different. PaAA-n with n > 12
reveals the occurrence of two first order transitions at temperatures at TI and T2
separating three structurally distinct phases. T1 was attributed to the melting of the
paraffinic phase composed of alkyl side chain. A color change from red to blue
was displayed by uniaxially oriented film upon heating from T1 up to T2 (caused
by the selective reflection of circularly polarized light with wavelength similar to
half-pitch of the supramolecular helical structure that varies with temperature).
The phase between T1 and T2 is considered to be cholesteric with the ability to
crystallize upon cooling below T1 and to convert into a nematic phase upon heating
above T2, and the structural change appears to follow a smectic # cholesteric #

nematic sequence [254, 274].

3. SELF-ASSEMBLED NANOPARTICLE SYSTEM

3.1. Zero-dimensional Self-assembly

Block copolymer nanoparticle: Nanoparticles are key components in the field of
nanotechnology for their potential applications in drug delivery systems, photonic
crystals , and as templates for other periodic structures. Supramolecular assem­
blies of nanoscale dimension can also be extremely useful in the design of such
novel functional materials. Block copolymers may be optimum nanomaterial, ei­
ther for their intrinsic properties as self-organized assemblies or for their ability to
template other organic , inorganic , semiconductor, metallic or biologically relevant
materials. Heterogeneity in such systems results within the system due to the pres­
ence of a microdomain leading to anisotropic nature of the polymer, which can
be harnessed to template the organization of the desired particles into nanoplanes,
nano-wires, or spheres within the polymer matrix. The new chemical bottom-up
approach includes a large variety of chemical processes with the common tech­
nique of using reactions-in-solution to produce particles of different materials . In
order to control the shape and size of the nanoparticles, it is important to control
the parameters that influence the nucleation and growth. Also stabilization and
prevention of agglomeration of the particles once they are formed is of crucial im­
portance. For this reason many modern techniques have been developed to make
use of confined geometries.

In particular, polymeric micelles are developed in pharmaceutics as drug,
gene delivery and also in diagonostic imaging techniques as carrier or contrasting
agents. Core-shell architecture of polymeric micelles is essential for their utility
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FIGURE 11. Self-assembled drug delivery system: core-shell architecture of polymeric
micelles is essential for their ut ility in drug delivery applications. Simplifi ed representa­
tion of different types of functi onal block copolymer core-shell particl e. (Reprodu ced by
permission Elsevier from A. Rosier, G.W.M. Vandermeulen , H.-A. Klok, Advanced Drug
Delivery Review, 53, 95, 2001.)

in those applications (Fig. 11) [275]. Amphiphilic block and graft copolymers
self-assemble in an aqueou s medium to polymeric micelles . The aggregation
number, size , and shape of the micelle vary depending on the relative and overall
lengths of the soluble and nonsoluble blocks and the nature of the surrounding
medium. Spherical micelle s with core-shell morphology have significant potential
as nanocontainer for hydrophobic drug delivery or other release agents . In such
cases, proteins and synthetic polymers can play a complementary role to each
other. Functionalization of block copolymer with cross-linkable groups can in­
crease the stability of the micelle's control over release and distribution. Temporal
and distribution control s are two important issues in drug therapy. Temporal con­
trol offers the ability to adjust the drug release time or to trigger the release process,
while distribution control , precisely, directs the delivery system to the desired site .
Use of block copolymer, where one of the blocks possesses lower critical solution
temperature (Le ST), offers the most elegant approach to improve temporal con­
trol. Depending on the type of functionali zation , either shell cross-linked or core
cross-linked or surface functionalized micelles can be obtained.
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Cross-linked micelles are stableat concentrations belowcriticalmicellecon­
centrations(CMC) of the block copolymer, and are less likely to collapse in the
blood stream. It also enhances circulation time, hence allows temporal control.
Kataokaetal. [276,277] reportedon the blockcopolymerwithcorecross-linkable
micelles, where the polymerizable group was present at their hydrophobic chain
ends. In poly (D, L-Iactide)-b-poly(ethylene glycol) (PLA-PEG) copolymers con­
taining methcryloyl group at the PLA chain end, the methacryloyl group can be
polymerized aftermicellization eitherthermally byaddinginitiatororby UV using
photo initiator.

The concept of chemically cross-linking the corona of diblock copolymer
micelles (shell cross-linkable micelle) was reported by Wooley et at. [278].
Various hydrophobic core-forming blocks from styrene, isoprene, butadiene,
caprolactone and methyl methacrylate have been used, while monomeric block
or hydrophilic corona based on 4-vinyl pyridine, methacrylic acid, 2-dimethyl
aminoethyl methacrylate have been employed to chemically link in aqueous so­
lution after the self-assembly process. Various types of cross-linking can be de­
signed with ionic or covalentbonds and a combination of the two. Cross-linked
poly(styrene)-b-poly(2-cinnnamoyl ethyl methacrylate) shellshavebeenprepared
by UV irradiation, 4-vinyl pyridine based micellar corona was cross-linked by
quarternization withp-chloromethyl styrene,followed by photopolymerization of
the styrenedouble bonds [278].

The performance of a block copolymermicelle based drug delivery system
can be enhanced using auxiliary agents, e.g., magnetic nanoparticles can bind to
drugs, proteins, enzymes, antibodies. If properly encapsulated they can also be
directed to an organ, tissue, or tumor using an external magnetic field, or can be
heated in alternating magnetic fields for use in hyperthermia. The applications of
someparticlesinvivodiagnostics havebeenpracticed, suchas magnetic resonance
imaging enhancement, and immunoassay, detoxification of biological fluids and
cell separations. However, these materials in bulk are very dense, heavy, and can
be prepared only in restricted size and shape. The stabilization of such a metal
oxideparticle is a critical issue.

The use of microphase-separated morphology of BC to harbor metal parti­
cles on the surfaces, the use of functional polymers to mediatethe growthof gold,
magnetic nanoparticle or the use of dendriticpolymeras container for nanoparti­
c1e representunique routes and well-defined polymeric templates for controlling
nanoparticle growth. Core-shell hybridnanoparticles offera potential route to sta­
bilizethem. TheycanbepreparedfromBCandinorganic oxideor metalsparticles.
There are two ways to introduce inorganic particles into BC: (i) to precipitatein
a cross-linked polymer matrix or network; (ii) to prepare as core from colloidal
reagentwith a biodegradable shell of gel, whichoften prevents coagulation of the
particles.

Incorporation of nanoparticles into the dendrimer templates has also drawn
significant interestdue to the potential applications in sensors,catalysts, and de­
livery systems. Magnetite particle formation in dendrimers has been reported in
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solution process . Such nanoparticle-cored dendrimer (NCD) represents an organic­
inorganic hybrid nanostructure with a nanoparticle core and well-defined dendritic
wedges . Such NCD was synthesized by the divergent approach (based on multistep
reactions) and reported by Lundin et al. [279]. The synthesis involves the iterative
reactions of ester-functionalized nanoparticles with 1,2-diaminoethane followed
by the reaction with methacrylate. The multivalency and highly branched nature
of dendrimers make them ideal scaffolds for supramolecular architectures. Re­
cently, supramolecular architectures based on dendrimers, peptides and proteins
were reported by Meijer [280]. The synthesis and properties of oligo-peptide and
protein modified dendrimers, as well as their applications in dynamic combina­
torial libraries have been documented by this author. Furthermore, he designed a
general guest-host system to assemble a well-defined number of guests around a
dendrimer in a reversible way.

Other BCs such as polypeptide-PEO block copolymer are highly suitable
for drug delivery. Anticancer drugs have been covalently attached to the micellar
polypeptide block or physically included into the core polypeptides such as polyas­
partie acid (pAsp may solubilize large quantity of drugs) . The PEO-shell reduces
the antigenic effect of the block copolymer/drug conjugate. Ligands with targeted
function may also bind to the end of the PEO segment [281-286]. PEO-PPO-PEO
micelles conjugated with anthracyclin antibiotics have shown significant promise
in chemotherapy and inhibition of tumor There is promising evidence that they
also could be useful to overcome multidrug resistance (MDR) which represents a
considerable problem in the success ful treatment of cancer by chemotherapy [287,
288]. Recently, Bae et al. [289] reported a specially designed self-assembling
conjugate micelle of amphiilic block copolymer folate-PEG-poly(aspartate hydra­
zones adriamycin) [Fol-PEG-P(Asp-Hyd-ADR)] to develop multifunctional poly­
meric micelles with folate-mediated cancer cell targeting and pH-triggered drug
release properties. Folate was installed at the end of the shell forming PEG segment
to enhance intracellular transport, and the anticancer drug adriamycin (ADR) was
attached to the core-forming PAsp segment through an acid-sensitive hydrazone
bond (Fig. 12). Because folate-bound proteins are selectively over-expressed on
the cancer cell membranes, the folate-bound micelles (FMA) can be guided to the
cancer cells in the body, and after the micelles enter the cells, hydrazone bonds
are cleaved by the intracellular acid environment.

Recently, block copolymer vesicles (spherical bilayers that offer a hydrophilic
reservoir, suitable for incorporation of water-soluble molecules, as well as the hy­
drophobic wall that protect s the loaded molecules from the external solution)
that mimic lipid amphiphilicity have attracted great interest as polymersomes or
functional polymersomes due to their new and promising application in drug de­
livery and artificial cells [290, 291]. The polymersomes exhibit increased size,
strength, plasticity, and reduced permeability, while having most of the properties
of natural living ceIls. The surface can be provided with "homing devices", such
as antibodies, which impart crucial function such as latching onto the cells they
are targeting. Many different amphiphilic block copolymers such as polystyrene



en e. 'i" ~ CD ~ '< § ~ en .g .., a o if = ;" .., :> ~ ~ -<

N
H

2

o

H
O

H 3
C

ad
ria

m
yc

in

fo
la

te
bi

nd
in

g
pr

ot
ei

ns
(F

B
P

)
ov

er
ex

pr
es

si
ng

in
m

os
tc

an
ce

r
ce

lls

su
rf

ac
e-

m
od

ili
ed

m
ic

el
le

s
lo

r
ac

tiv
e

dr
ug

ta
rg

et
in

g

o
H

C
O

O
H

H
--

0-
0

H

d
·'

f
~

~
o

r
,

N
X

/'..
.

X
w

""
_

°
0

0
~

N
N
r
: m
H

,
H

.....
...

lf
H

H

H
N

0
N'

T-
"""

'N
~

0
ac

id
-la

bi
le

0
A

Jl
~

H
I

I'
.

hy
dr

az
on

e
lin

ke
r,

N
H

H
N

N
N

0
IC

ac
id

"
,

2
0

O
H

N
~

Ia
te

-p
o

ly
(e

th
y

le
n
e

gl
yc

ol
)-

po
ly

(a
sp

ar
ta

te
-h

yd
ra

zo
ne

-a
dr

ia
m

yc
in

)
O

H
~

[F
ol

·P
E

G
·p

(A
S

P
-H

yd
·A

D
R

)j
~

~
s,

H
p

O
0

O
H

an
tic

an
ce

rd
ru

g

en
vi

ro
nm

en
t-

se
ns

iti
ve

",
dr

ug
bi

nd
in

g
lin

ke
r

se
ll-

as
se

m
bl

in
g

in
w

at
er

am
ph

ip
hi

lic
bl

oc
k

co
po

ly
m

er

hy
dr

op
hi

lic
se

gm
en

t
hy

dr
op

ho
bi

c
se

gm
en

t
-

\

F
IG

U
R

E
12

.
M

ul
ti

fu
nc

ti
on

al
po

ly
m

er
ic

m
ic

el
le

s
w

it
h

tu
m

or
se

le
ct

iv
it

y
fo

r
ac

tiv
e

dr
ug

ta
rg

et
in

g
an

d
pH

se
ns

it
iv

it
y

fo
r

in
te

rc
el

lu
la

r
si

te
-s

pe
ci

fi
c

dr
ug

tr
an

sp
or

t.
F

ol
ic

ac
id

w
it

h
hi

gh
tu

m
or

af
fi

ni
ty

du
e

to
th

e
ov

er
ex

pr
es

si
on

of
its

re
ce

pt
or

s
w

as
co

nj
ug

at
ed

on
to

th
e

su
rf

ac
e

of
th

e
m

ic
el

le
.

(R
ep

ro
du

ce
d

by
pe

rm
is

si
on

of
R

oy
al

S
oc

ie
ty

of
C

he
m

is
tr

y
fr

om
Y

.B
aa

,W
-D

.l
an

g,
N

.N
is

hy
am

a,
S

.F
uk

us
hi

m
a.

K
.K

at
ak

oa
,

M
ol

ec
ul

ar
B

io
sy

st
em

,
1

(3
).

2
4

2
,

2
0

0
5

.)

N c.n ""
-J



258 Naba K. Dutta and Namita Roy Choudhury

[253, 292-295], polybutadiene [296], hydrogenated polydiene [297], polysilane
blocks form vesicles. The confined space inside the polymersome can be used for
storage of bioactive agents or enzymes that need to be delivered to specific sites.
Bioactivity and membrane properties of block copolymer vesicles demonstrated
that membrane proteins can be reconstituted into membranes [298,299]. They also
have potential use in gene therapy.

3.2. Nanoparticles in Nanostructured Polymer

Block copolymers can be utilized as precursors for the fabrication of nanostructured
network, nanoparticles, membranes, etc. As thin films, block copolymers are ideal
templates for creating quantum dots, nanoparticles, nanocrystals, porous mem­
branes, thin films, patterned films, hybrids. The size and shape of the nanostruc­
tures can be tailored by changing molecular dimension, composition, architecture,
etc. Hashimoto et at. [300] first reported a novel process for creating nanochan ­
nel through processing a bicontinuous microdomain structure of Be. The method
involves selective degradation of one of the bicontinuous micro domain phases
to create continuous, tortuous holes or nanochannels and plating the surfaces of
the nanochannel with nickel metal. Kim et at. used nanoporous films of (PS-b­
MMA) as a scaffold to prepare an ordered array of nanoscopic silica posts [301] .
Reactive ion etching (RIE) was used to remove the organic matrix , to obtain a
free-standing silicon oxide posts on a silicon oxide substrate. The processing of
sol-gel ceramics with BC is similar to that of using surfactant but gives rise to
structure at a larger length scale. Mesoporous silica film was fabricated using BC
as the structure-directing agent. Significant research efforts have been dedicated to
combine nanoparticle and polymer, wherein the dispersion and lateral distribution
can be controlled by the intrinsic morphology of the polymer.

3.2.1. Formation of Semiconductor Nanoclusters within BCP Thin
Film Nanoreactor

Nanoparticles of main group semiconducting compounds (II-VI) and elemental
materials (group IV) have been the focus of intense interest because of their tun­
able energy gap related to size . The nanoparticles have unique mesoscopic physics
and chemistry and are important as potential building blocks of highly ordered ar­
chitecture in a wide range of applications. They can also be used for the preparation
of organic-inorganic hybrids. Semiconductor nanoclusters of uniform distribution
are also of significant importance in electronic industry, particularly used as elec­
troluminescent, exceptional third-order nonlinear optical material and useful in
optical devices such as optical switches [302-305]. As such, nanoparticles are
metastable and need appropriate stabilization by suitable ligands.

As a polymer matrix can act as a stabilizer and a robust template for such
hybrid growth, it has been used to develop advanced materials with low dielectric
property (suitable for ultra large scale integrated circuits, ULSI), optical limiting
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characteristics (suitable for eye and sensor protection) and electroactive property
(suitable fora light-emitting diode). Specifically, functionalized blockcopolymers
offera widerangeof potential for theirsuccessful useas templates forthesynthesis
oforderedstructure or nanoparticles withsubtlecontrolofparticlegrowth, particle
sizedistribution andparticlesurfaceinteractions. Suchnanoparticle formation can
be carried out either in solid nanostructured polymer, or in pores or cavities of
nanometer-size presentin the nanostructured polymeror in solution and thin films
of nanostructured polymers. Semiconductor clustershavebeensynthesized within
microphase-separated diblockcopolymer films [306-308]. In a particularmethod,
metal complexes are initially attached to one of the blocks before microdomain
formation. Sankaran et al. [309] and Tassoni et al. [310] haveused this approach
to synthesize lead sulfide (PbS) nanocluster using lead-containing norbomene
derivatives as one blockof the diblockcopolymer.

Yue et al. [307] developed a new approach to prepareuniformly distributed
semiconductor cluster, which involves the selective sequestering of metal into the
preformed mesodomain of a blockcopolymerfilm. Kaneet al. [311] reportedthe
synthesis of PbS nanoclusters of controllable sizes, narrow size distribution and
surfacecharacteristics within the microphase-separated films of diblock copoly­
mers containing carboxylic acid units as one of the blocks. The blockcopolymer
(MTDMNORCOOH)y [MTD = methyl tetra cyclodecene; NORCOOH = 2­
norbomene-5,6-dicaboxylic acid) was synthesized using ring-opening metathe­
sis polymerization (ROMP) using Mo(CHCMe2Ph)(NAr)(0-t-Bu)2 (Ar = 2,
6-diisopropylphenyl). The technique involved selectively sequestering of metals
into the acid containing block copolymer domain treating the block copolymer
film withtetraethyllead,and PbS wasformed by subsequent treatment of the film
with hydrogen sulphide (H2S). They also demonstrated that the cluster size can
be controlled by varying the processing parameters suchas temperature, presence
of coordinating bases,and the H2S exposure time. This universal clustersynthesis
process hastheflexibility ofmultiple passesthrough theprocess andmaybeusedto
increase the clustersize, passivation or to producemixedsemiconductor clusters.

3.2.2. Self-assembly in Biomimetic System

Nanostructured materials are widespread in biological systems. The naturally oc­
curring nanostructured materials are primarily hierarchically organized, where
organization occursin discretesteps fromatomic to macroscopic scale.Theseare
formed in nature by a processcalled bio-mineralization (in vivo formation of in­
organic crystalor amorphous component in biological system). The formation of
mineral phases in organic matrices is a key feature of natural bio-mineralization
processes, e.g., in multicellular organisms, enameland bones, gel-likeextracellu­
lar network with remarkable properties are formed. Recentadvances in synthetic
methods allow us to create such well-defined structures capable of mimicking
many of the features of biological andothernatural materials. Suchmaterials have
the potential to function at a molecular level in bulk, thin films, and in solution.
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The drive came from biolog ical systems, where an intimate association between
ordered organic self-assembly and deposition of inorganic is very common. The
self-assembly in functionalized block copolymers provides an environmentally
benign , effective method towards the synthesis of novel ceramic and nanocompos­
ite material s. Thus various approaches such as self-assembly of colloidal crystal ,
self-assembled monolayer and three-dimensional (3D) SA are widely used in the
synthesis of designer materials and composites. Self-assembly of colloidal crys­
tal allows the synthesis of periodic optical devices and quantum dots from simple
monodispersed particles. This process is used in nature to create opal with brilliant
iridescent color.

A monodispersed colloid can be influenced to self-assemble into an ordered
crystal or cluster, if the particles experience sufficient interaction energies. Three
major interaction forces that dictate the behavior of such particles are van der Waals
interaction, electrostatic repulsion and polymeric interactions. The van der Waals
attraction between two particle s can be derived from all intermolecular dipole­
dipole interactions. The electrostatic double layer repulsive force, results from the
surface charge of the particle in the medium. This surface charge in conjunction
with diffused ionic double layer surrounding the particle gives rise to columbic
repulsion between the particle s.

Apart from these two interaction forces, other forces such as steric interac­
tions also come into play when an organic or polymeric species is used to control
the particle growth. Depending on the molecular weight, its chemical nature, the
force can be attractive or repulsive . A long chain polymer induces repulsion as
the interparticle distance becomes close to the dimension of the polymer. Thermo­
dynamic parameters such as temperature, concentration, particle number density ,
confinement of the particle in a viscous medium etc. , can induce solidification of
such colloidal suspens ion. However, the critical step in a self-assembled crystal
is the accurate control of particle dimension and the thermodynamic parameters.
Depending on that, one can obtain an ordered array of colloidal particles with re­
pulsive interactions or an disordered fractal aggregates with attractive interactions.
The process is sensitive to the nature of the substrate. The most studied biomimetic
system is the nacre of abalone shell, an orientated coating composed of alternating
layers of aragonite (CaC03) and an acidic macromolecule (I vol%) [312]. Its lam­
inated structure simultaneously provides strength, hardness and toughness: nacre
is twice as hard and 1,000 times as tough as its constituent phases . Calcite crys ­
tals were grown in a collageneous matrix using counter diffusion arrangement
and reported by Lobmann et at. [313]. The analogy of the gelatin grown particles
to some biomineral, however, suggests that biological crystallization may take
place under comparable conditions. The use of synthetic block copolypeptide of
cysteine-lysine block allows us to mimic the properties of silicatein, a protein that
directs silica growth in certain sponges [314] .

3.2.2.1. Self-assembly in DNA Crystal. Molecular self-assembly repre­
sents a "bottom-up" approach towards the fabrication of nanometer- scale structure.



Self-Assembly and Supramolecular Assembly 261

In biological systems, nature uses biomacromolecular assemblies for a wide rang
of purposes. Self-assembly is the common route for the formation of the cell and
its components. Chains of RNA to functional t-RNA, proteins can self-assemble
into reversibly assembled supramolecular structures. Such structures are extremely
small and complex . DNA molecular structures and intermolecular interactions are
highly suitable to the design and development of complex molecular architectures.

Self-assembled core shell particles comprised of calcium phosphate, oligonu­
cleotide, and block copolymers of poly(ethylene glycol)-block-poly(aspartic acid)
(PEG-PAA) were reported by Kakizawa et al. [315]. Although a simple mix­
ing of calciumlDNA and phosphate/PEG-PAA solution leads to the formation of
such monodispersed particles , however, the block copolymer of PEG and PAA
segments is essential to prevent precipitation of calcium phosphate crystals and
to allow nanoparticles to form. Dynamic light scattering measurements showed
the diameters of the particles to be around 100 nm with a significantly narrow
size distribution . Gel permeation chromatography (GPC) and fluorescence spec­
troscopy showed the particles have the ability to incorporate DNA in the core with
sufficient efficiency. Furthermore, the cytotoxicity of the particles, assessed by
MIT (3-(4,5-dimethyl-2-thiazolyl)-2,5-diphenyl-2H-tetrazolium bromide) assay,
was significantly low [316]. The organic-inorganic hybrid nanoparticles contain­
ing DNA molecules, thus prepared . can be utilized in the DNA delivery systems
for gene and antisepses therapy. Recently, self-assembly of cross-linked DNA­
gold nanoparticle layers was visualized by Zou et al. using in situ scanning force
microscopy [317]. DNA-directed assembly of cross-linked gold-nanoparticle ag­
gregates was prepared on two-dimensional streptavidin crystals substrate. In situ
scanning force microscopy showed the interparticle distance could be controlled by
the length of the DNA linker connecting individual particle. Such nanostructured
materials with programmable functionalities have potential for use in nanobiotech­
nology.

3.3. Two-dimensional Thin Film

The behavior of a small quantity of self-assembling molecules on a surface is
strongly influenced by the way they are attached to the surface. Surface forces
predominate in small or ultra thin assemblies and thus in practice the behavior
of nano-assemblies can be more readily manipulated. The SIM (surface induced
mineralization) process uses the idea of nature's template-mediated mineralization
by chemically modifying the substrate to produce a surface that induces heteroge­
neous nucleation. SIM-produced bioactive coatings provide greater control of the
thickness of the mineral phase, also a better way to coat porous metals, complex
shapes and large objects. An emerging class of application of block copolymers is
as template for porous materials , e.g., membranes, catalyst, drug delivery devices ,
etc. A priori knowledge of various templates or domain size in block copolymers,
ionomer (Fig. 13) can also be applied to the synthesis of nanoparticles or nanoclus­
ters. The sol-gel process allows formation of inorganic network in a specific block
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Diameter of the
template ionic core (A)

FIGURE 13. Degree of molecular sizing as a function of Ionic aggregate.

of a block copolymer. Although the concept appears simple, often it poses problem
in a macroscopic scale. While the formation of nanostructure using block copoly ­
mer is really facile, the degradation step (depolymerization by plasma, ozonolysis,
digestion, etc.) in the bulk samples such as in thin films often creates difficulty
due to many reasons. The size control of quantum-confined nanopart icles within
such template or the degree of molecular sizing is a function of template size in
the system or in a thin film [Fig. 13].

Thin film coatings are used for a wide variety of purpose s from molecular
electronic based devices to protection from environmental attack, abrasive wear,
erosion, impact and overheating etc. The fabrication of molecular electronic based
devices relies heavily on generating defect-free supramolecular assemblies with
carefully optimized molecular ordering and properties. The commonly used meth­
ods are the Langmuir-Blodgett (LB) deposition method , spin coating, molecular
beam epitaxy and vacuum evaporation techniques [318-321]. Micro contact print­
ing, lithography, mixed SAM and replaced SAM are other different routes to
produce such functionalized surfaces. Employing self-assembly, one can fabricate
inhomogeneously functionalized surface, which is subsequently used as template
for selective deposition of nanoparticle, polymer and protein adsorption. Thin film
of incompatible block copolymer can self-assemble to highly ordered supramolec­
ular structures with dimensions 10-1OOnm. Domains of block copolymers in a
coated thin film can be tailored to arbitrary structures by pattern ing the surface
of the substrate with monolayers of different interfacial energies. Additionally, as
different monomers respond in a different manner to etching either by plasma or
reactive ion etc, a spin-coated film of block copolymer is often used as a mask to
transfer the domain pattern of the film to an underlying substrate . Thus, posts or
arrays of holes of less than 20 nm diameter have been prepared on substrate by this
technique [301]. Such phase separated morphology has also been used to guide
the growth or deposition of various colloids such as gold , silver, Pt, Pd, etc.
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The layer-by-Iayer (LBL) self-assembly technique is widely used to build
multilayer film on a nanometre lengthscale and is particularly attractive for its ex­
ceptional simplicity [322, 323]. It is a viablealternative to the Langmuir-Blodgett
technique, spincoating,in situ polymerization and othermethods of preparation of
organicand inorganic nanostructures. Using electrostatic interaction between al­
ternately depositedchargedspecies,it allowsdeposition of inorganic nanoparticle,
biological macromolecules, dyes, photochromic molecules, conducting polymers,
semiconductor quantum dots, self-assembly of biological compounds, etc. In a
typical process,it consistsof fourconsecutive steps,adsorption of a positive com­
ponent, washing, adsorption of a negative component and final washing. These
steps can be repeated in a cyclic mannerto producefilm automatically. As a class
of interesting composite material, they find use in catalysis, optical, magnetic
and electronic applications. The driving force for such assembly is not only the
intermolecular interactions between theoppositely chargedgroupsof thepolyelec­
trolytes, but also other such as ion-dipole, dipole-dipole, van-der-Waals interac­
tions.Table2 showsvarious features ofLB and SA thin film, whileFig. 14shows
the schematic steps of thin film preparation usingLBL and blockcopolymerSA.

3.3.1. Organic-Inorganic Hybrid Thin Film and Coating

Supramolecular assemblies of self-assembled polymers represent a uniqueclassof
templates to producefunctional nanostructures in a controlledway. Materialscan

TABLE 2. The similarities and differences between LB and SA thin film

Langmuir-Blodgett film

Developed by Agnes Pockels in 1891;
demonstrated by Irving Longmuir
and Katerine Blodgett in 1930,

Less versatile; limited to those
molecules that can be compressed to
stable monolayer, thin film or
layer-by layer (LBL)

Requires film balance,
Better organisation of the film

Surfactant suitable for compression;
primarily held by weak van der
Waals interactions; less stable

Measured by thickness; a number of
layers , can be formed

Self-assembled thin film

First demonstrated by Sagiv in 1980.

Versatile; a large variety of molecules and
macromolecule can be assembled by thin
film or layer-by layer (LBL)

Simple and rapid preparation; no need of
surfactant or polyelectrolyte compression
in film balance; molecular beaker epitaxy
[3231 prepared by substrate immersion
from a very dilute solution; spontaneous
self-assembly of thin film; no deposition
equipment required.

Requires strong interaction to anchor the
molecule to the clean substrate; prolonged
stability.

Measured by the diameter or size of the
molecule, less number of layers can be
formed ca. LB film.
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FIGURE 14. Schematic steps of thin film preparation using LBL. (Reproduced by permis­
sion of Wiley VCH from 322 'Colloid and Colliod Assemblies' , ed. F.Caruso, Wiley VCH,
NY, 2004.) Block copolymer self-assembly. (Reproduced by permission of Wiley VCH from
H-C. Kim, X. [ia, C.M. Stafford, D. H. Kim, T.J. McCarthy, M. Tuominen , C. J. Hawker, T.P.
Russel, Adv. Mater. 13, 795, 2001.)

behave very differently when they are nanostructured. Finer sizes (hence larger
active surface per unit mass) produce more dense material with improved bar­
rier properties. There are various routes to prepare hybrids e.g., self-assembled
monolayer, layer-by-layer or thin stacked layer (with different band gap) use of
mesophase material for controlling molecular orientation of rod or disk liquid
crystals and subsequent polymerization, use of microporous material, hybridiza­
tion of organic and inorganic material [324, 325] and so forth. The molecu­
lar building block approach to the synthesis of organic-inorganic hybrid mate­
rial involves incorporation of nanosized oxometallate clusters such as polyhedral
oligosilsesquioxane (POSS), oxotitanate, oxozirconate or mixed titanate/zirconate
clusters into various polymeric matrices. Typically, a cluster is a discrete metal
and oxygen framework bearing reactive functional groups, which can be incor­
porated into polymer matrices to significantly enhance their physical properties.
Thus a new series of organic-inorganic hybrid materials have gained interest, in
which organic polymers are efficiently cross-linked by structurally well-defined
oxometallate clusters. These hybrid materials have interesting properties. In such
nanoscale materials, the properties are predominantly controlled by the nature ,
type and size of the confined cluster. The clusters are made by functionalization
of metal alkoxide with organic group, thus preventing their further growth.

Recently, Schubert et al. [326-329] prepared and reported a series of acrylate
and methacrylate substituted oxotitanate, oxozirconate, oxotantalum based clus­
ters and a mixture of them in different sizes and shapes by reacting the metal
alkoxide with calculated excess of methacrylic acid or anhydride. Finally, the
clusters were copolymerized with methacrylate at various cluster-polymer ratios .
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These new materials have a similar type of structure as the pass (polyhedral
oligomeric silsesquioxane) hybrid . These cluster dopants can also act as reinforc­
ing agent and nano-crosslinker for the matrix polymer creating nano-confined
hybrid. pass [330-333] based hybrid materials are also emerging as unique mate­
rials with characteristic architectural features and enhanced properties. Recently,
from our laboratory we reported improved synthesis of some organic-inorganic
hybrids [334]. Poly(methyl methacrylate) containing octakis (methacryloxypropy­
ldimethylsiloxy) octasilsesquioxane (aMPS) was synthesized via the reaction
of methacryloyl chloride [334] or methacrylic acid anhydride with octakis(3­
hydroxypropyldimethylsiloxy)octasilsesquioxane (OHPS), with the latter giving
improved purity. Polymerization of aMPS with methyl methacrylate using diben­
zoyperoxide initiator gave a highly cross-linked polymer with enhanced thermal
stability and glass transition temperature.

Recently, Zheng et al. [335] reported a new bottom-up approach to obtain
polymer nanocomposite using controlled self-assembly of a cubic silsesquioxane
scaffold. Although the mutual affinity between pass units causes the particles to
aggregate and closely pack into a crystal lattice, the organic polymer chemically
attached to each pass unit limits the crystal growth. This is further confirmed
by TEM and small angle X-ray scattering data, which confirm the presence of
two-dimensional lamellar-like nanostructure of assembled cubic silsesquioxane.
A similar observation was also noted in our recent work on TEM and AFM of
PaSS-based hybrid (Fig. 15), where the aggregate structure of pass in a POSS­
PMMA hybrid was quite evident [334]. The TEM-EDAX further confirmed the
presence of Si and oxygen in those segregated regions, in an expected ratio. Wu
et al. [336] while studying a PU-based hybrid hydrogel, observed crystalliza­
tion of pass in a unique series of PEG-based multiblock PU. Wide-angle X-ray
diffraction (WAXD) studies revealed that both the hydrophilic soft segments (PEG)
and hydrophobic hard segments (PaSS) can form crystalline structures driven by
microphase separation ., itself due to thermodynamic incompatibility. Both com­
position and thermal history are the key factors in controlling the internal network
built by the pass nanophase.

Recently, transparent linear polyurethane hybrid containing an inorganic open
cage polyhedral oligomeric silsesquioxane was synthesized and reported by Oaten
et at. [337,338] for thin film application. Analysis by angle resolved X-ray photo
electron spectroscopy (XPS) and small angle neutron scattering (SANS) have
shown the interface between the substrate and the PaSS-urethane coating forms
a lamellar structure rather than a random 3D network (Scheme 5). The long-range
ordered lamellar structure of the hybrid results from the strong hydrogen bonding
interactions of the amide groups in the urethanes and the long-range hydrophobic
interactions of the hexamethylene and iso-butyl groups .

The most popular and practical approach to prepare organic-inorganic hybrids
is by sol-gel reaction [339-342] . The sol-gel process with its unique mild process­
ing characteristics can be used to prepare pure and well-controlled compositions.
The process involves the hydrolysis of metal alkoxides , followed by a condensation
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FIGURE 16. Pulsed-foree-mode (PFM) scanning force microscopic image of the silica de­
posited in the ionic template of ionomer hybrid by sol-gel reaction The unique phase sep­
aration nature and the size of silica particl e to be ~30 nm is clearly identified. (Reprinted
with permiss ion from Y. Gao, N. R. Choudhury. N. K. Dutta, J. G. Matisons , L. Delmotte,
M. Reading Chemistry of Materials 13 3644,2001. Copyright (2001) American Chemical
Society).

reaction to produce metal oxides. The goal of sol-gel ultrastructure processes is to
control the surface and interface of the materials during the earliest stage of syn­
thesis. Microphase separation of random ionomer is also used in the synthesis of
nanoparticles or clusters. Size control of nanoparticles in semiconductor-polymer
composite was reported by Eisenberg et al. through control of multiplet aggrega­
tion number in styrene-based random ionomers [343]. They prepared quantum con­
fined cadmium and lead sulfide clusters in the range of23 A within styrene-based
ionomer. Thus a prior knowledge of the ionic aggregate is important to synthesize
particles of predictable size. Recently, we synthesized silica in the ionic template of
ionomer hybrid by sol-gel reaction . Pulse force microscopy (PFM) shows the size
of silica particle to be "'30 nm (Fig. 16) in such composites. The order-disorder
transition temperature of the ionic cluster increased indicating the existence of
silica mostly in the micro-phase separated cluster template [344].

The preparation of inorganic/polymeric composites from biodegradable and
biocompatible constituents is a new concept, which is of interest particularly for
tissue engineering and drug delivery applications. Surface-initiated polymerization
(SIP) represents an elegant approach to prepare well-defined tethered copolymers
or brushes (Fig. 17). Hydrophilic Si surfaces of poly[styrene-b-(t-butyl acrylate)]
were prepared by such a method followed by hydrolysis to form poly (styrene-b­
acrylic acid) p[(S-b-AA)]. Contact angle study of the surfaces shows a decrease in
water contact angle from (86 +/ - 4°) to (18 +/- 2°). Recently, we reported the
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FIGURE17. Schematic representation of the prepare of well-defined tethered copolymers
or brushes. Hydrophilic Si surfaces ofpoly[styrene-b- (t-butyl acrylate) is prepared by such
a method followed by hdrolysis to form poly(styrene-b-acrylic acid) p[(S-b-AA)) .

synthesis ofnanostructured porous silicon (pSi) and poly(L-lactide) (PLLA) com­
posites . The composites were produced using tin(II) 2-ethylhexanoate-catalyzed
surface-initiated ring opening polymerization of L-lactide onto self-assembled
silanized porous silicon films and microparticles. The surface roughness as mea­
sured by AFM after surface-initiated polymerization increased significantly and
AFM images showed the formation ofPLLA nano-brushes [345]. It is evident that
new types of organic/inorganic hybrid structures can be made by attaching organic
molecules to ultra small particles or ultra thin layered structures or super lattices.
And there are many new diverse applications in different products or processes,
some of which is summarized below in Table 3.

Recently Sellinger et at. [312] reported an efficient, rapid self-assembly
of organic-inorganic nanocomposite coatings that mimic nacre. A solution of
silica, surfactant and organic monomers was used followed by evaporation during

TABLE3. Applications of various organic-inorganic hyrid systems

Application

Colloids (OD)

Dispersions
Nano-emulsion

Anticorrosion coating (2D)

Ferro fluids
Lubricants
Drug delivery system

Bioreceptors

Cosmetics/pharmaceutical

Tissue engineering
scaffold (3D)

New property or improved property

New optical, structural, electronic and thermodynamic
properties

To tailoring nanopaticle size , molecular structure
To engineer viscosity, particle size, control viscosity and

absorption characteristics
Enhanced surface mechanical barrier properties and

environmental stability
Fluid magnet to exhibit new rheological properties
Tailored viscosity and thermal rheological properties
Chemical reactivity, distribution, release profile and

critical time of drug delivery can be controlled
Nanocomposites designed to exhibit well-defined

excitonic absorption spectra
Nanoparticles can enhance flow properties and absorb

harmful radiation.
Designed physico-chemical and mechanicals for cell

adhesion and growth .
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dip-coating. This results in the formation of micelles and partitioning of the organic
constituents into the micellar interiors . The self-assembly of the silica-surfactant­
monomer micellar species into lyotropic mesophases simultaneously organizes the
organic and inorganic precursors into the desired nanolaminated form. Finally, this
structure is immobilized by polymerization to form the nanocomposite assembly.

In a different approach, Donley et al. investigated nanostructured hybrid coat­
ing based on unique self-assembled nanophase particle (SNAP) protective coating
[346,347]. They used organo functional silanes to engineer nanostructured coating
for corrosion protection of aluminum alloys. This process allows in situ formation
of functionalized silica nanoparticle in an aqueous sol-gel process followed by
cross-linking the nanoparticle to form a thin film. The versatility of the approach
allows the formation of a hybrid coating with tailored structure and improved
adhesion characteristics. Such multifunctional coating can produce dense, defect­
free, thin nanocomposite film on the substrates that possess a high barrier property
and corrosion resistance. In a similar way, an organic-inorganic hybrid can be
formed . Recently, Dutta et al. [348] prepared self-assembled nanophase particle
(SNAP) based hybrid for barrier film application. Poly (ethylene acrylic acid)
and its ionomer were chosen to make such hybrid with various organofunctional
silanes.

In hybrids, the organic component itself can exhibit diverse self-assembling
characteristics and can direct the formation of three-dimensional hybrid network
in a self-organization process . Ben et al. obtained evidences of such anisotropic
organization due to the presence of rigid aromatic segments through birefringence
property investigation of synthetic silsesquioxane materials [349] Moreau et al.
reported the synthesis of self-organized hybrid silica with a medium long-range
ordered lamellar structure using strong supramolecular interactions of hydrogen
bond association of urea groups and van der Waals interactions of long hydrocar­
bon chains [350]. By tailoring the host-guest interaction and using self-assembly
as a tool, various ordered inorganic silicates were prepared using small surfac­
tant molecule or a block copolymer as templates [351, 352] . Thus by selectively
swelling one domain in the microphase separated block copolymer, using sol-gel
approach, films of 1 mm thickness can be obtained with domain size ranging from
several to 100 nm. However, creation of hydrophobic periodic organosilicates by
this approach is a challenging task as the interaction between block copolymer and
organosilicates at the interface, accessibility of organosilicates into polymer do­
main govern the formation of hydrophobic organosilicate's periodic structure. Yang
et al. [353] examined the routes to self-organize periodic structure in hydrophobic
organosilicates, which is not compatible with block copolymer templates.

3.4. Self-assembly in Biocompatible System and
Biomolecular Assembly

Self-assembly of biomolecules is emerging as a new route to fabricate a novel
material that can complement existing materials and composites. Most biological
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systems rely on the self-assembly of polypeptides and polysaccharides into func­
tional three-dimensional nanostructures dictated by the delicate balance of rel­
atively weak interactions (hydrophobic, hydrogen bonding, electrostatic). The
exquisite property of many proteins is directly related to their highly organized
nanoscale structures. However, they have other limitations such as limited solubil­
ity, restricted temperature and pH stability, susceptible to enzymatic degradation,
etc. Unlike many proteins, synthetic polymers are able to recognize and bind cer­
tain guests, and are biologically inactive. Thus, proteins and synthetic polymers
are complementary to each other.

Therefore, hybrid materials containing these two moieties can synergistically
combine the properties of individual components and overcome their limitations.
The conjugation of biological and synthetic polymers thus represents a powerful
strategy not only for mediating self-assembly of the polymer but also for modulat­
ing protein binding and recognition [354]. In protein-polymer hybrids or chimeras,
a very specific type of self-assembly (folding and organization) is coded in the
primary structure of the peptide segments. Thus, it is possible to obtain very com­
plex, hierarchically organized and highly functional materials suitable for use in
medicines, bioanalytical application and bioseparations. Also the self-assembling
process or the ability of the peptide sequence to direct the self-assembly of the
hybrid block copolymer can offer an effective and environmentally benign method
of synthesizing novel magnetic nanocomposite particle .

Recently, Millicent et al. [355] reported the effect of film architecture in
biomolecular assemblies. The authors presented strategies for the optimization of
supramolecular architecture aimed at controlling the organization of biomolecules
at solid surfaces. Myoglobin, modified by site-directed mutagenesis to include a
unique cysteine residue, is selectively chemisorbed to self-assemble haloalkylsi­
lylated silica surfaces of varying n-alkyl chain length (n = 2, 3, 8, 11, 15) to
yield a series of surface-immobilized recombinant protein supramolecular assem­
blies. These assemblies were then probed using tapping mode atomic force mi­
croscopy and wetability measurements, While surface roughness is found to be
a minor contributor in the determination of macromolecular protein ordering in
these assemblies, the nature of the underlying silane self-assembled coupling layer
was found to strongly influence both the spatial and functional properties of the
chemisorbed protein. Silane coupling layers with short aliphatic chain lengths
(n = 2, 3) produce highly trans-conformationally ordered structures upon which
differential heme prosthetic group orientation can be achieved, whereas long alkyl
chain (n > 11) silane-derivatized surfaces form ordered structures. Overall, the
stability of myoglobin appended to long-chain aliphatic silylated surfaces is poor;
the apparent protein instability arises due to the increased hydrophobic character
of these films.

In designing rational protein-based nanostructures, it is important to under­
stand the assembly of protein , protein-protein interactions, the role of specific
secondary structure motif on such interactions and their relationship with diseases.
Another important parameter is the phenomenon of order-disorder transition or
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coacervation of the protein. Recently, Yang et al. [356] studied substrate facili­
tated assembly of elastin-like polypeptides by variable temperature in situ AFM.
From the observed propensity of ordered growth of the protein film on highly
ordered graphite, the authors proposed that hydrophobic peptide-substrate inter­
actions facilitate organization of the peptide at the graphite-peptide interface . They
pointed out that such model is in line with the coacervation mechan ism with the
fact that specific alignment of individual domain is required for 13 sheet, 13 spiral
formation. Recently Elvin et al. [357, 358] reported a novel bioelastomer based on
resilin. Resilins are composed of naturally occurring protein polymers in which
biological control of the polypeptide sequence made a material with mechanical
and elastic properties that exceed those of any synthetic and nonpeptide natural
polymer. Although the molecular basis of the unusual resilience characteristics of
the resilin-gel is unknown but due to its immense potential, we [359] employed
small angle neutron scattering (SANS) to explore the self-organization behavior
of cross-linked resilin gel in equilibrium-swollen condition over a wide range of
temperatures. While significant research is necessary and currently underway, a
correlation between water uptake, self-organization and unique resilience behavior
is already noticed .

3.5. Supramolecular Assembly via Hydrogen Bonding

By combining several hydrogen bonds in an array, it is possible to create strongly
bound supramolecular polymer and three-dimen sional structures. With this ap­
proach , first hydrogen bonded supramolecular polymer was developed by Lehn
et al. [360] where the polymers are held together by triple hydrogen bonds
with an association constant of 1Q3_M- 1• Supramolecular polymers in which the
monomeric units are held together by noncovalent interactions thus provide unique
opportunities for designing tunable polymeric materials [361-363]. Due to the en­
vironmental sensitivity and reversibility of such interaction, the property of such
material may be manipulated by adjusting the environment using external stim­
uli. These systems may also provide the possibility to develop supramolecular
co-polymer by mixing different monomer. It is also possible to create branched
or reversibly cross-linked polymer by using monomer with higher functionalities.
Functionalization of low molecular weight bifunctional telechelic polymer with
strong quadrupole bonded 2-ureido-4[lH] pyrimidinone (UPy) units combines
excellent mechanical properties at room temperature with good processability at
elevated temperature (weakening of the hydrogen bond at higher-temperature,
low-melt viscosity). Well-defined UPy-terminated polystyrene (PS), polyisoprene
and PS-b-PI block copolymer were synthesized [364]. They exhibit increase in
glass transition temperature (Tg) and melt viscosity upon functionalization. The
functionalized polymers also form aggregates in the melt state.

Meijer et al. developed a range of new,self complementary, quadrupole hydro­
gen bonding units based on pyrimidine and triazine [365]. In such self-assembling
structures, the components remain assembled via DADA or DDAA arrays
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FIGURE 18. Self-assembling structures through hydrogen bonding; the components re­
main assembled via DADAor DDAAarrays (donor-acceptor-donor-acceptor) as shown in
the figure. The difference in the level of intramolecular interaction gives different stability
into these arrays e.g., DDAA arrays are more stable that DADA arrays . (Reprinted with
permission from F.H. Beijer, RP. Sijbesma, H. Kooijmman , A.L. Spek, E.W. Meijer, J. Am.
Chern. Soc., 120, 6761, 1998. Copyright (1998) American Chemical Society.)

(donor-acceptor-donor-acceptor) as shown in Fig. 18 of double or triple hydrogen
bonds which remain stable by intramolecular hydrogen bonding. The difference
in the level of intramolecular interaction gives different stability into these arrays
e.g., DDAA arrays are more stable that DADA arrays (Fig. 18).

Supramolecular assembly via hydrogen bonding has thus been actively used
as a means of polymer formation, or modification via a self-assembly pro­
cess [366]. Hamachi et al. [367] used glycosylated amino acid to prepare a
supramolecular unit that can act as a carrier for thermally controlled release
of DNA. Thus weak, controllable hydrogen bonding leads to bonds with high
energy when assembled together. A few studies report on the polymer modifi­
cation using hydrogen bonds between the side chains of polymers or the side
chain of a polymer and small molecule [368-370] . A significant challenge in
material science is in the area of toughening of brittle polymer. Recent work
by Stupp et al. shows that small amount of self-assembling molecules known
as dendron rod coils (DRC), [371, 372] when added to PS (0.1 wt%), sponta­
neously assemble into a gel-forming network, can induce orientational order in
drawn PS and significantly enhances its impact strength. The self-assembled gels
contain supramolecular ribbons of 10 nm wide, 2 nm thick and up to 10 urn
long and are birefringent. Thus an extremely large interfacial area between the
DRC nanoribbons and bulk PS is responsible for a mechanically interlocking net­
work, which can provide multiple crack deflection sites. Recently, Chino et al.
[373] investigated thermo reversible cross-linking of rubber using a triazole-based
supramolecular hydrogen bonding network with an aim to obtain final mechan­
ical properties similar to vulcanized rubber. Also, hydrogen-bond-rich dendritic
structures are ideal building blocks for making high-performance functional mate­
rials. Chen et al. prepared a series of hydrogen bonding rich polyurea/malonamide
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dendrons for the synthesis of novel dendritic polyurethane elastomers [374]. In
such cases, the association of functional groups can lead to new materials with en­
hanced properties due to the formation of supramolecular domains acting as labile
cross-links.

A polyrotaxane, in which many cyclic molecules are threaded on a single
polymer chain and the ends of the axle are trapped or stoppered by capping the
chain with bulky end group , represent another class of assembled structure held
by supramolecular hydrogen bond. The polyrotaxane consisting of a cyclodextrin
(a-CD) and poly (ethylene glycol) is well known, whose threading is guided by
hydrogen bonding. Supramolecular assemblies can be used to organize molecular
components to synthesize covalently bound products. A molecular tube has been
synthesized by Harada et at. [375] by threading several cyclodextrin molecules on
a linear polymer thread (polyethylene glycol) to form a polyrotaxane (molecular
necklace), then rim to rim covalent linking of the beads and removing the thread.
Such "supramolecular assistance to molecular synthesis" uses molecular threads
as a mold or template around which the molecular tube is formed. Wenz and
coworkers [376, 377] made polyrotaxane from CD and polymer chains containing
hydrophobic and hydrophilic units. CD is expected to encompass the hydrophobic
part, while the hydrophilic part makes it water soluble with 37 beads on the thread
(Fig. 19). Recently oligopeptide-terminated polyrotaxane has been developed with
potential to be used as drug carrier [378].

Crown ether and cryptands provide a set of versatile constructional elements
such as ether chains, ring, proton binding group, nitrogen junction, etc., and hence
function is based on molecular recognition (i.e., recognition of a substrate by
receptor). Strong and selective binding is often the result of increasing degree of
pre-organization of binding groups in the receptor.

In 1960, Pederson [379] while investigating additives for rubber found related
cyclic ethers that bind metal ions and assumes a corrugated conformation similar
to a crown. He named theses receptors as crown ethers. Crown ethers are cyclic
molecules that bind metal ions via lone pairs of electrons (chains of oxygen atom
and methylene units linked together in a ring). In 1967, Lehn and coworkers [380]
modified the cyclic molecules to obtain stronger and more selective metal binding.
They synthesized bicyclic molecules in which nitrogen atoms unite three ether
chains. They have three-dimensional roughly spherical cavities that bind alkali
metal ions several order of magnitude more tightly than single-crown ether does.
These three-dimensional receptors are called by Lehn as cryptands and the bound
metal complexes as the cryptates. Cryptands are very selective to metal ion binding,
which depends not only on the size of the cavity but also on a delicate balance
between binding energy or enthalpy and gain or loss of configurational freedom
or entropy. Although such bi- and tricyclic cryptands have higher binding capacity
due to their enveloping nature, the metal ions passage in or out is rather slow,
hence the rate-limiting step in many cases. Later, Gokel et at. [381] developed a
different type of crown ether called lariat ether which possesses the binding ability
of cryptands but the release profile of monocyclic crown ether. Such a receptor
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has a singleether ring witha flexible ether chain arm capable of swinging to offer
additional bindingabilityof a captured metal ion.

Receptor molecules with relatively rigid cavities and cup shape known as
calixerenes (calixmeanscup shape; arene denotes the presenceof a benzene aryl
group) and are a class of cyclooligomers formed via a phenol-formaldehyde con­
densation and weresynthesized in 1970withdifferentnumbers of phenolic groups
[382,383]. Such a liningof benzenerings in the bowl-shaped cavityof calixerene
enables them to serve as molecularbasket to contain hydrophobic substrates such
as toluene, benzene or xylene. However, the strength of binding depends on the
complementarity of substratesize. Calix [7] arene exhibitsmolecularrecognition
towards C60, C70 fullerene molecules. C60 with its soccer ball shape is bound
more tightly than C70 with its rugby ball shape; thus it provides a mechanism to
separate these two from their intimatemixture.

3.6. Molecular Clusters

Fullerene has attracted significant interest in the scientific community since the
first discovery of the self-assembled spontaneous C60 molecule by Krotoand co­
workers in 1985 [384] from a hot nucleating carbon plasma using pulsed laser
ablationof graphitein ambienthelium. The development of new materials for ad­
vanced applications basedon the uniqueand novelcharacteristics exhibitedby the
family of fullerenes and its derivatives haveemergedas a challenging possibility.
Molecularsystemsbasedon fullerenes andtheirderivatives, particularly dyadsand
triads, have been identified to form clusters in mixed solvents that are optically
transparent and thermodynamically stable [385-389] .

Fullerene dimers and their larger assemblies known as fullero-dendrimers
form a completely newer class of supramolecular assemblies that have potential
applications in molecularelectronicdevices and supramolecular chemistry [390­
392]. Recent investigations havedemonstrated unique photochemical and photo­
electrochemical properties offullerene-basedclustersystems[393-395].However,
such clusters are random association of thousands of fullerene units and not yet
wellunderstood toestablishthefactors that influence thechargestabilization prop­
erties. As fullerenes arestronglyhydrophobic innature,theypreferto formclusters
so as to minimize its nonpolarsurfaceexposedto the polarsurroundings in mixed
solvents.

It was observed that for bis-C60 molecules aggregation occurs predomi­
nantly in a linear stacking pathway and the resulting clusters grow preferentially
in one direction. However, in tris-C60 derivative, aggregates grow uniformly in
all directions to form a spherical structure in a three-dimensional fashion that
mimicsdendrimeric-type moleculargrowth(intermolecular interactions between
fullerene moieties become favorable). In sharp contrast, the monofunctionalized
fullerene derivatives form isolated clusters. The selection of the linker is also
critical in the formation of supramolecular self-assemblies. This provides the abil­
ity to design different carbon nanostructure by simple modification of fullerene
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functionalization. Template-driven clustering can further aid in defining and diver­
sifying the shapes and sizes of these clusters . Biju et at. [396] demonstrated that
the cluster network of nanorods or spherical entangled structures exhibits better
charge stabilization propert ies than the monomeric forms.

As the fundamental knowledge is established, three main fields are emerging
in the preparation of materials from the fullerene and its derivatives (family
of fullerene materials, organometallic fullere-C60 derivatives, fullerenthiolate­
functionalized gold nanoparticles, fullerene-based organic-inorganic nanocom­
posites , fullerene derivative embedded hybrid sol-gel glasses, mono- and multiple­
functionalized fullerene derivatives, inclusion complex of single-C60-end-capped
poly(ethylene oxide) with cyclodextrins); fullerene films, organic polymeric
materials containing fullerene molecules, and fabrication of organic-inorganic
nanocomposites [397]. They have opened several interest ing perspectives for
different applications, especially in nonlinear optics and photo electrochemistry
[398,399].

4. CHARACTERIZATION OF A SELF-ASSEMBLED SYSTEM

While it is clear that self-assembly and self-organization will be the tool fun­
damental to nanotechnology, as it bridges the gap between the top-down and
bottom-up approaches, the capabilities for control of fabrication and properties at
the nanoscale and precise characterization of these properties at the same length
scale is essential for future growth. A complete analysis of such a system requires
careful structural analysis at length scales ranging from the atomic 10- 10 m to the
microscopic, 10-6 m. However, only a handful techniques can be used to follow
either the structural evolution at nanometer scale or morphology or phase behavior
of such nanostructured systems.

The small angle scattering techniques using either X-ray or neutrons are very
versatile tools to derive fundamental information on the size, shape, morphol­
ogy, and dispersion of colloidal systems in complex material and to investigate
various processes such as ordering, aggregation, crystallization, phase separa­
tion, self-assembly, etc. Properties such as micellar aggregation number, size and
density profiles can be examined using static and dynamic light scattering (SLS,
DLS), small angle neutron scattering (SANS) and high-resolution scanning and
transmission electron microscopy (SEM, TEM) . Advanced thermo-rheological in­
vestigations provide information on thermal transitions such as the order-disorder
transition (DDT), which is the dissolution of the microdomain structure, and the
lower temperature transition that involves destruction of the lattice within the do­
mains while the nearest neighbor distance of the domains remains intact. Small
angle X-ray scattering (SAXS), calorimetric techniques and spectroscopic tech­
niques are employed for in-depth understanding of the nature of phase separation.
Scanning probe microscopy (SPM) has also been developed as a key tool for the
fabrication and characterization of nanostructured materials. Surface plasmaon
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resonance spectroscopy and quartz crystal microbalance (QCM), and secondary
ion mass spectrometry (SIMS) are also important tools to investigate nanostruc­
tured materials.

4.1. Advanced Scattering Techniques

4.1.1. X-RaylNeutron Reflectometry

X-ray (XR) and neutron reflectivity (NR) techniques are powerful methods for
investigating structure of surfaces, monolithic and multilayered filmstructures. The
technique can provide information about layer thickness and surface roughness,
while in multilayered samples properties of the interface between layers can also
be investigated. They allow not only extracting information on the free surface and
the interface(s), but also determining the mass density and the thickness of thin
layers along the direction normal to the specimen surface, precisely. Molecular
structure and segmental mobility of a polymer film within a few nanometer of
the surface has significant influence on its application as adhesives, lubricants,
biosensors and protective coatings.

In many electronic and optical devices, the performance depends on the nature
of interfaces of the multiplyer. The use of both XR and NR measurements in the
investigation of thin films at interfaces is now well established. The noninvasive
nature and high spatial resolution of the techniques make them ideal for studying
a diverse range of systems of high complexity. The method involves guiding an
X-ray/neutron beam of very low divergence onto the sample surface by a slit system
and simultaneously the signal and the background reflectivities are quantified and
the reflected intensity (either X-ray or neutron) as a function (typically small)
of incident angle. Specular and diffuse reflectivities are the two basic types of
measurements possible. In specular reflectivity, the incident beam impinges on
the sample at a small angle 6 and the intensity of the specularly reflected beam is
detected at an angle 6 from the surface and data are collected as function of 6 or
scattering vector, Q[Q = (411'fA) sin 6,6 is the glancing angle of incidence, A, the
wavelength of the beam]. In diffuse or off-specular reflectivity the incidence angle
is (6 - w), while the reflected beam are detected at an exit angle of (6 + w) from
the surface. In this situation, the scattering vector has a component parallel to the
surface (Qx = (411' fA) sin 6 sin w). Measurements of the intensity as a function
of Qx allow determination of the lateral correlation function of roughness or the
lateral length scale of surface or interface roughness.

X-ray reflectometry has been widely used to characterize interfacial struc­
ture in a nondestructive manner [400]. While X-ray specular reflectivity provides
average information in the direction perpendicular to the surface of the film, dif­
fuse reflectivity is sensitive to the lateral structure of rough interfaces. The lateral
information of an interface provides access to structural details about the morphol­
ogy of the interfaces of a heterostructure. These methods have been employed to
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investigate interfacial structure of diverse range of multilayers such
as W (tungsten)/ Si (Silicon) [401], Si(Silicon)/Mo(Molybdenum) [402],
Co(Cobalt)/Cu(Copper) [403], thin lubricantfilms, self-asembled polymers[400]
and hybrid organic-inorganic multilayer films [404].Thin films supportedon flat
solidsubstratesare the commonly acceptedsamplegeometry. Limitedsuccesshas
beenobtainedfromfreestandingthin films. Sampleswitha thickness rangingfrom
5 nm to 1 I-Lm can be measured by the X-ray technique. The lateral dimensions
of samples typically to be 0.5 em x 3.0 cm or larger but not to exceed 10 cm x
10 cm. There is anothercentral requirement for the sample-its flatness. It must
be optically flat on both along wavelength (centimeters) and short wavelength
(nanometers) scales. Typical substrates used are polished silicon single crystal
wafersand float glass. Due to the typically low numberof atoms interacting with
the beam, the high flux and verysmall vertical beam divergence of a synchrotron
sourceare essentialfor this type of work.

Neutronreflectometry (NR)has becomean increasingly popularand power­
ful technique in the characterization of thin-film surfaces and interfaces duringthe
last 10-15years.NRallowsus to obtainstructural and magnetic information about
surfaces and interfaces-the detectionof interdiffusion between neighboring lay­
ers of differentisotopes, the layerformation at surfaces and interfaces of liquidsor
in polymers or the adsorption of biomolecules at interfaces. In NR the incoming
neutron beam at low incidentangle is reflected from the surface or interfacede­
pending on the neutron scatteringlength densityof the structure. Grazingincident
geometry and the wavelength rangeof cold neutrons provides a wave-vector trans­
fer, Q range well matched to the length scale of interest in soft condensedmatter
(....., 1-400 nm). Cold neutrons are also a penetrating probe and provide access to
'buried' interfaces; structures up to 100 nm thickness can be penetrated with a
depth resolution of even below 1 nm. Neutrons being nondestructive and highly
penetrating make them ideal probes to study buried interfaces as well as surfaces
under a wide range of extremeenvironments. Recent advances in neutronsource,
instrumentation, experimental design, sampleenvironments and methods of data
analysis nowmakeit possible to obtainan angstromprecision depth profileof the
film composition. Thespecularreflectivity of neutrons provides information about
the refractive indexor scatteringlengthdensitydistribution normal to the surface,
which is directlyrelated to the composition or concentration profilein the interfa­
cial region. Thesoft matterresearch benefits fromthe largedifference betweenthe
neutron scattering length density of a hydrogen nucleus and a deuterium, which
provides the opportunity to manipulate the refractive index distribution by HID
isotope substitution, without substantially altering the chemistry. The refractive
index of neutrons is defined as n = ~: A2, where N is the atomic numberdensity
andb is the neutronscattering lenghdensity(0.6674 x 10-2 cm for deuterium and
-0.374 x 10-12 cm for hydrogen). It is now routine to enhance the contrast of
adjacent layers by deuterating one specific layer or deuterating certain parts of a
molecule. The emerging patternsof application ofNR involve the investigatopn of
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comples interfaces, including biomembranes, in situ electrochemistry, adsorption
at the liquid-solid and liquid-liquid interfaces; and more complex environments
such as complex mixture, development of nano-structure and surfaces under shear
or confinement [405]. Off-specular NR is used to achieve detail information of
the in-plane structure of multilayer or lamellar systems where correlations be­
tween layers may influence physical/chemical behaviour. This information is not
accessible using specular reflectivity, and rquires the study of the distribution of
the off-specular reflectivity. However, the theoretical treatment of off-specular re­
flectivity is significantly complex compared to the specular signal, and makes the
interpretation of data less direct. However, recent development reflects that quanti­
tative analysis is possible and is now frequently used, especially in the investigation
of correlated roughness between layers [406]

4.1.2. Small Angle X-RaylNeutron Scattering

Small angle scattering of X-ray (SAXS) and neutron (SANS) are widely used in
structural studies of noncrystalline materials at relatively low resolution and pro­
vide access to structural information of the order of approximately a nanometer
to submicrometers [407, 408]. A great deal of similarity exists between X-ray
and neutron scattering methods as applied to the study of the structure of matter.
Information about size, shape , dispersity, periodicity, interphase boundary area
and solution properites can be obtained. Specimens may be solids, films, pow­
ders, liquids, gels, crystalline or amorphous. Applications of SAXS and SANS
in polymers and biological samples are abundant and well known. In structural
biology this technique complements crystallographic structural analysis, which
requires hard-to-get high-quality crystals of macromolecules, and is one of a few
structural techniques for studying proteins in solution such as those in unfolded
states or simply those whose crystallization conditions have not been determined.
Biological fibers such as skeletal muscles are quasi -crystalline but not as well
ordered as crystals, thus giving relatively broad diffraction peaks mostly at small
angles. Many biological lipids exist as vesicles or liquid crystals, physical states
that are rather poorly ordered. Micellar structures and synthetic polymer mate­
rials are often studied with this technique. Small angle scattering has been used
in studying crystallization processes within polymers or alloys, and is also useful
in studying a certain component within an amorphous material using anomalous
scattering effects. In this experiment solids and films must be thin enough to be
X-ray/neutron transparent and thick enough to present adequate sample volume
in transmission. Estimates of nominal thickness are 1-2 mm for polymers and bi­
ological samples, 0.3-0.8 mm for ceramics, 0.05-0.2 mm for metals and alloys,
1 mm for water solutions and 1.5-2 mm for organic solvent solutions. The area
required is as small as I mm",

4.1.2.1. Small Angle X-Ray Scattering (SAXSj. Small angle X-ray scat­
tering (SAXS) is a well-known standard analytical X-ray application technique for
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the structural characterization of solid and fluid materials in the nanometer range .
[409,410,411]. In SAXS experiments, the sample is irradiated with a well-defined,
monochromatic X-ray beam and the coherent scattering pattern that arises from
electron density inhomogeneities within the sample is monitored. When a non­
homogeneous medium-for example proteins in water-is irradiated, structural
information of the scattering particles can be derived from the intensity distribution
of the scattered beam at very low scattering angles. With SAXS it is possible to
study both monodisperse and polydisperse systems . In the case of monodisperse
systems one can determine size, shape and internal structure of the particles. For
polydisperse systems, a size distribution can be calculated under the assumption
that all particles have the same shape. Since the dimensions typically analyzed
are much larger than the wavelength of the typical X-ray used (1.54 A, for Cu),
dimensions from tens to thousands of angstroms can be analyzed within a narrow
angular scattering range. SAXS is applied to investigate structural details in the
0.5-50 nm size range in materials such as particle sizing of suspended nanopow­
ders, life science and biotechnology (proteins, viruses, DNA complexes), polymer
films and fibers catalyst surface per volume, micro-emulsions, liquid crystals, etc.

The availability of synchrotron radiation has made small angle X-scattering
studies much more effective. It provides very small beam divergence, high beam
flux, and energy tunability. It is crucial to have small beam divergence in order
to isolate weak scattering at very small angles from the direct beam, which is
orders of magnitude stronger. The flux level at a synchrotron source is usually
several orders of magnitude higher than those from conventional X-ray sources;
thus studies of weak scatterers have become much more practical. The high flux
beam also makes it possible to conduct time-resolved measurements of small angle
scattering to investigate fast structural transitions in the submillisecond time region
in solutions and partly ordered systems. It is possible to conduct anomalous small
angle X-ray scattering (ASAXS) only when beam energy tunability of synchrotron
radiation is used. ASAXS offers contrast variation that enables the separation of
species-specific structures.

4.1.2.2. Small angle neutron scattering (SANS). SANS is a relatively
new technique for the investigation of polymer structure and supramolecular or­
ganization and has been able to produce definitive data for the critical evaluation
of molecular theories of polymer structure [407, 412]. The scattering of neutrons
by polymer or its solution or gel yields information not only on the structure and
distribution of different components in the system, but also on their dynamics.
During the last decade, SANS technique has been widely used to investigate the
structure and thermodynamics issues in hybrid material , porous material, micelle,
microemulsion etc. The technique is very versatile because of the highest sensi­
tivity in the length scale of 1-100 nm and allows also bulk material investigation.
SANS techniques playa unique role in the study of both the structural and dynamic
properties of a wide range of "soft matter" due to the suitability of the length and
time scales accessed by neutrons. The most interesting feature of SANS arises
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from the large neutron scattering cross-section of hydrogen atoms and the consid­
erable difference in scattering cross section for hydrogen and deuterium. It is this
difference that generates a contrast enabling individual molecules to be observed
and their dimensions measured. Neutron scattering is the only tool for unraveling
the molecular morphology and motion in a soft matter system at different relevant
length scales. Solvent-regulated ordering in soft matter, particularly block copoly­
mer, has been the subject of many recent investigations by SANS as it can provide
in-depth information of phase behavior, microstructure of aggregates of different
morphologies and information on hierarchical structure [413]. Neutron scattering
in combination with computer simulations will have a very large impact on the
future scientific endeavors in multicomponent soft condensed matter of increasing
complexity.

4.2. Advanced Surface Analysis Techniques

Raman, IR, UV-vis spectroscopy, X-ray reflection, X-ray photoelectron spec­
troscopy (XPS), Scanning tunneling and atomic force microscopy (TEM, STM,
AFM) are extensively used to analyze macromolecular assemblies. Various tech­
niques such as ellipsometry, surface plasmon resonance spectroscopy, as quartz
crystal microbalance (QCM), secondary ion mass spectrometry (SIMS), trans­
mission electron microscopy, voltammetry, etc. , are widely used to study replaced
SAMS. XPS, IR spectroscopy, ellipsometry, and coulometry are used to investigate
chemical composition and properties of mixed SAMS.

Surface plasmon resonance spectroscopy (SPRS) has been widely used to
study self-assembled polymer, nanopartic1e and protein systems [414, 415] . It
is primarily used to measure layer thickness and deposition kinetics . The method
produces a transverse magnetic electromagnetic wave (surface plasmon) travelling
along the interface between the layers. The surface plasmon mode can be excited
by the evanescent field generated from total internal reflection inside a prism,
on which nanometer-thick gold film is deposited. A resonance angle is finally
obtained measuring the intensity of the reflected light as a function of incident
angle into the prism. When a thin film is deposited on a gold layer, resonance
angle varies. From the reflectivities, refractive index and film thickness can be
obtained.

In QCM, a thin quartz crystal is located between two electrodes. On appli­
cation of voltage across these electrodes, the crystal is oscillated near its resonant
frequency. The frequency of oscillation is related to the mass of the crystal. QCM
is suitable for measuring adsorption of polymer in a thin layer or SAM . On ad­
sorption, the frequency of crystal oscillation decreases. The change in frequency
is related to mass by the following equation:
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where fo =resonantfrequency of the crystal
A = piezoelectric area
Pi = the quartz density
K = experimental mass coefficient
Il-i = shear modulus of the quartz.
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4.2.1. Elliposometry

Ellipsometry can be used to measure the thickness of thin film. A beam of
monochromatic laser light is plane polarized and directed towards the substrate
film. The reflected light is elliptically polarized due to thecontributions of the par­
allelandperpendicularcomponents of the incidentlights(s andp polarized), which
are reflected differently. Witha compensator, thiselliptically polarizedlightcan be
planepolarized and the angleof polarization is analyzedand detectedby analyzer
anddetector. The thickness ofa film canbeobtainedbycomparison of theanglesof
polarization of the incidentand reflected light and the refractive index of the film.

4.3. MALDI·MS, TOF·SIMS

The advances in the field of self-assembly and thin film require a sensitive tool
to measuremolecularmass information of the topmostmonolayer withhigh mass
and spatial resolution. In recentyears, mass spectrometry techniques havegained
significant interest for the analysisof syntheticpolymers, in particular thin poly­
mer film. Among many mass spectrometry (MS) techniques, the matrix-assisted
laser desorption ionization technique MALDI-MS, gained importance to study
self-assembled behaviorof various polymeric materials [416].Detailed informa­
tionaboutthe molecularweightandstructureof thepolymercanbe obtainedusing
this technique. Developed initiallyfor biomaterials characterization, MALDI-MS
permitsfast identification of the polymermolecularweightwithouttimeconsum­
ing chromatographic process.

Primarily it is a soft ionization process that produces (quasi)molecular ions
from large nonvolatile molecules such as proteins, oligonucleotides, polysaccha­
rides, and synthetic polymers with minimum fragmentation. On irradiation by a
pulsedlaserbeam,thepreparedsampleproducespseudomolecularions,whichare
separatedby their mass-to-charge ratio in the massanalyzer. Comparedwithother
mass spectrometry techniques such as direct pyrolysis-mass spectrometry spec­
trometry (DP-MS), or time of flight secondary ion mass spectrometry spectrome­
try (TOF-SIMS) whereionizedlowmassmolecular ions (fragments) are obtained,
the MALDI-MS spectra show mainly single charged quasi molecular ions with
hardlyany fragmentation and,especially in the lowmolecularrange,exhibithigh­
mass resolution. Various mass spectrometer systems are used for MALDI, such
as TOF, Fourier transform, magnetic sector, Paul trap, and quadrupole. Among
them MALDI-TOFMS and MALDIFTMS are the most popular. The growth of
this technique has been accelerated by recent innovative MS methodfor polymer
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analysis, including new matrices for analyzing high-mass compounds [417,418],
reproducible sample preparation procedure [419]. improved instrumentation in­
cluding postsource decay [420], delayed extraction [421,422] and enhanced ion
optics and improved data processing software.

Time-of-flight secondary ion mass spectrometry (TOP-SIMS) is a powerful
and versatile technique for the analysis the elemental and chemical composition
of a wide range of surfaces. In this method, the sample is irradiated with a focused
pulsed primary ion beam to desorb and ionize species from a sample surface. The
resulting secondary ions are accelerated into a mass spectrometer, where they are
mass analyzed by measuring their time-of-flights from the sample surface to the
detector. TOP-SIMS can provide spectroscopy for characterization of chemical
composition (surface area of '"10 nm2), imaging for determining the distribu­
tion of chemical species , and depth profiling for thin film characterization. In the
spectroscopy and imaging mode, only the outermost atomic layer of the sample
is analyzed. Depth profiling by TOP-SIMS allows monitoring of all species of
interest simultaneously and with high mass resolution. Chemical images are gen­
erated by collecting a mass spectrum at every pixel as the primary ion beam is
rastered across the sample surface [413]. TOP-SIMS has been used successfully
for quantitative evaluation of polymer surfaces (top 1-3 nm) [414] and additives.
Investigation of annealed PS-PMMA block copolymer and the blend shows that
in the copolymer, PS with lower surface free energy tends to segregate to the
surface and PMMA tends to reside at the substrate interface due to its affinity
for hydrophilic silicon surface [426]. However, complete phase separation in the
blend on annealing leads to the formation of PS droplet on a thin matrix layer
of PMMA. TOP-SIMS spectra coupled with nano-SIMS image can be utilized to
reveal not only the effect of annealing on the blend surface characteristics but also
the formation of submicron domain of the most hydrophobic domain.

4.4. Microscopic Techniques

Microscopic techniques such as TEM, AFM, SFM and high-resolution transmis ­
sion electron microscopy (HRTEM) are very powerful tools for characterizing
nanomaterials and self-assembly.With the combination of energy-dispersive X-ray
analysis (EDS) and electron energy loss spectroscopy (EELS), the TEM becomes
a versatile and comprehensive analysis tool characterizing electronic and chemical
structure of materials at a nanoscale. TEM provides information from very small
volumes over short length scales , 10-10 m to 10-8 m. It is an extremely power­
ful technique in providing atomic/molecular level information but is not suitable
for information over the entire length scale of physical features in self-assembled
systems. It is also destructive in nature since it requires an extremely thin electron
transparet sample for investigation .

Wang [427, 428] reviewed the most recent developments in electron mi­
croscopy for nanotechnology with a special emphasis on in situ microscopy to
study dynamic shape transformation of nanocrystal s, in situ nanoscale property
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measurements on the mechanical, electrical and field emission of properties of
nanotubes, nanowires, environmental microscopy for direct visualization of sur­
face reaction, high spatial resolution electron energy loss spectroscopy (EELS)
for nanoscale electronics and chemical analyses. HRTEM is used extensively to
measure the shape and size of nanoparticles, and the structure of nanotubes. The
self-assembly in block-selective solvent has been shown to result in a variety of
nano-scale morphologies including spheres, rods, lamellae, and cylinders. Selec­
tive staining is essential to create sufficient contrast between different blocks and
phase separation of polymers . For example in the case of SEBS, the styrene block
can be made distinguishable from the ethylene-butylene block by staining with
ruthenium tetroxide, which selectively oxidizes the aromatic ring in the styrene
block. Oxidized aromatic rings have significantly increased electron density, which
renders the styrene block much darker than the ethylene-butylene block on TEM
images (Fig. 8).

4.4.1. Scanning Probe Microscopy

In 1982, Binning et at. [429] invented scanning tunneling microscopy (STM)
which allows the imaging, manipulation, and electronic characterization of metal
and semiconductors on an atomic scale. The STM became the archetype of a
whole class ofmicroscopes known as scanning probe microscopes. The techniques
include: atomic force microscopy, which allows imaging and manipulation on an
atomic scale for insulating and biological materials; and scanning near-field optical
microscopy (SNOM) (which allows all the contrast mechanism known from regular
optical microscopy to be used with 10-50 nm lateral resolution, and measures
mechanical properties of molecular bonds, quantifies charge distributions, and
determines material properties with very high resolution and sensitivity). Many
other tip-based microscopes, such as friction force, scanning capacitance, scanning
ion conductance, and scanning thermal microscopes have found important specific
applications [430,431]. In SPM the topography of a surface is measured by moving
a very fine probe tip mounted on a cantilever, which rasters across the surface of
the sample . The sample is vertically positioned using a piezoelectric crystal. A
laser beam is reflected from the top of the cantilever and goes to the sensor. Thus,
the interaction between the tip and the sample is measured in terms of bending
force of the cantilever. The image of a sample can be obtained to a molecular
resolution by oscillating the tip vertically near or at its resonant frequency. SPM
can be operated in ambient air, in a vacuum, or in liquids over a wide range of
temperatures, and can be operated in a range of environments.

Depending on the configuration, it can perform imaging, manipulation or var­
ious spectroscopies; often various types of SPM techniques are combined together
to achieve multi-probe capabilities to answer complete questions. Force-distance
measurement can also be performed, where the cantilever is lowered slowly to­
wards the substrate and the deflection is recorded. A curve is obtained with the
bending of the cantilever with the distance. The deflection is converted to force



286 Naba K. Dutta and Namita Roy Choudhury

from Hooke's law (from the spring constant of the cantilever). SPM, particularly
AFM, has become important for self-assembled structures, biological systems and
soft matter investigation and is able to directly measure the force of a chemical
bond. Thermal AFM (/-.l.-TA) has evolved as a very useful technique for the char­
acterization of nanostructured polymer material and thin films [432]. Recently, the
possibility of obtaining SPM images in millisecond resolution has been realized ,
giving access to the macromolecular relaxation time. Ultrafast SPM imaging can
be used to follow a process in situ, in real time [433]. Recent developments in SPM
are producing new and fundamental insights across a broad spectrum of disciplines
and emerging as a key tool for nano- and biotechnology. The techniques are ver­
satile, do not require a vacuum, are generally nondestructive and are capable of
providing information over the complete length scale. However, they are normally
sensitive to the surface alone and do not provide information about the subsurface,
buried interface or structural information.

4.5. Solid-state NMR in Characterizing Self-assembled
Nanostructures

NMR is a spectroscopic technique of great diversity that relies on the magnetic
dipole moment of the atomic nuclei. Compared to other techniques, NMR is sen­
sitive to the local environment, and provides information on both structure and
dynamics of the system. Additionally, the molecular conformation, relaxation be­
havior and mobility of functional molecules in a self-assembled structure can be
obtained through different dynamic experiments. Using NMR not only a wide
range of material s and systems can be investigated but also the wealth of de­
tails on a molecular level achieved is unique . High-resolut ion NMR is sensitive
to short-range structure and hence complementary to the longer-range structural
information obtained from imaging and diffraction techniques [434-438] . NMR
experiments are normally performed without the need to disturb the systems with
probe molecules and without the need of synthetic work to intoduce isotopic lev­
els in the molecules (in contrast to SANS that often rely on deuterium labeling to
achieve the desired contrast).

Previous theoretical and instrumental limitations have now recently been
overcome to employ NMR in widespread application in the realm of colloid and
interface science [439-441]. Diffusion nuclear magnetic resonance methods tradi­
tionally used within colloid and porous media science have recently been applied to
the study of microstructures in biological tissue using magnetic resonance imaging.
Improved experimental design utilizing multiple diffusion periods or the length of
the displacement encoding gradient pulses increases the information content ofthe
diffusion experiment, while new numerical and analytical methods allow for the
accurate modeling of diffusion in complicated porous geometries [441]. Protein
association is an extremely complicated colloidal phenomenon. Understanding its
intricacies is affected by limited experimental approaches and simplistic theoreti­
cal models. NMR diffusion (i.e., pulsed gradient spin-echo NMR) measurements
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are emerging as an extremely powerful technique for addressing protein associa­
tion phenomena [443]. By proper choice of excitation scheme, it is now possible to
selectively probe a specific interaction. Pulsed-field-gradient NMR spectroscopy
(PFG-NMR) yields ensemble-averaged local information about dynamics in di­
verse soft systems including polymer gels. PFG-NMR can be used to probe com­
plex structure and structural anisotropy such as diffusion, adsorption dynamics
and flow in complex anisotropic gels. The recent use of Rheo-NMR and velocity
imaging confirms how the method may be used to elucidate molecular ordering
and dynamics and their relation to complex fluid rheology [444].

4.6. Advanced Thermal Analysis

Advanced thermal, thermomechanical and rheological investigations are powerful
tools and can provide information on many interesting aspects of soft materials
including colloidal suspension, emulsion, polymer solutions, gels, membranes,
liquid crystals, etc. Many industries including, adhesive , agrochemical, biotech­
nology, construction, cosmetic, electronics, food, imaging , oil, packaging, paint,
pharmaceuticals, paints use such soft materials. The structure and molecular dy­
namics of such systems are strongly influenced by entropy and are relatively weak.
They are easily deformable by external stresses, thermal fluctuations , electrical and
magnetic fields. Rheological behavior of such materials is determined by meso­
scopic structure and dynamics. Rheology can be critical to their performance during
manufacture or in the application of the final product.

The storage and dissipation of mechanical energy by soft materials is often
surprisingly complex and a result of the hierarchical internal structure of these
media. Viscoelastic properties and the relaxation time play an important role in
the function of soft matter. It can provide specific information not only about,
deformation and flow characters but also about molecular dynamics, creep and
relaxation behavior, phase transitions, temperature sensitivity of various order­
disorder, order-order transitions in ordered mesophase systems, etc. [445-448].
Rheological experiments on such materials can provide critical insight not only
on deformat ion behavior for both equilibrium and nonequilibrium systems but
also on their precise origin. Micro-rheology has recently emerged as an important
methodology for probing the viscoelastic properties of soft materials, providing
access to a minuscule sample volume over a broader range of frequencies than
conventional rheometry.

A typical rheological investigation to observe the effect of dilution and tem­
perature in the complex phase window of a soft gel system consists of triblock
copolymer block copolymer of SEBS (linear block copolymer with two rigid end
blocks, each with a molecular weight 12,600, and a rubbery mid-block with molec­
ular weight of 87,(00) and PA04 (poly a olefin oil, midblock selective solvent) is
shown in Fig. 20. The figure illustrates the temperature dependence of the shear
storage modulus, G' of SEBS ("'29% styrene endblock) and SEBS physical gels
with 5, 10, 20, 40, 60, 80 wt% polymer under isochronal condition (1 Hz) over
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FIGURE 20. Effect of environment (solvent concentration and temperature) on the shear
storage modulus G' of neat SEBS (~29% styrene end block) and SEBS physical gels with
5, 10. 20. 40, 60. 80 wt% polymers und er isochronal condition (1 Hz) over a wide range
of temperature . Different transition processes including order-disorder (DDT) and order­
order transitions (DOT)are clearly identified from such plots.

a wide range of temperatures. The experiment was carried out within the linear
viscoelastic region of the samples. Different transition s including order-disorder
(ODT) and order-order transitions (Oa T) can be clearly identified from such plots.

Order-disorder transition: From Fig. 20, it can be clearly observed that G'
is decreasing significantly with an increase in both temperature and solvent con­
centration. From the rubbery plateau to the terminal zone of each sample within
the experimental regime, multiple relaxations can be identified from the figure.
The discontinuous drop in G' observed beyond the OaT in the shear modulus,
indicates the order-diso rder transition temperature (ODT). At this point, on trans­
formation from order to disordered state, the modulus value decreases by about
three decades. The ODT occurs between long-range well-ordered microdomain
structures (or lattices) and disordered micelles (short-range liquid-like order) and
homogeneous phase during heating. Such a decrease in G' is relevant to the
disrupt ion of the PS microdomain , and ODT is related to the homogenization
for the SEBS block co-polymers and therefore , complete dissolution of the PS
microdomain s takes place when temperature is above the ODT. At higher temper­
ature the number of micelles decreases, however, some may persist even at higher
temperature . The composition dependence of the ODT is also clearly visible from
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the figures; the temperature for ODT (TOOT) is systematically lowered with in­
crease in oil concentration. The addition of the solvent selective to the mid-block
selective solvent component appears to be an efficient way of reducing the ODT
and increasing the block compatibility. This is a composite effect owing to an
increase in the free energy of the ordered block and to a decrease of the disordered
free energy.

Order-order transition: Order-order transition (OOT) is the transition where
the microdomain structure transforms from one type of microdomain structure to
another type of microdomain structure during heating/cooling. In rheology OOT is
manifested as a drop of G' followed by an increase in shear storage modulus above
the rubbery plateau region The temperature at which a minimum in G' occurs may
be regarded as being the OOT temperature (TOOT) of the block copolymer [450].
It is obvious that the addition of PA04 causes significant changes in the rubbery
plateau region of the shear storage modulus curve of the block copolymer. The
rubbery plateau reduced to a narrow temperature range . The terminal zone of the
rubbery plateau reduces due to the decrease in Todt with increase in the PA04
level. A clear trend of decreasing Tool with PA04 concentration is clearly observed
for the composite containing PA04. The TOOT may also be identified from the max­
ima in tanf (G"/G') curve. Different microdomains in block copolymers and other
organized soft materials show a marked variation in viscoelastic behavior, and rhe­
ology may be used to identify OOT [451]. Sakamoto et al. [452] reported multiple
OOT before ODT in asymmetric polystyrene-b-polyisoprene-b-polystyrene (SIS
triblock, having 0.158 volume fraction PS) using SAXS.

5. APPUCATION AND FUTURE OUTLOOK

The future of nanotechnology will depend on our ability to do science in nanome­
ter scale, just as the current microelectronic age is a consequence of harnessing
materials on a micrometer scale. The use of self-assembly and organization opens
the door to a host of well-defined materials suitable for use in nano- and bio­
applications. Since the term "supramolecular" introduced in 1978 by Jan-Marie
Lehn, the field has attracted intense interest, and an enormous research effort has
been dedicated to the area of research by many pioneering scientists. Due to the
interdisciplinary nature of this field, "today it pervades much of chemistry and
extends to the interfaces of chemistry with a diverse array of other disciplines, in­
cluding biology, physics, materials science , and engineering. Manifestations and
applications include: molecular recognition, selective binding and encapsulation,
receptors and sensors , drug delivery strategies, catalysts, biological mimics, and
nanoscale electronic and mechanical devices" [453].

Since the pioneering research of Kresge et al. [454] a significant research
effort has been also dedicated to develop mesotextured inorganic or hybrid phases,
and thin films from self-assembled polymer-templates, which has potential appli­
cation in the fields of catalysis, optics, photonics, sensors, separation, drug delivery,
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TABLE4, Summary of the nanomaterials that have been developed from
phase-separated block copolymer (BCs)*

As nanomaterials As templ ates

Be tool Direct use Through processing Direct use Through processing

Metal nanoclusters
Inorganic colloids

Nanolithograph ically
patterned materials

BCs in bulk Photon ic
crystals

Conducting
BCs

Amphiphilic Drug delivery
BCs

Individual polymeric
nano-objects:
spheres. fibers.
tubes

Nanoporous
membranes

Nanostructur ed
carbons

Individual polymeric
nano-objects:
spheres. hollow
spheres. cylinders.
tubes

Nanolithographically
patterned materials;
silicon. silicon
nitride. gold. others

Hierarchically High-density arrays of
self-assembled metal metallic or
nanow ires semiconductor

materials: cobalt.
silica. chromium.
others

Nanolithographically
patterned materials

'Reprod uced by permission ofWil ey-VCHfrom Ref. 457.

sorption, acoustic and electronics [455,344]. The choice of the organic templat e
(which relies on the supramolecular arrays formed by self-organization) employed
to spatiall y control the mineralization process in the mesoscale is a key issue in
the synthesis of nanostructured and textured porous material s. For example, self­
assembled block copolymers (BCs) are indeed a suitable template for the creation
of highly controlled large-pore and highly stable meso-stuctured and mesoporou s
material s (silica, nonsilica oxide, carbons) of diverse shape such as powders , films,
monolith s or aerosol s. BCs are interesting as they are capable of imparting larger
pores and thicker walls comp ared to the surfactants [456].

Table 4 summarizes the nanomaterials that have been fabricated using self­
assembled block copolymer (BCs) [457]. Numerous self-assembling systems have
been developed including DNA based structures and models to unravel protein
folding, misfolding and conformational disease . Immen se potential exists if one
can combine biomacromolecular assemblies to ultra thin organic self-assembly
for hybrid molecular design . The versatility and possibilities of this approach, has
recently been discus sed by some pioneers in the area of research [453]; however,
the area is still in its "embryonic stage of development." The development is
at the best experimental and the underlying design concepts are largely based on
intuition and on simple theoretical concepts. It is challenging now to develop more
detailed theorie s of supramolecular assembly to predict structural and dynamic
propert ies of very compl ex microscopic or mescoscopic systems based on the
microscopic interactions of their constituent molecular units. It will be ambitiou s
to develop such predictive theories from analytical tools rather than using computer
modeling. The theoretical viewpoint of polymeric amhiphiles is also incomplete.
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Little attention has been given to the common features, which may be attributed
in part to the multidisciplinary nature of this field. Various scientific communities
(polymer synthesis , polymer science, surface science, materials science, biology,
physics, chemical engineers, mechanical engineers, metallurgy) must interact with
one another for the recognition of the common features and the development of
the field as a whole.

6. ACKNOWLEDGMENT

The authors acknowledge the financial support of the Australian Research Council,
Government of Australia, to carry out some of the research works presented in
the chapter. It is also a pleasure to acknowledge the conscientious and patient
cooperation of M. Ankit K. Dutta that made this chapter possible. We dedicate
this work to the loving memory of our fathers: S. N. Roy Choudhury (deceased
December 1998) and S. K. Dutta, (deceased March 2005) who have always been
and will remain sources of strength and insperation for us.

REFERENCES

I. P. BaIl Nanotechnology 13 R15-R28 (2002); 16, RI-R8 (2005).
2. J. L. Atwood, J. Eric, D. Davies, D. D. MacNicol, and F.Vogtle, eds., Comprehensive Supramole c-

ular Chemistry, Pergamon, Oxford (1996).
3. J.·M . Lehn, Angew Chem. Int. Ed. Engl. 29,1304 (1990).
4. G. M. Whitesides and M. Boncheva, PNAS 16,4769 (2002).
5. G. M. Whitesides and B. Grzybowski, Science, 293, 2418 (2002).
6. J.·M . Lehn, Supramolecular Chemistry, New York VCH (\995).
7. J.·M. Lehn and P. BaIl, in The New Chemistry ed. N. Hall, Cambridge University Press,

pp. 300·351.
8. K. Jakab, A. Neagu, V.Mironov, R. R. Markwald, and G. Forgacs, PNAS, 101,2864 (2004).
9. J.·M. Lehn, Angew Chem. Int. Ed. Engl. 127,89 (\988).

10. Supramolecular Polymers, ed. A. Ciferri and Marcel Dekker, New York (2000).
II . F.Oosawa and S. Asakura, Thermodynamics of the Polymerization of Protein. London: Academic

Press, 1975, p25.
12. H.-J. Schneider and A. Yatsimirsky, Principles and methods in supramolecular chemistry, Wiley,

New York (2000).
13. S. Foster and T. Plantenberg, Angew. Chem. Int. Ed. 41, 688 (2002).
14. S. L. Price and A. J. Stone, J. Chem. Phys. 86,2859 (\987).
15. S. K. Burley and G. A. Petsko, Adv. Protein Chem., 39, 125 (\988).
16. H. L. Anderson, C. Hunter, M. N. Meach, and J. K. M. Sanders, 1. Am. Chem. Soc. 112,5780

(\990).
17. A. P. H. J. Schenning, P. Jonkheijim, F.J. M. Hoeben, J. van Herrikhuyzen, S. C. J. Meskers, E.

W. Meijer, L. M. Herz, C. Daniel, C. Silva, R. T. Phillips, R. H. Friend, D. Beljonne, A. Miura,
S. DeFeyter, M. Zdanowska, H. Uji·I, F.C. DeSchryver, Z. Chen, F.Wiirthner, M. Mas-Torrent,
D. den Boer, M. Durkut, and P. Hadley, Synthetic Metal , 147,43 (2004).

18. D. A. Dougherty, Science, 271, 163 (1996).
19. J. C. Ma and D. A. Dougherty, Chem. Rei'. 97,1303 (\ 997).



292 NabaK. Dutta and Namita Roy Choudhury

20. N. S. Scruttonand A. R. C. Raine,Biochem. J., 319. I (1996).
21. E. V. Pletneva, A. T. Laederach, D. B. Fulton, and N. M. Kostie, J. Am. Chem. Soc. 123.6232

(2001 ).
22. J.-M. Lehn, Supram olecular Chemistry : Concepts and Perspectives, Wiley-VCH, Weinheim,

Germany(1995).
23. M.-E.Perron. F.Monchamp, H. Duval. D Boils-Boissier, and J. D. Wuest, Pure Appl. Chem. 76,

1345 (2004).
24. H.-J. Schneider, Ange lVChern. Int. Ed. Engl. 30,1417 (1991 ).
25. P. Hobzaand R. Zahradnik, Intermolecular Complexe s. Amsterdam, Elsevier(1988).
26. W. J. Jorgensen. Ace. Chem. Res. 22.184, 1989. H. Bruning. D. Feil, J. Comput. Chem. 12. I

(l99\).
27. T. P. Lodge, Macromol. Chern. Phys. 204. 265 (2003).
28. S. Fosterand M. Konrad, 1. Mater. Chem.• 132671 (2003).
29. D. Meier. J. Polym. Sci.• Part C. 26, 81, 1969,J. Polym. Sci., Polym. Phys. 34,1821 (1996).
30. E. Helfand and Z. R. Wasserman, Macromolecules, 9, 879, 1976, II, 960. 1978, 13. 994

(1980).
31. T. Hashimoto, K. Nagatoshi, A. Todo, H. Hasegawa, and H. Kawai. Macromolecules, 7. 365

(1974).
32. T. Hashimoto. M. Fujimura, and H. Kawi, Macromolecules 13, 1660(1980).
33. E. L.Thomas,D. M. Anderson, C. S. Henkee, and D. Hoffman, Nature 334, 598 (1988).
34. T. Hashimoto, M. Shibayarna, and H. Kawai, Macromole cules 13,1237 (1980).
35. R. Seguelaand J. Prud'homme, Macromole cules II, 1007(1978).
36. G. Kraus and K. W. Rollmann, J. Polym. Sci., Polym. Phys., 14, 1133(1976).
37. S. Krause, Z.-H. Lu, and M. Iskandar, Macromolecules. 15, 1076(1982).
38. B. Morese-Seguela,M. St-Jacques, J. M. Renaud. and J. Prud'homme, Macromolecules 28. 5043

(1995).
39. J. Denault, B. Morese-Seguela, R. Seguela, and J. Prud'homme, Macromolecules, 14. 1091

(1981).
40. R.-J. Roe, M. Fishkis and J. C. Chang, Macromole cules 14, 1091 (1981 ).
41. C. D. Han, D. M. Baek,J. K. Kim, T. Ogawa.N. Sakamoto, and T. Hasimoto, Macromolecules

28, 5043(1995).
42. N. Sakamoto, T. Hashimoto, C. D. Han, D. Kim, and N. Y. Vidya, Macromolecules 30, 1621

(1997).
43. K. Almdal, K. A. Koppi, F.S. Bates, and K. Mortensen. Macromolecules 25. 485 (1993).
44. T. Pakula.K. Saijo, H. Kawai, and T. Hashimoto. Macromolecules 18. 1294(1985).
45. R. Seguelaand J. Prud'homme, Macromolecules 216. 35 (1988).
46. J. Sakamoto, S. Sakurai, K. Doi,and S. Nomura. Polymer 34, 4837 (1993).
47. Y. Cohen, R. J. Albalak, B. J. Dair, M. S. Capel, and E. L. Thomas, Macromolecules 33, 6502

(2000).
48. R. Choksi,J. Nonlinear Sci. 11 ,223 (2oo\).

49. F.BaltaCalleja,Z. Roslaniec, and MarcelDekker, eds. Block Copolymers, New York (2000).
50. P. Alexandridis and B. Lindman. eds. Amphiphilic Block Copolymers: Self-As sembly and Appli­

cations, Elsevier, Amsterdam (2000).
51. F.S. Batesand G. H. Fredrickson, Physics Today52, 32 (1999).
52. N. K. Dutra, N. RoyChoudhury, andA. Bhowmick, Handbook ofThermoplastics. Marcel Dekker,

NewYork (1996).
53. Alexandridis, Curr. Opin. Colloid Interface Sci . 2, 478 (1997).
54. K. Schillen,K. Bryskheand, and Y. S. Mel'nikova,Macromole cules 32, 6885 (1999).
55. E. Helfand and Z. R. Wessemlan, Macromolecules 9, 879 1976, II . 960. 1978;13, 994

(1980).
56. M. W. Matsen and F.S. Bates,J. Chern. Phys. 106,2436 (1997).
57. F.S. Batesand F.S. Fredricson, Annu. Rei'. Phys. Chm. 41, 265 (1990).



Self-Assembly and Supramolecular Assembly 293

58. L. Leibler,Macromolecules 13, 1602(1980).
59. M. W. Matson and F.S. Bates, Macromolecules 29, 1091 (1996).
60. S. Foster, A. K. Khandpur, 1. Zhao, F.S. Bates, I. W. Hamley, A. J. Ryan, and W. Bras, Macro­

molecules 27, 6922 (1994).
61. A. K. Khandpur, S. Foster, F. S. Bates, I. W. Hamley, A. J. Ryan, W. Bras, K. Almdal, and

K. Mortensen, Macromolecules 28,8796 (1995).
62. A. N. Semenov, Macromolecules 26, 6617 (1993).
63. T. Ohta and K. Kawasaki, Macromolecules 19,2621 (1986).
64. E. Helfandand Z. R. Wassennan, Macromolecules9, 879 (1976).
65. T. Hashimoto, M. Shibayama,and H. Kawai, Macromolecules 13, 1237, 1660(1980).
66. F.S. Bates, M. F.Schultz, A. K. Khandpur, S. Foster,J. H.Rosedale,K.Almdal,and K.Mortensen,

FaradayDiscuss. Chem. Soc. 98, 7 (1994).
67. 1. Zhao, B. Majumdar, M. F. Schulz, F. S. Bates, A. K. Khandpur, K. Almdal, K. Mortensen,

D. A. Hajduk,and S. M. Gruner, Macromolecules29, 1204(1996).
68. M. F.Schulz, A. K. Khandpur, F.S. Bates, K. Almdal, K. Mortensen, D. A. Hajduk, and S. M.

Gruner,Macromolecules 29, 2857 (1996).
69. H. Fischer,S. Poser, and M. Arnold,Liq. Cryst. 18,503 (1995).
70. K. Jung, V. Abetz, and R. Stadler, Macromolecules 29, 1076(1996).
71. X. Ren and 1. Wei, J. Nonlinear Sci. 13, 175(2003).
72. U. Breiner, U. Krappe,and R. Stadler, Macromol. RapidCommun. 17,567 (1996).
73. U. Krappe,R. Stadler,and L. Voigt-Martin, Macromolecules 28, 4558 (1995).
74. Y. Matsushita, K. Yamada, T. Hattori, T. Fujimoto, Y. Sawada, M. Nagasawa, and C. Matsui,

Macromolecules 16, 10 (1983).
75. Y. Mogi, M. Nomura, H. Kotsuji, K. Ohnishi, Y. Matsushita, and I. Noda, Macromolecules 27,

6755 (1994).
76. S. P. Gido, D. W. Schwark, E. L. Thomas, and M. do Carmo Goncalves, Macromolecules 26,

2636 (1993).
77. R. G. Petschekand K. M. Wiefting, Phys. Rev. Len. 59, 343 (1987).
78. A. Halperin, M. lirrell, and T. P. Lodge, Adv.Polym. Sci. 100,31 (1992.
79. S. Sioula, N. Hajichristidis, and E. L.Thomas, Macromolecules 31, 5272 (1998).
80. T. Goldacker, V. Abetz, R. Stadler, I. Erukhimovich, and L. L. Leibler, Nature, 398, 137, 1999,

A.-V. Ruzette,L. Leibler, Nature Materials, 4, 23 (2005).
81. J. Ruokolainen, R. Mezzenga,G. H. Fredrickson, E. 1. Kramer, P. D. Hustad, and G. W. Coats,

Macromolecules 38, 851 (2005).
82. J. Peng, X.Gao, Y.Wei, H. Wang, L. Hanfu, H. Binyao,and Y. Han, JournalofChemical Physics

122(11), 11470611-114706/7(2005).
83. M. Shibayama, T. Hasimoto, and H. Kawai,Macromolecules 16, 16 (1983).
84. E. Raspaud, D. Lairez, M. Adam, and J. P. Carton, Macromolecules 27, 2956 1994,29, 1269

(1996».
85. C. Lai, W. B. Russel, and R. A. Register, Macromolecules35,841, 202.
86. K.1. Hanleyand T. P. Lodge, Macromolecules 33, 5918 (2000).
87. T. P. Lodge,B. Pudil, and K. 1. Hanley,Macromolecules 35, 4707 (2002).
88. E. Raspaud, D. Lairez,M. Adam, and1. P. Carton,Macromolecules 29, 1269(1996).
89. R. Kleppinger, K. Reynders, N. Mischenko,N. Overbergh, M. H. 1. John, K. Mortensen, and H.

Reynaers, Macromolecules 30, 7008 (1997).
90. C. R. Harless,M. A. Singh, S. E. Nagler,G. B. Stephenson, and 1. L. Jordan-SweetPhys. Rev.

Lett.64, 2285 (1990).
91. K. Mortensen and J. S. Pedersen, Macromolecules 26,805 (1993).
92. C. Lai, W. B. Russel, and R. A. Register, Macromolecules 35, 841-849(2002).
93. Lairez,M. Adam,J. P. Carton, and E. Raspaud, Macromolecules 30, 6798 (1997).
94. Z. Tuzar, C. Konak, P. Stepanek, 1. Plestil, P. Kratochvil, and K. Prochazka, Polymer, 31, 2118

(1990).



294 Naba K. Dutta and Namita Roy Choudhury

95. J. Plestil. D. Hlavata, and Z. Hrouz, Polymer 31, 2112 (\990).
96. C. Konak, G. Fleischer. Z. Tuzar, and R. J. Basil 1. Polym Sci. part B: Polym. Phys. 38. 1312

(2000) .
97. N. P. Balsara , M. Tirrell. and T. P. lodge. Macromolecules 24.1975 (1991).
98. S. Sakurai. T. Hashimoto. and I. Fellers. Macromolecule s 29.740-747 (\ 996).
99. R. Kleppinger. N. Mischenko, H. L. Raynaers, and M. H. 1. Koch J. Polym Sci. Part B: Polym.

Phys. 37.1833-1840 (\999).
100. 1. H. Lauter, 1. F. Mulling . S. A. Khan. R. 1. Spontak, and R. 1. Bukovnic , Polym Sci. Part B:

Polym Phys. 36.2379 (\998).
101. R. Bansil, H. Nie. Y. u, G. Liao, K. Ludwig, M. Steinhart. C. Konak, and 1. Lai. Macromol.

Chem. Phys. (inpress) .
102. O. Glatter, G. Scherf. K. Schillen, and W. Brown. Macromolecules 7. 6046 (1994).
103. I. W. Hamley, J. P. A. Fairclough, A. 1. Ryan, C. Y. Ryu, T. P. Lodge. A. 1. Gleeson. and J. S.

Pedersen. Macromolecules 3 I, 1188 (\ 998) .
104. C. Konak, M. Helmstedt, and P. Bansil, Polymer 41. 9811 (2000) .
105. C. Konak, G. Fleischer. Z. Tuzar, and R. J. Basil. Polym. Sci. part B: Polym. Phys. 38. 13I2

(2000) .
106. K. Mortensen, W. Brown. and B. Norden Phys. ReI'. Lett.• 13.2340 (1992). 106
107. S. Thompson, N. K. Dutta, N. Choudhury. and R. Knoll. International Conference on Neutron

Scattering. ICNS 2005. Sydney p. 270.
108. N. K. Dutta, Sandra Thompson, N. Roy Choudhury, and R. Knoll. Proceedings Int. Conf. on

Nanomaterials: Synthesis, characterization and application. Calcutta, India. p. 243. Nov 4-6.
(2004).

109. Naba K. Dutta, Sandra Thompson. N. Roy Choudhury. and Robert Knott, Australian Polymer
Symposium. p. D3/1 Adelaide . 28 Nov-2 Dec(2004) .

110. N. Dutta, S. Thompson. N. Roychoudhury. and R. Knott. Physico B: Condensed matter 773.
385-386(2006).

Ill. E. Raspaud, D. Lairez, M. Adam . and 1. P. Carton. Macromolecules 27. 2956. 1994.29, 1269
(\996).

112. R. Bansal. H. Nie, C. Konak, M. Helmstedt , and 1. Lal, 1. Polym. Sci., Part B: Polymer Phys.•40.
2807 (2002) .

113. T. P. Lodge. M. W. Hamersky, K. J. Hanley, and c.i. Huang. Macromolecules 30. 6139
(\997).

114. Z. Tuzar and P. Kratochvil , in Surface and Colloid Science. ed.• E. Matijevic, Plenum New York
(1993).

115. B. Chu, Langmuir 11.414 (\995).
116. P. Alexandridis, CurroOpin . Colloid. Interface Sci. I. 490 (1996).
117. C. Booth and D. Attwood, Macromol. Chem. Rapid Commun. 21. 501 (2000).
118. J. L. M. Cornelissen. M. Fischer. N. A. 1. M. Sommerdijk, and R. J. M. Nolte. Science 280.1427

(1998) .
119. C. Nardin. T. Hirt, J. Leukel , and W. Meier. Langmuir 16.1035 (2000) .
120. I. W.Seymour, K. Kataokaa, and A. V.Kabanov, in Self-assembling Complexesfor Gene Delivery :

FromLaboratory to Clinical Trials, K. V. Kabanov, P. L. Felgner, L. W. Seymour. eds ., John Wiley
& Sons, New York. p. 219 (1998) .

121. P. Dubin, 1. Bock. R. M. Davis. D. N. Schul. and C. Thies , Eds, Macromolecular Complexes in
Chemistry and Biology. Springer-Verlag. Berlin (\994).

122. I. Goodman 'Development in Block Copolymers. Elsevier. Applied Science , New York Vols I
and 2. 1982 (1985).

123. F.S. Bates. Science 251. 898 (\991).
124. B. M. Disher, Y. Y. Won. D. S. Ege, J. C. M. Lee. F.S. Bates. D. E. Disher. and D. A. Hammer.

Science 284. 1143 (\999).
125. P. Alexandridid and R. J . Spontak , Curro Opin. Colloid Interface Sci. 4(2),130 (1999) .



Self-Assembly and Supramolecular Assembly 295

126. P.Alexandridid,U. Olsson. and B. Lindman.Langmuir 14(10).2627 (1998).
127. C. Booth and D. A. Atwood. Macromol. Rapid Commun. 21(9). 501 (2000).
128. 1. H. Bader.H. Ringsdorf, and B. Schmidt. Angrew. Makomol. Chem. 123.457 (1984).
129. M. K. Pranen, 1. B. Lioyd, G. Hurpel, and H. Ringsdorf, Makromol. Chem. 186.725 (1985).
130. G. S. Kwon, Crit. Rev. Ther. Drug. CarrierSyst. 15.481 (1998).
131. Y.Bae, W-D. Jang, N. Nishiyama. S. Fukushima.and K. Kataoka.Molecular BioSystems. 1.242

(2005).
132. E. V. Batrakova,S. u, D. W. Miller. and A. V. Kabanov, Pham. Res. 16(9). 1366 (1999).
133. D. W. Millerand A. V. Kabanov, Colloids. Surf. B.16. 321 (1999.
134. A. Harada and K. Kataoka.31. 288 (1998).
135. G. Kwon, M. Naito. M. Yokoyama. T. Okano. Y. Sakurai. and K. Kataok,J. Controlled Release

48. 195 (1997).
136. S. Katayoseand K. Kataoka. J. Pharm. Sci. 87. 160(1998).
137. C. Allen. Y. S. Yu. D. Maysinger, and A. Eisenber,Bioconjugate Chem. 9. 564 (1998).
138. A. S. Hagan. A. G. A. Coombes. M. C. Garnett. S. E. Dunn. M. C. Davies. L. ilium. and S. S.

Davis. Langmuir12. 2153 (1996).
139. M. Monu, K. Khougaz, and A. Eisenberg. Ace. Chem. Chem. Res. 29. 95 (1996).
140. A. S. Kimerling, W.E. Rochefort.and S. R. Bhatia. Ind. Eng. Chem. Res. (2006).
141. T. K. Bronich,A. M. Popov. A. Eisenberg.V. A. Kabanov, and A. V. Kabanov, Langmuir16.481

(2000).
142. S. V.Solomatin,T. K. Bronich,T. W. Bargar. A. Eisenberg. V. A. Kabanov, and A. V. Kabanov,

Langmuir19. 8069 (2003).
143. L. Brombergand L. Salvati. BioconjugateChem. 10.678 (1999).
144. K. Tamano,T.lmae. S.-I Yusa, and Y. Shimada. J. Phys. Chem. B 109. 1226 (2005).
145. L. E. Brombergand D. P. Bar. Macromolecules 32. 32 (1999).
146. M. Szwarc, Nature 178. 1168(1956).
147. M. Szwarc, M. Levy. and R. M. Milkovich. J. Am. Chem. Soc. 78.2656 (1956).
148. 1. P. Kennedyand B. Ivan. DesignedPolymers by Cabocationic Macromolecular Engineering:

Theoryand Practice. Hanser. Munich(1992).
149. S. Foster and M. Antonietti, Adv. Mater. 10.195 (1998).
150. T. Ishizone, S. Han. M. Hagiwara, and H. Yokoyama. Macromolecules 39. 962 (2006).
151. J. M. Yu. Y. Yu.and R. Jerome. Polymer 38.3091 (1997).
152. G. Hild and 1. P. Lamps. Polymer 36. 4841 (1995).
153. N. Hadjichristidis, 1. Polym. Sci. Pan A, Polym. Chem. 37.857 (1999).
154. H. latrou and N. Hadjichristidis, Macromolecules. 26. 5812. 2479 (1993).
155. T. Fujimoto.H. Zhang.T. Kazama,Y. Isono, H. Hasegawa. and T. Hashimoto. Polymer 33.2208

(1992).
156. G. Riess. M. Schlienger,and S. Marti.J. MacromolSci. Polym. Phys. Ed 17.355 (1990).
157. N. Hadjichristidis, S. Pispas, and G. A. Ftoudas, SyntheticStrategies. PhysicalProperties and

Applications. Wiley.New York(2003).
158. S. Penczek,P. Kubisa, and K. Matyjaszewski, Adv. PolymerSci.•68/69.1 (1985).
159. W.H. Janes and D. C. Allport. BlockCopolymers. Applied Science Publishers,London (1973).
160. T. Otsu, M. Yoshida, and A. Kuriyama, Macromol. Chem. Rapid.Commun.•3, 133, 1982. Polym.

Bull 7, 45 (1982).
161. S. Hadjikyriacouand R. Faust, Macromolecules29, 5261 (1996).
162. S. Beinat, M. Schappacher, A. Deffieux,Macromolecules. 29, 6737 (1996).
163. L. Balogh. L. Samuelson. K. S. Alva. and A. Blumstein,Macromolecules 29. 4180 (1996).
164. C. S. Patrickios, C. Forder,S. P. Armes. and N. C. Billingham. J. Polym. Sci.• Pan A: Polymer.

Chem., 34, 1529(1996).
165. H. Fukui, S. Yoshihashi , M. Sawamoto, and T. Higashimura, Macromolecules 29,1862. 196.
166. O. W.Webster, W. R. Hertler,and D. Y. Sogah,J. Am. Chem. Soc. 105,5706 (1983).



296 Naba K. Dutta and Namita Roy Choudhury

167. T. Okano, S. Nishiyama, 1. Shinobara, T. Akaike, Y. Sakuri, K. Katakoka, and T. Tsuruta,
J. Biomed. Mater. Res. 15,393 (1981).

168. H. Ito, A. Taenaka, Y. Nagasaki, K. Kataoka, and M. Kato, Polymer 37, 633 (1996).
169. C. C. Cummins, R. R. Schrock, and R. E. Cohen, Chem. Moten , 4, 27 (1992).
170. J. Vue, V. Sankaran, R. E. Cohen, and R. R. Schrock, J. Am. Chem. Soc. 115,4409 (1993).
171 . V. Sankaran,C. C. Cummins R. R. Schrock,and R. E. Cohen,
172. R. 1. Silby, J. Am. Chem. Soc., 112,6858 (1990).
173. R. S. Kane, R. E. Cohen,and R. Silby, Chern. Mater; 8,1991 (1996).
174. T.Ol~U , M. Yoshida, and T. Tazaki, Mucromol. Chern. Rapid. Commun . 3,127 (1982).
175. D. R. Suwier, P. A. M. Steeman, M. N. Teerenstra, M. A. J. Schellekens, B. Vanhaecht, M. 1.

Monterio, and C. E. Koning, Macromolecules 35, 6210 (2002).
176. M. K. Geeorges, K. A. Moffat, R. P. N. Vereginis, P. M. Kazmaier, and G. K. Hamer, Polym.

Mater.Sci. Eng. 69, 305 (1993).
177. K. Matyjaszewski, Curr. Opin. Solid State Interface Sci., 1,769 (1996).
178. M. K. Georges, R. P. N. Vereginis, P. M. Kazmaier, and G. K. Hamer, Macromolecules, 26,2987,

5316,1993, Trends Polym. Sci., 2, 66,1994, Macromolecules 28, 4391 (1995).
179. M. K. Georges, M. D. Saban, P. M. Kazmaier, R. P. N. Vereginis, G. K. Hamer, K. A. Moffat,

and U. S. Pat, 5412047, May, 21995.
180. C. 1. Hawker, 1. Am. Chern. Soc. 116, 11185 (1994).
181. C. 1. Hawkerand J. L. Hedrick, Macromolecules 28, 2993 (1995).
182. 1. S. Wangand K. Matyjaszewski, Macromolecules 34, 4416 (2001).
183. M. Kato,M. Kamigaito, M. Sawamoto, and T. Higashimura, Macromolecules 28,1721 (1995).
184. 1. Chiefari, Y. K. Chong, F.Ercole, 1. Krstina, 1. Jeffery, T. P. T. Le, R. T. A. Mayadunne, G. F.

Mejis, C. L. Moad, G. Moad, E. Rizzardo, and S. H. Thang, Macromolecules 31, 5559 (1998).
185. C. Konak and M. Hellmstedt, Macromolecules 34, 6131 (2001).
186. Y. Zhang, 1. S. Chung,1. Huang, K. Matyjaszewski, andT. Pakula, Macromol. Chern. Phys. 206,

33-42 (2005).
187. K. Matyjaszewski and 1. Spanswick, Materials Today, 26-33 (2005).
188. K. Matyjaszewski (ed), Ad vances in controlled/L iving Radical Polymerization, AmericalChem­

ical Society, Washington, D.C. (2003).
189. K. Matyjaszewski and 1. Spanswick, Controlledlliving radical polymerization, in Handbook of

Polymer Synthe sis, H. Kricheldorf, O. Nuyken, G. Shift,eds.. Marcel Dekker, NewYork, p. 895
(2004).

190. N. Hadjichristidis, S. Pispas, andG. A. Floudas, Block Copolymers: Synthetic Strategies. Physical
Properties. and Applications, Wiley-VCH,NewYork (2003).

191. Z. Yousi, L. Jian, Z. Rongchuan, Y. Jianliang, D. Lizong,and Z. Lansun, Macromolecules 33,
4745 (2000).

192. E. Rizzardo, 1. Chiefari, Y. K. Chong, F. Ercole,1. Kristina, J. Jeffery, T. P. T. Le, R. T. A.
Mayadunne, G. F. Mejis, C. L. Moad, G. Moad, and S. H. Thang, Macromol. Symp . 143,291
(1999).

193. R. T. A. Mayadunne, J. Jeffery, G. Moad, and E. Rizzardo, Macromolecules 36, 1505 (2003).
194. R. T. A. Mayadunne, G. Moad,and E. Rizzardo Tetrahedron Lett., 43, 6811 (2002).
195. E. Rizzardo, 1. Chiefari, R. T. A. Mayadunne, G. Moad, and S. H.Thang,Macromol. Symp . 174,

209 (2001).
196. L. P. T. Le,G. Moad,E. Rizzardo, S. H. Thang,and Dupont, PCT Int. Appl. (1998)WO9801478.
197. J. Chiefari,Y. K. Chong, F.Ercole, 1. Kristina,1. Jeffery, T. P. T. Le, R. T. A. Mayadunne, G. F.

Mejis, C. L. Moad, G. Moad,E. Rizzardo, and S. H. Thang, Macromolecule 31, 5559(1998).
198. Y. K. Chong,T. P. T. Le, G. Moad, E. Rizzardo,andS. H.Thang, Macromolecule 32, 2071 (1999).
199. M. S. Donovan, T. A. Sanford,A. B. Lowe, B. S. Sumerlin, Y. Mitsukami, and C. L. McConnic,

Macromolecles 35, 4570 (2002).
200. R. Bussels Multi block copolymer synthesis via controll ed radical polymerization in aqueous

dispersi on, PhD. Dissertation, Eidhoven: Technische Universite it, Eidhoven (2004).



Self-Assembly and Supramolecular Assembly 297

201. Z. Jedlinski and K. Brandt, Novel segmental polymers containing rigid and soft blocks, Acta
Polymerica, 39, 13(1998).

202. G. Ziegastand B. Pfannemuller, Makromol. Chem. 185, 1855(1984).
203. T. Takagi, J.Tomita,and T. Endo, Polym. Bull. 39, 685 (1997).
204. S. Wallace and C. J. Morrow, J . Polym. Sci. PartA: Polym. Chem. Ed. 27, 2553 (1989).
205. A. M Blinkovsky and J. S. Dordick,J. Polym. Sci., PartA:Polym Chem. Ed. 31, 1839(1993).
206. K. Loosand R. Stadler,Macromolecules 30, 7641(1997).
207. T. Goldsmithand A.G.,GermanPatent4134967(1992).
208. Y. Qui, X. Yu, L. Feng,and S. Yang, Makromol. Chem. 193, 1377(1992).
209. T. Ramasami, G. Bhaska,and A. B. Mandai,Macromolecules 26, 4083 (1993).
210. G. Barany, S. Zalipsky, J. L. Chang, and F.Albericio, React. Polym. 22, 243 (1994).
211. I. V. Berlinova, A. Amzil,S. Tsvetkova, and J.M. Panayotov,J. Polym. Sci. PartA: Polym. Chem.

32,1523 (1994).
212. B. Wesslen, C. Friej-Larsson, M. Kober, A. Ljungh, M. Pauisson, and P. Tengvall, Mater. Sci.

Eng., CI, 127(1994).
213. B. Wesslen, and H. Derand,J. Polym. Sci, PartA:Polym Chem. 33, 571 (1995).
214. G. Galli, E. Chiellini,Y. Yagci, E. I. Se Rhatli,M. Laus, and A. S. Angeloni, Macromol. Symp.

107,85 (1996).
215. Y. Yagci, A Onen, and W.Schnabel, Macromolecules 24, 4620 (1991).
216. Cationic to-Radical polymerization, S. Coca, K. Matyjaszewski, Macromolecules 30, 2808

(1997).
217. E. Yoshida and A. Sugita,J. Polym. Sci. PartA: Polym. Chem. 36,2059 (1998).
218. O. Nguyen, H. Kroner, and S. Aechner, Makromol. Chem. Rapid. Commun. 9, 671 (1998).
219. S. Kobatake, H. J. Harwood, R. P.Quirk, and D. B. Priddy, Macromolecules 31,3735 (1998).
220. R. Nomura, Y. Shibasaki, and T. Endo, Polym. Bull. 37, 597 (1996).
221. M. P. Labeau, H. Cramail, and A. Deffieux, Macromol. Chem. Phys. 199,335 (1998).
222. S. Coca, H. Paik, and K. Matyjaszewski, Macromolecules 30, 6513 (1997).
223. T. Morita,B. R. Maughon, W. Belawski, and R. H. Grabbs, Macromolecules 33, 6621 (2000).
224. M. A. Hillmyer, S. T. Nguyen, and R. H. Grubbs,Macromolecules, 30, 718 (1997).
225. J. Trautmann and N. K.DuttaSynthesis ofblockcopolymerbyATRP,Research report,University

of SouthAustralia, Jan (2002).
226. M. Antonietti, S. Foster, J. Hartmann, and S. Oestreich, Macromolecules 29, 3800 (1996).
227. D. R. Invergar, S. M. Perutz, C. A. Dai,C. K. Ober,and E. J. Kramer, Macromolecules29,1229

(1996).
228. M. Antonietti, S. Foster, M. A. Micha, and S. Oestreich,Acta Polym. 48, 262 (1997).
229. C. Ramireddy, Z. Tuzar, K. Prochazka, S. E. Webber, and P. Mun, Macromolecules 25, 2541

(1992).
230. L. A. Mangoand R. W. Lenz,Macromol. Chem. 163, 13 (1973).
231. L. Danicher, M. Lambla, and F.Leising,Bull. Soc. Fr. 9/10,544 (1979).
232. C. G. GebeleinAdvances in Biomedical Polymers, Springer, Dordrecht, Netherlands (1987).
233. H. VinkMakromol. Chem. 131, 133(1970).
234. W.A. Thaler,Macromolecules, 16,623 (1983).
235. J. C. Brosse,J. C. Soutif,and C. Piazzi, Macromol. Chem. 2109 (1979).
236. A. Iraqiand D. J. Cole-Mamilton, J. Mater. Chem. 2,183 (1992).
237. M. Chini, P. Chrotti, and F.Machchia, Tetrahedron Lett., 31, 4661 (1990).
238. T. Nishikubo and A. Kameyama, Prog. Polym. Sci. 18,963 (1993).
239. A. E. Barronand R. N. Zuckermann, Cur. Op. Chem. Bio. 3, 681 (1999).
240. T. J. Deming, Adv. DrugDel. Rev. 54, 1145 (2002).
241. A. Taubert, A. Napoli, and W. Meier,Cur. Opin. Chem. Bio. 8,598 (2004).
242. H. Schlaadand M. Antonietti, Eur. Phys. J. E1O, 17(2003).
243. B. Gallot, Prog. Polym. Sci. 21, 1035(1996).
244. H.-A. Klokand S. Lecommandoux, Adv. Mater. 13,1217 (2001).



298 Naba K. Dutta and Namita Roy Choudhury

245. T.J. Deming. Nature 390. 386 (1997).
246. H. R. Kricheldorf, Alpha-Aminiacid-N·Carboxyanhydrides and Related Heterocycles. Springer-

Verlag. Berlin(1987).
247. D. Cunliffe. S. Pennadam, and C. Alexander, Eur. Polym. J. 40.5 (2004).
248. H. S. Bazziand H. F.Sleiman, Macromolecules 35. 9617 (2002).
249. C. Fraser and R. H. Grubbs. Macromolecules 28. 7248 (1995).
250. S. W. Seideland T. J. Deming. Macromolecules 36.969 (2003).
251. M. J. Boerakker, J. M. Hannink, P. H. H. Bomans, P. M. Frederik, R. J. M. Nolte. E. M. Meijer.

and N. A. J. M. Sommerdijk, Angew Chem Int. Ed. Engl. 4I. 4239 (2002).
252. K. Velonia, A. E. Rowan. and R. J. M. Nolte. J. Am. Chem. Soc. 124.4224 (2002).
253. A. Taubert, A. Napoliand W. Meier. Current Options in Chemical Biology. 8. 598 (2004).
254. K. Loos andS. Munoz-Guerra,Microstructureandcrystallizationof rigid-coil comblike polymers

and block copolymer. in Supramoleculars Polymers. ed A. Ciferri, Marcel Dekker. New York
(2000).

255. H. Ringsdorf and P. Tschirner, Mackromol. Chem. 188. 1431 (1987).
256. W.Chen. M. Pyda, A. Habenschuss, J. D. Londono. and B. Wunderlich. Polym. Ad,'. Technol. 8.

747 (1997).
257. M. Beiner, K. Schroter, E. Hempel. S. Reissig. and E. Donth, Macromolecules 32. 6278

(1999).
258. G. Floudasand P. Stepanek. Macromolecules 31. 6951 (1998).
259. S. A. GreenbergandT. Alfrey.J. Am. Chem. Soc. 74.6280.1954 E. F.Jordan.Jr.•D. W. Feldeisen,

and A. N. Wrigley. J. Polym Sci.• Pan A-I. 9.1835 (l97\).
260. J. M. Barrales-Rienda and J. M. Mazon-Arechederra, Macromolecules 20. 1637 (1987).
261. E. F. Jordan. Jr.• B. Artymyshyn, A. Speca, and A. N. Wrigley. J. Polym. Sci. PartA. 9. 3349

(1971).
262. I. Alig, M. Jarek, and G. P. Hellmann. Macromolecules 3I. 2245 (1998).
263. N. A. Plate. V. P. Shibaev, B. S. Petrukhin, and V.A. Kargin, J. Polym. Sci.• Pan C 23. 37 (1968).
264. N. A. Plateand V. P. Shibaev, 1. Polym. Sci., Macromol. Rei'. 8. 117 (1974).
265. M. Beinerand H. Huth. Nature Materials 2(9). 595 (2003).
266. S. Thompson. N. Dutta,and N. Choudhury. Proceedings, International Conference on Materials

fo r Advanced Technology. 7-12 Dec. 2003.SuntecSingapore Internationaland ExhibitionCentre.
Singapore. p. 734 (2003).

267. S. Thompson. N. Dutra, and N. Choudhury. Int. J. Nanosci.• 6, 839 (2004).
268. A. Thierryand A. Skoulios, Mol. Cryst. Liq. Cryst, 41. 125(1978).
269. J. Watanabe. H. Ono.L Uematsu, and A. Abe. Macromolecules. 18. 2141 (1985).
270. J. Watanable and Y.Takashina, Macromolecules. 24. 3423 (1991 ).
271. D. Frenkel. Liq. Cryst. 5(1989)929. M. Hasimo, H. Nakano. H. Kimura. J. Phys. Soc. Jpn. 46.

1709(1990).
272. J. Watanable, M. Gotch, and T. Nagase, Macromolecules 20. 298 (1987).
273. J. Watanable and T. Nagase, Polymer J. 19.781 (1987).
274. A. N Semenovand S. V Vasilenko, SOl' Phys JETP 63.70 (1986).
275. A. Rosler, G. W. M. Vandermeulen, and H.-A. Klok, Advanced Drug Delivery Review, 53. 95

(2001).
276. M.lijima. Y. Nagasaki.T. Okada. M. Kato,and K. Kataoka. Macromolecules, 32.1140 (1999).
277. K. Emoto,Y. Nagasaki. and K. Kataoka. Langmuir. 15.5212 (1999).
278. K. B. Thurmond, T. Kowalewski. and K. L. Wooley. J. Am. Chem. Soc.• 118,7239 (1996).
279. E. J. Lundinand Y.-S. Shon, 23lst ACS National Meeting. Atlanta. United States. March26-30

(2006).
280. E. W. Meijer. 23l st ACS National Meeting. Atlanta. UnitedStates. March26-30 (2006). PMSE­

121.
281. S. Cammas, N. Nagasaki. and K. K. Kataoka. Bioconjugate Chem. 6. 226 (1995).
282. S. Cammasand K. K. Kataoka. Macromol. Chem. Phys. 196. 1899 (1995).



Self-Assembly and Supramolecular Assembly 299

283. M. Yokoyama, M. Miyauchi, N. Yamada, T. Okano, Y. Sakurai, K. Kataoka,and S. Inoue, J.

Controlled Release, I 1,269 (1990).
284. M. Yokoyama, T. Okano, Y. Sakurai, H. Ekimoto, C. Shibazaki, and K. KataokaCancerRes.,

51,3229 (1991).
285. K. Kataoka, G. S. Kwon,M. Yokoyama, T. Okano,and Y. Sakuri,Macromolecules, 267 (192).
286. G. S. Kwon, M. Naito,M. Yokoyama, T. Okano, Y. Sakurai, and K. Kataoka, Pharm. Res., 12,

192(1995).
287. V. Y. Alkhov, E. Y. Moskaleva, E. V. Batrakova, and A. V. Kabanov, Bioconjugate Chem., 7, 209

(1996).
288. D. W. Miler,E. V. Batrakova, and A. V. Kabanov, Pharm. Res. 16,396 (1999).
289. Y. Bae, W-D. Jang, N. Nishyama, S. Fukushima, and K. Katakoa, Mol. Biosyst., 1(3),242(2005).
290. D. E. Discherand A. Eisenberg, Science 297, 967 (2002).
291. R. Savic, L. Luo, A. Eisenberg, and D. Maysinger, Science 300, 615 (2003).
292. A. Choucair, P. LimSoo, and A. Eisenberg, Langmuir21, 9308 (2005).
293. X. Liu, 1.-S. Kim,J. Wu, and A. Eisenberg, Macromolecules 38, 6749 (2005).
294. L. F.Zhangand A. Eisenberg, Science 268, 1728(1995).
295. L. F.Zhang, K. Yu,and A. Eisenberg, Science272, 1777(1996).
296. S. Jain and F.Bates,Science33, 56180(2003).
297. B. M. Discher, H. Bermudez, D. A. Hammer, D. E. Discher, Y. Y. Won, and F.S. Bates,J. Phys.

Chem. B, 106,2848 (2002).
298. C. Nardin, T. Hirt,1. Leukel and W. Meier, Langmuir, 16, 1035(2002).
299. M. Valentini, A. Napoli, N. Tirelli, and 1. A. Hubbell,Langmuir, 19,4852 (2003).
300. T. Hashimoto,K.Tsutsumi, and Y. Funaki,Langmuir, 13,6869 (1997).
301. H.-C. Kim,X. Jia, C. M. Stafford,D. H. Kim,T. 1. McCarthy, M. Tuominen, C. 1. Hawker, and

T. P. Russel,Adv. Mater. 13,795 (2001).
302. P. E. Lippensand M. Larinoo, Phys. Rev. B 39,935, 1989,41,6079 (1990).
303. N. A. Hill and K. B. Whaley, J. Chem. Phys.99, 3707(1993).
304. Y. Wang,N. Herron, and J. Caspar, J. Mater. Sc. Eng. BI9, 61 (1993).
305. B. O. Dabbousi, C. B. Murray, M. F.Rubner, and M. G. Bawendi, Chem. Mater. 6,216 (1994).
306. C. C. Cummins, R. R. Schrock,and R. E. Cohen,Chem. Mater. 4, 27 (1992).
307. 1. Yue, V. Shankaran, R. E. Cohen, and R. R. Schrock,1. Am. Chem. Soc. 115,4409 (1993).
308. V. Shankaran, J. Yue, R. E. Cohen, R. R. Schrock, and R.J. Silbey, Chem. Mater. 5, 1133(1993).
309. V. Shankaran, C. C. Cumins,R. R. Schrock,R. E. Cohen, and R.1.SilbeyJ. Am. Chem. Soc. 112,

6858(1990).
310. R. Tassoni and R. R. Schrock,Chem. Mater. 6, 744 (1994).
311. R. S. Kane, R. E. Cohen,and R. Silbey, Chem. Matter. 8,1919 (1996).
312. A. Sellinger, P.M. Weiss, and L. Anh Nguyen,A. Yunfeng, A. Roger,W. George,C. J. Brinker,

Nature 394,256 (1998).
313. O. Grassmann, G. Muller, and P. Lobmann, Chem. Mati. 14,4530 (2002).
314. 1. N. Cha,G. D Stucky, D. E. Morse,and T. J. Deming,Nature 403, 289 (2000).
315. Y. Kakizawa and K. Kataoka,Langmuir 18(12),4539 (2002).
316. J. N. Cha, G. D Stucky, D. E. Morse, and T. J. Deming,Nature 403, 289 (2000).
317. B. Zou, B. Ceyhan,U. Simon,and C. M. Niemeyer, Adv. Materials 17(13), 1643(2005).
318. K. B. Blodgett, J. Am. Chem. Soc. 56,495 (1934).
319. D. Chinnand 1.Janata, Thinsolid Films 252,145 (1994).
320. J. R. Arthur, 1.J.lePore, J. Vac. Sci. Technol., 6, 545 (1969).
321. H. M. Manaseuit, Appl. Phys. Lett. 12,156 (1968).
322. F.Caruso,ed., Colloidand ColliodAssemblies, Wiley-VCH,NewYork(2004).
323. S. W. Keler, H. N. Kim, T E. Mallouk., J. Am. Chem. Soc. 116,8817 (1994).
324. Y. Gao, N. Roy Choudhury, in Organic-Inorganic Hybrid Materials and Nanocomposites, ed.

H. S. Nalwa,Americal Scientific Publishers, USApp. 271-293.
325. Y.Gao, N. Roy Choudhury, 1. Matisons, and U. Schubert, Chem. Mater. 14(1 I), 4522 (2002).



300 Naba K. Dutta and Namita Roy Choudhury

326. U. Schubert, N. Husing,and A. Lorenz, Chem. Mater. 7, 2010(1995).
327. U. Schubert,E. Arpac, W. Glaubitt, A. Hehnerich, and C. Chau, Chem. Mater. 4, 291 (1992).
328. G. Trimmel,P. Fratzl,and U. Schubert,Chem. Mater. 12,602 (2000).
329. U. Schubert, 1. Chem. Soc., Dalton Trans., (1996), 3343.
330. C. Zhangand R. M. Laine, 1. Am. Chem. Soc. 122,6979 (2000).
331. T. S. Haddadand J. D. Lichtenhan, Macromolecules 29, 7302 (1996).
332. R.O. R.Costa, W.L.Vasconcelos, R. Tamaki,and R. M. Laine, Macromolecules 34,5398(2001).
333. R. M. Laine. J. Choi, and I. Lee, Adv. Mater. 13(11),800 (2001).
334. O. Toepfer, D. Neumann, N. Roy Choudhury, A. Whittaker, and J. Matisons, Chem. Mater. 17

(5), 1027(2005).
335. L. Zheng, S. Hong, G. Cardoen, E. Burgaz, S. Gido, and E. BryanCoughlin, Macromolecules

37,8606 (2004).
336. 1. Wu, Q. Ge, K. A. Burke, P. T. Mather, Materials Research Society Symposium Proceedings

(2005), Volume Date2004, p. 847.
337. M. Oaten and N. Roy Choudhury, Macromolecules 38, 6392 (2005).
338. M. Oaten, N. Roy Choudhury, N, Duttta and R, Knoll, Proceedings Int. Coni Nanomaterials

Synthesis Characterization and Application, Nov4-6, Kolkata, India, P192.
339. 1. Wenand G. L. Wilkes, Chem. Muter; 8, 1667,340 (1996).
340. B. Novak, M. W. Ellsworth and C. Verrier, Hybrid Organic-Inorganic Composites, Eds. J. E.

Mark, C. Y-C Leeand P. A. Bianconi, ACSSymp. Ser 585, ACS,USA(1995),p. 86.
341. 1. E. Mark,C. Y. Jiang and G. L. Wilkes, Macromolecules 17,2613 (1984).
342. N. RoyChoudhury, J. Sol-Gel Sci. Technol. 31, 37 (2004).
343. M. Moffitt and A. Eisenberg,Chem. Mater. 7, 1178(1995).
344. Y. Gao, N. R. Choudhury, N. K. Dutra, J. G. Matisons, and L. Delmotte, M. Read. Chem. Mater.

13,3644 (2001).
345. S. Mcinnes, M. Thissen, N. R. Choudhury, and N. H. Volcker, Proc. SPIE, V 6036 (2006).
346. N. N. Voevodin, V. N. Balbyshev, M. Khobaib, and M. S. Donley, Prog. Org. Coat., 47, 416

(2003).
347. A. N. Khannov, V. N. Balbyshev, N. N. Voevodin,and M. S. Donley, Prog. Org. Coat, 47, 207

(2003).
348. O. Didear, N. K. Dutta, and N., Roy Choudhury, University ofSouth Australia, Project Report

(2003).
349. F.Ben, B. Boury, R J. P. Corriu, and V. Le Strat Chem. Matl., 12,3249 (2000).
350. 1. J. E. Moreau, L. Vellutini , M. W. C. Man, C. Bied, J-L. Bantignies, P. Dieudonne,and 1.-L.

Sauvajol,J. Am. Chem. Soc., 123, 7957(200I).
351. C. T. Kresge, M. E. Lenowicz, W.1. Roth, 1. C. Vartuli, and 1. S. Beck, Nature 359, 710 (1992).
352. P. D. Yang, D. Y. Zhao, D. I. Margolese, B. F. Chmelka,and G. D. Stucky, Chem. Mater; II ,

2813 (1999).
353. S. Yang, Y.Horibe, C-HChen, P. Mirau,T.Tarry,P. Evans,J. Grazul,E. and M. Durfesne, Chem.

Muter; 14,5173 (2002).
354. H.-A. Klok, J. Polym. Sci.• Polym. Chem. 43, 3 (2005).
355. M. A. Firestone, M. L. Shank, S. G. Sligarand, and P. W. Bohn, J. Am. Chem. Soc., 118,9033

(1996).
356. G. Yang, K. A. Woodhouse, and C. M. Yip, JACS, 124, 10648(2002).
357. C. M. Elvin, A. G. Carr, M. G. Huson, 1. M. Maxwell, R. D. Pearson, T. Vuocolo, N. E. Liyou,

D. C. C. Wong, D. 1. Merrilland N. E. Dixon,Nature, 437, 999 (2005).
358. N. K. Dutta, N. D. Tran, N. Roy Choudhury, A. J. Hill, C. Elvin, and R. Knott, International

Conference on Neutron Scattering, ICNS2005, p132.
359. N. K.Dutta,N. D. Tran,N. Roy Choudhury,A.1. Hill, andC. Elvin, Proc. 3rdAustralianKorean

Rheology Conference, SG5, 17-20 July 2005, Cairns Convension Centre, Cairns.
360. C. Fouquey, 1.-M.Lehn, and A.-M. Levelut, Ad,'. Mater. 2, 254 (1990).
361. 1.-M. Lenh, Science, 295, 2400 (2002).



Self-Assembly and Supramolecular Assembly 301

362. A. Cefemi, Supramolecular polymers, MarcelDekkerInc. NewYork (2000).
363. L. Brunsveld, B. 1. B. Folmer, E. W. Meijer, and R. P. Sijbesma, Chem. Rev. 101,4071(2001).
364. K. Yamauchi, J. R. Lizotte, D. M. Hercules, M. 1. Vergne, and T. E. Long,J. Am. Chem. Soc.

124,8599 (2002).
365. Supramolecular AssemblyviaHydrogenBonding, ed. D. M. Mingos, Springer-Verlag, NewYork

(1998).
366. F. H. Beijer, R. P.Sijbesma, H. Kooijmman, A. L. Spek, and E. W. Meijer, J. Am. Chem. Soc.,

120,6761 (1998).
367. S. Kiyonaka, K. Sugisau, K. Shinkai, and I. Hamachi, J. Am. Chem. Soc., 124, 10954 (2002).
368. T. KatoandJ. M Frechet, Macromolecules, 22, 3818(1989).
369. U. Kumar, T. Kato, J. M Frechet,J. Am. Chem. Soc. 11,6630 (1992).
370. R. F.Langeand E. W. Meijer, Macromolecules 28,782 (1995).
371. 1.C. I Stendahl, L. u.E. R. Zubarev, Y. Chen,and S. I. Stupp,Adv Mati., 14(21),1540 (2002).
372. E. R. Zubarev, M. U. Pralle,E. D Sone,and S. I. Stupp,J. Am. Chem. Soc., 123,4105 (2001).
373. K. Chinoand M. Ashiura, Macromolecules, 34, 9201 (2001).
374. C.Chen,S. A. Dai,H.-L.Chang,W.C. Su,CT-M.Wu,andR.-J.Jeng, Polymer,46,11849 (2005).
375. Y. Hasegawa, M. Miyauchi, Y. Takashima, H. Yamaguchi, and A. Harada, Macromolecules, 38,

3724(2005).
376. G. Wenzand B. Keller, Angew. Chem. Int. Ed. Engl.31, 197(1992).
377. E. Lee,J. Jungseok, and K. Kim, Angew. Chem. Int. Ed. Engl. 39, 1433(2000).
378. T. Ooya, K. Arizono, and N. Yui, Polym. Adv. Technol. 11,642 (2000).
379. C.1. Pederson, J. Am. Chem. Soc. 89, 2495, 7017(1967).
380. B. Dietrich, J.-M. Lehn,and1.-P. Sauvage, Tetrahedron Lett. 2886, 2889(1969).
381. G. W. Gokel,D. M. Dishing, and C. J. Diamond,J. Chem. Soc. Chem. Commun. 1053(1980).
382. D. Diamond and M. A. McKervey, Chem. Soc. Revl5 (1996).
383. F.Cadogan, K. Nolan,D. Diamond, Sensorapplications in Calixarenes 2001, eds. Z. Asrafi, V.

Bohmer, J. Harrowfield, J. Vicens, KluwerAcademy Press, Dordrecht, The Netherlands (2001).
384. H. W. Kroto, 1. R. Heath,S. C. O. Brien, R. F.Curl and R. E. Smalley, Nature 318, 162(1985).
385. Y. M. Wang, P.V. Kamat, and L. K. Patterson, J. Phys. Chem. 97, 8793(1993).
386. F. Diederich and M. Gomez-Lopez, Chem. Soc. Rev. 28,263 (1999).
387. K. G. Thomas, Interface 8(1999)30. G. M. Guidi, C. Luo, C. Da Ros, M. Prato, E. Dietel, A.

Hirsch, Chem. Commun., 375, 388(2000).
388. H. lmahori, K. Tamaki, D. M. GuIdi, C. Luo, M. Fujitsuka, O. Ito, Y. Sakata, S. Fukuzumi,

J. Am. Chem. Soc. 123,6617,389 (2001).
389. H. lmahori, T. Hasobe, H. Yamada, P. V. Kamat, S. Barazzouk, F. Fujitsuka, O. Ito, and

S. Fukuzumi, Chem. Lett., 784 (2001).
390. 1.F.Nierengarten, Chem. EuroJ. 6, 3667(2000).
391. 1. L. Segura,and N. Martin,Chem. Soc. Rev. 29, 13 (2000).
392. V. Biju, P. K. Sudeep, K. G. Thomas, M. V. George, S. Barazzouk and P. V. Kamat, Langmuir,

18,1831 (2002).
393. P. V. Kamat, S. Barazzouk, K. G. Thomas, and S. Hotchandani, J. Phys. Chem. B, 104, 4014

(2000).
394. M. V. George, V. Biju, S. Barazzouk, K. G. Thomas, and P. V. Kamat, Langmuir, 17(2001)2930,

399.
395. P. V. Kamat, S. Barazzouk, S. Hotchandani, Electrochemical aspect of C60-ferrocene cluster

films. infullerenes-2001, P. V. Kamat, D. Guidi, K. Kadish, eds., The Electrochemical Society,
Pennington, NewJersy (2001).

396. V. Biju,P. K.Sudeep, K.George Thomas,M.V. George,S. Barazzouk, andP. V. Kamat, Langmuir,
18, 1831 (2002).

397. I. Plinioand B. Giovanna, Chem. Mater 13,3126(2001).
398. 1. E. Riggsand Y-P. Sun, J. Chem. Phys., 112,4221 (2000).



302 Naba K. Dutta and Namita Roy Choudhury

399. Y. Song, G. Fang,Y. Wang, S. Liu,C. Li, L. Song,Y. Zhu,Q. Hu, R. Signorini, M. Meneghetti , R.
Bozio,M.Maggini, G. Scorrano,M.Prato,G. Brusatin, P. Innocenzi, and M. Guglielmi, Carbon,
38, 1653 (2000).

400. 1 Wang, Y. 1 Park, K. -B. Lee, H. Hong,and D. Davidov, Phy. ReI'., 66, 161201(R) (2002).
401. M. Jergel, V. Holy,M, M. Majkova, S. Luby, and R. Senderak, J. Appl . Cyrst., 30, 642 (1997).
402. 1 M. Freitagand B. M. Clemens,J. Appl. Phys., 89, 1101 (2001).
403. A. de Bernabe, M.J. Capitan, H. E. Fiswcher, and C. Priero, J. App/. Phys., 84,1881 (1998).
404. G. Evmenenko M. E. vander Boom1 Kmetko, S. W. Dugan, T. 1 Marksand P. Dutra1. Chem.

Phys. 115,6722 (2001).
405. 1 Penfold, Curr. Opin. Call. Int. Sci., 7, 139(2002).
406. R. Dalgliesh, Curr. Opin. Coll. Int. Sci., 7, 244 (2002).
407. Ryong-Joon Roe,Methods of X-Ray and Neutron Scattering in Polymer Science, OxfordUniver­

sity Press, NewYork (2000).
408. Naba K. Dutta, S. Thompson, N. RoyChoudhury, R. Knott, Physica. B: Condensed mailer . 773,

385-386,(2006).
409. A. Gunierand G. Fournet, Small Angle Scattering (fX-rays, John Wiley, NewYork (1955).
410. H. Brumberger ed., Modern Aspects of Small-Angle Scattering, Kluwer, Dordrecht (1994).
411. S. Villa, Current Science, 79,61 (2000).
412. R. W. Richard and J. L. Thomas, Macromolecules, 16,982 (1983).
413. P. Alexandridis and R. 1 Spontak,Curr. Opin. Call. Int. Sci. 4, 130(1999).
414. R. Advincula, E. Aust,W. Meyer, and W. Knoll, Langmuir, 12,3536 (1996).
415. J. H. Fendler, Chem. Mat., 8, 1616, 1996. F. Caruso, K. Niikura, D. N. Furlong, Y. Okahata,

Langmuir, 13,3422 (1997).
416. S. F.Machaand P. A. Limbach, Curr. Opin. Sol. St. & Mat. Sci., 6, 213 (2002).
417. P. O. Danis, D. E. Karr, Y. Xiong, and K. G. Owens, Rapid Commun. Mass Spectrom. 10,82

(1996).
418. A. M. Belu, 1 M. DeSimone, R. W. Linton, G. W.Lange,and R. M. Friedman, 1. Am. Soc. Mass

Spectrum . 7, II (1996).
419. R. R. Hensel, R. C. King,and K. G. Owens, Rapid Commun. Mass Spectrom., II, 1785(1997).
420. B. Spengler, F.Lutzenkirchen, and R. Kaufmann, Org. Mass Spectrom., 28, 1482(1993).
421. J. K. Olthoff, I. A. Lys, and R. J. Colter, Rapid. Commun. Mass Spectrom. 2. 17(1988).
422. R. Brown and 1 J. Lennon, Ana/. Chem. 67, 1998(1995).
423 . Tof-SIMS: Surface Analysis by Mass Spectroscopy, eds J. C. Vickerman and D. Briggs, 1M

Publication, West Sussex(2001).
424. A. A. Galuska, Surf. Int. Anal., 25, I (1998).
425. R. W. Linton,M. P. Mawn,A. M. Belu.J. M. DcSimone, M. O. HuntJr., Y. Z. Menceloglu, H.

G. Cramer. and A. Benninghoven, Sur. Int. Anal., 20, 991 (2004).
426. L. Kallas, l-N. Audinot, H.-N. Migeon, and P. Bertrand, Appl. Surf. Sci., 231 ,289 (2004).
427. Z. L. Wangand Z. C. Kang, Functional and Smart Materials : Structural Evolution and Structure

Analysis. PlenumPress, New York (1998).
428. Z. L. Wang, Adv. Mati., 15. 18. 1497(2003).
429. G. Binning, H. Rohrer, Ch. Gerber. and E. Weibel, Phys. Rev. Lett. 49, 57 (1982),Surfacrscience,

131 , L379(1983).
430. R. Wiesendanger, ed.• Scanning probe microscopy: Analytical methods , Springer-Verlag. Berlin

(1998).
431. ScanningProbeMicroscopy:Methods andApplications, R.Wiesendanger, Cambridge University

Press, London 1994.
432. N. D. Tran, N. K. Dutta, and N. Roy Choudhury. J. Polymer Sci. Part B: Polymer Physics, 43,

1392(2005).
433. J. K. H. Herber and M. 1 Miles, Science, 302. 1005(2003).
434. Nuclear Magnetic Resonance: Concepts and Methods, D. Caner, Wiley, NewYork (1996).



Self-Assembly and Supramolecular Assembly 303

435. NMRspectroscopy: Basic Principle, Concepts, and Applications in Chemistry,2nd edition,H.
Gunther, Wiley, NewYork (1997).

436. Carbon13NMRSpectroscopy H.-O. Kalinowski, S. Berger, S. Braun,Wiley, NewYork (1991).
437. Encyclopedia of NuclearMagnetic Resonance, 9 volume set, D. M. Grant, R. K. Harris, (ed. in

chief), Wiley, NewYork (2003).
438. R. deGraaf, In Vivo NMRSpectroscopy: Principles and Techniques, Wiley, NewYork (1999).
439. P. Stilbsnd IstvanFuro,Current Opinionin Colloid & Interface Science, 11,3 (2006).
440. N. K. Dutra,N.RoyChoudhury, B. Haidar, A.Vidal, J. B. Donnet, L. Delmotte andJ. M. Chezeau,

Polymer, 35,4923 (1994).
441. Naba K. Dutta, N. Roy Choudhury, B. Haider, A. Vidal, J. B. Donnet, L. Delmotte, and J. M.

Chezeau, RubberChemistry and Technology 74, 260 (2001).
442. DanielTopgaard, Current Opinion in Colloid& Interface Science 11,7 (2006).
443. William S. Price, Current Opinionin Colloid& Interface Science II, 19(2006).
444. PaulT. Callaghan, Current Opinion in Colloid& InterfaceScience II, 13 (2006).
445. R. A. Larson, The Structureand Rheology of Complex Fluids, Oxford University Press, N.Y.,

USA(1998).
446. Rheology: Principles, Measurements, and Applications, Wiley VCH,NewYork (1994).
447. F.A. Morrison, Understanding Rheology, OxfordUniversity Press,London (2001).
448. R. G. OwenandT. N. Phillips, Computational Rheology, Imperial CollegePress, London (2002).
449. J. Verhas, Thermodynamics andRheology, Springer-Verlag, Berlin(1997).
450. K. Almdal, K. A. Koppi, F.S. Bates,and K. Mortinsen, Macromolecules, 26, 485 (1993).
451. K.1. Hanley and T. P.Lodge, J. Polym. Sci., PartB: Polym. Phys., 36, 3101 (1998).
452. N. Sakamoto, T. Hashimoto, C. D. Han, D. Kim, and N. Y. Vaidya, Macromolecules, 30, 5321

(1997).
453. Special feature issue on Supramolecular Chemistry and Self-assembly, PNAS, 99,

(Apri 162002).
454. C. T. Kresge, M. E. Leonowicz, W. 1.Roth,1.C. Varuli , andJ. C. Beck,Nature, 359(1992), 710.
455. SpecialissueonNanostructureandFunctionalMaterials, Chemitry of Materials, 13(10) (2001).
456. G.1. de A. A. Soler-lllia, E. L. Crepaldi, D. Grosso, andC. Sanchez, Cur. Opin. Coli. Int. Sci., 8,

2003,109.
457. M. Lazzari and M. A. Lopez-Quintela, Adv. Mater; 15, 1583(2003).



304

QUESTIONS

Naba K. Dutta and Namita Roy Choudhury

I. What is the principal difference between classical molecular chemistry and
supramolecular chemistry? What are the origins of order and resulting molecu­
lar self-organization? Describe the major noncovalent interactions that dictate
the ultimate organization of the molecules. What do we mean by "program
chemistry"? Explain its advantages in respect to nanofabrication.

2. In a self-organization process the entropy of the overall system decreases; still
it is a spontaneous process. Explain from the thermodynamic point of view
with examples.

3. Block copolymers are the best model of amphililic behavior. Explain. Nar­
rate different types of molecular architecture possible in block copolymers
with examples. Describe the major advantages of using self-organized block
copolymer in nanofabrication.

4. What are the most important parameters that influence the phase morphology
in block copolymer? Show different types of classical phases accessible in
mesophase-separated diblock copolymer. Explain with a typical phase dia­
gram.

5. Explain with an example the statement that in supramolecular chemistry,
"information and programmability, dynamics and reversibility, constitution
and structural diversity, point towards the emergence of adaptative and evolu­
tionary chemistry."

6. Describe a suitable method for the fabrication of ordered metal, metal oxide
and semiconductor nanoparticles on solid surfaces with uniform and control­
lable size and shape and with a high spatial density.

7. Explain the terms top-down approach and bottom-up approach as used in the
fields of nanomaterials and nanotechnology with examples.

8. How do you classify hybrids and nanocomposites in terms of interfacial in­
teractions? Give examples of each type and describe their methods of prepa­
rations.

9. How do you prepare a 2D material on a substrate? How can you make a pat­
terned surface? Using the concept of self-organization, how will you prepare
nano-patterned surfaces and decorate them with nanoparticles?

10. Which methods would you choose to characterize and quantify the organic
and inorganic contents, structure and morphology of a hybrid?

II . Define the roles of "interface" and "interphase" in composite and nanocom­
posite/ hybrid materials.

12. Is there any interphase in a polymeric nanocomposite? How does the interface
influence the mechanical performance of a polymer nanocomposite?

13. What are the applications for which only polymer hybrids are competent and
why?

14. Give a list of applications of 2-D nanomaterials. How are they important in
our daily lives?
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1. INTRODUCfION

1.1. Overview

It isnota coincidence thatveryoftenthematerials andsensitizationmethodologies
used inchemicalsensingare basicallythe sameas the onespracticedin the fieldof
catalysis. In both fields, a chemicalreactionon the surfaceof the sensoror catalyst
is the origin of the desiredreactionproducts(in catalysis) or the electrical signals
(in sensing). These fields were widely exploredduring the past few decades but
both are currently experiencing a renaissance thanksto excitingnewopportunities
offeredby nanotechnology. 1

Catalysisencompasses the science of enhancingchemicalreactionrates and
selectivities basedon theuseof specific materials (catalysts) thatare notconsumed
during the course of the process. The potential benefits of a new understanding
and mastery of catalysis have broad societal impacts. About 80 percent of the
processes in the chemical industry (including fuels, plastics and medicines man­
ufacture) now depend on catalysts to workefficiently. This is why it is necessary
to re-examine existing methods of synthesizing all chemical feedstocks in or­
der to ensure that environmentally benign "green" processes are adopted.I More
specifically, in heterogeneous catalysisthe gaseousreactantsutilizethe surfaceof
solid catalyststo form intermediate states that lower the energetic barrier to form
products.

Under"real-world" industrial conditions, a numberof poorlycontrolledfac­
tors complicatethis simplistic picture, and the understanding of the fundamental
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processesand steps in catalysisbecomeschallenging. That is why, for manyyears,
the only way to develop new or improved catalysts was by empirical testing in
so-called "trial-and error" experiments. During the last decade, this time- and
cost-consuming effort has been complemented by more rational methods based
on combinatorial approaches and a deeper fundamental understanding of catalysis
at the molecular level.The application of model surface science methods helped
in opening the door to masteringthe art of heterogeneous catalysis. However, the
transformation of this field to a truly consistent science based on the vast amount
of empiricalobservations availablehas yet to be achieved.

The advent of nanoscience and nanotechnology offered the possibility of
creatingnew model catalysts with preciselycontrolledcomposition, structureand
morphology and with previously inaccessible chemical properties.'

Among the prospective candidates for the next generation of catalysts are
semiconductorand metal nanoparticles with dimensions less than 10 nm. These
nanoparticles possess unique chemical, optical, electrical and magnetic proper­
ties that deviatedrastically from their macroscopic counterparts. Moreover, these
propertiescan be effectively modified by tuningtheir size. Withdecreasingparticle
size, the optical absorption edge shifts towards the blue region, the melting point
decreases, metal/non-metal transitions occur and the surface reactivity changes
significantly.v''?In particular, theappearanceof two-sizerangesin the reactivity of
supportedclustershas beenreported. 13-17 For largeparticles(morethana fewhun­
dred atoms),the kineticsof a surfacechemicalreactionare determined by geomet­
ric shell-filling effects which manifest themselves at steps and kinks. For smaller
clusters (1-30 atoms), atom-by-atom size-dependent catalytic properties appear,
where the individual electronicstructureof each cluster size plays a decisiverole.

In the last decade. a great variety of highly dispersed metallic nanoparticles
have been shown to be active and selective for many industrially important re­
actions including low-temperature CO oxidation and water shift reactions, NO
reduction with hydrocarbons, partial hydrogenation and oxidation of hydrocar­
bons, the selective oxidation of propylene to propylene oxide, and the methanol
oxidation and production reactions.13.18-41 All of these are processes with broad
technological and environmental application, including fuel-cell technology, air
and automobileoutgas purification and cleaning of ground soil and water.

Despitemultipleresearchefforts,fundamental knowledge of keyfeaturesthat
influence catalysis is still lacking.Includedin these featuresare the nanoparticle's
ability to modify its structure in the course of a chemical reaction, adsorbate
mobility, selective active site blocking, catalyst surface poisoning, or promoter
effects. Nevertheless, it is generallyaccepted that a nearly molecularcontrol over
the cluster size, structure, location and composition is required to systematically
design highly active and selective systems,?·8.13.42-46 For example, nanoparticle
interactions, tunable by changing the interparticle distance, have been recently
shown to affect the stability and lifetime of the catalysts.t?

The understanding and technological evolution of gas sensors closely paral­
lels the developments in catalysis described above. In the last few decades. novel
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solid-state gas sensors based on chemically induced modifications of the electrical
properties of thin films have been designed. These sensors have had a profound im­
pact on many fields: semiconductor processing, medical diagnosis, environmental
sensing, and personal safety and security, with economic impact in agriculture,
medicine and the automotive and aerospace industries.

Thanks to the field of catalysis, great progress has been achieved in our
atomic-level understanding of metal- and semiconductor-adsorbate interactions.
However, the complexity of the processes involved in manufacturing and operating
sensors with predetermined characteristics under realistic conditions is far of being
resolved. In addition, the further miniaturization of sensor chips requires active ele­
ments with higher levels of sensitivity and selectivity. Furthermore, the decrease in
the active area poses the challenges of acquiring a sufficient amount of analyte and
overcoming possible cross-talk between neighboring individual sensing elements.
These limitations, together with the growing demand for ultra low power consump­
tion and highly selective materials sensitive to more complex molecules, shows
that further progress in gas sensing is required. Modem nanotechnology with its
new material development, innovation in structure, architecture and sensor design
principles is providing great breakthroughs in this field.

In this chapter, we intend to give an overview of several new trends in the
field of chemical sensing based on a nanotechnology approach.

1.2. Why are Nanostructures Important for Gas Sensing and
Catalysis? (Structure-Sensitivity Relationship)

One of the major goals in cherno- (bio-) sensing is the building of new active ele­
ments that will respond to the analyte selectively and sensitively. Modem nanotech­
nology offers a number of prospective sensing elements including nanometer-thick
2D metal/oxide/semiconductor (MOS) diodes, quasi-l D semiconducting metal
oxides, and metal nanoparticles supported on nanostructured metal or semicon­
ducting oxides. In particular, the quasi-l D metal oxide sensing elements inherit
the sensitive responsiveness to surface redox reactions of the traditional nanos­
tructured thin films, and yet posses simple electron transport mechanism of the
single crystal that make these structures potential next-generation chemical sen­
sors (see Fig. 1). Some of the unique properties of nanostructured materials that
are of advantage in the field of catalysis and chemical sensing are:

• High surface-to-volume ratio of these structures implies an exposure of a
large fraction of atoms (about 30% for 10 nm structure) to the ambient
environment. For nano-porous, tubular and ribbon-like nanostructures this
ratio is even higher.

• At the 10 nm scale and below, the mean free paths of the electron ic excita­
tions (electrons, holes and excitons) become comparable with the effective
radius of the nanostructure, thus favoring the delivery of these active "re­
actants" toward the surface over their recombination. Activating surface
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FIGURE 1. The basic processes relevant to gas sensing with quasi-1D n-type metal oxide.
The adsorption of acceptor (A) or donor (D)molecules leads correspondingly to depletion
or accumulation of the electrons in the nanostructure, thus decreasing or enhancing the
conductance through the chemiresistor. Due to the small diameter of the nanostructure,
photo-generated electrons and holes are able to reach the surface and participate in surface
redox reactions before recombination. The chemical action of catalyst particles and surface
defects may have a pronounced effect on the charge transport through the nanostructure
due to greater ratio between the size of local depletion (accumulation) and spillover zones
versus nanostructure diameter.

atoms and imperfections and localizing at them, these species can drasti­
cally enhance surface oxidation-reduction reactions with target molecules
from the gas phase. The latter is particularly important for the chemisensors
based on photocatalytic effects and can also lead to significant reduction
of the operation temperature of the sensors.48.49 A detailed description of
chemical sensors based on the ballistic transport of hot electrons/holes
through nanometer-thick metal films will be given in a later section.

• ID nanostructures offer a well-defined (structurally and compositionally)
conducting channel that is at least microns long (and therefore easily ad­
dressable) and that is a responsive "antenna" for the surface and near surface
events.

• For moderately doped oxides operating within the practical temperature
range , the width of the space charge layer (SPL) W0 falls into the W­
I()() nm range. When the effective diameter of the nanostructure D becomes
comparable to (or smaller than) this parameter, the tiny changes in the
surface's charge state due to the presence of chemical or biological agents
can result in the depletion (or accumulation) of electrons. This happens not
only at the near surface, but in the entire volume of the nanostructure, with a
concomitant change of the conductance. Combined with the large surface­
to-volume ratio, this effective transduction provides the basis for superior
chemical sensor function of the individual oxide nanowire device .49-53

• Different from granular thin films, the quasi ID and OD nanostructured
sensors can be made from a single crystal with well-defined facets without
degrading sensitivity. The latter allows for achieving better stability, re­
producibility, predictability and modeling. In addition , recent progress in
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nanotechnology offersa newlevelofcontroloverthemorphology andcom­
positionof quasi-ID nanostructures (seeexamples of the nanostructures in
Fig. 1). In fact, the individual functional nanostructured buildingblockcan
be pre-engineered at the nanoscale to betterserveas a gas-sensing element.

1.3. The Impact on the Fundamental Science

Understanding the mechanisms of the transduction of surfacephenomenato elec­
tronic signals (and vice versa) in nanostructures is a frontier of the fundamental
surface science of nano-objects. It is crucial for their applications as promising
activeelementsof chemicalandbiologicalsensors,as wellas photovoltaic and na­
noelectronic devices (see Rfs. 54-56and sourcestherein). This is particularly true
when their size approaches the electron confinement regime (see as an example
Ref. 57).

In spite of the fact that the influence of the confinement effects on surface
reactivity of metalclusters (OD), catalystnanoparticles'v" and thin films59 (2D) is
an activearea of experimental studies, the manifestationof electron confinement
effects on the chemicalproperties of 1D nanostructures (and semiconducting ox­
ides in particular) still remainsa largely unexplored field of research." When the
electrons and holes become confined inside nanostructures with diameters less
than their de Broglie wavelength (typically 1-10 nm), the drastic changes in the
electronic structureof such objectswillapparently inducechangesin theirsurface
reactivity. These changesinvolve: (i) blue shift, narrowing of the electronic bands
and concomitant increaseof the density of states that will influence the strength
and probability of the formation of chemicalbonds with targetmolecules; (ii) an
increase of the redox potentials of photo-generated electrons and holes that will
result in enhancement of photoredox and photocatalytic properties of the pristine
nanostructures; (iii) change in the kineticsof the surfacereactionsdue to reduced
electron-phonon coupling and preferable interaction of electrons and holes with
the surfacespecies rather than their recombination.

2. PHENOMENA AT NANOSCALED METAL AND
SEMICONDUCTING OXIDE SURFACES RELEVANT
TO GAS SENSING AND CATALYSIS

2.1. Pristine Oxide Surfaces: Physisorption vs. Chemisorption

The interaction of molecules with the pristinesurfacesof homogeneous metaland
metaloxidenanostructures can be in the formof physisorption, whichdoes not in­
volvechargetransfer, or chemisorption, whichproceeds withsignificant alteration

" The extensive studies on this issue conducted on carbon nanotubes are beyond the scope of this
review.
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of the electron densities of both the target molecule and the nanostructure's
surface.

In principle, the physisorption of the target molecules is able to contribute
to the conductance change inside a metal oxide nanostructure via increase of sur­
face scattering and some degree of electrostatic gating when highly polarizable
molecules are physisorbed. These effects may have experimental significance pre­
dominately for very thin (1-10 nm) metal oxide nanostructures.

Despite a much stronger disturbance of the electronic structure, the
chemisorption itself does not necessarily result in strong responsiveness of the
chemiresistor. For an appreciable conductance change it is important that the
chemisorption act involves the electrons (holes) from the conduction (valence)
band. Semiconducting metal oxides having oxygen vacancies as electron donors,
and surface oxygen vacancies as adsorption-dissociation sites for the target
molecules, inherently possess these useful properties. Essentially, all experiments
carried out to date on metal oxide nanowires (or other nanostructures) indicate
that the role of oxygen vacancies dominate the electronic properties of pristine
metal oxide nanowires along much the same lines as they do in bulk systems.
For nanostructures with diameters on the order of 100 nm, one can safely adopt
the principles of chemical sensitivity developed over many years to explain the
function of polycrystalline and thin film metal oxide gas sensors .60-68

As an example, let us considerthe intereaction ofSn02 nanowires with oxygen
(an electron acceptor) and CO (an electron donor in the surface redox process) as
a model oxide semiconductor system. Under normal conditions, the surface of
stoichiometric tin oxide is inert. However, it can be easily reduced as a result of a
moderate annealing in vacuum, or under an inert or reducing atmosphere. These
treatments cause a fraction of the surface oxygen atoms to desorb, leaving oxygen
vacancy sites behind (Fig. 2(b». The latter can also be realized at low tempratures
during exposure of the oxide to UV light. These vacancy sites form donor states
lying just below the conduction band edge (Fig. 2(c». The majority of these energy
states are shallow enough that most are ionized even at low temperatures, thus
defining the material to be an n-type semiconductor.

At any given temperature, the nanowire's transport properties (i.e., conduc­
tance G) are defined by the concentrations of ionized vacancy states:

G = 'ITR2e~n/L (1)

Here, R, L are the radius and length of the nanostructure, respectively; e,~, n, are
the charge, mobility, and density of available free electrons in the nanostructure,
respectively.

The conductance of Sn02 changes during the exposure to oxygen. During
oxygen adsorption, a fraction of the surface vacancies becomes repopulated, re­
sulting in ionized (ionosorbed) surface oxygen of the general form O~;. Under
steady state conditions, the surface oxygen coverage, e, depends on the oxygen
partial pressure and the system temperature through the temperature-dependent
adsorption/desorption rate constants, kads/des. It is important to stress that the
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FIGURE 2. The model of the (a) stoichiometric rutile Sn02 (110) surface; (b) partially
reduced Sn02 with missing bridging oxygens. Molecular oxygen (left cartoon) binds to the
vacancy sites . dissociates and captures an electron as an electron acceptor. CO molecules
react with preadsorbed oxygens (central cartoon). CO2 is formed and electron are released
back to the nanowire (c) Band diagram of nearly stoichiometric 5n02. The vacancies
present in the bulk of slightly reduced Sn02 form shallow donor levels and define its
n-type behavior. (d) During oxygen ionosorption, band bending occurs. When the Debye
length is comparable to the radius of the nanowire, the entire structure becomes depleted.
In the center: an STM image of surface vacancies (bright spots) and hydroxyl groups at
similar TI02 (110) rutile .

oxygen coverage is dependent on the concentration of free electrons, n, and unoc­
cupied chemisorption (vacancy) sites, Ns .

13 o gas - + N oz: (2)'2 2 + ex . e s {} I3S

kads • NS • n . p~2 = kdes . e (2a)

(where ex, 13 = I, 2 accounts for the charge and molecular or atomic nature of the
chemisorbed oxygen'").

2.2. Band Bending and Charge Depletion

During the formation, the ionosorbed oxygens capture electrons from the bulk and
create a ""10-100 nm thick SCL electron-deficient surface layer, corresponding
approximately to the Debye length of Sn02. For the macroscopic semiconductor
oxide and mesoscopic wires, the latter results in band bending near the surface
region. Thus, cylindrical nanowires loose a part of their cross-section for electron
conduction. For the nanowires with diameters less than 50 nm, SCL embraces the
entire nanowire. Under these so-called "flat band" conditions the relative position
of the Fermi level shifts away from the conduction band edge during oxygen
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inosorption (Fig.2(d)). Underflatbandconditions theelectrons becomedistributed
homogeneously throughout the entire volume of the nanowire. As a result, due to
facileaccessof bulkelectronsto thenanostructure surfaceandtheir limitednumber
(...... IOS - 106) in ca. 10mm long nanowire), any surfacecharge transferprocesses
drastically affectsthe electrondensity throughout the entire nanostructure. Under
the flat band conditions, the chargeconservation leads to:

(3)

wherenm is the densityof itinerantelectrons remaining in the nanostructure after
exposure to the adsorbate. The localizaton of Sn = 2Nse/R electronsresults in a
significant drop in conductance:

(4)

and concomitant increase in the activation energy.52
Now let us consider the admission of a reducing gas such as CO. During

the exposureto CO molecules, an oxidation surface reaction takes place with the
ionosorbed oxygenbeing an oxidant:

(5)

The net results of the CO exposure is the recovery of the adsorption (defect)sites
and the redonation ofelectronsbackto theSn02(Fig. 2(b)).Thisclassicalreaction
schemecan be checkedexperimentally since, as was shown in Ref.66, under flat­
band conditions a monotonic increase in the electron concentration (6.n) would
be:

and thereforethe change in nanowire 's conductivity (6.G) will be:

6.GCO ...... e . 6.nco(T) . JJ.(T)

(6)

(7)

thusproportional to a 0.5 powerlawwith increasing COpartialpressure, assuming
that O-(a,13 = I) is the dominant reactive surface species (see Ref. 52). This
simple reaction model accounts for the operation of tin-oxide nanowire sensors
under ideal ambienceconsisting of dry oxygen and a simple combustible gas. In
a "real-world" environment the reactive molecules such as water can react with
adsorption sites, thus modifying the possible reaction's pathways.t"

It is important to note that the simple picture described above is mainly
applicableto semiconducting mesoscopic oxides,and hasa limitedapplicability to
nanowires withdiameters on theorderof 10nm.Forsuchsmallnanostructures, the
distancebetweendopantsbecomes comparable to the radiusof the nanostructures,
and therefore the continuum modelof the SCL loses its applicablility.I"
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2.3. Chemisorption and Magnetization

In recent years, the novel properties of magnetic nanostructures have been inten­
sively investigated.71-73 The main interest arises from the potential technological
applications of these nano-designed materials as magnetic recording media, mag­
netic sensors and biocompatible magnetic nanodevices.

A significant breakthrough for the application of the magnetic properties of
nanostructured materials in the field of sensing came with the discovery of the giant
magnetoresistance (GMR) effect." GMR is a very large change in the electrical
resistance of ferromagnetic/paramagnetic (FM/PM) multilayer structures that is
observed when the relative orientations of the magnetic moments in alternate FM
layers are modified by an external magnetic field. Within ten years of its discovery,
GMR was adapted to a new generation of high-performance magnetic read-heads
in commercial hard drives. This event also initiated the spintronics era, dominated
by solid-state sensors that conjugate electronic and magnetic properties in a single
hybrid device."

The interest in the magnetic behavior of low-dimensional systems has been ex­
panded now to one-dimensional (l D) and nearly zero-dimensional (OD) structures.
Magnetic particles are well known for their use in recording devices. For an ap­
plication involving information storage, the nature, size, and shape of the particles
are the relevant parameters. At present , the major challenges facing the magnetic
sensing industry (GMR, spin valves) are related to the necessity of reduc ing the
storage unit 's size in the recording media. This progressive process is approaching
the physical frontier imposed by the superparamagnetic limit,76 Therefore, fur­
ther increasing the storage density will require new technological approaches, for
example, the use of specific tailored nanostructured materials as magnetic media.

The latest developments in biocompatible functionalized magnetic nanoparti­
cles also show considerable promise for both enhanced and novel applications in the
biomedical and diagnostic fields, ranging from targeted drug delivery to contrast
enhancement in magnetic resonance imaging (MRI) .78 Magnetic nanoparticles
loaded with drugs can be attracted to specific body areas by applying a mag­
netic field. Concentrating the particles in areas requiring treatment would enhance
the therapeutic benefits while reducing side effects on other areas of the body.
In addition , magnetic nanoparticles are currently routinely used in MRI medical
applications to enhance the contrast between biological structures and for early
tumor detection . Furthermore, magnetic nanoparticles can replace the radioactive
materials that are currently used as drug tracers . Physicians can then determine
the location of drugs by measuring magnetic instead of radioactivity variations,
eliminating potential human harm from radiation.

The expected applications of nanomaterials in the magnetic recording in­
dustry require high-yield syntheses of narrow-size/shape-distributed nanoparticle
arrays showing controlled magnetic properties. A variety of chemical synthesis
method have been developed in the last decade for that purpose .79-84 Unfortu­
nately, the highly monodispersed magnetic nanoparticles produced by chemical



314 B. Roldan Cuenya, A. Kolmakov

procedures usually display low magnetization. This effect is generally attributed
to the presence of residues of the precursor or reduction agent. The interaction
between the magnetic nanoparticle surface and the matrix or coordination agents
(ligands) can also introduce perturbation on the electronic properties and thus on
the surface magnetism." Recent results havedemonstrated that chemical interac­
tions between adsorbates and magnetic particles are expected to play an increas­
ingly important role in determining the main properties of the magnetic devices as
their dimensions are decreased to the nanometer-size range. Chemically induced
changes in the intrinsic magnetic moments of interfacial atoms, surface magnetic
anisotropy and structure have been reported.81.86.87 It has been often observed
that chemisorption on transition metalclusters is accompanied by a magnetization
reduction due to "spin quenching" of the surface atoms. This behaviorhas been
generally interpreted by considering that an absorbedatom or molecule bound to
a surface metalatom willentirelyquenchthe magnetic momentof thatatom while
leaving the moments of neighboring metal atoms unaffected.f"

As an example, carbon monoxide chemisorption on nickel nanoparticles
(2-12 nm in diameter) was found to be accompanied by a decrease in their mag­
netization of up to 1.1 Il-B per absorbed CO. This result was independent of the
particlesize,andcorresponded toa"magneticquenching"of ""'2 surfaceatoms.89A
similar outcomewasobserved for a molecularbeamof Ni nanoclusters composed
of 8-18 atoms per cluster (Fig. 3).87

First-principles calculations ofthe structural, electronicand magnetic proper­
tiesofcleanandCO-adsorbed Ni(11 0)surfacesalsorevealedthatthespin-structure
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FIGURE 3. Experimentally determined magnetic moments per atom of Ni, (full circles)
and Ni, CO (open circles). The moments per atom calculated by Raatz and Salahub for fcc
model Ni, (upright triangl es) and Ni, CO (downward triangl es) are also shown. (Reused
with permission from Mark B. Knickelbein, Journal of Chemical Physics, 116, 9703 (2002).
Copyright 2002 by the American Institu te of Physics).
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of the surfacedepends on the adsorption geometry in a highly localized fashion.
The enhanced magnetic moments of the top-layeratoms are attenuatedafter CO
adsorption.Strikingly, the adsorbate-induceddemagnetization is limitedprimarily
to those surfaceatoms directly bonded to the molecule. The adsorbate itself was
found to be only weaklymagnetized in the oppositesense to the surface majority
spin.?" The influence of CO adsorption on small Co particles deposited on sap­
phire single crystal has also been recently investigated in situ by ferromagnetic
resonance (FMR). The results confirmed a reduction of the magnetic moment of
surfaceCO atoms due to the CO adsorption."

The role of ammoniaand hydrogen chemisorptionin surfacemagnetism was
theoretically investigated usingCo(Oool) andsmallCo clustersas modelsystems.
At the Co(OOOl) surface,the atomicmagnetization is predictedto diminishlocally
by 0.26 IJ.B due to the adsorption of an isolatedhydrogen atom; for CO\3 clusters,
thechangeis smaller(O.IIJ.B) butlesslocalized. AtH(1 x 1)- Co(OOOI), themagne­
tizationof surfaceCoatomsdropsto 0.88 IJ.B . The magnetic momentinducedat H
isverysmallandcouplesantiferromagnetically to Coatoms. Ammoniaadsorption
is found to locallyreduce the Co atom magnetization by "-'0.1 IJ.B or less.92

The superparamagnetic behaviorof small iron particles (1.5 nm) with about
half of their atoms at the surface can be reversibly changed by adsorption and
desorption of hydrogen belowthe superparamagnetic transition temperature. Such
changeis ascribedto a modification of the crystalline shapeand was not observed
for larger iron particles(8 nm).93

Chenet at. 77 investigated chemically inducedchangeson the spinanisotropy
due to oxygen adsorption on ultrathinFe films (1-3 monolayers thick) deposited
on Ag(1 (0). Their experiments showed that small doses of oxygen can produce
strikingchangesin the spin anisotropy of bilayermagnetic films. In particular, the
preferred spin orientation changes from perpendicular to the surface to in-plane
(Fig.4). Whilesomeof theobservedeffectscan beexplained byassuming oxygen­
induced quenching and by taking into account the structural changes of the film
thataccompany oxygenadsorption, the primaryeffect(oxygen-induced changeof
preferredspin direction)appears to be producedby electroniceffects that govern
the surface-anisotropy parameter.'"

As can be inferredfrom this previous section,a promising future in the field
of sensingcan be envisioned for chemically modified magnetic nanostructures.

3. NANOSTRUCTURED GAS SENSORS: SOME EXAMPLES
OF DETECTION PRINCIPLES

3.1. Two-dimensional Nanoscaled
Metal/Oxide/Semiconductor Diodes

Selective and nonselective solid-statechemical sensors have been developed for
a variety of applications in process control, environmental monitoring, and haz­
ardoussubstancedetection. Mostdevices relyon an indirectdetectionmechanism
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FIGURE4. Left panel : polar configuration (applied magnetic field perpendicular to sur­
face) magneto-optical Kerr- effect hysteresis loops for 2-ML p(l x l)Fe on Ag(100) as a
function of oxygen dose in Langmuirs nt. = 1 x 10-6 Torr sec) and time in minutes.
Right panel: corresponding results for longitudinal configuration (applied magnetic field
parallel to surface and in the plane of incident light). All hysteresis loops have been nor­
malized to the same height to emphasize shape differences in the loops resulting from
oxygen adsorption. [Reprinted figure with permission from J. Chen. Physical Review B.
45.3636 (1992). Copyright 1992 by the American Physical Society).

whereby their electronic or electro-optical properties are alteredby the substance
of interest, allowing for a measurable response. Sensors based on analyte-sensor
interactions that modify capacitance, conductivity, magnetization, and refractive
index operate in this manner.94- IOO

Metal-oxide semiconductor (MOS) structures have been intensively inves­
tigated in the last decades and have been used as gas-sensitive devices.98.IOI-108
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Traditional MOS sensors are based on chemically induced changes in the elec­
tric field across the oxide. These changes modify the space charge layer in the
semiconductor as well as the electricalproperties of the device. In the praxis, the
flat-band voltage, capacitance-voltagecharacteristics,or photocurrents are moni­
toredas a function of thegasexposure. In mostcases,accurateinformation on how
the gasspeciesinteractwiththe metalgate is lacking, anda generalized modelthat
can fit experimental observations on different metal/oxide systems has not been
found.

Some examples of the most commonly reported detection mechanisms are
given in the following paragraph. Hydrogen detection by Pd-MOS diodes is be­
lievedto be due to the polarization of the metal-oxide interface by hydrogen atoms
that penetrate the Pd film after being created by breaking oxygen bonds at the
catalyticmetal.104 A devicetemperature well above400 K has been found neces­
sary for this mechanism. The penetration of gas particlesinto metal films through
pores,voids, or grainboundaries is alsoheldresponsible for thesensitivity ofMOS
deviceswithnoblemetalgates to reactive molecularspeciessuch as N02.98,102,105
A capacitive coupling of adsorbed molecules on a discontinuous gate metal film
to the spacecharge layer was proposedto understand the gas-sensitive field effect
in whichammoniadetectionby Pt-Si02-Si diodes is based.P?

3.1.1. Chemically Induced Electronic Excitations:
Chemicurrent Sensors

Metal-semiconductor (MS)Schottky diodeswithnanometer-thickmetalfilms can
alsobe usedasactivesensorsforatomicandmoleculargasphasespecies."O- 121 On
thesedevices, gas-surface interactions are monitored, not indirectly by a changein
the device properties (passive sensing), but by direct detectionof charge carriers
produced from the gas-metal interaction. When an adsorbate interacts with the
surface,the adsorption energy mayappearas an energetic electron-hole (e-h) pair
generated inthe metalsurface. The excitedelectroncan travelballistically through
the thinmetalfilm andtraverse theSchottkybarrierif thekineticenergyof theelec­
tron is largerthanthe barrierheight (<I> B) and if the film thickness is comparable to
theballisticmeanfreepath(seeFig. 5).122 Onceinside thesemiconductor, theelec­
tron is detectedas a chemicurrent, analogous to the photocurrent in a photodiode.
Chemicurrent detection is veryeffective at temperatures between 120 and 200 K.

Hotelectronshaveinteresting and unusual reactivity and transportproperties
which may be taken advantage of in Schottky-barrier MS (metal/semiconductor)
and MOS diode sensors. Using ultrathin metal films on MS and MOS device
structures, Roldan et at, 122-124 investigated the "chemielectronic" phenomenaas­
sociated with a varietyof molecularand atomic interactions with transition metal
surfaces(Ag,Au, Pt, Pd). Distinctdifferences in the mechanism of signalproduc­
tion betweenhighlyenergeticatomicspecies (H, 0) and more weakly interacting
speciessuchasxenon,carbondioxideandhydrocarbons werefound. Inthissection,
the basis for the chemical sensitivity of these diode structureswill be addressed,
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FIGURE 5. Schematic plot describing the process of electron-hole pair excitation upon
chemical adsorption and subsequent generation of a ballisti c electron transported over
the Schottky barrier of an n-type semiconductor junction.

emphasizing the importance of oxide interfacial states in the detection of electronic
signals from weakly interacting gases. Experimental evidence linking the surface
chemistry to the electronic processes giving rise to signals in MS and MOS diode
sensors will be presented .

Chemically induced electrical signals were measured in a UHV system. Mixed
beams of atomic and molecular gas species were produced and delivered by a
three-stage differentially pumped atomic beam source. 118 Hydrogen and oxygen
molecules were dissociated within a microwave plasma cavity. Since the plasma
emits intense ultraviolet light with a photon energy of 10.2 eV and the Schottky
diodes are sensitive photodetectors, the plasma source was specially designed to
extract any photons from the gas beam. The room temperature thermalized beams
had a flux that varied between 2 and 5 x 1012 atoms cm-2 S-I. To investigate
the diode response to gas exposure, the active sensors were positioned in line
to a shuttered collimated gas beam modulated at 4 Hz (50% duty cycle). The
reaction-induced chemicurrents were detected by the diode connected in series
with a current preamplifier. The preamplifier output was connected either to a
lock-in or an A-D convertor (oscilloscope). All measurements were carried out at
low temperature (125 K) to minimize the noise caused by the thermal drift. Other
details of the experimental set-up are described elsewhere. I II

Figure 6 shows the demodulated lock-in amplifier output from a 6 nm thick
Pd-MS diode during exposure to a highly energetic atomic oxygen beam. The
metal film was deposited in UHV on an HF-terminated n-Si(lll) wafer.

The initial signal peak of ----930 pA corresponds to ----5.6 x 10-3 electrons
detected per incident 0 atom on the clean polycrystalline Pd surface. The time­
decay profile is consistent with formation of an oxide coverage assuming a surface
site density of 1.5 x 1015 cm'. Similar behavior has been observed with H
atoms, NO, and N02 .121The phase (<I» of the lock-in signal, -83°, is essentially
identical to the photocurrent phase corrected for the difference in beam transit times
(----0.5 ms), indicating a reverse bias current analogous to inverse electron emission
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FIGURE 6. Lock-in detected chemicurrent signal from a Pd(6 nm)/n-Si(111) diode vs.
exposure time to atomic oxygen. The measurement temperature was 125 K. The dashed
arrows signalize when the gate valve to the beam chamber was opened and closed.122

[Copyright @2004 From Dekker Encyclopedia of Nanoscience and Nanotechnology by B.
Roldan Cuenya/J.A. Schwartz. C.l. Contescu , K. Putyera . Reproduced by permission of
Routledge/Taylor & Francis Group. LLC.)

(lEE)generatedbya photocurrent. TheMSdevices areinsensitive tohydrocarbons,
Xe, CO2 or other low adsorption energyspecies.

The energetic charge carriers have a ballistic mean-free path of tens of
nanometers. Thus for low-dimensional metal structures, the "hot" charge carri­
ers persist at energies well above the Fermi level. In agreement with the concept
of mean free path of ballistic charge carriers in metals, the chemicurrents are at­
tenuated exponentially with increasing metal film thickness, d. Figure 3 shows
this thickness dependence for Pd-MSdiode exposedto 0 and H atoms.The solid
lines represent a single exponential fit ["-'exp(-d/x')] to the experimental data.The
attenuation lengthconstantsare A::::::: 13nm upon0 exposure and A::::::: 17nm upon
hydrogen exposure. Similar values were measured for a Pd-MOS device. These
values are in good agreement with electron attenuation lengths of 17 ± 3 nm
obtained from photoemission measurements on Pd/n-Si junctions using photon
energies below 1.1 eV. 125

Byaddinga thinoxidelayer(Si02) betweenthemetalandthe semiconductor,
Gergenetat.116 showedthatthemodified MOSdeviceshadan increasedsensitivity
to highlyenergetic gas speciesand showeda responseto a variety of weakly inter­
actinggas speciesnot detectable on the standardMS Schottkydiode sensors. The
mechanisms for carriergeneration and transport in these nanometer-thick devices
were unclear at that point. The original explanation of chemicurrent (excitation
followed by ballisticchargetransportovertheSchottky barrier110.112-116) appeared
valid for the detectionof species with largeadsorption energies including atomic
o and H, molecularNO and N02• However, the mechanism of carrier generation
and detectionon the same devices for weakly interacting speciessuch as alkanes,
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FIGURE 7. Thickness-dependent chemicurrent (log scale) for a Pd-MS diode upon expo­
sure to atomic Hand O. The attenuation constants of the linear fits are 13 nm for 0--+
Pd/S i and 17 nm for H --+ Pd/Si.

alkenesand Xe was less clear, since their averageadsorption energies were below
the averageSchottkybarrier.

In a recent work, Roldan et al.123 proposed a new mechanism for current
generation in the MOS diodes which includes the excitationof charge carriers in
the metal and explains variations in the space-charge layer in the semiconductor
without the need of gas particle penetrationthrough the ultrathingate metal film.
Detailson this new model and supportingexperimental evidenceare givenbelow.

Figure8showsthephase-sensitive demodulated lock-inamplifieroutputfrom
a Pd(6nm)/Si021n-Si(Ill) diode exposedto H, C2H4and CO2.Uponexposureto
the reactivespecies (e.g., H), a decayingchemicurrentis observed in the Pd-MOS
sensor (Fig. 8), similar to what was found for the standard Pd-MS device upon
atomic oxygen exposure (Fig. 6). The current transients reproduce the chemical
kineticsof the surfacereaction, whichmaybe modeledby spontaneousadsorption
and abstractionmechanisms. III However, the chemicurrentsignals fromthe much
lessreactivespecies(C02, C2H4 < 0.5eV), notdetectableusingthePd-MSdiodes,
areapproximately constantovertheexposuretime.Thedirectionof currentrelative
to the incidentbeamcan be inferredfromthe lock-inphase(<p inFig. 8).The highly
energeticspeciessuchas H werefoundto haveanegative phase,similarto thephase
of the photocurrents measured upon diode exposure to visible monochromatic
light. This reverse bias current is expected for a chemicurrentdue to hot electron
generation in the metal and transport over the Schottky barrier. However, for the
lowenergeticspecies,thisphaseispositive, corresponding toaforwardbiascurrent
not predictedby the original model.
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FIGURE 8. Lock-in detected chemicurrent signals from Pd(6 nm)/Si02(O ,7 nm)!J1-Si(111)
diodes as a function of exposure time to H, C2H4 and C02, T = 125 K.

In order to get further insight into this new transport mechanism, time­
averaged single-pulse currentswererecordedduring exposure of Pd-MOS diodes
to C2H4 and 0 (Fig. 9). The signals were modulated at 4 Hz and the dotted line
indicates thezerocurrentbaseline. In bothcases,thepressureinthebeamchamber
foreline (0.5Torr)wasusedas a qualitative relative measureofthe particleflux. For
atomic oxygen, a continuous chemicurrent is observed, vanishing as soon as the
beam shutter is closed. However, during C2H4 exposure, a displacement current
similartocharginganddischarging of a capacitoris measured. The directionof the
current induced by the interaction of C2H4 (similar traces were observed for C02
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FIGURE 9. Time-averaged single-pulse currents measured during exposure of a
Pd(6 nm)/Si02/n-Si(111) diode to 0 and C2~ ' The signals were modulated at 4 Hz.
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andXe) isoppositeto thatofoxygenandall otherhighlyreactivespecies. Whenthe
diode isexposedtoC2H4,thepositivespacechargeinthesemiconductoris reduced
by charge displacement towards the metal surface.A rapid, flux-dependent decay
in the current is observedduring exposure. When the exposure is stopped,charge
movement in the opposite direction occurs to reestablish the initial equilibrium.
Similar results were obtained for Au/Ab03/n-Si( 111)MOS sensors.P'

In analogy to the resultsdisplayed in Fig. 7 for a Pd-MS diode, it was found
that the thickness-dependency of the chemicurrent signals measured from low
energeticspeciesusingPd-MOSdiodesisalso inagreementwithballistictransport
of charge carriers.F' However, since the interaction energies of species such as
C2H4 and C02 (0.2-0.5 eV) are smaller than the Schottky barrier height of the
MOS devices, the electrical signals detected cannot be explained in terms of hot­
electron transport over the Schottky barrier. To explain the presence of a signal
at all and the different direction of the current chemically induced on the MOS
diodes, Roldan et al. 123 proposeda dynamical model that takes into consideration
the effect of the intermediate ultrathinoxide film. Based on capacitance-voltages
measurements.Fi the presence of localized negative charges at the metal-oxide
interfacewas inferred,and those charges were assumed to bepresent in acceptor­
like interfacetrap states.

When electron-hole pairs are created by gas adsorption, the energy distri­
bution of hot electrons and holes are approximately symmetricaround the Fermi
energy. For low interaction energies, the hot electrons have insufficient energy
to overcome the Schottky barrier of the n-type diode and are scattered within
the metal film and eventually thermalized. However, hot holes can travel bal­
listically across the metal film, reach the interface and recombine with electrons
locatedat metal-oxide interfacetraps. This mechanism is illustrated in Fig. 10.The
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FIGURE 10. Dynamic model for the observed displacement currents. (1) Discharging of
acceptor-type interface states by chemically induced balli stic holes . (2) Charging of inter­
face states. [Reprinted figure with perm ission from B. Roldan Cuenya, Physical Review
B. 70. 115322 (2004). Copyright 2004 by the American Physical Society],
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recombination occursnear the Fermi levelby an Auger process(I) that createsan
electron-hole pair that is rapidly thermalized. Subsequently, the unoccupied trap
canbereplenished by transferring metalelectronsat theFermienergy(pathway 2).
The lastprocessmayhappeneitherby tunneling orby thermoemission, depending
on whetherthe potential barrierbetweenthe metalelectronstate and the trap state
is small or largerespectively. The occupation of the trap states changes when the
beamshutter is openedand the diodeexposedto thecharge-generating molecules.
The forward current disappears as soon as a detailedbalance betweenthe Auger
process(1) and the recharging process(2) is reached. When the shutter is closed,
process (1) is stopped but (2) will remain active, leading to the initial trap state
occupation. Since the countercharge in the semiconductor side changesaccording
to the variations of the trapcharge,the on-and-offswitchingof process(1) leadsto
the observed flow of electrons in and out of the space layer of the semiconductor.
In summary, the experimental observations obtainedupon exposingMOS diodes
to lowenergetic gasspeciescan be explained bya modelthatcombineschemically
inducedelectron-hole pairgeneration, hot hole transportthroughnanometer-sized
metal films, and discharging and recharging on localized states at the metal-oxide
interface.

Energyconversion processes fromcatalyticreactionsto hot electroncurrents
havebeen recently investigated usingSchottky nanodiodes by Park et al.126•127

3.2. Quasi-Ll) Nanostructured Oxides as a New Platform
for Gas Sensing

In this section, we will concentrate on another platform for gas sensing, namely
quasi-ID metaloxide semiconductors whichare singlecrystalsor polycrystalline
nanostructures with an effective diameter on the order of 1-100 nm and lengths
larger than a few micrometers. Duringthe last few years, a great variety of metal
oxide quasi-ID nanostructure prospects for gas sensing have been synthesized
(Fig. 11) (seealsorecentreviews55.56andreferences therein). Agrowing numberof
groupshavebeen testing their sensing performance as chemiresistors and cherni­
field effect transistors (chemi-FET) versus the range of reducing and oxidizing
gases.49.51 .52.128-133

The modem amperometric gas sensors are based on granular or polycrys­
talline semiconducting oxide thin films where electron (hole) transport pro­
ceeds throughthe multiplepercolation paths betweeninterconnected grainsl34.135
(Fig. 12). The resistance of such active elements is primarily determined by the
connecting "necks" between the individual grains and, due to their nanometer
size, is a sensitive function of the adsorption/desorption of the target gas. A deep
understanding of the fundamental surface chemistry of oxides (see Refs.136-t39

and sources therein) as well as receptorand transduction functions of these kind
of sensors was achieved in the past two decades.14o-142 This achievement has
established a robusttheoretical and technological background for implementation
of modem nanotechnology in this field.
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FIGURE11. Demonstrated morphologies ofquasi one-dimensional oxides prospective for
sensing applications. A. simple homogeneous nanowires and faceted nanorods; B. metal­
oxide. elemental semiconductor-oxide. oxide-oxide core-shell nanostructures; C. nan­
otubules; D. nanostructures with super lattices (compositional); E.homogeneous nanorib­
bons and nanobelts; F. nanotapes with compositionally different segments; G,H. hierar­
chical nanostructures; I. "conjugated" oxide nanoparticles or metal nanoparticles with
oxide skin. J. nanosprings; K. nanoporous nanowires; L. nanostructures with segmented
morphologies (encoded nanowires) . Adapted from A. Komakov and M. Moskovits Annu.
Rev. Mater. Res. 34. 151. (2004) and reprinted. with permission. from the Annual Review
of Materials Research. Volume 34 @2004 by Annual Reviews www.annualreviews.

FIGURE12. The state of the art micro-hot plate gas sensor based on thin film technology.
The conductometric response of such nanostructured metal oxide thin films relies on
percolation between the individual granules. (Reprinted from Sensors and Actuators B
77. Semancik et al., p.579. (2001). with permission from Elsevier).



Nanostructures: Sensor and Catalytic Properties 325

3.2.1. Control Over the Surface Reactivity of Quasi-1D Metal Oxides

Following the ideas developed by Aigrain, Hauffe, Wolkenstein, Morrison and
others on electronic theory of adsorption and catalysis (see I43, 144 and references
therein), the position of the Fermi level within the band gap and relative to the
adsorbate levels is a crucial (though not necessarily sufficient) factor for the sur­
face reactivity of the semiconductor (Figs. 2, 14). In particular, it controls the
chemisorption probability of the adsorbate in ionic form and the availability of
free carriers for the surface reactions . The position of the Fermi level in the band
gap of the wired pristine nanostructure depends on (i) the doping level (ii) ex­
ternal electrostatic field (when configured as FET) (iii) temperature and photon
flux. Therefore the reactivity and sensing performance of the nanostructures can
be altered by tuning these parameters.

3.2.1.1. The Effect of Doping. The doping effect on the sensing perfor­
mance of metal oxide nanowires was directly demonstrated in Refs. 122 and 134.
Provided that that doping in In203 is determined by the level of oxygen vacancies,
authors were using two different oxygen concentrations (0.02% and 0.04%) in
Ar during nanowire growth. Based on I-V and transconductance measurements, it
was shown that a nanowire with a low density of oxygen vacancies (corresponding
to a Fermi level located deeper in the band gap) behaved as an electron donor
causing the NW's conductance to increase (Fig. 13 (b) upon exposure to am­
monia. With a higher oxygen vacancy density (the Fermi level approaching the
bottom edge of the of conduction band) the conductance of the nanowires became
lower under NH3exposure, which is a characteristic behaviour of the acceptor gas
(Fig. 13(a».
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FIGURE 13. Alternating donor (right plot) vs acceptor (left plot) behavior of NH3 adsor­
bate as a function of the doping level of an Inz03 nanowire. (Reused with permission
from Daihua Zhang et al., Appl. Phys. Lett., 83, 1845 (2003) . Copyright 2003 , American
Institute of Physics).



(8)

326 B. Roldan Cuenya, A. Kolmakov

CB

~ . tEg3te

FIGURE 14. The effect of a global gate on surface adsorptivity of A-acceptor and B-donor
molecules. The variation of the position of the Fermi level in the band gap will influence
the charge status of the adsorbate and therefore the type and strength of the bond.

3.2.1.2. The Effect of the Electric Field. Global Gate Effect. Due to the
small size of the FET-configured nanostructure and facile penetration of the elec­
trostatic field in to its interia, the gate potent ial (global gate) becomes an efficient
tuning parameter for rational positioning of the Fermi level within the band gap
of the nanowire. This then offers an electronic means of control over the adsorp­
tion, desorption and catalytic processes occuring at the ID oxide nanostructure's
surface (Fig. 14).

Namely, the gate potential in a FET configured nanowire can tune the relative
position of the Fermi level within the band gap, and thus modulate the electron
dens ity n in its conducting channel

n::::: ( 2££0 ) (V - V
- eR2ln(2h/R) Th)

Here, hand e are the thickness and dielectric constant of the gate oxide Si02
film, respectively, R is the radius of the nanowire , and VTh is the threshold voltage
of the FET. The gate potential therefore will increase or decrease the probability
for electrons to partic ipate in surface chemical react ions and/or form a surface
bond. The feasibility of this approach was tested on single n-type nanowire FETs
and it was shown that the sensitivity of the nanowire sensor towards oxygen, and
potentially to more complex gases, can be tuned electronically131.146,147 (Figs . 14,
15). In this particular application, decreasing the gate potential causes a reduction
in the total amount of electrons in the conducting channel, leading to a concomitant
increase of the nanostructure 's sensitivity. Another aspect of this effect is relevent
mostly in oxide materials, where adsorpt ivity of oxygen in ionic form depends on
availability of free electrons, and increases when the gate potential becomes more
positive. 146-148 The latter opens new possibilities in catalysis since the ionosorbed
surface oxygen precursors OJ;; participate in many catalytic reactions (see as
an example the reaction (5) in Section 2.2) . Therfore, one can use the above
general effect, not only for gas sensing, but also for an active control over the
surface reactivity of the nanostructure. The gate effect on surface adsorptivity and
reactivity was recently reported146-148 when the CO oxidation rate and yield over
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FIGURE 15 . The dependence of the sensitivity of the ZnO (top)131 and SnO z (bottomll'"
FET configured nanowires towards oxygen as a function of the gate potential [(Top)
Reused with permission from Zhiyong Fan et al., Appl. Phys. Lett, 85, 5923 (2004) .
Copyright 2004, American Institute of Physics. (Bottom) Reprinted with permission from
Y. Zhang et al ., J. Phys. Chern. 109 (2005) 1923. Copyright (2005) American Chemical
Society].

the Sn02 nanowire surface were found to depend on the gate potential (Fig. 16).
There is experimental evidence that, when only a few reaction channels for CO
oxidation are available, the electronic gating is able to promote the channel that
depends on oxygen ionosorption. These results demonstrate that in addition to the
sensitivity, the selectivity of the sensor can be tuned electronically.

A very important result for potential applications of the global gate effect
for selective gas sensing was demonstrated in Ref. 149. In this research, the in­
dividual semiconducting (Si, InP, GaN) nanowire , whose thin oxide "skin" was
functionalized with redox active molecules (ferrocene, zinc tetrabenzoporphine,
cobalt phtalocyanine), was configured as an PET. The negative/positive pulses of
the global gate alternatively charge redox molecules positively or negatively, thus
creating stable charge states on the nanowire's surface. This newly induced charge
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FIGURE 16. The degree of oxygen ionosorption Gj by the FET configured nanostructures
decreases with more negative gate potential until no ionsorption is possible at Vgate-v6 eV.
The uptake part of the curve is due to CO oxidation reaction (5) with ionosorbed oxygen
which releases electrons back to the conduction band136. (Reprinted with permission
from Y. Zhang et al., J.Phys. Chern. 109 (2005) 1923. Copyright (2005) American Chemical
Society).

thereby maintains the NW-FETs in either a logic on or off state with high- or
low-channel conductance, respectively. Based on this effect, bistable nanoscale
switches with on/offratios exceeding 104 and retention times in excess of20 min
were obtained. Such redox molecule-gated NW-FET devices can serve as key el­
ements in a range of nanoelectronics applications, including nonvolatile memory
and programmable logic elements .

This line of research was further developed in Ref. 150. In this work, a 10 nm­
diameter In203 nanowire was used as a sensitive conducting channel for an FET.
The crucial step in the performance of the device was the careful selection of the
redox active molecules (Fig. 17). Specifically, Fe2+-terpyridin , which possesses
multiple states for charge, was used.

Using precise values for the gate potential impulses, the charges were pre­
cisely placed (removed) at (from) up to eight discrete levels in redox active
molecules self-assembled on single-crystal semiconducting nanowire field-effect
transistors. Based on the sequential gate voltage pulses for writing operations, and
current sensing for reading operations, multilevel molecular memory devices were
achieved. As a result, up to three bits (eight levels) of data storage per individual
cell having a retention time of 600 h was achieved. Despite the fact that these
achievements are mostly related to nanoelectronics, this research demonstrates the
great promise of the redox molecules as nanowire functionalization species for
selective detection of specific target gas molecules.

For many years the strong ionosorption of the target molecules (which is
required for their sensitive detection with conductometric sensors) was one of
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FIGURE 17. The demonstration of the 3 bits data storage (bottom panel) in the single
In203 nanowire surface functionalized with Fe- terpyridin (top panel). [(Top) Reprinted
with permission from Chao Li et al., J.Am. Chern. Soc. Comm. 126 (2004) 7750. Copyright
(2004) American Chemical Society. (Bottom) Reused with permission from Chao Li et al.,
Appl. Phys. Lett., 84, 1949 (2004 ). Copyright 2004 , American Institute of PhysicsI.

the principal obstacles in manufacturing fast and reversible sensors operating at
moderate (preferably at room) temperatures. It was recently demonstrated that
the complete reversibility of single SnOz nanoribbon and ZnO nanowire field
effect transistors chemical sensors toward adsorption/desorption cycles of NOz
and NH3 molecules can be achieved at room temperature. This can be done ei­
ther by using UV photons for photo-desorption'? or strong electrostatic fields for
electro-desorption of adsorbates. 151 In the latter case it was shown that due to
the small diameter of the nanowire sensor, the electric field applied over the back
gate electrode is significant enough to refresh the sensor by an electrodesorption
mechanism. In addition, different chemisorbed species were found to have differ­
ent "refresh" threshold voltages and thus could be distinguished from each other
based on this value and on the temporal response of the conductance . In spite of
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the proven outstanding performance and technological progress in the fabrication
and sensitization of the PET configured chemical sensors, experimental research
still facesa numberof challenges. As an example, the recentAFM imaging of the
electrontransport in metaloxide nanowire FET sensors revealed146.152the signif­
icance of the parasitic effect of mobile charges at the surface of gate oxides on
the temporal response, reproducibility and stability of the sensor. These effects
were furtherstudied in moredetails in Ref.152where the temporal behaviorof the
gateeffectandhysteresis in the transconductance in ZnO nanowire transistors was
explained by the presenceof mobile surfacechargeson or near the surfaceof the
ZnO nanowires.

3.2.1.3. Local Gate Effect. New methodologies in the fabrication of metal
oxide quasi-ID nanostructures allow one to modulate the local variations of
the Fermi level position along the nanostructure length via compositional'P" or
morphological 155 variationsduringtheirgrowth. Thesefeatures willaddnewfunc­
tionalities to the nanowire sensorsto improve their selectivity by,for example, via
site specific modulation of their adsorptivity. In this line of research, the depen­
denceofsurfaceadsorptivity onlocalbandbendinginduced bysubsurfacecharged
impurities in the Ti02 single crystal was visualized directly in recentURV STM
studies.156.157

Alternatively, the nanowire's surface can be functionalized with catalytic
nanoparticles (or any redox active molecular groups). Similar to the local band
bending inducedby electroactive impurities on the oxide surfaces, the local band
bendingwilloccuraroundthemetalnanoparticles asa resultofchargeexchangebe­
tween the nanoparticles and nanowire oxide support. This nanoparticle-nanowire
couple can be considered as a nanoscopic analog to the formation of the Schot­
tky barrier.P" Such a particle acts as a local gate that effectively influences the
transport through the thin enough conducting channel (Fig. 18(a». The adsorp­
tion of the target molecules on the surface of such a nanoparticle changes its
work function or chargestatus and therefore modulates the degreeof local deple­
tion (accumulation) at the particle-oxide nanowire interface. The changescan be
recorded via conduction change in the nanowire chemiresistor. In addition, cat­
alyst nanoparticles can in tum initiate massive chemical processes that involve
not only the catalyst particle itself but also the much larger area of the support
around the particle via diffusion of activated species from the nanoparticle to
the nanowire (Fig.18 (bj), This phenomenon is well known in catalysis and is
called the spillover effect. For nanowires that are thin enoughthis is of crucial im­
portancesince the electron/hole transport through the conducting channelcan be
completely blocked. In fact,due to thisenhanced action,it maybe possibleto mon­
itor chemicalprocesses over a single catalyticparticlevia simpleconductometric
measurements.

A recent comparative study by Kolmakov et al. 159 (see also Fig. 19) of the
reactivity of pristine versus Pd-coated Sn02 nanostructures demonstrated higher
responsiveness and selectivity toward reducing gases for the Pd-functionalized
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FIGURE 18. The different origins of the formation of local depleted regions (a) due to
Schottky contact and (b) chemical action of catalyst particles. In the latter case the effect
is more dramatic do to spillover (and back spillover) effects Ref 175.

nanoscaled oxides. The advantage of this approach is that the comprehensive
knowledge achieved in catalysis studies can beexploited for improving the sensi­
tivity and selectivity of quasi 10 metal oxides.

4. NEW SURFACE SCIENCE TRENDS FOR THE
CHARACfERIZATION OF NANOSTRUCfURES

It is evident from the above discussion that further exploration of sensing and
catalytic phenomena on nanostructured oxides will rely on experimental methods
that are sensitive to local variations of the Fermi level, surface composition, and
electronic structure along the length of ID nano-objects . In addition, the strong
dependence of the nanostructure's properties on diameter, facet orientation, sto­
ichiometry, doping level, etc, precludes the interpretation and comparison of the
experimental data obtained on different nanostructures. Therefore it is crucial for
the measurements to be performed on individual well-characterized nanostruc­
tures. The latter implies that the spectroscopic techniques must be integrated into
microscopic tools with lateral resolution not less than the diameter of the nano­
structure.



332 B. Roldan Cuenya, A. Kolmakov

1.25x10·6

270 C

1.00x10-6 O
2

10.3 Torr

"ON" "OFF"

~ 7.50 x10·7

J(I)
_0

5.00x10·7

2.50x10·7 !H, 10' Torr J
"ON" "OFF"

0.00
100 200 300 400

Time [sec]

FIGURE 19. Sn02 nanowi re and nanobelt surface doped with Pd nano particles (top). The
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The majority of the recent structural and compositional data on ID nano­
structureswereobtainedusingscanningelectronmicroscopy (SEM),transmission
electronmicroscopy (TEM),high-resolution (HRTEM) andscanningtransmission
electron microscopy (STEM) (see Ref. 160and sources therein). Being superior
in spatial resolution, HRTEM and STEM-based chemical mapping methods are,
however, muchmoresensitive to thechemicalcomposition of thebulkatomsof the
nanostructure rather than to the chemicalstate of the surfaceatoms, and routinely
inducesignificant radiationdamagein the nanoobject.!" In the past, synchrotron
radiation (SR) based photo electron microscopy (PEM) methods, such as X-ray
photo electronemissionmicroscopy (X-PEEM) and scanningphoto electron mi­
croscopy (SPEM), demonstrated significant improvements in spatial resolution,
overcoming the important thresholds of 10nm162and 100nm163,respectively. The
latter falls in the size domainof individual nanostructures. By applyingPEEMor
SPEM to individual nanostructures, the evolution of the fine details of the sur­
faces valence/core level photoelectron spectra, along with NEXAFS spectra as a
function of nanostructure diameter, faceting, morphology, type of adsorbate, tem­
perature,time,etc., can be studiedwith 10-100nm spatialresolution. In addition,
these analytical tools are significantly lessdestructive. Coupling theseexperimen­
tal tools with nanodevices such as a resistoror PET,the spectroscopic data can be
combinedwiththe entirerangeof electron(hole)transport measurements. For gas
sensing applications and catalysis, these opportunities offer the comprehensive
characterization of the interplay between surface and bulk electronic properties
of individual nanostructures. In addition,the PES and NEXAFS spectra from the
nanostructures can be collected as a function of the gas exposure of a target gas
underdifferent temperatures, gate potentials, bias voltages, etc. Ultimately, multi­
component chemical reactions can be performed in situ over the surface of the
wirednanostructures. The great potential of usingspectromicroscopy to study ID
nanostructures hasbeenrecognized, anda fewimportant reports,mostlyoncarbon
nanotubes,l64-171 havebeenpublished. Inspiteof thesignificance of thesemeasure­
ments,thereareapparentexperimental challenges relatedto the implementation of
SR-basedspectromicroscopies to individual nanostructures and nanostructure de­
vices. Namely, whenthe nanostructure (nanodevice) needsto beelectrically wired
and imaged/analyzed with PEM, the use of commonplanar Si/Si02 supportsas a
substrate materialcan cause severe charging artifacts due to low conductivity of
the Si02 layer. These will manifestthemselves as distortedand/or low-resolution
imagesandshifted/broadened spectra172, 173 . Sincethe lateralresolutions of SPEM
issufficient enoughto probea spotcomparable to thediameterof thenanostructure
(""100nm)174, this advantage allowsoneto imageandspectroscopically probethe
operating nanostructure in its usual PET configuration without significant charg­
ing of the surrounding Si02 gate oxide layer. However, the latter is not possible
with PEEM, where the X-rays illuminate a large area on the sample. This exper­
imental challenge can be overcome by using special supporting substrates such
as high aspect ratio micro-walls174. These substrates can be made of dielectric
materials with the top of the micro-walls being metallized. The charging of the
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FIGURE 20. (a) A comparison of the NEXAFS spectra taken from the individual TiOz
nanowire (shadowed) and from the rutile TiOz (solid curve) crystal. The energy shift in
the spectra is presumably due to local charging of the nanostructure under soft X-ray
radiation . (b) 50ll-m FOV PEEM image of the suspended TiOz nanowire chemiresistor
contacted by two metal electrod es. (From Ref. 174.)

depth of micro-walls is drastically hampered by their high aspect ratio, and yet the
top of the electrically isolated walls provide a nearly planar conducting substrate.
Fig. 20 demonstrates the feasibility of this approach by taking a PEEM image and
a NEXAFS spectrum from an individual titania nanofiber bridged between two
metal1ized micro-walls.

5. CONCLUDING REMARKS

This chapter provides some examples of new experimental trends in the fields of
catalysis and chemical sensing. In particular, sensors based on chemically induced
electronic phenomena on nanometer-scale metal films deposited on semiconductor
junctions (MS and MOS devices), quasi-l D oxide chemiresistors and chemi-FET
devices and chemically tunable magnetic nanostructures have been discussed.

We have shown that nanometer-thick MS and MOS devices can be used
as highly selective gas sensors. Here, the detection is based on charge carriers
(electron-hole pairs) created during nonadiabatic energy transfer to the metal from
a surface reaction. Since the excited charge carriers travel bal1istically through the
metal film, an electrical signal can only be measured when the metal film thickness
is less than the bal1istic mean free path of the charge carriers generated. Ideal MS
diodes are insensitive to reactions with energies lower than the Schottky barrier.
However, if an oxide layer is present between the metal and the semiconductor,
localized electron donor states become available, and charging and discharging
of the device interface allows the detection of gas species with low interaction
energies. The main limitation of these devices is that they require low temperature
(125-200 K) operation in order to minimize thermal noise.
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After less than a decade of development. chemiresistors and chemi-FET
nanosensors made of quasi-ID oxides have demonstrated comparable or even
superiorperformance overconventional bulk-sensors andarecurrently considered
among the mostpromising sensing elements for the nextgeneration of solid-state
gassensors.Theresearch isnow focused onimproving theselectivity, reproducibil­
ity.and robustness of thesedevices by carefully crafting their active elements.

Therearestillplentyofunexplored linesoffundamental research. particularly
in the sizerangewhere electron confinement dominates the electronic structure of
nano-objects. Furthermore. there exists a strong necessity of further developing
new spectroscopic and nondestructive microscopic techniques to probe surface
properties of individual nanostructures, inparticular, theonesthat canbe operated
underrealistic sensing conditions.
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QUESTION

B. RoldanCuenya, A. Kolmakov

The peak chemicurrent measured by a lock-in ampl ifier from the interaction of
NO with a Ag(8 nm)ln -Si(lll) Schottky diode is 35 pA. The sensor operates at
125 K and has a 0.7 cm2 active surface area. Assum ing a continuous gas flux of
2 x 1012 NO molecules/s em", and neglecting curren t attenuation due to ballist ic
electron transport across the Ag film, estimate how many incident gas molecules
will give rise to a detectable electron.
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1. INTRODUCfION

Magnetic recording is widely used in infocom technologies and consumer elec­
tronic products. The magnetic disk drive featuring a total storage capability of 5
MB at a recording density of2 Kbit/in.2 was invented at IBM in 1956 using longi­
tudinal magnetic recording (LMR) mode, which aligned the magnetization of the
recording bits horizontally parallel to the surface of the disk. The areal densities of
hard disk drives increased over 100% per annum during the late 1990s as shown
in Fig. 1.

The areal density for information storage on magnetic media, especially hard
disk memory, has been increased more than 40 million-fold in modem disk drives.
The 80-100 Gbit/in.2longitudinal media was commercialized in 2004. Compared
to LMR, perpendicular magnetic recording (PMR) vertically aligns the magneti­
zation of the recording bits perpendicular to the disk and has a lot of advantages
over LMR, which allows higher recording densities. The advantages of PMR over
LMR and the features of PMR have been previously reviewed. I. 2, 3, 4, 5, 6, 7. 8, 9,10

Recently, the hard disk drives of 170 Gb/in.2 and 240 Gb/in,2 have been demon­
strated under the mode of PMR by Seagate in 200411 and Hitachi in 2005 12 as
shown in Fig. 1.
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FIGURE 1. Demonstrated areal density trend (The data for longitudinal magnetic record­
ing were reprinted with permission of Hitachi Global Storage technologies. From Page
19 of HDDRoadmap, http://www.hitachigst.com/hdd/hddpdf/tech/hdd_technology2003.
pdf)

In this chapter, we present a review of research and development of ad­
vanced materials for next-generation high-density magnetic recording based on
thin film media including PMR and heat-assisted magnetic recording" (the shaded
area marked in Fig. 1). The long-term proposed goals of fabrication of patterned
media '? and self-assembled magnetic structure 14 for advanced magnetic recording
are beyond the scope of this current review,

The superparamagnetic effect (thermal stability) of the magnetic media ma­
terials remains the main concern in realizing the high areal density.' A high areal
density requires the reduction of both the average size and size distribution of the
grains in each recording bit. Once the grain size is reduced to several nanome­
ters, the thermal energy at room temperature becomes comparable to the magnetic
anisotropy energy of the grain, resulting in thermal instability of the recording
media. In order for the recording bits to be stable over a long period of time, the
energy barrier K; V must significantly exceed the thermal energy kBT , where KII ,

V, ke.T are anisotropy constant, grain volume, Boltzmann constant, and absolute
temperature, respectively. The relaxation time 'f is an exponential function of the
grain volume, i.e.

9 (K II V)'f = 10- exp --
kBT
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Forrecording information that will be stable for several years (e.g., 10 years is used
as a conventional benchmark), it requires K, V ::: 40 "-' 60kBT. In high-density
magnetic recording, signal-to-noise ratio (SNR) is proportional to the number of
grains per bit. In order to maintain certain SNR and thus a certain number ofgrains
in one recording bit, the grain size must decrease with increasing areal density, and
materials with higher K; are required to maintain thermal stability. The magnetic
properties of materials candidates for high-density magnetic recording have been
reviewed (Table I ).10 The higher the Ku, the smaller the minimal stable grain size
(Dp) that can be realized.

Among these candidates, Co alloy-based media were the first to be investi­
gated for perpendicular magnetic recording system. The advantages of these media
included the known data on controlling grain size, the relationship between mi­
crostructure and magnetic properties, etc. Although the anisotropy of Co alloy
increased by increasing Pt contents and decreasing Cr contents, stacking faults
were induced as Pt contents exceeded certain a value due to the formation of
face-centered-cubic (fcc) CoPt phase. The anisotropy of Co alloy-based media
is yet not high enough to achieve thermal stability at very high density magnetic
recording . Details of Co alloy-based perpendicular media can be found a recent
review.IS

The two highest anisotropy candidates are Co-Sm and FePt systems. They
can provide thermally stable grains down to 2-3 nm, supporting recording densities
of up to a Tbit/in .2 regime in principle. FePt has a better chemical stability over
SmCos .16 As a result, LI o FePt media has been pursued as the most promising
candidate for next-generation ultrahigh density magnetic recording. In this review,
focus is placed on only nanostructured LI oFePt magnetic materials.

Nanostructured materials may exhibit unique properties due to the size ef­
fect and a large amount of interphase interface and surface.'? The properties of
nanostructured, multielement magnetic thin films may be tailored by the control
of composition and texture. However, the structural and magnetic properties may
not follow the traditional understanding of bulk materials ; for example, the phase
miscibility in nanoscale regime does not necessarily follow the prediction of con­
ventional thermodynamics that does not consider the interfacial and surface effects.
The particle size and interface effects on the structure and magnetic properties of
nanostructured FePt alloy films will be addressed.

Practical applications of FePt media films face many technical challenges
including desirable reduction of ordering temperature, control of the FePt (001)
texture and decrease of media noise, as follows:

1. High temperature required for phase transformation from disordered fcc
to ordered face-centered-tetragonal (fct) LI o phase: Phase transforma­
tion for bulk FePt alloy occurs above 1000°C, whereas that for FePt al­
loy thin films exceeds 500°C. Lower ordering temperature for L 10 phase
transformation is highly desirable for practical applications, especially for
depositing magnetic media on glass substrate commonly used in media
industries.
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2. Control ofFePt (001) texture: FePt films deposited by physical vapor de­
position generally show the (111) preferred orientation since the (111)
plane is closest packed with lowest surface energy. For FePt perpendic­
ular media, it is desirable to achieve the (001) texture since the uniaxial
magnetocrystalline anisotropy is aligned with the c-axis.

3. Reduction in media noise: The media noise mainly originates from the
transition noise. The reduction of magnetic domain size to decrease media
noise is therefore required.

In the following, the current status and progress of the above scientific and
technological issues ofLIo FePt film for ultrahigh density magnetic recording are
discussed.

2. DEFINITION AND CHARACfERIZATION OF CHEMICAL
ORDERING OF L10 FePt

2.1. Chemical Ordering ofL10 FePt

In a random solid solution consisting of two elements, M and N, the atoms are
randomly distributed in the lattice. For some solid solutions, the atoms M and
N form random structure at high temperatures. When these solutions are cooled
to below a critical temperature, M and N atoms arrange themselves in a certain
order. The change in atomic arrangement upon ordering may alter the phys ical and
chemical properties of the solid solution. The existence ofordering may beinferred
from some of these changes. For example, FePt shows a chemical disordered fcc
structure at high temperatures as shown in the phase diagram (Fig. 2).18 At lower
temperatures, the Fe and Pt atoms are ordered in an atomic multilayer structure,
known as LIo chemical ordering. The temperature of fc£ to LIo transformation is
"'1300°C. The magnetocrystalline anisotropies offcc and LIo FePt are dramati­
cally different. Although this is a first-order transition, the phase transformation
can occur even the temperature is away from the equilibrium phase boundary and
below the instability temperature for the disordered alloy.'?

The LIo FePt phase belongs to the P4/mmm space group, with the configu­
ration of alternating layers of Fe and Pt atoms when in a perfect chemical order
(Fig. 3). It is a crystallographic derivative structure of the fcc structure. An im­
portant crystallographic feature of the LIo structure is its cia ratio . The lattice
constant a of Ll., FePt is slightly largerthan lattice constant c, where cia is equal
to 0.968. While for fcc FePt , cia is equal to 1.

In real materials, LIo chemical structure usually departs from perfect order
and this departure can be described by the long-range ordering parameter S which
is defined as follow:

(1)
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FIGURE 2. The FePt Phase diagram (Reprinted with permissi on of ASM Interna tional@.
All rights reserved. www.asminternationa l.org)

where RA is the fraction of A sites occupied by "right" atoms, i.e., A atoms,
and CA is the fraction of A atoms in the alloy. For the FesoPtso alloy, when the
long-range order is perfect and Fe, Pt atoms occupy the "right" sites to form the
alternating stack of Fe and Pt atoms (RFe and Rp t are equal to I), S is equal

a = 3.86 A
c= 3.73 A

[001)

~
[100) OFe

FIGURE 3. Illustr ation of chemically ordered FePt, Fe and Pt atoms are shown in open
and solid circles, respectively.
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to 1.When the atomic arrangement is completely random, RFe = CFe = 50% or
Rpt = CPt = 50% according to statistical theory, and thus S equals 0.20

It is essential to qualitatively identify the existence and quantitatively char­
acterize the extent of chemical order, for correlation of structure with properties
of materials.

2.2. Characterization of L10 FePt Chemical Ordering

Among various experimentaltechniques for characterizingthe chemical ordering
of Ll0 FePt, X-ray diffraction (XRD) and selected area diffraction (SAD) us­
ing transmission electron microscopy (TEM) are the two common conventional
methods. In this section, the characterizationof S, and the investigation of crystal­
lographic texture between substrate and epitaxial LIo FePt film using XRD21and
TEM22 are discussed.

2.2.1. Quantitative Evaluation ofthe Chemical Ordering
of Lt, FePt by XRD

In theL10-ordered FePtphase, the structurefactorfor fundamentaland superlattice
peaks are23:

Ff = 4(CFe!Fe + Cpr!Pt)

F, = 2S(fFe - fpt)

for fundamental diffractionpeaks (2)

for superlattice peaks (3)

where, !Fe and !Pt are atomic form factors for Fe and Pt, respectively.
As the integratedintensityof XRDpeaksare associatedwiththe structurefac­

tor, integratedintensitiesfor the fundamental and superlatticepeaks are expressed
as

I(hkl)f = CoF}LfPfAfe-
2M forfundamental diffraction peaks (4)

I(hkl)s = CoF} L, PsAse- 2M for superlatticediffraction peaks (5)

Where Cois a constant, A the area interactedwithX-ray, L the Lorentz factor, and
P the X-ray dependent polarizationfactor.

The Lorentz factors of polycrystalline films and expitaixal films may be ex­
pressed as follows:

L = 1/(sin 8 . sin 28) for polycrystalline films (6)

L = 1/(cos 8 . sin 8) for epitaxial films (7)

Therefore, using Eqs. 3-7, the values of S can be calculated from the (001)
superlatticeand (002) fundamentaldiffractionpeaks or the (110) and (220) peaks
for epitaxial LIo FePt film and polycrystalline filmsusing correspondingLorentz
factors. Therefore, we have

(8)
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(9)

where AC and D are the absorption correction factors and temperature factors,
respectively.

For epitaxial films, the use of integrated intensity in powder scan alone is
not sufficient for the actual integrated peak intensity. The actual value should be
the integrated intensityof diffraction peaks multiplying the full-width at the half
maximum of the rocking curve.i"

Another formula for estimatingthe chemical-orderparameter5 for epitaxial
LIo FePt films was given in Eq. 925:

52 = (1001/ l002)mea,
(l001/1002)calc

where1001and 1002arethe integratedintensitiesof(OO I) superlatticediffraction and
(002) fundamental diffractions,(1001/ 1002)meas and (1001/ l002)calc are the measured
and calculated ratio of diffraction intensities. The (1001/ lOO2)calc is estimated to be
1.9-2.0for film thickness ranging from 1I to 49 nm.

2.2.2. Characterization of Crystallographic Texture of Li0

FePtby XRD

XRD is a usefulcharacterization tool of the degreeof LI0FePtchemicalordering.
High-resolution XRDisa powerful tool todetermineepitaxialrelationship between
single-crystal substratesand LIo FePt films. For example,LIo FePt (200) texture
was expected to grow heteroepitaxially by the crystallographic relationship of Cu
(OO2)[IOOl//fct FePt (200)[001] .21 This arose from a small lattice misfitof the Cu
(002)/LIo FePt (200) planes (6.38%) in the out-of-planedirection, and that of the
Cu (200)andL1oFePt(002)planes(2.97%)inthe in-planedirection.26 The relative
smallermisfitin the film planeof the lattercase favored formation of L 10FePt with
the c axis in the film plane.

Fe50Pt50 (30 nm) thin films were deposited by de magnetron sputtering on
Cu(OO1)single-crystal substrateat400°C.The basepressurewas 10-9 "-' 1O-RTorr,
and Ar sputtering pressure was kept at 10 mTorr for FePt deposition. Magnetic
properties of films were measured with a vibrating sample magnetometer. The
structureof the films was investigated usinghigh-resolution (HR)X-rayscattering.

Figure 4 shows a schematic illustration of the experimental X-ray scattering
geometry. Since the fcc FePt (10I) cannot be detected as the result of structure
extinction,the LIoFePt (101) reflection was used to evaluatethe existenceof the
LIo orderedfct structure. The epitaxialrelationship betweenFePt (fct) and Cu was
studied by observing the orientation of the off-specularreflections of FePt (101)
and Cu (202) of the film with respect to that of the substrate on the azimuthal
circles (Fig. 4).

The off-specularCu (202) and fct FePt (101) reflection (45° and 45.9° away
from the specular rod, respectively) was investigated by performing the azimuthal
circle scans 1 and 2 (Fig. 4). The well-defined peaks in the azimuthal scans of
Figs. 5a and 5b showed that the FePt (101) reflection followed the Cu (202)
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FIGURE 4. The epitaxial relationship between Cu (001) and L10 FePt (fct) was studied
using the off-specular qcu (2,0,2) and ClFePt-fet (101) reflections of the film with respect
to that of the substrate on the respective azimuthal circles. The reciprocal lattice points
of oc« (202) and ClFePt-fcl (101) are shown in larger circles. q was the momentum trans­
fer. (Reprinted with permission from C. J. Sun, et.a!' App!. Phys. Lett. 82, 1902 (2003),
Copyright [20031 American Institute of Physics.)

reflection. This indicated that fct FePt was "epitaxially" grown on the Cu (001)
substrate. Since there are two domains of fct FePt (001) perpendicular to each
other due to the fourfold symmetry of the Cu (001) substrate , the sample was not
truly epitaxial as a single-crystal thin film. The fourfold symmetric easy axis ex­
isted in the film. The epitaxial relationship can be revealed by the direction of the
momentum transfer at the peak projected to the film plane relative to the in-plane
orientation of the Cu substrate . From the relative directions of the LI o FePt and
substrate crystalline axes, it was confirmed that the epitaxial relationship was LI o
FePt (200)<001>// Cu (002) < 100>.

2.2.3. Characterization of Crystallographic Texture ofLl0 FePt
byTEM

Transmission electron microscopy is a useful tool for characterization of mi­
crostructures. The TEM electron diffraction patterns provide structural information
of microstructures and correlation between substrate and epitaxial film.27 Com­
pared with XRD, the reduction in symmetry associated with LIo FePt phase results
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FIGURE 5. The intensity profiles of azimuthal scans of (a) the Cu (202). and (b) the L10
FePt (101).The application ofthe absorber during the Cu (202)measurement is responsible
for the different backgrounds in the Fig. Sa and Sb. (Reprinted with permission from
C. J. Sun, et.al. Appl. Phys. Lett. 82, 1902 (2003), Copyright [20031 American Institute of
Physics.)

inextradiffraction spots(epitaxialfilms) or rings(polycrystalline films) intheelec­
tron diffractionpatterns. These are normallyused to form dark field imagesof the
chemicallyorderedregionsratherthanquantitatively analyzethechemicalorderas
in XRD.An exampleofTEM characterization of crystallographic texturebetween
single crystal substrateand epitaxial Ll o FePt films was reported.F

FesoPtso (30 nm) thin films weredepositedby de magnetronsputteringon Cu
(001) single crystal substrate at 4(){Pc.21 Figure 6 shows the SAD pattern from
the planar view in Cu. The clear and strong Ll o FePt (001) spot indicated that
the zone axis for the SAD was the a-axis (long axis) of Ll o FePt, and the c-axis
(short axis) ofLio FePt was in the film plane.The FePt (002)and FePt (022) were
overshadowed by Cu (200) and Cu (220) due to the strong Cu diffraction spots,
respectively. The weak and spotty FePt (11l) diffraction ring observedwasdue to
some randomly orientedFePt crystallites.

Figure7 showsthe nano-beam diffraction (NBD)fromcross-sectioned film in
theCu [100]direction. Theclear and strongL10 FePtand (110)spot wasobserved,
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FIGURE 6. Electron diffraction pattern from planar view. (Reprinted with permission
from C.J. Sun, et.al. J. Appl. Phys. 97, 10J103 (2005), Copyright (2005) American Institute
of Physics.)

indicating thatthe zoneaxisfor theNBDwasthe c-axis (shortaxis),andthea-axis
(long axis) was along the surface normal of deposited film. The Ll o FePt (220)
and Cu (022)spots weresuperimposed. Further, the strongspot ofFePt (100)and
weak spot of FePt (010) in Fig. 7 showedthat the zone axis of some crystallites
wasalong the long axis, indicating the c-axisof thesecrystallites waseither in the
planeor alongthesurfacenormalof the film. Sincethe planarviewof SAD(Fig.6)
indicated a-axis orientation, and magnetic observation of in-plane anisotropy.P

FIGURE 7. Electron diffraction pattern (NBD) from cross -sectioned view. (Reprinted with
permission from C.J. Sun, et.al. J. Appl. Phys. 97, 10J103 (2005), Copyright [2005) Amer­
ican Institute of Physics.)
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it was suggested that these crystallites mainly had the c-axis in the film plane
(strong spot of (100)), and a small amount of crystallites with c-axis along the
film's surface normal resulted in the weak diffraction (010) spot. The NBD from
a cross-sectioned view further confirmed the a-ax is orientation of L I0 FePt films.
This crystallographic texture correlation between Cu (001) substrate and LI oFePt
films was LI o FePt (200) <OOI>//Cu (002) <100>, which is consistent with the
XRD results.

3. PREPARATION OF Ll0 FePt FILMS AND PARAMETERS
AFFECTING THE CHEMICAL ORDERING

3.1. Preparation of Lt., FePt Films

There are two procedures involved for the fabrication the LI oFePt films. First, Fe
and Pt atoms were condensed on the substrate to form the FePt alloy in thin film
state. Then the chemically ordered L10 phase can be achieved by surface diffusion
of deposited atoms via in situ heating. bulk diffusion in ex situ heating or other
methods such as ion beam irradiation to promote interdiffusions of Fe and Pt.

Evaporation and sputtering are the most commonly used methods for con­
densing Fe and Pt atoms on the substrate. The surface diffusivity is orders of mag­
nitude higher than the volume diffusivity. It is therefore expected that chemically
ordered LI oFePt films would be fabricated with in situ heating at lower substrate
temperature than that with ex situ heating. The LIo FePt films were fabricated by
molecular beam epitaxy (MBE) (co-evaporation of Fe and Pt), co-sputtering of Fe
and Pt targets, sputtering FePt alloy targets at elevated substrate temperature or ex
situ annealing the sputtered FePt alloy film or Fe/Pt multilayer at high temperature.
A detailed review of preparation of LI o FePt films by MBE and sputtering can
be found.28 Other methods include pulsed laser deposition (PLD),29. 30. 31 . 32 with
either in situ heating or ex situ heating .

3.2. Effects ofTemperature, Stoichiometry and Film Thickness
on Chemical Ordering

According to the phase diagram of FePt, the temperature and stoichiometry are two
important factors of the S. The film thickness is also very important since it affects
atomic diffusion and thus the S at a given temperature. The effects of temperature
on S of FePt were discussed.f Generally, S increases with temperature. But S at
given temperature is significantly dependent on the deposition method, deposition
rate and substrate. etc. Here the effects of stoichiometry and film thickness on
chemical ordering are discussed.

The stoichiometric effects of FePt films deposited by sputtering on MgO(200)
single-crystal substrate at 300°C were investigated.P The Fe concentration was
varied from 19 to 68 at. %. The XRD (00 I) and (003) superlattice peaks were
observed at a Pt-rich composition range, indicating formation of LIo ordered
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FIGURE 8. In-plane and out-of-plane He for FePt thin films with different thicknesses
deposited at 400°C.

structure. The maximum values of the S and K; were 0.660.1 and 1.8 x107

erg/ern", respectively, for 38 at. % of Fe.
The effects of thickness of FePt film sputter-deposited at 400°C were also

studied." Figure 8 shows the thickness dependence of the in-plane and out-of­
plane coercivities (He) . For FePt films with thickness of 5 and 10 nm, both
in-plane and out-of-plane He were about two or three hundreds Oe. The low
He indicated dominance of disordered fcc FePt phase in thin FePt films on the
glass substrate at 400°C. With thickness of 15 nm or greater, the He increased
to more than 1 kOe. With 80 nm thickness , FePt thin film showed maximum He
of 8 kOe in the in-plane direction ; the He decreased with further increasing film
thickness.

Figure 9 shows the XRD scans of the series of FePt films with thicknesses
varying from 15 to 80 nm. The 15 nm FePt film showed only the (111) peak
and an amorphous hump at 20-25°, indicating a low degree of crystallization and
dominance of disordered phase in the film, with a corresponding small coercivity.
When the thickness exceeded 40 nm, the superlattice peaks such as (001) and
(110) appeared. When the film thickness was between 80 and 120 nm, most of
superlattice peaks appeared with stronger intensity, as shown for the 120 nm FePt
film in Fig. 9.

The magnetic and microstructural properties of the FePt films deposited at
300°C with different thicknesses were investigated.35•36 The He and S showed
strong dependence on the film thickness. The S was nearly 0 for film thinner than
50 nm. The S increased to 0.8 for a 300 nm thick film.
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3.3. Promotion of Chemical Ordering by Doping

Elements such as Cu and Ag are effective dopants to promote ordering of FePt.
Addition of optimized concentration of 15% Cu into FePt alloy reduced the
ordering temperature to 3()()OC.37 The He of (Fe46.5Pts3.S)8SCUIS film exceeded
5 kOe, whereas undoped FePt film remained magnetically soft. The ternary al­
loy of FePtCu was formed'" and the Fe site in the lattice was substituted by Cu.
It was argued that the Gibbs free energy of FePtCu alloy was smaller than that
of FePt, thus enhancing the driven force for the fee-LI0 transformation.'? It was
also reported that the ordering temperature of FePtCu film was reduced." The
He was 8 kOe and the S was equal to I after annealing at 400°C. The He and
the S of undoped FePt films remained very low at the same temperature. The
optimized composition was found to be (FePt)96Cu4. The Cu doping enhanced
diffusion-driven phase transformationsince it decreased the melting temperature
of the alloy. The contradictory results howeverhad also been reported.41 .42 It was
found that Cu decreased the He and did not significantly improvethe LIoordering
process. It was suggested that the decrease of ordering temperature by Cu doping
was due to deviationfrom the equiatomic FePt composition which wouldalter the
ordering kinetics.v A study using differential scanning calorimetry showed large
dependence of ordering temperature on the ratio of Fe:Pt.44

The effects of Ag doping on the LIo ordering of thin FePt films have also
been reported.45.46 The He of the FePt-Ag increased with Ag doping. In-plane
and out-of-plane He as a function of the Ag content are shown in Fig. 10. When
the Ag content was 30 vol. %, the in-plane He was at a maximum. The increase



Nanostructured High-Anisotropy Materials

8r-------------...,
359

6 •••
• - In-plane
o -- Out-of-plane

g4
;. •XU 0 •

2
~o

0

0• 0
O~

0
0.0 0.2 0.4 0.6 0.8 1.0

Ag Volume Fraction

FIGURE 10. He as a function of Ag volume fraction. (Reprinted with permission from
Y. Z. Zhou, et al., J. Appl. Phys. 93, 7577 (2003), Copyright (2003) American Institute of
Physics .)

of the He was attributed to both the increase of degree of ordering and the change
in magnetization reversal from domain wall motion to rotation mode upon Ag
addition. It was also reported that adding 15% Ag in FePt nanoparticles, the He of
the nanoparticles assembly exceeded 10 kOe after annealing at 500°C.47 Without
Ag addition, the FePt nanoparticles assembly was only 2 kOe. In this case both
FePt and FePt-Ag nanoparticles were well separated. The increase of He ofFePt­
Ag can therefore be attributed to increase of Ll o ordering and magnetocrystalline
anisotropy.

The promotion of Ll o ordering with Ag doping may be explained as
follow:48• 49 Ag has a low solubility with both Fe and Pt. Furthermore, Ag has
a low surface energy that promotes its segregation. When Ag is incorporated in
FePt nanopart icles, it diffuses out of the particles upon heating , resulting in cre­
ation of vacancies in the FePt lattices . This in tum enhances the kinetics of Ll o
ordering and thus decreases the ordering temperature. However, it was found that
when Ag overlayer was deposited on FePt films at 400°C, Ll o ordering was also
promoted.50 Figure 11 shows the in-plane X-ray diffraction (XRD) scans of FePt
thin films with different thicknesses of Ag overlayer, using an incident X-ray angle
of 0.5°. The FePt film without Ag overlayermostly showed the fundamental (111) ,
(200) and (022) peaks of the FePt alloy and only a weak superlattice (110) peak of
the Llo FePt phase in the XRD spectrum. Upon introduction of 1 nm Ag overlayer,
the superlattice (110) peaks became stronger and other superlattice peaks such as
(201) and the weak (221) and (003) peaks appeared . The hysteres is loops ofFePt
films with various Ag overlayer thickness are shown in Fig. 12.

The He also increased from 1 kOe to 6.4 kOe with a deposited 4 nm Ag
overlayer. The mechanisms of the Ll o ordering promot ion by the Ag overlayer
should be quite different from that of the FePt-Ag composite films since there
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FIGURE 11. XRDFePtfilms with various Ag overlayerthickness. (Reprinted with permis­
sion from Z. L. Zhao, et al. , App1. Phys . Lett. 83, 2196 (2003). Copyright [20031 American
Institute of Physics.)

was no vacancy created in the FePt lattice. Further investigations on the effectsof
co-depositedAg and Ag overlayeron ordering of FePt are warranted.

Doping with Zr also enhanced the chemical ordering kinetics for annealed
polycrystalline films preparedby sputtering." However, in this case, the He of the
alloy only increased for films subject to short annealingtime. It was proposedthe
larger covalent radius of Zr introduced lattice strain and defects in as-deposited
films, enhancingdiffusionof Fe andPt andorderingkinetics.For longerannealing,
Zr preferentially reactedwithPt to forman inter-metallic compoundat theexpense
of the FePt L 10 phase.

3.4. Strain- or Stress-Induced Ll o Ordering

When the phase transformation from fcc to Llo phase occurs, the lattice constant
aincreases and the latticeconstantc decreases. One can imaginethat whena force
is appliedeither parallelor perpendicularto thecube surface,the cubemaydeform
to a tetragonalshape.

Based on this simple argument,variousmethodsto promote the phase trans­
formation fromfcc to LI0 phasewereproposed.52. 53. 54. 55.56 The LI0 orderedFePt
film was depositedat400°C usingthe high-pressure sputtering.V The compressive
stress along the c-axis resultingfrom high gas pressure (100 Pa) wassuggestedto
favorthe formation of the LI0 phase. The L10 FePt film wasalsopreparedat 275°C
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FIGURE 12. Hysteresis loops of FePt films with various Ag overlayer thickness .
(Reprinted with permission from Z. L. Zhao. et al., AppI. Phys. Lett. 83. 2196 (2003).
Copyright (2003)American Institute of Physics.)

by the so-called dynamic stress. 56 In this method, FePt films were deposited on Cu
underlayer/HF-cleaned Si (lOO)substrate, followed by post-deposition annealing.
With increasing annealing temperature up to 250°C, the stress increased due to
the difference in thermal expansion coefficients between Cu film and the Si sub­
strate. The stress increased with further increasing temperatures due to formation
of CU3Si. With the completion of reaction of Cu and Si, the stress tended to relax .
It was demonstrated that the Llo ordering of FePt films was closely related to the
change of the stress . Note that the ordering ofFePt films associated with the lattice
distortion was achieved by contraction along the [111], not the [001] direction.

When a thin film with certain lattice mismatch with the substrate is deposited,
the lattice parameter of the film can either expand or shrink in the film direction
depending on the negative or positive mismatch. For a negative lattice mismatch,
i.e., the lattice constant of film is less than that of substrate; the lattice constant
can beexpanded in the film direction and shrunk in the film normal direction. The
schematic drawings of this principle are shown in Fig. 13.
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FIGURE 13. The schematic drawings of strain- or stress-induced Ll o ordering .

There exists a critical film thickness for the lattice mismatch between the
film and substrate. Beyond the critical thickness, the strain induced by the lattice
mismatch would be relaxed by forming defects such as dislocations and the lattice
constant of the top part of the film would revert to the un-strained value.

It has been suggested that the lattice mismatch at the interface between FePt
film and underlayer may expand the a-axis and shrink the c-axis of the FePt film,
favoring the ordering at low temperatures. The Llo FePt films were successfully
deposited on Ag underlayer and CrX (X = Ru, Mo, W, Ti) underlayer at low
temperatures.57.22

For further understanding, FePt films were deposited on 30 nm thick Pt, Cr,
Cr95M05 and Cr90MolO intermediate layers/ MgO (100) substrate.P The interme ­
diate layers were used to adjust the lattice mismatch. The relationships between
the lattice mismatch and the chemical ordering of the FePt films, and their mag­
netic anisotropic constant were investigated.P The epitaxial relationships between
the FePt films and/or intermediate layers and MgO substrates were investigated
by off-specular phi scan, as shown in Fig. 14.55 The off-specular MgO (202) and
FePt (202) phi scans (45° and 44.1° away from the specular rod, respectively),
MgO (202), Pt (202) and FePt (202) phi scans (45°, 45° and 44.1° away from
the specular rod, respectively) and MgO (II I), Cr (101) and FePt (I 11) phi scans
(45°,45° and 44.1° away from the specular rod, respectively) were investigated
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TABLE 2. Lattice constants of the intermediate layers. epitaxial relationships.
and lattice mismatches where 01 denotes lattice constant of intermediate layer
(grown on MgO); 02 denotes lattice constant of intermediate layer (grown on
glass) and E denotes lattice mismatch. (Reprinted with permission from Ref.
55. Copyright 2005 American Institute of Physics.)

Sample Intermediate layer altA) a2(A) Epitaxial relationship E(%)

A Pt 3.9281 3.9231 MgO(100)<001>11 2.23
Pt(100)<001>11
FePt(001)<100>

B Cr 2.8839 2.8776 MgO(100)<001>11 5.88
Cr(100)<110>11
FePt(001)<100>

C CrgsMos 2.8976 2.8912 MgO (100)<001>11 6.33
Cr(100)<110>11
FePt(001)<100>

D CrgoMolO 2.9152 2.9114 MgO(100)<001>11 6.89
Cr(100)<110>11
FePt(001)<100>

E MgO 4.2112 MgO(100)<001>11 8.86
FePt(001)<100>

Notes:
al:Lattice constant of interm ediate layer [grown on MgO)
a2: Lattice constant of intermediate layer [grown on glass)
e :Lattice mismatch

to demonstrate the epitaxial relationships between FePt/MgO, FePt!Pt/MgO and
FePt/Cr/MgO, respectively. The epitaxial relationship was revealed by the direc­
tion of the momentum transfer at the peak projected to the film plane relative to the
in-plane orientation of the MgO substrate. From the relative directions of the FePt
films, intermediate layers and MgO substrates crystalline axes, it can be derived
that the epitaxial relationships for samples E, A, and Bare FePt (00 I) <100> II
MgO (100) <001>, FePt (001) <100> II Pt (100) <001> II MgO (100) <001> and
FePt (001) <100> II Cr (100) <110> II MgO (100) <001>, respectively.

Table 2 lists the calculated lattice constant of the intermediate layers grown
on both the MgO and glass substrates and lattice mismatch between different
intermediate layers and FePt films. The lattice constants of the intermediate layers
grown on the MgO substrates are only slightly larger than that grown on the glass
substrate, which indicates that the 30 nm thick intermediate layer is sufficient for
relaxing the strain from the MgO substrate. The lattice parameterofCr intermediate
layer increases with addition of Mo, following approximately the Vegard's law.

Figure 15 summarizes the lattice constants ofa (a) and c (b), the tetragonality
represented by cia (c), the long-rang order parameter S (d), and the magnetocrys­
talline anisotropy energy, Ku (e), with respect to the lattice mismatch. The S was
characterized by the integrated intensity ratio between the FePt (00 1) and (002)
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FIGURE 15. The lattice constants of a (al and c (b), the tetragonality represented by cia
(c), the long-rang order parameter S (dl, and the magneto crystalline anisotropy energy, Ku

(e) with respect to the lattice mismatch. (Reprinted with permission from Y.F.Ding, et al.,
J.AppI.Phys. 97, 10H303 (20051, Copyright [20051 American Institute of Physics.I

peaks. The results showed that the c value decreased with increasing lattice mis ­
match from about 2.23% to 6.33%. Upon further increase of lattice mismatch, c
increased in tum. On the other hand, the variation of a illustrated a reversal be­
havior to that of c with the increased lattice mismatch. The value of cia was at its
minimum (cia = 0.9466) for lattice mismatch near 6.33%. The chemical order­
ing and Ku showed maximum values when lattice mismatch was 6.33% where cia
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FIGURE 16. The temperature dependence of XRD20 scans of FePt films. (Reprinted with
permission from J. S. Chen. et al. , J. Vac. Sci. Tech. A 23, 184 (2005), Copyright (2005)
American Institute of Physics .)

was a minimum. The results indicated that there was a critical lattice mismatch
near 6.33%. which was most favorable for improving the chemical ordering of
FePt films. The increase of chemical ordering and magnetocrystalline anisotropy
constant and decrease of the tetragonality with lattice mismatch were consistent
with expectations.When the lattice mismatchexceededa critical value, the exper­
imental results did not support the above arguments.These may be due to that the
large mismatch resulted in the formation of dislocations between the interfaces
and thus the strain energy was released in the interface.

The effects of temperature on the texture and magnetic properties of FePt
thin films with 4nm Pt buffer layer on optimized Cr90RulO (200)/glass have been
reported.Y The FePt films were deposited at various temperatures and CrRu and
Pt layers at 350°C. Figure 16showsthe temperaturedependenceofXRD 26 scans
of FePt films. The (001) superlattice peak of the Ll o phase was not observed
at 150°C. indicating that the film was fcc. When the substrate temperature was
greater than 200°C. the sharp (001) fct superlatticepeak was clearly observedand
the (001) peak shifted to a larger angle. and its intensity increased with increasing
substrate temperature.The peak between45° and 50° also shifted to a higher angle
(smaller interplanar d spacings, lattice constant c) with the increase of substrate
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FIGURE 17. Selected area diffraction pattern of FePt films. (Reprinted with permission
from J. S. Chen. et al., J. Vac. Sci. Tech. A 23, 184 (2005), Copyright [2005] American
Institute of Physics.)

temperature. These results confirmed that the chemical ordering of the FePt films
increased. 59

Further investigation of the crystallographic structure ofFePt films deposited
at various temperatures were carried out using electron diffraction, as shown in
Figs. 17(a)-(d). Figure 17(d) is a schematic diagram ofthe diffraction rings that ex­
ist in the above films. At a substrate temperature of IS0°C, weak superlattice (001)
and (110) diffraction rings are observed. The weak fundamental (111) diffraction
ring is also found, which belongs to fct FePt phase according to the ratio of the
squares of the diameters of the outer rings to that of the first ring (00 1). These in­
dicate that there exists a few fct FePt grains in the fcc FePt matrix , although there
is no superlattice peak in the corresponding XRD scan. With an increase of the
substrate temperature (above 200°C), the weak (001) diffraction ring disappears
as the c-axis orients more perpendicularly to the film plane.

In addition, the intensity of (110) diffraction ring increases with increasing
substrate temperature, showing increased ordering. The out-of-plane and in-plane
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TABLE 3. Uniaxial magnetic anisotropy energy (Ku) , magnetic squareness
(Mrl./Msl.) , coercivity (I-ln , Hel l) and S for the FePt films deposited at
different substrate temperature (Y,). (Reprinted with permission from Ref. 58.
Copyright 2005 American Institute of Physics.)

Ts(OC) x; (erg/ee) Mrl./Msl. Ib(Oe) Hel/(Oe) S

150 0.04 164 436
200 7.6 xl06 0.91 1317 842 0.53
250 1.0xl07 0.98 1435 1081 0.64
300 1.4xl07 0.98 1856 1599 0.76

hysteresis loops of FePt films deposited at different substrate temperatures have
been studied. The FePt film deposited at 150°C is magnetically soft due to the
predominantly fcc (200) phase in the film.58 With increasing substrate temperature,
the films became magnetically hard with the easy axis perpendicular to the film
plane due to predominant (00 I) texture.

The magnetic properties of FePt films with a structure of Glass/CrRu
(30nm)/Pt«4nm) deposited at different temperatures are listed in Table 3. It can
be found that FePt films with uniaxial anisotropy constant higher than 1 x 107

erg/em", and high magnetic squareness were obtained at substrate temperatures
of 250°C. These results showed that based on the lattice mismatch induced phase
transformation, the ordering began to occur even at 150°C, and highly ordered
FePt films can be obtained at temperatures as low as 250°C, as indicated by the
large magnetocrystalline anisotropy.

3.5. Other Approaches to Enhance Ll0 Ordering

Other approaches have also been investigated to decrease the ordering temperature
and increase the 5. The ordering process of FePt films was investigated using
130 keY He ion irradiation.P" The S increased up to 0.3 and 0.6, respectively, when
the disorder (5 ....., 0) and partially ordered (5 ....., 0.4) FePt films were irradiated
by He ion with f1uences 4 x 1016 ions/crrr' at 280°C. The beam interaction led
to atomic displacements and the heating promoted atomic re-arrangements and
lattice relaxation. With increasing energy of He ion (2 MeV) and beam current
(1.25-6I-lA), highly ordered LID FePt films were obtained.?' The He of the films
exceeded 5700 Oe after the disordered FePt was irradiated at beam current 1.25 I-lA
with ion f1uencies of 2.4x 1016 ions/ern". The high beam current caused direct
beam heating on the sample. In addition, the irradiation-induced heating provided
efficient microscopic heating transfer and created excess point defects, significantly
enhancing diffusion and thus promoting formation of LID-ordered FePt films. The
LID-ordered FePt film can also be obtained by annealing at 350°C the FePt film
deposited on AuCu underlayer.f The ordering of the AuCu underlayer at low
temperature coherently induced the disorder-order transformation of FePt films.
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4.1. Magnetocrystalline Anisotropy, Magnetization and Curie
Temeperture of Ll 0 FePt Films

The physicaloriginof the magnetocrystalline anisotropy is thecouplingof the spin
componentof the magneticmomentto the electronicorbital shape and orientation
(spin-orbital coupling), as well as the chemical bondingof the orbitals on a given
atom withtheir localenvironment (crystallineelectronicfield). Whena spin is cou­
pled to the orientationof the orbital, the materialshowsa magneticanisotropythat
has the symmetry of the crystal field, specially, of the local atomic environment.
As for the Llo FePt inermetallic alloy, the origin for the strong magnetocrys­
talline anisotropy is from the large spin-orbit coupling in Pt and 5d (Pt)-3d(Fe)
hybridization.63, 64 It is known that cIa in fcc FePt and cla in Ll o FePt are I, and
0.968, respectively. The magneticanisotropy of Ll 0 FePt will therefore be influ­
enced by both chemicalordering and lattice distortion. Significant work has been
done to calculate the magneticanisotropy energy from first principles, employing
local spin-density approximation. The magnetic anisotropy energy (MAE) was
characterized by the total energydifferenceper Fe-Pt pair whenthe magnetization
was orientated along [110] (or [100)) and [001] crystal axes (MAE = E[llO] ­
E[OOI)).

The MAEcalculatedby linearmuffin-tin orbitalsmethod(LMTO)in atomic­
sphere approximation (ASA) were 3.4meV,65 2.8 meV,66 3.5 meV,63 and the
augmented-spherical-wave (ASW) yielded 2.75 meV,67 and full-potential LMTO
yieds 3.9 meV68and 2.7 meV.69A value of 1 meV per FePt pair was equivalentto
5.68 x 107ergs/em' .All thesecalculatedresultsdramatically scatteredfromtheex­
perimental resultsof 1.3-1.4meVfor thebulk70 and 1-1.2meV forthe films.71 ,72,73

The local spin-density approximation (LSDA) band theoretical method was
used together with the full-potential relativistic linearizedaugmentedplane-wave
method (FP-LAPW) to calculate the MAE of Ll., CoPt and FePt. The calculated
MAEfor Llo CoPt was in verygood agreementwith the experimental data. When
accounting for the on-site Coulomb correlation effects by using LSDA method
togetherwith intrasiteCoulombrepulsionU (LSDA+U) andchoosing Up! around
0.544 eV, the MAE showed good consistence with experimental data of FePt
bulk. The effects of the chemical ordering and lattice distortion on the MAE by
the first principle theory, using density functional electronicstructure calculation
and a mean field treatment of both compositional and magnetic "local moment"
fluctuations, were studied.P"

The MAE was enhancedby compositionalorder,however; the lattice distor­
tion had little contribution to the largeMAEof FePtcomparingto the contribution
of the compositional order. The dependenceof MAE on the lattice distortion was
also investigated.?" The full potential local orbital method with consideration of
relativistic effectswasusedandchemicalorder waskeptcomplete,independentof
cia. Withthedecreaseof cia, the MAEalsodecreased,as shownin Fig. 18. In this
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figure, tP2 unit cell was used. In conventionally used tP4 pseudocell, c' = c, and
a' = .jia thus c'{a' = 0.96. Up to now, there is no experimental confirmation of
the above theoretical calculation, due to the difficulty to experimentally separate
the effects of the lattice distortion on MeA from that of chemical ordering.

Experimental investigations and measurements of the magnetocrystalline
anisotropy of Llo FePt film were also conducted. The relationships between the
magnetic anisotropy and chemical ordering of FePt films fabricated by MBE and
magnetron sputtering on MgO (001) substrate or Crku (200) underlayer were
reported.P:58. 72. 75 The anisotropy, estimated by the area enclosed between the
magnetization curves in applied field parallel and perpendicular to the film plane
and a 45° method combining high field extrapolation, increased with chemical
ordering. For FePt films with chemical ordering of 0.8 "" 0.9 deposited on MgO
single substrate the anisotropy was as high as 4 x 107erg/cc . It was reported that
the anisotropy71 and chemical ordering35•36 increased with FePt film thickness.
The increase of anisotropy with film thickness was also attributed to the increase
of chemical ordering. The anisotropy of the FePt films with different composition
was investigated.F When the ratio of Fe:Pt was 52:48, both chemical ordering and
magnetic anisotropy were the highest. However, as the ratio of Fe:Pt was 46:54,
the chemical ordering was only slightly smaller than the highest value, but the
magnetic anisotropy significantly decreased by 42%.

The above-measured anisotropy is referred to as the first-order anisotropy
constant K1 in the uniaxial anisotropy energy expression £(9) = K( sin2 9 +
K2sin" 9 + .." where 9 denotes the angle of magnetization with respect to the
easy axis . It is very difficult to accurately evaluate and separate the anisotropy
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constants (K 1 from K2) of FePt films using conventional methods at low external
field(such as toqure curve analysis and magnetizationcurve along a hard axis and
easy axis) due to the extremely high anisotropy field of about 100 kOe.76•77. 78

An anomalousHall effect method was developedto determinethe anisotropycon­
stant withhighaccuracyat lowexternalfield.25•79, 80. 81,82 The magneticanisotropy
constant of the films can be determined by analyzing the normalized Hall volt­
age (VHE) curves using the Sucksmith-Thompson method. From the equilibrium
magnetizationcondition, the relation was deduced as

(10)

with

(11)
mz sineH -)1- m~, coseH

a=
mzJI-mt

where m z is the normalized magnetization(Ms) in film normal, K~ff includes K 1

and demagnetizationenergy 21TM§eH is the directionof the external field(H) and
magnetization from the film normal. By plotting the «HMs vs. (1 - m~), one
can determine both KilT and K2. Using this method, the anisotropy constants of
the Ll o were evaluatedand investigated.P

Figure 19showsthe dependenceof chemical-orderingof K1 and K2 of 14nm
FePt films. With increasing chemical ordering, K 1 gradually increased. When
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FIGURE 19. The first- and th e second-order uniaxial anisotropy constant K1 and K2 at
room temperature for 140 A thick FePt films as a function of chemical-order parameters S.
The solid lines are guid es to the eye. (Reprinted figure with permission from S. Okamoto ,
at al., Phys . Rev. B 66, 024413 (2002). Copyright (2002) by the American Physical Society.)
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FIGURE20. Temperature dependence of normalized magnetization Ms(T)/ Ms(10) for 140
A thick FePt films with the chemical-order parameter S = 0.52, 0.61, 0.72 and 0.79. The
solid and broken lines are calculated Ms(T)/ Ms(O) curves using the Brillouin function
with the molecular field approximation for the momentum quantum number , = 6 and
the Curie temperature Tc = 750 K and for' = 10 and Tc = 700 K. The inset shows the
calculated Ms(T)/ Ms(O) vs T/ Tc curves for' = 1, 6, and 10. (Reprinted figure with per­
mission from S. Okamoto, et al., Phys. Rev. B 66, 024413 (2002). Copyright [2002] by the
American Physical Society.)

chemical ordering was 0.79, KI was as high as4 x 107erg/cc. On the other hand, K2
remained almost constant and was about 5 x 106 erg/cc with increasing chemical
ordering. The dependence of anisotropy constant on temperature with different
chemical ordering was also investigated. The smaller the S the more sensitive the
temperature dependence of K 1•25

The magnetization (Ms) of LIo FePt film was IlOO±100 emu/cc at room
temperature and significant difference was observed when chemical ordering var­
ied from 0.4 to 0.9. The temperature dependence of magnetization was sensitive
to chemical ordering, as shown in Fig. 20. The sample with smaller chemical or­
dering showed a faster decrease of Ms with temperature. The results were fitted
using the Brillouin function in a framework of the molecular field approximation
with fitting parameter of the momentum number J and the Curie temperature Te•

The best fit was obtained with J = 6 and T; = 750 K for larger chemical ordering
0.72 and 0.79, whereas J = 10 and Tc = 700 K for smaller chemical ordering of
0.52 and 0.61. The values of J used in fitting were much larger than the usual value
of Fe (J = I).

The relationships between the temperature dependence of magnetic aniso­
tropy and magnetization were investigated by a classical spin model pertinent to
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magnetswith localized magnetic mornents.P:84. 85 At low temperature

1(1+1)
K(T) ~ (M(T)) -2-

K(O) M(O)

and near Curie temperature

373

K(T) (M(T))I
r; K(O) ~ M(O)

where I is the order of the spherical harmonicdescribing the angular dependence
of the local anisotropy, i.e., I = 2 and I =4 for uniaxialand cubic system,respec­
tively. The above formulas apply very well to the magnets where the magnetic
moments are well localized,e.g., rare earth and oxide magnets. However, for itin­
erant ferromagnets such as FePt, it has been found that the aboveformuladoes not
hold,25.72 and

K(T) "" (M(T))n--"" --
K(O) M(O)

wheren = 2 insteadof n = 3 over large range of temperature.
Figure 21 shows the relationship between

K(T) d (M(T))
K(lO) an M(lO)

for different degrees of chemical ordering. The slope of the least-square fitting
solid line was2.1. The slightdeviationfromthe linearrelationin high temperature
region (T ::: 300K) was attributed to the presence of other contribution such as
thermal latticeexpansionand/or higher-orderanisotropy.

The Curie temperature of bulkFe50Pt50 alloy was reportedto be 753K.18The
Curie temperature of Fe55P45 films wasestimatedas 770KusingCurie-Weiss law
and extrapolating to M = 0.72 The Curie temperature was reduced significantly
with Ni doping to as low as 490 K for 30 at.% Ni. The effects of Fe50Pt50-B203
nanocompoiste with different FePt volume fraction on Curie temperature were
studied/" Curie temperature as a function of FePt volume fraction is shown in
Fig. 22 (a). Curie temperature for a pure FePt film was 733K. As FePt concentra­
tions decreasedfrom 100 % to 25 vol. %, the Curie temperature decreasedalmost
linearly to 470 K.

Though this reduction correlated with the change in the cia ratio variation
of FePt volumefraction as shown in Fig. 21(b), it was not related to the chemical
ordering. It was suggestedthat finite-size and interfaceeffects had little contribu­
tion to reduction in Curie temperature. The reduction in Curie temperature with
decreasing volumefractionof FePt wasattributedto the decreaseof the interplane
exchange parameter. The interplane exchange parameters is the Heisenberg ex­
changestrengthbetweentheFe atomsandPt atoms in the fullychemicallyordered
FePtalloy(FeandPtatomlayersaltematedlystacking). It wasalsoreportedthat the
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Curie temperature decreased with particle size in Ni film and FePt/C nanocom­
posite films.87, 88 However, the interplane exchange parameter effect cannot be
excluded.

4.2. Effects of Size and Interface on Coercivity and
Magnetization Reversal

In the previous section, the relations of magnetic anisotropy of Ll., FePt films with
long-range chemical ordering have been discussed. When the magnetic grain size
is reduced to the nanometer regime, the magnetic anisotropy is eventually affected
due to dimensional reduction along the c-axis. In addition, the effects of grain
size reduction on and thermal fluctuation on coercivity cannot be neglected.V:90
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In some cases the magnetic surface or interface anisotropy is strong enough to
alter the magnetic behavior of the magnetic nano-grams.": 92 FePt nanoparticles
in various matrixes such as carbon,88,93, 94, 95 Si0296 and Ah0397.98 were fabri­
cated using multilayer precursors consisting of stacks of FePtlC (Si02 or A1203)
bilayers, followed by heat treatment that disrupted the layer structure and resulted
in formation of nanoparticles. The particle size was controlled by adjusting the
multilayer structure and annealing time. It was found that coercivity as a function
of the particle size (D) followed the relation below:

H,(D) ~ 05H, [I _(~ )3/2] (12)

where Dp is superparamagnetic grain size and Hk the anisotropy field. Figure 23
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shows a plot of He vs. grain size for different vol. % of C, with a fit to the above
relation shown as the dashed line.

FePt nanoparticles with different sizes were also fabricated on MgO
(100) single-crystal substrate at high temperature by varying the nominal film
tbickness.P?: 100. 101 . 102. 103 Figure 24 shows a typical plane-view TEM image of
FePt film with different nominal thickness. The particle size increased from sev­
eral nanometers to several hundreds of nanometers with increasing nominal film
thickness from 1 nm to 20 nm. At nominal thickness of 1 nm, the coercivity was
18 kOe. The coercivity increased with increasing thickness. As the nominal thick­
ness was 5 nrn, maximum coercivity of 70 kOe was achieved. Further increasing
the thickness led to a decrease of coercivity. The relatively low coercivity of FePt
nanoparticles with nominal thickness of 1 nm was attributed to the insufficient
chemical ordering of the small particles. A similar trend in the dependence of
chemical ordering on particle size was also reported."

The decrease of coercivity with further increase of nominal thickness was
attributed to the change in magnetization reversal. When the nominal thickness
was below 8 nm, the initia l magnetization curves as shown in Fig. 25 indicated the
magnetization reversal followed the Stoner-Wohlfarth rotational mode, verified
by angular dependence of remanent coercivity.P! As the nominal thickness was
in the range of 10-20 nm, both domain wall displacement and Stoner-Wohlfarth
rotat ional mode occurred due to coexistence of single-domain particles and mul­
tidomain particles. When the nominal thickness exceeded 25 nm, only domain
wall displacement dominated the magnet ization reversal of FePt particles.
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FIGURE 24. In-lane TEM bright field images for the FePt films with different thickness :
tN = 1 nm (a), 3 nm [b), 5 nm (c), and 20 nm (dl. (Reprinted with permission from T.
Shima, et al., AppI. Phys. Lett. 85, 2571 (2003), Copyright [20031 American Institute of
Physics.)

The effects of interface on chemical ordering and magnetic properties of fully
ordered FePt nanoparticles were investigated by covering the film with a thin Ah03
layer."? When the ordered FePt nanoparticles were covered with Ah03 at room
temperature, a disordered layer around 2.5 nm was formed at the interface, which
was attributed to interfacial strain. After post-deposition annealing at 700°C, the
strain was released and disordered layer was not observed. The coercivity and
magnetic anisotropy of FePt particles covered with Ah03 layer at room temper­
ature were much smaller than that after post-deposition annealing . However, the
coercivity ofFePt nanoparticles covered with Alz03 after post-deposition anneal­
ing was still smaller than that without Alz03 overlayer, which was ascribed to the
residual strain at the FePtI Ah03 interface.

The effects of FePt nanoaprticles covered with Ag and Pt layer at room
temperature on magnetic properties were also studied. Ag-coated sample exhib­
ited higher coercivity than the Pt-coated one. The effective magnetic anisotropy
(K~ff(O)) and the anisotropy field (Hk(O)) of Ag-coated sample at the temperature
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FIGURE 25. Initial magnetization curves for the FePt films with tn = 3 nm (a), 5 nm (b),
and 8 nm (c), and 10 nm (d). and 12 nm (e), and 18 nm (g), and 20 nm (h), 25 nm (i), 30
nm (j), and 40 nm (k). (Reprinted with permission from T. Shima, et al., Appl. Phys. Lett.
85, 2571 (2003). Copyright [20031 American Institute of Physics.)

of arbitrary zero was almost the same for fully ordered FePt single crystal. The

Pt-coated sample exhibited smaller Hk(O) and the KZff(O) was the same as that
of the Ag-coated sample. It was considered that Pt atoms in contact with FePt
were ferromagnetically polarized due to the proximity effect,I04. 105 which was the
main reason for reduction of Hk(O). It was also likely that Hk(O) was somewhat
underestimated due to the weak exchange coupling between FePt nanoparticles.

5. APPLICATION OF Lio FePt ALLOY THIN FILM FOR
PERPENDICULAR MAGNETIC RECORDING

FePt films deposited by physical vapor depositions generally show the (111) pre­
ferred orientation since the (111) plane is closest packed with lowest surface energy.
For FePt perpendicular media, it is desirable to achieve the (001) texture since the
uniaxial magnetocrystalline anisotropy is aligned with the c-axis. Another impor­
tant factor affecting the practical application of Ll., FePt films for ultrahigh density
magnetic media is the media noise. The media noise mainly originates from transi­
tion noise that is closely related to magnetic domain size. In this section , methods
to control the FePt (001) texture and reduce the exchange coupling, grain size and
thus media noise are reviewed.
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5.1. Control ofFePt (001) Texture

5.1.1. Epitaxial Growth

The epitaxialgrowthof FePt(ool) texturedfilms requires the substratesor under­
layersto havesimilaratomicconfiguration withthat of FePt (001)planeandsmall
latticemismatch. Substrates or underlayers normally usedare MgO(1(0), SrTi03
(100), Cr (200), Ag (200) with eptitaxial relationship FePt roou <100> II MgO
(100) <001>. FePt (001) <100>IISrTi03 (100) <001>, FePt (00l) <100> II Ag
(100) <001>, and FePt (001) <100> II Cr (100) <110>.The lattice mismatch of
FePt withMgO,SrTi03,Ag and Cr(2oo)are 8.5%, 2%, 7.1%, 5.8%, respectively.
Although FePt (001) texturedfilms had been producedusing the MgO (100) and
SrTi03(1oo) single substrates by molecularbeam epitaxy (MBE), sputtering and
laser ablation,they are not suitable for practical application becauseof the costly
single substrates.24. 106. 107.108.109 FePt (001) prefered films were also grown on
Ag(1oo) underlayer/Sit IOf) substrate,53.57.110

Very thick Ag films made it very difficult for application of double-layered
FePtperpendicularmedia.SinceAghasa lowmeltingpointandlowsurfaceenergy,
it is difficult to maintain small grain size at high temperatures. Furthermore the
magnetic properties of FePt films on Ag (200)underlayerwasnot good. The MgO
(100)andCrX(200)(X=Ru, Mo,W,Ti)underlayers are verypromisingfor prac­
ticalapplications. MgOthin films usually obtainthe (200) texturewhendeposited
at room temperature becauseof its NaCI structure. The fcc FePt (200) films were
deposited on 10 nm MgO(200) underlayer and the Ll oFePt (001) textured films
wereobtainedbypost-deposition annealing athightemperatures. I II. 112. 113. 114 The
resultanttextureafter annealing depended on the film thickness. It was found that
5 nm FePt film on MgO underlayer exhibitedFePt(OOl) texture after annealing.
On the other hand, FePt films with the thickness of 20-40 nm showed predomi­
nance of in-planec-axes. FePt films with additive (such as Cu, Ag, Au) on MgO
underlayer werealso investigated." It was found that Cu dopingfavored the FePt
(001)orientation on MgOunderlayer afterpost-deposition annealing at 650°C.As
the thickness of the FePt-20vol.% Cu film ranged from 5 nm to 20 nm, the FePt
(001) texture was maintained, as shownin Fig. 26.

A good FePt (001) texture and perpendicular magnetic anisotropy were ob­
tained by post-deposition annealing of FePt/MgO multilayers on glass substrate
or Si02 seed layer. I 15. 116. 117 The full-width-at-half maximum (FWHM) of the
rockingcurve of FePt (00l) peak was 3.7°. When the surface roughness of sub­
strate or seed layer increased from 0.74 nm to 2.35 nm, the FWHM increasedto
4.2°correspondingly. Likewise, whendopinga certainamountof Cu in FePt layer
in optimized FePt/MgO multilater structure with subsequent annealing at high
temperature, the FWHMof the rockingcurveof FePt (ool) peak wasas narrowas
2.1°.118 It wasalsoreportedthatFePt(001)textured films wereobtainedbyanneal­
ing Pt(loo)!Fe(IOO) bilayeredfilms depositedon glasssubstrate. It wassuggested
that the initialgrowthlayersthat consistedof Fe oxidesformedin the interfaceof
substrateand Fe oxide layeraffected the texture. I 19 These werealsoconfirmed by
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Phys. 92, (2002), Copyright [2002] American Institute of Physics.)

experiments that Fe-O underlayer was the main reason for FePt (001) texture.P"
FePt (001) textured films were also deposited on RuAI (001) underalyer.P!

Cr underlayer can also be used to control the texture of FePT film. The
development of Cr(200) texture is the key to obtain FePt (001) textured film. The
driving force for texture development is the minimization of surface free energy
by growing the lowest energy plane on the substrate surface. The lowest energy
plane varies with the crystallographic structure.Cr is body-centercubic (bee) and
Cr films usuallyhave(110) texturewhendepositedat roomtemperature. Although
at elevatedsubstratetemperaturethe Cr (200) texturewaspreferred,someof (110)
oriented grains remained in the films. 122

The Cr (200) texturewas improved by applicationofsubstratebias, providing
the adatoms extra kinetic energy from the bombardment of the sputtering gas.123

Usinga Taseed layer the Cr(200) texturecan also be improved. 124, 125 Ta servesas
an excellentwetting layerand providesenough lateral mobilityfor Cr adatomson
the surface to nucleate in the (200)direction.The FePt (001) texture was obtained
on Cr(2oo)jPt(2oo) underlayer inducedby a NiTaseed layer and.126 By exposing
NiTaseed layer in oxygen gas, the FePt (001) texture was improved. The use of
MgO as a seed layer to induce Cr(2oo) underlayer was also reported. 127, 128 The
growthof FePt (001) textured films on Cr(200)/MgO(2oo) on glass substrate was
studied.52, 129 The lattice mismatchbetweenCr (200) and FePt (001) was "-'5.8%.

In Sec. 3.4, it hasbeenshownthat whenthe latticemismatchwas6.33%,FePt
films had the largest magneticanisotropy. The lattice parameterof Cr underlayer
can be adjusted to achieve best chemicalordering. Ru, Mo, Wand Ti were doped
intoCr film to adjust the latticeconstant. CrX (200) (X = Ru, Mo, W,Ti) textured
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film directly deposited on glass substrate were achieved.54. 130 The substrate tem­
perature and sputtering power were the key factors affecting the (200) texture of
Cr90RuIO film on glass.':"

The thickness of CrRu films was 30 nm. The XRD 6-26 scans of CrRu
films, deposited with a fixed sputtering power of 200W at different temperatures.
are shown in Fig. 27. The insets of the XRD spectra were the rocking curve
of the Cr(200) peak. When the substrate temperature was 150°C. the Cr (110)
peak predominated. With increasing temperature, the intensity of Cr(1lO) peak
decreased and Cr(200) peak increased. When it was above 250°C, the Cr( 110)
peak disappeared and only Cr(200) peak was observed.

The FWHM of the rocking curve of Cr(200) peak increased with substrate
temperature. The XRD scans of CrRu films, deposited at a constant substrate
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FIGURE 28. XRD 0-20 scans of CrRu films with different sputtering powers. (Reprinted
from J. Magn. Magn. Mater., 303, J. S. Chen, B. C. Lim, Y. F. Ding, G. M. Chow, Low
temperature deposition of 110 FePt films for ultra-high density magnetic recording, 309,
(2006), with permission from Elsevier).

temperature of 350°C with different sputtering powers, are shown in Fig. 28. The
intensity of Cr(200) peaks increased and FWHM of the rocking curve of Cr(200)
peak decreased with increasing sputtering power to 200W. Further increase of the
sputtering power to 300W, the FWHM of the rocking curve increased. The evo­
lution of Cr texture with temperature and sputtering power can be related to the
increase of lateral adatom mobility. However, the deterioration of Cr (200) texture
with sputtering power increased to 300 W could be attributed to the increase of
energy of atom/ions in the film normal direction that may damage the crystallo­
graphic structure of the film. In addition to sputtering power and substrate temper­
ature, base pressure or other impurities affected the texture of Cr (200) .58. 132. 133
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/Cr90XlO (30 nm)(X=Ru, Mo, Wand Ti)/glass deposited at 350°C. (Reprinted from J. Magn.
Magn. Mater., 303. J. S. Chen, B. C. Lim, Y. F. Ding, G. M. Chow, Low temperature de­
position of L10 FePt films for ultra-high density magnetic recording, 309, (2006), with
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The effects of different CrX (X = Ru, Mo, W, Ti) underlayers on the
structure and magnetic properties of FePt film were investigated.P" Figure 29
shows the XRD scans of FePt films with the structure of FePt (20 nm)jPt (4 nm)
/Cr90XlO(30 nm)(X = Ru, Mo, Wand Ti)/glass deposited at 350°C. For the film
grown on CrTi underlayer, only FePt (Ill) and (200) fundamental peaks were
observed. When the CrW underlayer was used, the FePt (001) superlattice peak
appeared and the intensity of FePt (111) fundamental peak decreased. For the
FePt film on CrMo underlayer the intensity of FePt (001) and (111) peak further
increased and decreased, respectively.

The FePt film on CrRu underlayer showed the strongest FePt (001) peak
and the FePt (111) peak disappeared completely. The intensity of Cr (200) peaks
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TABLE 4. Atomic radius of doping elements, lattice constant c, lattice
mismatch, coercivity (He.Ll and uniaxial magnetic anisotropy energy (Kul, of
the FePt films deposited on different CrXunderlayers. (Reprinted with
permission from Ref. 131. Copyright 2006 Elsevier.)

Underlayer Atomic Radius of CrX FePt Mismatch Ku
(CrX) X (A) .J2a (A) cIA) (%) fh(Oe) (erg/ee)

CrRu 1.34 4.09 3.73 6.5 3160 1.80
CrMo 1.39 4.12 3.76 7.1 2960 1.3
CrW 1.41 4.14 3.78 7.6 2950 1.2
CrTi 1.47 4.16 7.9 1881

decreased and Cr (200) peaks shifted to lower diffraction angles with doping of
Ru, Mo, W, Ti into Cr underlayer. The shift of the Cr (200) peak with dopants
indicated the increase of lattice parameter of Cr. The change in lattice constants
was linearly proportional to the atomic radius of dopants, as listed in Table 4.

The insetsof Fig. 29 are the rockingcurves of the FePt (001) peakon different
underlayers. The FWHM was ""5° for the FePt film on CrRu underlayer and
increased for the films deposited on CrMo and CrW underlayers. These can be
due to deterioration of Cr (200) texture and increased lattice mismatch between
FePt films and underlayers (CrRu: 6.5%; CrMo: 7.1%; CrW: 7.6%; CrTi: 7.9%,
as listed in Table4.).

The out-of-plane and in-plane hysteresis loops of the FePt grown on dif­
ferent CrX alloys are shown in Fig. 30. FePt films deposited on CrX(X = Ru,
Mo, W,)showedout-of-planeanisotropy, whereasfilmsgrownon CrTiunderlayer
showedin-planeanisotropy. There resultswereconsistentwiththecrystallographic
structure of the CrX alloy underlayers. The out-of-planecoercivity, magnetocrys­
talline anisotropydecreased and latticeconstant c increasedwith lattice mismatch
(Table 2), consistent with FePt films on MgO single crystal with different inter­
mediate layers.

The base pressure of depositionaffected the texture of both CrRu underlayer
and FePt magnetic layers.132 The LIo FePt films exhibited (200) preferred orien­
tation with longitudinal anisotropy at base pressure of 4 x 10- 6 Torr. Improving
the base pressure (below 9 x 10-7 Torr), the LIo FePt films showed the (OOl)
texture with perpendicular anisotropy. The XRD spectra of FePt films deposited
at various base pressures are shown in Fig. 31.

A thick CrX (200) underlayer was required to optimize the FePt(ool)
texture.I " In double-layered perpendicularrecording media, if the soft magnetic
layer is below the underlayer, the recording resolution will be drastically deteri­
orated due to increase in head field-gradients . If a soft magnetic layer is above
the underlayer, the lattice match with underlayersuch as FeSi or FeCo with (100)
orientation is needed, limiting the choice of the soft magnetic layer with the best
magnetic properties.
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5.1.2. Nonepitaxial Growth

The nonepitaxial growth method was developed to fabricate FePt (001) textured
films.96• 136.137 In this method, (Fe/l't); multilayer films were deposited on glass
substrate or thermally oxidized Si substrate, followed by rapid thermal annealing
(RTA) in forming gas (Ar + 4% H2). Parameters such as annealing time, tempera­
ture and thickness ofeach Fe or Pt layer were the most important. 138At temperature
below 350°C, only the (Ill) peak was observed. With increasing temperature, the
(III) peak tended to decrease and FePt (00l) peak increased. When 550°C was
exceeded, good LloFePt(ool) textured films were obtained. With further increase
to above 750°C, the films reverted to (III) texture.

When the annealing time was short (2 s) or long (30 min),139 a strong FePt
(III) peak appeared. Moderate annealing times led to FePt (00 I) texture. When
each Fe and Pt layer was thicker than 1.38 nm and 1.2 nm, respectively, FePt (111)
texture predominated. The mechanisms of nonepitaxial growth can be understood
by combining the kinetics and thermodynamics of film growth, with the initial
nucleation ofFePt (001) grain due to the stress resulted from difference in thermal
expansion coefficients between the substrate and FePt films. 140

Thermodynamically, FePt (III) is preferred since the (III) plane is closely
packed with the lowest energy. Therefore, films deposited at low temperature
have (III) texture since the thermal stress is insufficient for nucleation of (00 1)
grains. Films deposited at high temperature or annealed for a long time favored
the (Ill) texture due to predominant thermodynamics. At moderate temperatures
or moderate annealing times , FePt (001) textured films were obtained. This was
possibly due to that the thermal stress sufficiently caused nucleation of (001)
grains with favorable kinetics for diffusion to occur. For thicker Fe and Pt layers ,
the (111) preferred orientation could be due to insufficient diffusion length at that
temperature and annealing time.

The advantage of nonepitaxial growth is the use of a thinner layer between
soft underlayer and magnetic recording layer in the double-layer perpendicular
media, where the efficiency of the writing field and the writing field gradient can
be dramatically enhanced compared to that with a thick spacing layer. On the
other hand, in the industrial production line, the yield (several second per disk) is
the most important factor affecting the practical application of a technology. The
mutilayer process and long time thermal annealing are the main disadvantages of
the nonepitaxial growth method.

5.2. Control of Exchange Coupling and Grain Size
ofFePt Films

5.2.1. Reduction of Exchange Coupling of FePt Films by Diffusion
of Nanomagnetic Overlayers

Breaking the exchange coupling decreased the media noise, with an optimum state
of a maximum SNR value. 141 The diffusion coefficient in grain boundaries can be
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orders of magnitude higher than in the bulk of grain, as grain boundaries have lower
activation energy in diffusion. 142 It is therefore possible to have significantdiffusion
of nonmagnetic materials from adjacent layers into the grain boundaries of the
magnetic film to magnetically decouple the grains, whereas only a small amount
diffuses into the bulk ofthe magnetic grains. In such a case, the magnetic anisotropy
of magnetic grains does not deteriorate with diffusion. The diffusion of overlayer
or underlayer to magnetic grain boundaries have been reported experimentally and
theoretically to be a promising approach to increase isolation of magnetic grains
in Co based media.143• 144, 145

The effects of Cu overlayer diffusion on magnetic isolation of FePt grains
were also reported.l'" Compositional depth profiles using X-ray photoelectron
spectroscopy (XPS) showed that the depth of Cu diffusion for the sample with
2 nm and 4 nm Cu overlayer was about 6 nm, 16 nm, respectively. The out-of­
plane hysteresis loops of FePt films with Cu overlayer are shown in Fig. 32. With
introduction of the 2 nm Cu overlayer, He increased from 3160 Oe to 4300 Oe
and M, decreased from 815 emu/cc to 711 emu/cc. For the sample with 4 nm Cu
overlayer, the He further increased up to 6030 Oe and Ms slightly decreased to
700 emu/cc . The He was increased by 91% without Cu overlayer and with 4 nm
Cu overlayer, whereas the Ms was only decreased by 14%, suggesting the weak
bulk diffusion.

The slope of the M-H loop at coercivity, (~~)He, decreased significantly
after deposit ion of the 2 nm Cu overlayer, and then decreased slowly with further
increase of the Cu overlayer. Generally, the decrease of slope of the M-H loop and
increase of coercivity are mainly due to two reasons: deterioration of texture of
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FePt layer and a decrease of exchange coupling between gra ins.v 147 However, the
rocking curve measurement indicated that the degree of alignment of FePt layer
had no obvious change after a 4 nm overlayer was deposited .

The decreased slope and increased coercivity were therefore primarily due
to a decrease of exchange coupling between FePt grains. The angular variation of
coercivity, as shown in Fig. 33, shows that without Cu overlayer the magnetization
reversal process was dominated by domain wall motion. With the increase of Cu
overlayerthickness, the magnetization reversal approached the rotational mode due
to improvement of magnetic isolation ofFePt grains. The thicker the Cu overlayer,
the higher the concentration ofCu and thus a better driving force of Cu diffusion that
allowed for better magnetic isolation, Similar experimental results were obtained
when Ag overlayers were deposited.l 'f CrMn and Zn overlayer were also used
to decouple the FePt grains by grain boundary diffusion. I 14 The characteristic of
reduction of exchange coupling such as increase of coercivity, decrease of M, and
(~~ )Hc and large deviation from domain motion mode were also observed. The
above results demonstrated that overlayer diffusion was effective to reduce the
exchange decoupling.

5.2.2. Control of Grain Size and Exchange Coupling
by Nonmagnetic Additives

In order to control grain size as well as to achieve magnetic isolation among grains ,
various nonmagnetic additives were investigated in the FePt system. Materials
such as C,149.150 AIOx.97.151 AIN,152 SiN x, 153 BN,154 Zr,155 ZrOx •156 Cr,157 Ag,158
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W159, Ti,159 Hf02160 were doped into FePt films by post-deposition annealingof
co-sputtered or multilayered (FePt -l-additives) films. It was found that C, AIOx ,

ZrOx , SiNx, Hf02 and Ag were effective to suppress the growth of FePt grains
during subsequent annealing. Other additives such as B,161. 162 and MnO only
reduced magneticcoupling and showed little effect on control of grain size. The
typical TEM images of FePt films doped with C and AIOx are shown in Fig. 34
and 35.

In films withhigh C contents(lOA), no significant growthof FePtgrains was
observed after annealing. The average particle size for films annealed at 700°C
was 3.4 nm. When the thickness of C was 3 A, the average particle size signifi­
cant increasedto 6.6 nm. For AIOx additive, the 2 nm FePt grains in as-deposited
FePt-AIOx film were well separated. With increasing annealing temperature, co­
alescenceof FePt grains occurred,resulting in increaseof particlesize from 3 nm
(at 500°C) to 11 nm (at 750°C). The exchange coupling was examined by the
8M curve. For noninteracting single-domain particles, Md = I-2M, is expected
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FIGURE 35. HREM images of the (a) as-sputtered (FessP4s)63A!J7-G film and those an­
nealed for 1 h at (b) 500. (c) 650. and (d) 750°C. (Repr int ed with permission from M.
Watanabe. et al. , Appl. Phys. Lett. 76. 3971 (2000). Copyright [2000] American Institute
of Physics.)

and the deviation (8M) from that indicates the presence of interaction, where Md
and M, are the reduced dc remanence and isothermal remanence, respectively.
Positive 8M(8M = Md-1+2M, ) indicates the presence of exchange interactions
while negative8M meansdipolar interactions. 8M plots withdifferent C contents
in films are shown in Fig. 36. For the FePt-C films with lower C content, the ex­
change coupling was present. Increase of C content the interactionbetween FePt
grains approached the dipolar interaction.

Although the grain size and exchange coupling were reduced in the above­
mentioned investigation, the texture of FePt films was random and not useful for
magneticrecordingapplication.GranularFePt-MgOfilms with (001) texturewere
obtained by post-deposition annealingof (FePt!MgO)n rnultilayers.lv' Good (00l)
textured FePt-B203 or FePt-C nanocomposite films with well-separated grains
(less than 10 nm in diameter) were fabricated by post-deposition annealing of
FePt/B20 3 and FePt/C multilayers.136. 164 FePt/Si02 multilayers showed a small
grain size of 10 nm but poor orienration.t" The grain size and exchange coupling
strongly depended on concentrationof nonmagneticadditivesand annealing time
and temperature.
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Granular(001)texturedFePt-Cfilms withgrainsize of4-5 nmweredeposited
on MgO (200) single-crystal substrate at elevated temperature by co-sputtering
FePt and C targets.165 It was reported that the MgO doping in FePt filmby in situ
elevated temperature deposition on CrX alloy or MgO underlayer only reduced
the domainsize of FePt film withoutformation of granularmicrostructures. 166,167

Figure 37 shows the plane-view TEM images of (FePt)90-MgOIO films, as­
deposited and post-deposition annealed at 600°C for 30 s, Insets are the electron
diffraction patterns of corresponding films. The grains of both films were indis­
tinguishable and the FePt films were not granular after the 10% MgO addition.
The absenceof FePt (001)diffraction spots or rings and the presenceof (110) and
(200) diffraction spots or rings indicatedthat the FePt films were (001) textured.

Figure 38 shows the images of magnetic force microscopy (MFM) of ac­
demagnetized (FePt)IOO-x-MgOx films. The maze-like domain was observed in
pure FePt film and the domain size decreased with increasing concentration of
MgO. Afterannealingat 500°Cfor 30 s, the domainsize of (FePt)90-MgOIO films
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FIGURE 37. The plan view TEM images of the (FePt)90-MgOlO film as-deposited and
post-annealed at 600°C for 30 s.(Reprinted with permission from J. S. Chen. et aI., J. Appl.
Phys. 97, 10Nl0B (200S),Copyright [200S) American Institute of Physics .)

5.00

2.50

2.50

o5.00
~m

2.50

2.50

5.00 r"----.1

2.50
~l1~~mi . o

5.00 0
~m

._2.50_

o 0
5.00 0 5.00

~5'00"'5'OO
o

o

FIGURE 38. MFM images of (a) as-deposited FePt film at 3S0°C, (b) as-deposited
(FePt)95(MgO)s film at 3S0°C, (c) as-deposited (FePt)90(MgOho film at 350°C, and (d)
post-annealed (FePt)90(MgOho film at 500°C for 30s. (Reprinted with permission from
J. S. Chen , et al., J. Appl. Phys. 97 , 10Nl0B (2005), Copyright [2005) American Institute
of Physics .)
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was reduced. Granular FePt-S i02 and FePt-Ah03 films were prepared by in situ
deposition on MgO underlayer. The substrate temperatures for deposition of FePt­
Si02 and FePt-Ah03 were higher than that of FePt-MgO and pure FePt film for
the same chemical ordering.168

5.2.3. Control of Grain Size by Modification of Underlayer
and Surface

Underlayer easily forming small grain size were used to control the grain size of
magnet ic layers .169 RuAI and NiAI (B2 structure) were reported to have strong
atomic bonding and low atomic mobility, yielding a smaller grain size. 170. 17l In
addition, the lattice misfit between RuAI, NiAI and FePt (001) is below 10%. FePt
films with L 10(001) texture, mean grain size of 6.6 nm was successfully induced
using a RuAI underlayer.F' NiAI was used to be an intermediate layer to reduce
the grain size and maintain the (00 1) texture of FePt on CrRu (200) underlayer.172

Sputtered NiAI intermediate layer on CrRu underlayer grew easily in small isolated
and uniform sized grains (average 12 nm) as shown in Fig. 39 (a). The images of
atomic force microscopy (AFM) of FePt films without and with a 4 nm of NiAI
intermediate layer are shown in Fig. 39 (b) and (c), respectively. The sample with
4 nm of NiAI intermediate layer shows a clearly separated FePt grains that were
approximately 18 nm in size. For the sample without NiAI intermediate layer, the
FePt grains ('" 35 nm) were twice as large and not clearly separated, as compared
to that with a 4 nm of NiAI intermediate layer.

Surface roughness, affecting the wetting factor of critical nucleation energy,
influences nucleation rate. The effects of Ar-ion etching on the topography of Pt
seed layers as well as the overlying FePt films were reported.F'' As can be seen
in Figs. 40 (a), (d) and (g), the Ar-ion etching initially resulted in a significant
roughening of the Pt seed layer, compared to the relatively smooth and featureless
as-deposited film. After the seed layer was etched for 60 s (about 1 nm remaining
thickness), the feature size became significantly smaller and the surface smoother.
An apparent grain size of FePt film was estimated from AFM results by sett ing
a threshold at half the difference between the average grain height and the av­
erage trench depth. For the FePt film deposited onto the as-grown Pt seed layer
described above, small granular features were detected in the AFM images . The
apparent grain diameter ranged from 20 nm to 35 nm, with a mean diameter of
29.6 and a standard deviation of 5.3 nm. After 20 s Ar-ion etching, the apparent
grain remained approximately constant (29.3 nm) with a slightly narrower size
distribution (±4.4 nm) (Fig. 39f). Only after 60 s etching, the mean grain
size distribution shifted to significantly smaller grain sizes and a narrower grain
size distribution of 15.0 ± 2.2 nm.

5.2.4. Control of Exchange Coupling by Domain Wall Pinning

Defects such as crystal imperfections and inhomogeneities can serve as pinning
sites to break:the exchange coupling and reduce the domain size in magnetic thin
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FIGURE 39. AFM images of sputtered NiAI intermediate layer on CrRu underlayer (a), the
FePt films without (b) and with 4 nm ofNiAI intermediate layer (c). (Reprinted with per­
mission from J. S. Chen , et al., J. Appl. Phys. 93, 8167 (2003), Copyright [2003) American
Institute of Physics)
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FIGURE40. AFM topography scans (1 urn x 1 urn) ofPt seed layers etched with Ar-ions
for a s (a), 18 s (d), and 60 s (g), topography scans of the FePt films grown on these Pt
seed layers, respectively (b, e, h), and the grain size distribution obtained from the scans
of the FePt (c, f, i). (Reprinted with permission from J.-V Thiele , et.aI. IEEE Trans Magn.
37, 1271 (2001). © (2001) Institute of Electrical and Electroni cs Engineers.)

film. Thepiningeffectismostpronounced whenthe sizeof pinningsitesiscompa­
rable to the domainwall width.'?" The narrow wall width(8) of FePt is estimated
as 4 nm usingthe equationof 8 '" 'IT( A/ Ku)1/2 , whereAis exchange stiffnessand
K; is magnetic anisotropy. Hence small structural defects, as pinning sites, may
significantly inhibitthe domainsize and domainwallmovements. A thin Ru layer
(0-1nm)insertedbetweenFePt films grownon CrRu(200)underlayerwasusedto
introduce pinningsites.148, 175The FePt (001) textureremainedwhen the inserted
Ru layer was less than 0.5 nm. In order to understand the magnetization reversal
mechanism after inserting theRu layerwithdifferentthickness, the angulardepen­
denceof the coercivity for FePt!Ru(t nm)!FePt films wasinvestigated, as shownin
Fig. 41. The coercivity angulardependence for the film withoutRu pinning layer
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FIGURE 41. Angular dependence of the coercivity for FePt/Ru(t nm)/FePt films.
(Reprinted with permission from Z. L. Zhao, et al. Appl. Phys. Lett. 81, 3612 (2002),
Copyright [20021 American Institute of Physics.)

showed typical domain-wall motion behavior. With increasing thickness of Ru,
the coercivityangular dependence profiles flattened, indicatingthe weakening of
domain-wall motionbehaviorand enhancedmechanism in magnetization reversal
processby a nucleationrelated rotation mode.

The relativeconcentration of defects wasdeterminedby comparingthe high
field behaviorof the magnetization curve using the law of approach to saturation
(LATS).176 To investigate the defects for thin films, initial magnetization curves
weremeasuredbyVSM.Figure42 showsthe normalized magnetization vs. inverse
field for obtaining the magnetic hardness coefficient of the samples with various
Ru thickness.I'" Parameter a in Fig. 42 is the hard magnetic coefficient in the
equation, M = MsU-a/H-b/H2) + kH. Parameters band k were neglected when
the applied field was selected (in the range of approach to saturation field) from
9 to 15 k Oe.

It was suggested that a larger hard coefficient was associated with larger
defects. As expected, the film with 1 nm Ru inserted had the largest hardness
coefficient of the three samples, indicating potentially large defects. The smaller
defectsin filmintroducedbythe thinnerRu layercan formpinningsitestoenhance
the coercivity; however, the largerdefects in the film introduced by the thicker Ru
layercan serve as nucleation sites to decreasecoercivity.
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Since Ru is hexagonal close-packed (hcp), it deteriorates the FePt (001) epi­
taxial growth if the Ru layer becomes too thick. An inserted Ag layer between the
FePt layers was used to introduce defects.!" Ag (l00) plane has similar atomic
configuration with that of FePt (001) plane and the lattice mismatch between the
two planes is 7.I%. It is expected when a thin Ag layer is inserted into PePt layers,
Ag itself and structural defects ofFePt layers caused by inserted Ag layer may pin
the domain wall and decrease the domain size and media noise, while maintaining
the magnetic properties of FePt layer and the FePt (00l) texture. FePt films
with the structure of substrate/Cr90RulO(30nm)!Pt (4 nm)/FePt(6 nm)/Ag(t nm)/
FePt(6 nm) were fabricated, where the total FePt thickness was maintained at
12 nm and t = 0, 0.5,1 ,2.

The FePt (001) texture was retained regardless of Ag layer thickness . The
out-of-plane hysteresis loops of FePt films with one Ag layer insertion are shown
in Fig. 43. The coercivity increased linearly from 1.93 kOe to 3.2 kOe with in­
creasing Ag thickness from 0 to 2 nm. The slope of the hysteresis loop at coercivity
(~~)He decreased monotonically, indicating the exchange coupling was reduced.
The angular variation of coercivity, as indicated that without Ag insertion, the
magnetic reversal mechanism was close to the domain wall motion mode and with
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increasing Ag thickness, the magnetic reversal mechanism also approached the
rotation mode.

The magnetic force microscopy (MFM) images of ac-demagnetized FePt
films with different thickness of inserted Ag layer are shown in Fig. 44. The domain
size decreased with increasing Ag pinning layer thickness, indicating domain wall
pinning by Ag. Corresponding to the decrease of the slope of M-H loops with
the increase of the Ag layer thickness, the domain size also decreased, further
indicating the decrease of lateral exchange coupling.

A fcc FePt layer was used as a nucleation layer to reduce the domain size. 178

A fcc FePt layer with thickness up to 3 nm was deposited 50°C, followed by a Llo
FePt layer deposited at 375°C. The FePt (001) texture remained and Llo FePt layer
was homoepitaxially grown on the fcc FePt layer. Similarly, the slope of hysteresis
loop at coercivity decreased and domain size reduced with increasing thickness of
fcc FePt nucleation layer, as shown in Fig. 45 and Fig. 46, respectively.

5.3. Recording Performance of Ll0 FePt Perpendicular Media

Recording tests have been performed on several kinds of FePt perpendicular me­
dia, which may be categorized into continuous, pinning typed and granular FePt
perpendicular media.

5.3.1. Continuous FePt Perpendicular Recording Media

The thickness effect of continuous FePt double layered perpendicular media on
recording performance were studied. 179. 180The MFM images of recorded patterns
written by single-pole writing head on contact tester are shown in Fig. 47. The
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FIGURE 44. MFM images of 10 nm FePt films with one-layer inserted Ag thickness of
(a) 0 nm; (b) 2 nm .

7.5 nm thick medium exhibited a fully saturated recorded state, judging from
the high contrast of recorded patterns. A high linear density recorded pattern of
500 kFRPI was also observed. The somewhat irregular transition lines are thought
to arise from strong lateral exchange-coupling as shown by the AC-demagnetized
domain patterns. However, the degree of such irregularity does not seem to depend
on the linear recording density. In the case of the 3 nm thick medium, a large
number of reversed domains are observed at the density of 30 kFRPI, because
the perpendicular squareness (SQ) is less than unity. Since the demagnetizing
field is smaller at higher linear densities, the 200 kFRPI recorded pattern is clearly
observed. The 5 nm thick medium shows intermediate features between the 7.5 nm
thick and 3 nm thick media.
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FIGURE 45. Polar-Kerr loops whose rotation angles were divided by total Fe-Pt thickness.
(Reprinted with permission from T. Suzuki et al., J.Appl, Phys . 91. 8079 (2002), Copyright
(2002) American Institute of Physics.)

5.3.2. Pinning Typed FePt Perpendicular Recording Media

The recording performance of FePt double layered perpendicular media with fcc
FePt pinning layer were reported by Toshio Suzuki et al., as shown in Fig. 48.
The medium with the 1 nm nucleation layer exhibited 1.13 times larger signal
output level than that of a medium without the nucleation layer, corresponding to

-10 o 10

FIGURE 46. Domain patterns and sizes (l» for double-layered media with various thick
nucleation layers . Second Fe-Pt layer thi ck. -7.5 nm. (Reprinted with permission from
T. Suzuki et al., J. Appl, Phys. 91. 8079 (2002). Copyright [2002] American Institute of
Physics.)
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FIGURE 47. MFM images of recorded patterns for double-layered media. (Reprinted from
J. Magn. Magn. Mater.• 235. T. Suzuki. T. Kiya, N. Honda. K. Ouchi, Fe-Pt perpendicular
double-layered media with high recording resolution. 312. (2001). with permission from
Elsevier.)

an increase in the total thickness of the ordered FePt layer. Recording resolution,
Dso. was around 250 kfrpi for both media , whose value should be limited by a
shield gap length of the GMR reproducing head. On the other hand, medium noise
of the medium with the nucleation layer was lower than that of the medium without
the nucleat ion layer. Consequently, the signal-to-noise ratio (SNR) of the former
medium was 5.7 dBpp/rms for the output at 500 kfrpi (frequency band width:
0.5-50 MHz), 4 dB higher than that of the latter.

The FePt single layered perpendicular media with inserted Ag pinning layers
were also tested a Guzik spin-stand (1701B) using a 30 Gb/irr' commercial ring
head. 177 The media noise and SNR of the FePt media with different thickness of
Ag are shown in Fig. 49 and Fig. 50, respectively. With increasing Ag thickness up
to 2 nm, media noise was effectively reduced and SNR was remarkably enhanced.
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The reduction in media noise was mainly due to the pinning of the domain wall
by Ag and structural defects in FePt layer caused by Ag insertion.

5.3.3. Granular Typed FePt Perpendicular Recording Media

The recording performance of FePt-MgO granular-type double-layered per­
pendicular media fabricated by post-deposition annealing of the (FePt/MgO)
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FIGURE 49. Noise as a function of linear density for FePt sampl es with different one­
layer Ag thickness. (Reprinted with permission from J. S. Chen, et al., IEEE Trans. Magn.
413196 (2005) . © (2005) Institute of Electrical and Electronics Engineers .)
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FIGURE 50. Signal-to-noise (SNR)as a function of linear density for FePt samples with
different one-layer Ag thickness. (Reprinted with permission from J. S. Chen, et al., IEEE
Trans. Magn. 41 3196 (2005). © (2005) Institute of Electrical and Electronics Engineers .)

multilayer were reported. 181. 182. 183 The media were tested by spin-stand with a
commercialized recording head for 50 Gbits/irr' longitudinal recording. Figure 51
shows the SNmR of the disks with different multilayer structures, where SNmR is
defined as the zero-to-peak signal at 66 kfci divided by the integrated rms noise
over 150 MHz bandwidths after writing at 790 kfci. It was observed that the initial

18

16

14--CD
:s. 12
0:::
z E

10so

8

6

...... .....

f • \_ [MgO3-nmlFePt 2-nrnJ,

r: \...~•....j( )
\, • / [MgO 2-nmIFePt2.5-nrn),

'f .t.
(MgO0.8-nmJFePt 1.5·nrnJ '.~)

• [MgO 4-nmIFePt3'rrnJ 2

[MgO 2.nmIFePt2 .5.nm)3 ~(• .~

\~/ (~)

1.5 2.0 2.5 3.0

FePt layer thickness (nrn)

FIGURE 51. Summary of SNmR ratio for various disks with different initial multilayer
structures. For a same multilayer structure, the scattered data points are corresponding
to different annealing conditions. (Reprinted with permission from Ref. 181, T.Suzuki,
et al., IEEE Trans. Magn. 41, 555 (2005). © (2005) Institute of Electrical and Electronics
Engineers.)
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FePt!MgO multilayer structures strongly affected the final SNm R. The highest
value of SNmR was obtained for the 2 nm FePt layer thickness sample. As the
FePt grain size and activation volume decreased pronouncedly with decreasing
FePt thickness, a lower transition noise was therefore expected with decreasing
FePt thickness.

Figure 52 shows the close correlation between recording performance and
the magnetic properties of the disk. The SNmR ratio decreased with increasing the
value of a, i.e., the media noise increased with exchange coupling, which leads
possibly to the larger value of magnetic activation. Note that the noise from the
SUL was taken as constant for all the disks as the same thickness of SUL was
used . The disks with FePt layer thickness below 2 nm had activation volumes in
the range of 4 ----7 x 10- 19 cc, exhibiting ratios from 18 to 14 dB.

The recording performance of FePt-MgO and FePt-Si02 nanocomposite
double-layered perpendicular media tested by single-pole writing head on a con­
tact slider and a GMR reproducing head was also reported. 168 A comparison with
fcc FePt pinning-type media and continuous FePt media was made. The highest
SNR was obtained by the pinning-type media. The recording performance of FePt­
MgO media also improved. The granular type FePt-S i02 media however showed
the lowest SNR in spite of having the smallest dotted-type domain size, due to the
large saturation field of FePt-Si02 media.

The med ia noise can be decreased by introducing pinning sites and reducing
magnetic domain size. Yet the challenge to obtain uniform pinning sites using
this approach remains. In addition, the domain size is proportional to pinning sites
caused by crystalline defects. The crystalline defects in FePt crystals will , however,
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decrease the anisotropy and deteriorate magnetic properties. When the areal density
is 1Tbits/in.2 and above, the domain wall pinning-based method results in thermal
instability of record ing bits due to deterioration of magnetocrystalline anisotropy
caused by crystalline defects. More work for optimizing the granular type media
for ultrahigh density magnet ic recording media is therefore warranted .

6. SUMMARY AND OUTLOOK

In this chapter, we have reviewed the current status ofthe study of Lto FePt alloy
films for the application for ultrahigh density magnetic record ing. For practical
realization ofLlo FePt as recording media, issues such as decreasing preparation
temperature, easy axis control, and reduction in media noise must be solved. We
reviewed the parameters such as stoichiometry and film thickness that affect chem­
ical ordering of FePt as well as the methods to reduce the ordering temperature.
The Ag doping and strain-inducing methods are the most promising to lower the
ordering temperature. However, the films using Ag doping and strain-inducing
method usually showed lower coercivity due to significant amount of defects in
the film. Two methods, epitaxial growth and nonepitaxial growth, were introduced
to control the easy axis and each method had its advantages and disadvantages.
Different methods to reduce the noise were also reviewed. For the recording media
beyond 1 Tbits/in. 2, the traditional way to reduce the noise such as small grain
size and suitable exchange coupling was the most promising. More efforts are
still required to further lower the ordering temperature, reduce the grain size and
thus reducing media noise. To date significant amount of work on FePt magnetic
media for high areal density recording applications has been mainly focused on
the engineering approach to improve and optimize the properties. Many scientific
issues, such as the distribution of dopants in the crystal lattice, types of defects,
mechanisms of dopant-enhanced ordering, remain unclear. The rational design of
these advanced engineering materials would be optimized by better understanding
of some of these critical scientific issues.
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1. INTRODUCfION

The study of nanomaterial s is not only limited to the characterization of their
properties as an ensemble of nanoparticles, but also often extends to the study
of individual nanoparticles. Variations in size, shape and internal structure
of nanoparticles may influence the macroscopic propert ies of these materials.
Therefore, research in nanotechnology is frequently aimed at developing material s
with uniform size and shape. In some cases periodic arrangements of uniform
particles are developed . These requirements pose significant technological
challenges for the preparati on of devices incorporating nanostructured materials.
Testing of the desired uniformity or periodicity of nanomaterials cannot be done
by optical inspection as the resolution of optical methods is not sufficient for
the characterization of nanomaterials. While some structural properties can be
inferred from the macroscopic propertie s of the whole device or the ensemble of
nanoparticles, scattering methods (using X-rays or neutrons) measure structural
properties by averaging over the irradiated volume.

Direct imaging is, however, essential to analyze deviations from the average
structure and helps to identify problems in the production process. High-resolution
techniques used for the characterization of nanostructures include surface sensitive
methods such as scanning tunneling microscopy (STM), atomic force microscopy
(AFM) (Neddermeyer and Hanbuchen, 2003) and scanning electron microscopy,
as well as methods to study the interior of materials such as tomographic atomic
probe field ion microscopy (APFIM) (Al-Kassab et al., 2003) and transmiss ion
electron microscopy (TEM).
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For TEM, sample thicknesses significantly lower than 1 urn are required.
For high-resolution micrographs, thicknesses even below 10 nm are necessary.
Therefore, nanomaterials have ideal sizes for TEM studies. However, sample
preparation forTEMis veryimportant to obtain high-quality data.Heterogeneous
etchingofdifferent phases, surface contamination, radiation damage, andstructural
andchemical changes duringthepreparation process areoftenchallenges requiring
extended testing and adjustments for samplepreparation.

Advanced sample preparation techniques havebeendeveloped alongside the
progress in transmission electron microscope techniques. Cutting and thinning of
bulkmaterials results inTEMsamples from arbitrary locations within thematerial,
whilecross-sectional cutting andembedding methods yieldsamples from surface
region. The focused ion beam(FIB)technique allows for the selected preparation
of thin TEM foils from specific areas of a material. This technique is especially
important for the study of electronic devices where specific nanoscaled device
structures are targeted in TEM analysis.

A variety of techniques can be applied in a transmission electron microscope
(Fig. 1) to obtain structural and chemical information. Three different operation
modes of a transmission electron microscope haveto be distinguished:

1. In the normal imaging mode an area of the sample is irradiated with
electrons and a magnified image is formed by the electron optical sys­
tem below the sample. The direct imaging of the crystalline structure

FIGURE 1. A 200 kVJEOL (left) and a 300 kV FEr(right) transmission electron microscope.
(Courtesy Roland Wessicken, ETH Zurich, Switzerland).
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in projection is called high-resolution transmission electron microscopy
(HRTEM), while for conventional defect imaging with the bright-field
(BF) or the dark-field (DF) technique the resolution is limited to a few
nanometers.

2. In the scanning mode of a transmission electron microscope a small
electron probe (formed by the condenser system) is scanned across a part
of the sample, and the intensity of electrons scattered to different angles
is measured as a function of the position of the electron probe. With
advanced microscopes equipped with a field-emission electron source,
atomic-column resolution is obtained both in the normal imaging mode
and in scanning transmission electron microscopy (STEM).

3. In the diffraction mode of a transmission electron microscope a cut
through the reciprocal space of the sample is recorded. The analysis of
diffraction patterns yields information on lattice parameters, on crystal
symmetries and on the arrangement of atoms in the unit cell of a crystal.

Data on the local composition of a sample can be obtained from energy­
dispersive X-ray spectroscopy (EDS) and from electron energy loss spectroscopy
(EELS). Both analytical methods are typically employed in the STEM mode to
measure the local composition at selected locations of a sample or at an individual
nanoparticle deposited on a thin amorphous carbon film. Line scans and area
scans revealing the distribution of elements are obtained by a stepwise motion of
the electron probe to the next position after each acquisition. Alternatively, with
an electron energy-loss imaging filter, micrographs for different electron energy
losses can be acquired. Elemental distribution maps are obtained by acquiring two
micrographs for background extrapolation at energy losses smaller than the energy
loss characteristic for an element and one micrograph at the absorption edge for
the selected element.

A combination of different methods in TEM is typically applied in the charac­
terization of nanostructures. The analytical methods like EDS and EELS provide
chemical information. Electron diffraction is used to measure lattice parameters,
and the imaging methods help to identify stacking faults, dislocations, twinning,
grain boundaries, and interphase boundaries. The size distribution and shape of
nanoparticles is studied with imaging methods . Quantum dots for electronic ap­
plications are often characterized in cross-sectional TEM. Thin TEM samples
are cut perpendicular to the original surface. Therefore, lattice mismatch, growth
conditions, orientation relations and diffusion gradients can be directly analyzed.

2. SAMPLE PREPARATION

For an ideal TEM sample the micrographs and spectra taken are representative
for the whole material. In the study of nanoparticles with TEM it is especially
difficult to obtain statistically relevant results. Some particles may be in the wrong
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orientation for high-resolution latticeimaging, otherparticles maybe too thickor
too thin for good imaging contrast. For the study of nanomaterials special care
should be taken that a consistentrepresentative selection of particles is studied.

An ideal TEM sample from bulk materials or from surfaces has uniform
thickness. GoodTEM samples should be free of contamination and stable in the
electron beam, and they should be self-supporting, conducting and nonmagnetic
(Goodhew, 1985).

Electrons accelerated in the transmission electron microscope interact with
both the electrons and the nuclei in the sample. Absorption and scattering are
strong: The intensity of 100kV electrons is reduced to lie of its original intensity
just after passing about 100 nm of an aluminum sample (atomic number Z =
13). The interaction of electrons with matter is approximately proportional to
A2Z ~ Z/ U. Onlyvery thinsamples significantly lessthan 1urn in thickness can
be studied in TEM.

For bulk samples, four final TEM preparation techniques are commonly
used: tripodpolishing, electropolishing, ion milling, andfocused ionbeamcutting
(Roberts et al., 2001). Beforethe final preparation steps,otherinitialpreparation
steps are usually necessary. From a bulk sample a disk with 3 mm diameter is
cut using spark erosion (electro discharge machining), a wire saw or a diamond
wheel saw. By mechanical polishing these disks are typically thinned down to
about 100urn in thickness. A diamond powder or aluminum oxidesuspension on
a short nap polishing cloth is the final step of the mechanical thinning to provide
a smooth surface for a further reduction in sample thickness.

If sample surfaces and interfaces in layered structures are studied, cross­
sections are of special interest. In cross-sectional samples the electron beam is
transmitted parallel to the interfaces through the TEM foil to yield projections of
the layered structure. The samples are cut in smallerrods with 2 mm width and
1mmheight. Twoof theserodsare inserted in a 3 mmmetal tubefilled withepoxy
(Fig. 2). The surfaces of interest of the sample face each other in the center of
the tube. After curing the epoxy, disks of 0.6 mm in thickness are cut from the
embedded material and polished to about 100 u.m in thickness.

Dimple grinding is usedto reduce the sample thickness in thecenterto about
10to20 urn (Fig.3).Thisis important for thefollowing preparation steps: removal
of materials with ion milling is relatively slow, and for electrolytic thinning it is

H
0.6

FIGURE2. Step for cross-sectional sample preparation. the numbers indicate dimensions
in millimeters. (Reprinted with permission from M. Terheggen, 2003.)
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FIGURE 3. Schematic of the dimple grinding process.

advantageous to form a dimple in the center of the sample to ensure that the final
hole is also centered. A rotating wheel is pushed with a few 10 mN on the sample ,
which is glued on a rotating specimen mount.

The last step in many sample preparation procedures is plasma cleaning
(Roberts et al., 2(03). Specimen contamination is a major problem in TEM, espe­
cially if it occurs during the experiment around the irradiated area of the sample.
This contamination layer of organic hydrocarbons should be reduced or removed
in a low-energy plasma (1-20 eV) with a mixture of 10% 0 2 in the Ar gas used.
Plasma cleaning before a TEM session can reduce the contamination rates in the
transmission electron microscope by up to one order of magnitude.

2.1. Electropolishing

Thinning of a metallic sample can be done with an electropolisher. The sample is
clamped in a plastic holder with Pt contacts for the positive electrode (Fig. 4(a)).

(a)

Electrolyt~
pump ~

/ Electrolyte

" pump

(b)

Specimell)

~
Ar ion {'r Laser light
source U source

FIGURE 4. (a) Schemati c of an electropolis hing apparatus. (b) Schematic of an argon ion
thinning system.
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The sample holder has two holes (about 2 mm in diameter on each side) for
direct contactof the sample with the electrolyte. The holder is submerged in the
electrolyte bath where an electric current removes material from the sample. To
optimize the material removal, an electrolyte flow is pointed to the two sample
surfaces. This allows a rapid removal of the metal ions from the surfaces and
warrants relatively stableetching conditions. With a lightsourcefocussed on the
sample and an LED detector on the other side of the sample, the system is shut
off when light is transmitted through the holderand perforation of the sample is
detected.

Electrolytic thinning can yield large transparent areas, but the process opti­
mization fornewmaterials oftenrequires extended testsof thedifferent parameters
involved: The electrolyte composition (viscosity, acidsand solvents) and temper­
ature have to be adjusted. The applied voltage and the flow are critical to obtain
flat and largethinareasin the wedge-shaped regions around the hole in the center
of the sample.

2.2. Ion-beam Milling

Formany nonmetallic materials ion-beam milling is a standard technique forTEM
samplepreparation. Argon ionswitha fewkeVin energy areusedto sputtermate­
rial from thesurfaces. The best milling parameters areobtained for smallincident
angles (Fig. 4(b» . This reduces preferential etching in a multiphase material. The
thickness of the surfacelayersuffering irradiation damage by the ion milling pro­
cess is reduced and large thin areasare obtained for small angles (2°-15°) of the
incident Ar ions. During milling the sample is rotated to obtain homogeneous
sputtering rates. For cross-sectional samples the sample shouldbe preferentially
oriented with the interface perpendicular to the ion beam.This reduces preferen­
tial etching, which would remove one phaseat the interface faster than the other.
With thissectoretching, a relatively uniform thickness acrossthe interfaces canbe
maintained. Low topographic variations are essential for high-resolution studies
of the layers and their interfaces. The thinning process is terminated when laser
lightis transmitted throughthesample. However, thesensitivity of thedetectorhas
to be carefully adjusted for samples with different optical absorption properties.
Amorphization of the surfaces can be avoided if low-energy ion milling below
1.5 kV at low incidence angles is employed as the last preparation step (Barna
et al., 1998).

2.3. The Focused Ion-beam Technique

Withthe advancement of micro- and nanotechnologies in recentyears, newmeth­
ods were needed to study specifically selected regions of a device. The focused
ion-beam (FIB)technique is operating in a similarway as a scanning electron mi­
croscope, butinsteadof electrons, gallium ionsare focused on the samplesurface.
A liquidmetal sourceprovides Ga atoms. The gallium reservoir is in contactwith
a sharp tungsten needleand wets its tip. A high extractor voltage (around 10 kV)
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induces a high electric field of more than 1010 Vim at the tip. A sharp cone of
Ga atoms forms at the tip and Ga atoms are ionized and emitted. Beam deflectors
are used to scan the Ga beam across the sample . The probe current can be varied
from a few tens of pA to several nA by adjusting the electrostatic lenses and the
aperture sizes. A secondary electron detector is typically employed for imaging.
The Ga ions not only remove atoms from the sample surface, but additionally,
secondary electrons are emitted which are used for imaging . Alternatively, in a
dual-beam FIB a scanning electron microscope and a focused ion-beam system
are combined and the surface as the ion-beam milling progresses can be monitored
with the electron beam, thus avoiding removal of material during imaging .

The Ga ions of a few tens of keVin energy hit the sample and sputter material
from the surface . Material is removed at specific locations using beam diameters
as small as 5 nm for the smallest probe current. While high probe currents re­
move large quantit ies of material and dig trenches of several J.Lm in depth into the
sample , the small probe currents are used in the final preparation steps for TEM
sample preparation. To protect the sample area of interest a Pt layer is deposited in
the FIB system (Fig. 5(a)). This is accomplished by a gas injection needle, which

FIGURE 5. Different steps of an ex situ lift-out process. (al Pt deposition, (bl cutting of
the sides to form a thin section , (c) side view of the section with the bottom cut , (dl
low-magnification TEM image of sample sections deposited on a carbon film on a Cu grid.
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is positioned close to this sample region. An organometallic precursor gas from
the injection system decomposes in the Ga ion beam and Pt is deposited. After
removing the gas injectionneedle, the cuttingof a samplefor TEM starts. Around
the stripe with the protective Pt layer the sample is cut to a depth of a few /-Lm
(Fig. 5(b)). Twodifferentapproaches are used to obtain a sample thin enough for
TEM.

In the ex situ lift-out method the Ga beam size is successively reduced and
the sampleis thinneddownto below 1000nm. After tilting the sample to 45° the
cut sectionis viewed fromthe side and the bottomof the sectionis cut (Fig. 5(cj).
Further thinningat both sides of the section is done with ion currents below 100
pA.Whena thickness between 50 to 100nmis reachedthe sidesof the sectionare
cut off. Thespecimen is removed fromtheFIB systemand placedunderan optical
microscope. A thinquartzneedleattachedto a micromanipulator is approached to
thecut region. The thinsectionusuallysticksto the tipof the quartzneedleandcan
be removed fromthe specimen. In the nextstep, the quartzneedleis approached to
a freshCugrid withanamorphous carbonfilm .Whenthequartzneedleis touching
the carbon film the thin sample section sticks typically easily to the carbon film.
The thin sectionon the Cu grid is then ready for TEM (Fig. 5(d».

The in situ lift-out method is the second technique to obtain TEM samples
witha FIB system(Kempshall et al., 2004).After the first side cuts, the sampleis
tilted and the bottom is cut. A micromanipulator is used to approach a Mo needle
to the section (Fig. 6(a». With the Pt source in the FIB the section is attached to
the needle(Fig. 6(b» . After cutting of the sides, the sectionis now only attached
to the needle (Fig. 6(c)). The needle is then retracted and a thin Cu half-disk is
introduced. The sectionon the needle is approached to the half-diskand attached
using the Pt gas injection system (Fig. 6(d». The needle is then cut off from the
section and retracted. Now the samplecan be further thinned down as described
above. If the section is thin enough the half-disk can be removed from the FIB
system and placed in the transmission electron microscope. If the section is too
thick for high-quality TEM the half-disk with the attached sample can even be
placedback in the FIB systemfor further thinning.

The FIB technique provides cross-sectional samples for TEM. The great
advantage of this methodis the targetedpreparation, whichallowsfor a selective
analysis of specific regions from devices or from samples with critical interfaces
and coatings (Liu et al., 2(06). Low ion currents in the last thinningsteps reduce
ion implantation and the amorphous layers on the two sample surfaces can be
limited to thicknesses below5 nm. The FIB method is an important tool used for
quality controlof the processing steps in the electronics industry.

2.4. Tripod Polishing

Tripod polishing is a mechanical polishing technique. Specimens are thinned to
a wedge shape until an electron transparent area is obtained. This method was
originally introduced for Si-baseddevices and layeredsystems. It can be applied
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FIGURE 6. Steps for the in situ lift-out process for the study of interfaces on bond-coats
and thermal barrier coatings for Ni-based superalloys (Liu et al., 2006): After the bottom
is cut a Mo needl e is attached to the section. The section is attached and the edges are cut.
The section is removed from the specimen and attached to the edge of a Cu half-grid for
further thinning and for TEM. (Images courtesy of J. Liu, University of Central Florida.)

to study bulk materials as well as cross-sections from layered surfaces (Andersen
and Klepeis, 1997). Ceramics and semiconductors are frequently prepared with
tripod polishing yielding large electron transparent areas. The sample is glued on
a glass rod that is mounted on the tripod polisher as one of the three legs. Using
finer and finer lapping films a smooth surface is prepared. The sample is finally
flipped and glued from the other side on the glass rod. The same procedure with
increasingly finer lapping materials is used until color changes at the edge of the
sample indicate thin sample areas .

2.5. Powders and Suspensions

For powders of nanoparticles or nanoparticles in a solution the preparation ofTEM
samples is especially easy. A droplet of such a solution is dried on a Cu grid, which
is coated with a thin amorphous carbon film. Two kinds of carbon film are used,
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FIGURE7. (a) Au nanoparticles on a thin continuous carbon film. (b) A carbon nanotube
decorated with Pd nanoparticles on a holey carbon film. The nanotube in this image
extends over a hole in the carbon film and the contrast is therefore not influenced by
the carbon film. (Sample courtesy of D. Bera and S. Seal, AMPAC. University of Central
Florida.)

continuous carbon films (Fig. 7(a)) and holey carbon films. If the area of interest is
on top of a hole in the latter films, contrast contributions from the carbon film can
be avoided. Figure 7(b) shows an example of a carbon nanotube extending into a
hole of the carbon film (Bera et al., 2(06).

3. PRINCIPLES OF IMAGE FORMATION

The contrast in transmission electron micrograph is influenced by the scattering in
the sample and by the properties of the microscope and its lenses . Elastic electron
scattering can be described by two approaches: kinematical scattering and dynam ­
ical scattering. Inelastic scattering events in the sample lead to energy losses for
the incident electrons and are used to gain information on the local composition
of samples. Before going into details of the scattering processes responsible for
image formation, the properties of kinematical and dynamical elastic scattering
theories and of inelastic scattering are summarized.

The kinematical scattering theory is useful if the intensity of the incident
radiation is constant and much larger than the intensity of all diffracted beams
together.

• Only single scattering from the undiffracted beam to any diffracted beam
has to be considered.

• The locations of the diffraction spots in a diffraction pattern are correct,
but their intensities are incorrect if the sample thickne ss reaches or exceeds
the extinction length.
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• The intensities of Bragg reflections depend on the sample thickness , the
Fourier components of the crystal potential and on the deviation parameters ,
i.e., the distances of the Ewald sphere from the exact reciprocal lattice
points .

• The symmetry of Laue zones in the diffraction pattern can be used for
sample orientation.

The strong electron-matter interaction is responsible for multiple scattering
effects even for very thin samples of light atoms. This limits the applicability
of the kinematical scattering theory, and the elastic electron scattering is highly
dynamical. In dynamical scattering theory the intensity of the undiffracted beam
is not constant (extinction) and multiple scattering is considered .

• There is an exchange of intensity (electrons) between all Bragg reflections
and the intensities of the Bragg reflections are correctly determined.

• Thickness contour lines occurring in bright-field and dark-field images of
wedge-shapes samples are correctly described.

• Bending contour lines in the bright-field mode are used to orient thin crys­
talline samples .

Inelastic scattering processes (absorption) reduce the number (intensity) of
electrons, which maintain their original energy.

• Energy losses of electrons in the sample are used for a local compositional
analysis by electron energy loss spectroscopy (EELS).

• Irradiation by high-energy electrons gives rise to characteristic X-rays emit­
ted from the atoms in the sample. This radiation can also be used for a local
chemical analysis using energy-dispersive X-ray spectroscopy (EDS) .

• Inelastically scattered electrons suffer diffraction at lattice planes. This
leads to Kikuchi lines for thick crystalline samples. Kikuchi lines in the
diffraction patterns are used to orient a sample by tilting.

3.1. The Transmission Electron Microscope

Transmission electron microscopes are operated at acceleration voltages U ranging
from 60 kV to 3 MY. For conventional transmission electron microscopy typical
voltages are 100 kV, 200 kV and 300 kV. The electron wavelength is determined
by the acceleration voltage, with a relativistic correction necessary for acceleration
voltages higher than a few 10 kV:

h
A=-r======

2moeU (1 + 2~~C2 )

(1)

For a 200 kV electron microscope, the electron wavelength is 0.02508 A, while
electrons accelerated in a 300 kV field have a wavelength of 0.01969 A. The
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electron wavelength is therefore about 100 times smaller than typical distances of
atoms in solids.

3.1.1. Electron Lenses

Electrostatic lenses modify the electron wavelength by local electric fields. Similar
to light optics the rule of Willebrord van Roijen Snell on the refractive index n
is applicable (Snell's law). Electrostatic lenses with an additional potential VA
change the wavelength according to:

J(U + VA )/ U = A/ALens = n

However, focussing with electrostatic lenses requires high fields. Therefore, elec­
trostatic lenses are not used in electron microscopy, except for the acceleration of
the electrons and for the extractor unit of a field emission source.

Electrons in a homogeneous magnetic field !1 move on helical trajectories
with fixed radius r. Magnetic electron lenses, however, generate inhomogeneous
magnetic fields. Magnetic lenses consist of coils, magnetic circuits (yokes) and
polepieces . The polepieces have a rotationally symmetric hole in which electrons
are deflected (Fig. 8(a». The field distribution along the (optical) axis of the lens
is (unfortunately) closely related to the field distribution in the whole bore, i.e.,
we cannot produce perfect aberration-free lenses for charged particles. The com­
ponents Bz and B, of the magnet ic field provide the angular (v<\» and radial (v,)
components of the electron velocity vector. Rotationally symmetrical magnetic and
electric lenses both are convex lenses for charged particles. For magnetic lenses
the image is rotated with respect to the object as shown in Fig. 8(b» .

optical
axi

(b)
optical
axis

FIGURE 8. (a) The electron path in the inhomogeneous field of a magnetic lens with
rotational symmetry. (b) Rotation of the image with respect to the object in a magnetic
lens.



426

3.1.2. Lens Errors

Helge Heinrich

In light optics, spherical and chromatic aberrations can be corrected by combining
convex and dispersing lenses . That is not possible in electron optics using lenses
with rotational symmetry. There are no rotationally symmetrical dispersing lenses
possible for charged particles as shown by Scherzer (1936) . Furthermore, the
field distribution in a lens can not be freely adjusted, so electron lenses suffer
from aberrations. But there are new developments in electron optics allowing
for a correction of the spherical aberration. Rose (1990), proposed a correction
system breaking rotational symmetry, which was developed (Haider et al., 1995)
and recently installed (Haider et al., 1998) on a growing number of transmission
electron microscopes.

Spherical aberration: This is the most important lens error in electron optics .
Rays parallel to the optical axis in front of the lens are deflected such that they
cut the optical axis in the back focal plane (in the back focal point) of the lens.
In the case of a lens with spherical aberration this focal length depends on the
distance of the parallel ray from the optical axis when it enters the lens. In the
standard case of positive spherical aberration the focal length decreases when
the distance of the entering ray from the optical axis increases. The image of a
point is not anymore a point in the ideal back focal plane, i.e., in the Gaussian
image plane (Fig . 9(a)) . A point is imaged as a disk with a radius depending on
the aperture angle u of the lens and on the parameter of spherical aberration:
Sr, = Csu

3• The spherical aberration reduces the "point resolution" of a lens. For
a perfect lens without spherical aberration, the point resolution would be limited
only by diffraction effects from the finite lens aperture b..ro = 0.6"Aju. Here, b..ro
is the minimum distance of two objects leading to separable images similar to
light microscopy. In transmission electron microscopy tsr; and the contribution
of spherical aberration Sr, have to be added : 6.r = 0.6"Aju+ Csu

3
•

(a)

Lens

Gaussian
image plan"""'e--H'-A-\-\- -

Lens

(b)

FIGURE 9. (a) Imaging using a lens with spherical aberration leads to a spread of image
information. (b) The effect of sph erical aberration for different wavelengths.
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The point resolution in TEM is mainly determined by the diffraction error
and the spherical aberration . A compromise is necessary to optimize the point
resolution, for example, by inserting an aperture in a diaphragm (Carter and
Williams, 1996), which limits the angular distribution of electrons. The optimum
angle txopt = ~0.2>"/Cs yields an optimum resolution ~rOpl ~ jCs>..3/4.

With Cs being typically in the order of mm, the point resolution is in the
Angstrom range. For a microscope operated at 300 kV (2 pm wave length) having
an objective lens with C, = 1.0 mm, the point resolution is about 2 A. The point
resolution (the minimum distance of two objects in the object plane, which results
in distinguishable the images of neighboring objects in the image plane) is limited
by the wavelength of the radiation used. Additionally, the resolution is limited by
the finite size of lenses (diffraction error) , lens aberrations, incoherent radiation,
the intensity of the radiation used and the scattering contrast of the objects.

Chromatic aberration: Electron lenses have different focal lengths for dif­
ferent particle energies and wavelengths (Fig. 9(c». In light optics the lens error
can be compensated by selecting appropriate lens materials . In electron optics, that
is not possible, and we have to use highly monochromatic electrons. The energy
distribution in front of the sample is (depending on the electron source and on the
stability of the high voltage) in the range of 0.2-5 eV for electron energies above
100,000 eV. Additionally, fluctuations in the lens currents cause variations of the
focal length.

Distortion: This is a typical lens error occuring when imaging off-axis ob­
jects. In electron microscopy, a combination of pincushion and spiral distortion
(Fig. 10) appears especially for low magnifications.

Coma: In spherical lenses, different parts of the lens surface exhibit different
degrees of magnification. This gives rise to an aberration known as coma. Each con­
centric zone of a lens forms a ring-shaped image called a comatic circle. This causes

I ' , '--rl-_

tor.
Ifir

b) c)

FIGURE10. Different types ofimage distortion. (From Transmission Electron Microscopy.
1989. Transmission Electron Microscopy. Reimer, L., with kind permission of Springer
Science and Business Media).
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St iqrnoror
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FIGURE 11. (a) Lens with astigmatism: different focal lengths for different electron paths
through the lens. (b) Stigmator for correction of astigmatism. (From Transmission Electron
Microscopy, 1989, Transmission Electron Microscopy, Reimer, L., with kind permission
of Springer Science and Business Media).

blurring in the image plane (surface) of off-axis object points . An off-axis object
point is not a sharp image point, but it appears as a characteristic cometlike flare.

Astigmatism: Pole-piece apertures are relatively small in TEM « 1 mm).
Therefore, it's impossible to produce lenses with perfect rotational symmetry and
the field distribution in the lens becomes accordingly asymmetric. Additionally to
the effect of spherical aberration the focal length depends on the angle around the
optical axis, where an off-axis electron beam enters the lens (Fig. 11). Astigmatism
can be corrected by small asymmetric and tuneable octupole lenses (stigmators)
that introduce a compensating field to balance the inhomogeneities causing the
astigmatism. Coma and astigmatism can and should be corrected by the operator
before high-resolution micrographs are acquired.

3.1.3. The Electron Source

A thermionic electron source in a transmission electron microscope consists of a
heated cathode (filament) emitting electrons (Fig. 12). A Wehnelt cylinder (at a

Wehnelt
bias

FIGURE 12. Schematics of a conventional thermionic electron source.
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TABLE1. Characteristics of the different electron sources. (Data from Fultz
and Howe , 2002.)

Cathode Tungsten LaB6 Thermal FEG Cold FEG

Temp erature (Kl 2800 1700 1400-1600 300
Brightness (kA/(cm 2sr)) 100 1000 100,000 100 ,000
Energy width (eVl 1-2 0.5-2 0.3-1 0.2-0.4
Vacuum required (Pal 10- 3 10-4 10- 7 10-8

Lifetim e Weeks Months 2-3 years Months

more negative potential than the cathode) bundles electrons in a "cross-over", and
the anode finally accelerates the electrons. The anode is on ground potential while
the cathode is at a physically negative voltage.

Three types of cathodes (Table 1) can be distinguished:
Tungsten filaments: These filaments, with a crossover size of about 50 um,

are operated at 2800 K to emit electrons. The high operating temperature and
the large diameter of the tip gives rise to a broad electron energy distribution.
These thermionic cathodes are well suited for conventional transmission electron
microscopy at lower magnifications.

LaB 6 cathodes: These cathodes have a low work funct ion for the emission of
electrons and can be used around 1700 K. More important than the current density
J is the brightness 13 of the source, i.e., the current density per unit solid angle a
of the source, which is given by 13 = J /a2• To get a high electron current density
on a small area of the sample, electrons emitted from the source at higher angles
a are defocused by lens errors and have to be removed by apertures.

Field-emission source (FEG): A field-emission gun has a very fine tungsten
tip with a tip radius r below 100 nm. When applying a potential of typically
U =4.5 kV to the tip, the electrical field E = U/ r considerably reduces the local
work function at the tip surface. FEGs can be, depending on the type, operated at
300 K or 1600 K. The brightness and the current density of FEGs are much higher
than for thermal sources .

3.1.4. Components of a Transmission Electron Microscope

The gun (electron source) cons ists of a cathode, a Wehnelt cylinder and an anode
(Fig. 12). The condenser lens system (the illumination system) with at least two
lenses reduces the area illuminated by the electron beam (Fig. 13), it essentially
demagnifies the electron probe. A condenser aperture selects electrons near the op­
tical axis for illumination of the sample . This aperture of the condenser diaphragm
is in the front-focal plane conjugate to the diffraction plane of the specimen.

In normal operation mode of a TEM the upper part of the objective lens
generates a parallel beam enter ing the sample (telefocal system). The sample is
centered within the objective lens. In scanning mode a small convergent electron
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FIGURE 13. (a) Imaging and (b) diffraction mode ofthe transmission electron microscope
depend ent on the excitation of the int ermediate lens (Reprinted from Electron Microscopy
of Materials, von Heimendahl , Electron Microscopy of Materials, (1980), with permission
from Elsevier).

probe is moved over the sample. Deflection coils are used to move the probe across
the sample .

The lower part of the objective lens is used to generate a magnified image.
Additionally, a diffraction pattern is formed in the back focal plane of the lens
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(Fig. 13). Each Bragg reflection is either a spot (parallel illumination) or a disk for
a finite beam convergence angle on the sample . An objective aperture in this back
focal plane (it's also called the diffraction plane, as a diffraction patterns is formed
there) can be used to select one or more Bragg reflections and to form magnified
images of the sample only with contributions from Bragg reflections transmitted
through this aperture.

The imaging system consists of several lenses depending on the type of mi­
croscope. They are called diffraction lens, intermediate lens, and projector lens.
These lenses are used to obtain additional magnification of the sample image or
of the diffraction pattern. In the plane of the first image (formed by the objective
lens) of the sample a selected area aperture can be inserted, which allows only
electrons from a limited area of the sample to pass. By different excitations of the
intermediate lens either the imaging plane or the diffraction plane of the sample
forms a magnified image on the viewing screen of the microscope.

For the camera system a fluorescent material like ZnS is used on a viewing
screen . This screen can be tilted up to take micrographs on photographic films, on a
CCD camera, on imaging plates, to use aTV-rate camera for imaging .Alternatively,
electrons can also be brought on other detectors, like the bright-field (BF) and dark­
field (DF) detectors or the high-angle annular dark-field (HAADF) detector in the
scanning transmission mode (STEM), or the electron can be transferred to an
electron energy-loss spectrometer.

In a CCD camera of a TEM, light is generated by the electrons impinging
on a scintillator material like Ce-doped yttrium-aluminum garnet (YAG). The
photons are transferred by a fiberoptics system on the pixels of the CCD array. A
CCD camera consists of an array of MaS devices, usually 1024 x 1024 pixels or
2048 x 2048 pixels. Generated by incoming light, charges are accumulating in a
pixel as the pixels are electrically insulated from each other by a potential well.
The charges can be read out by lowering the potential wells sequentially. This
way charges are transferred from one pixel to the next one until they reach an
output node. During read-out, exposure of the CCD array is switched off by beam
deflection .

Additional detectors can be an EDX-detector for measuring characteristic
X-rays, a secondary electron detector and an electron energy-loss spectrometer.

The sample itself is mounted on a sample holder, which is held by a go­
niometer in the gap between the upper and the lower polepiece of the objective
lens. In materials science double-tilt holders allow for sample tilts in different
directions .

As electrons strongly interact with matter, we need a "good" vacuum system.
Oil diffusion pumps are effective from 0.1 Pa to 10-9 Pa, but they may contam­
inate the electron microscope with hydrocarbon oil. UHV conditions can also
be reached with turbomolecular pumps. For the critical volume of the electron
source ion getter pumps (IGP) are used. Good information on the principles of
pumps and holders can be found in Chapter 8 of the book by Williams and Carter
(1996).
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3.1.5. Electron Matter Interactions

The following interactions can be distinguished:

Helge Heinrich

(a) The electrons are unscattered (zero-loss) .
(b) Electrons are elast ically scattered at the atoms of the crystal lattice planes

(zero-loss).
(c) Electrons excite phonons. The energy changes !1U < 0.1 eV are too small

to be analyzed in a transmission electron microscope (zero-loss).
(d) Electrons excite plasmons (!1U ~ 20 eV), i.e., the "gas" of free electrons

in a metal vibrates with respect to the lattice of the atomic nuclei.
(e) Formation of bound electron-hole pairs (excitons) with energies in the

range of 10 eV.
(f) Excitation of electrons in the material leading to transition s from bound

electron states (bound to individual atoms) to free-energy states above
the Fermi level including the emission of secondary electrons. X-rays or
Auger electrons are generated, when the bound state is filled again with
an electron. The primary (incoming) electrons suffer energy losses, which
are specific for the material (10 eV to 80 keY).

3.1.6. X-ray Analysis and Electron Energy Loss Spectroscopy

Both energy dispersive X-ray analysis (EDX) and electron energy loss spec­
troscopy (EELS) measure chemical compositions in small sample volumes
(Fig. 14). Using a field emission electron source the analyzed area can be smaller

• Ironlloclll'il>ne
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FIGURE 14. [a] Sampl e geometry for analysis with an EDX detector. (b) Principle of a
post-column electron energy loss spectrometer with the option of energy-filtered imaging.
(Reprinted with permission from R. Erni, 2003.)
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than 1 nm2. A chemical analysisof regionsa few tens of nanometers in diameter
is possiblein transmission electron microscopes withW- or LaB6-cathodes.

For the analysis of characteristic X-rays emitted from the irradiated area, a
cooled semiconducting detector like Si(Li) or Ge is used (Fig. 14(a)). Electron­
hole pairsare generated whenX-rayshit the detectorarea.The numberof charges
produced depends on the energyof the incomingX-ray. In an X-ray spectrum, the
numberof X-rays is plottedas a function of their X-ray energies. Absorption has
to be considered especially for X-rays of low energy. X-rays are absorbed in the
sampleitself, but also in the window material of the detector.

Lightelementsup to oxygencannotbe quantitatively evaluated by EDX,but
EDXis wellsuitedto the analysisof heavyelements. The sampleis typicallytilted
about20° towards thedetectorto minimizeabsorption of low-energy X-raysin the
sample (Fig. 14(a)). Unfortunately, the X-rays and secondary electronsgenerated
in the volumeilluminated by the electronprobe can themselves excite atoms and
causetheemissionof X-rays. Sampleregions not illuminated by theelectronprobe
or evenparts from the microscope can thereforecontributeto the EDX spectrum.
Therefore, specialcare has to be takenin quantitative EDXanalysisto accountfor
a possiblegeneration of X-rays in neighboring regions.

The energy losses of electrons in the sample can be analyzed by electron
energy-loss spectroscopy (EELS). In a homogeneous magnetic field, electrons are
forcedon a circulartrajectory witha radiusaccording to theirvelocity. Thisallows
theseparation ofdifferentelectronenergiesby their locationin anenergy-selective
slit (Fig. 14(b)) after passing through this field or the acquisition of a complete
energy-loss spectrumon a CCD (Fig. 15).

EELSis a methodwellsuitedfor lightelements(exceptfor H and He)and for
elementsof medium atomicweight; therefore, it is complementary to EDX. If an
incoming electronexcitesa boundelectronin the sampleto an energylevelabove
theFermilevel, the transferred energyis subtracted fromthe originalenergyof the
primaryelectron. The electronenergy-loss spectrumconsistsof a "zero-loss"peak
(Fig. 15(a» , a "plasmonpeak," anda signalbackground (frommultipleexcitations
and Bremsstrahlung) exponentially decreasing withincreasing energyloss. On top
of thisbackground, ionization edges(Fig. 15(b) withincreased intensity are found
at energies characteristic for the elements in the analyzedsample volume. In the
imagingmodeof an EELSinstrument an energy-selecting slit can be insertedinto
the electron path in the energy-selective plane. A magnified sample image or a
diffraction pattern is then formed with electrons of a specific interval in electron
energy. This techniqueis called energy-filtered transmission electron microscopy
(EFTEM).

3.2. The Ewald Construction and the Reciprocal Space

Scatteringof radiationby a material is used to extractaveragestructural data. The
wavelength of theradiationremainsunchanged if weassumeelasticscatteringonly.
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FIGURE 15. Electron energy loss spectrum of a CeOz nanoparticle. (a) Zero-loss and
plasmon peak. [b) Absorption edges : carbon K-edge at 284 eV energy loss, oxygen K-edge
at 532 eV, cerium M-edge at 887 eV.

Furthermore, it's a very convenient approximation, if we can apply Fraunhofer
diffraction, i.e., a coherent flat wavefront interacts with the object. This corresponds
to a radiation source far away from the object (at infinity) . Correspondingly, in
Fraunhofer diffraction, the detector for measuring the scattered radiation is also
in the far-field of the sample . So, we only have to deal with scattering angles
and not with distances from the radiation source or with distances to the detector.
In the case of near-field diffraction, we do not consider flat wavefronts. This
mathematically more complicated (but also more realistic) case is called Fresnel
diffraction.

Diffraction is an effect of coherent interference of waves. The total interfer­
ence pattern of these waves is built by the sum of all their amplitudes. If the waves
are incoherent, the total intensity is simply the sum of all their intensities.

In transmission electron microscopy wave vectors Is. are usually used whose
length is defined by Ikl = I/}... (and not 27ft}...). This corresponds to the definition hk
for the momentum. Therefore, the wavefunctions are written as: l\J = A exp(27fik .
L - iwt) . With this definition it is easy to calculate lengths in reciprocal space. Ifwe
calculate a coherent interference patterns of waves scattered at two pointlike objects
at positions r.o =(0,0,0) and L = (x, y , z) using the Fraunhofer approximation, the
difference D.l in the path lengths of these two waves fordiffraction from the incident
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FIGURE 16. Schematics of the phase shift introduced by scattering at two objects.

wavetJ to the diffractedwaveIi is

and the phase shift ~<I> betweenthe outgoing waves (Fig. 16) is

27T~1
~A,. =-- = 27T(k - kn) ' r .'I' A --v-

(2)

(3)

Assuming, thatthe twopointlikeobjectshavethesamescatteringbehavior, thesum
of the two scattered waves is \11out = B exp(-iwt) [1 + exp {27Ti (!f - tJ) .d]'
The scatteredintensity I = \11\11* dependson the relativelocationof the scattering
objects, on their scattering strength f = B / A, and on the scattering vector K =
Ii - tJ·

The nextstep is to calculatescatteringfrom a periodicarrangementof atoms,
a crystal lattice. The easiest crystal structure is simple cubic (lattice parametera)
withonly oneatomat position0,0,0 in each unitcell. Here,we haveto sum overall
unit cell positionsgiven by the vectors!:..j = [amx, am y, amz], wheremx, my, m,
are naturalnumbers.Fora crystalwithMxMyMz unitcells andan atomicscattering
factorh we get

Mx-l Mv-I M,-I

l\!outClO = h L exp(27Ti Kxamx) L exp(27Ti Kyamy) L exp(27Ti Kzamz)
~~ ~~ ~~

Thesesums are geometrical rows, and the total scattered intensity I = \11\11* from
the finite crystal is then:

IClO = fClOJ*ClO sin
2

(7TMxKxa) sin
2

(7TMyKya) sin
2

(7TMzKza)
sin2 (7TKxa) sin2 (7TKya) sin2 (7TKza)
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FIGURE 17. Comparison of the scattering intensity distribution for scatt ering at 5 and at
10 atoms in a row.

3.2.1. Bragg Reflections

The scattering intensity is strongly modulated as shown in Fig. 17. The more
atoms are scattering in a crystal, the higher is the modulation frequency. Strong
maxima in the intensity evolve for Ka being natural numbers. Their intensities are
proportional to the number of scattering atoms squared. With increasing number
of atoms in a row, the width of these maxima decreases. The first side minima are
at distances VeMa) from the respect ive maxima.

If we would increase the number of atoms in a row to infinity, the maxima
would become delta functions with infinite intensity. These maxima are called
Bragg reflections. Ideally, they are delta functions in reciprocal space (in Kspace
the axes have dimensions of m-I). For the simple cubic lattice, the reciprocal
lattice is periodic with equal distances of the reciprocal lattice points, the possible
Bragg reflections, in the three reciprocal crystallographic directions.

We only get a Bragg reflection, if there is a reciprocal lattice vectorQ. connect­
ing two reciprocal lattice points as the difference vector between the incoming and
the outgoing wave vectors: G = K . For scattering, a zero-point in the reciprocal
lattice is defined as the end-point of the incoming wave vector tJ.

A reciprocal lattice vector G represents a vector perpendicular to its corre­
sponding lattice plane in real space, so the scalar product between any vector in
this real-space plane and the reciprocal lattice vector is zero. Example: Take two
vectors in real space such as L = a[1,1,1] and ~ =a [1,1,0]. A vector perpendicular
to these two vectors is [1,-1 ,0] or any multiples of that. For the cubic lattice , the
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reciprocal lattice has orthogonal bases of length l/a . A vector in the reci rocal
lattice with the indices G= [1,-1 ,0] has a length of IGI= 12+ (-1)2 + 02/a.

The length of any reciprocal lattice vector of a cubic lattice with indices h.k.lis
IGI = Jh 2 + k2 + 12[a .These indices h,k,l ofa reciprocallattice vector are called
Miller indices. Miller indices and reciprocal lattice vectors have a correspondence
in real space, the lattice plane distances, which for the cubic lattice is dh,k,l =
alJh2 + k2 + F.

Let's use the example again: We now look for lattice planes with indices
1,-1,0. The distance of the planes is a1./2.So, all neighboring (1,-1,0) planes
have this distance from each other. There is a phase shift of 21T when comparing
waves scattered at atoms in one plane compared to waves scattered at atoms in
the neighboring plane. For our example, we may take one atom at position [I =
[O,O,O]a in a (1,-1 ,0) plane and another atom at position [2 = [1,O,O]a in the
neighboring (1,-1,0) plane. Using Eq. 2, the phase shift for scattering at these two
planes is 21T.

What is the meaning of a reciprocal vector like [2,-2,0]? The interplanar
spacing in real space is now cut in half: aIJ8.Ifwe take one plane through [0,0,0]
the neighboring plane is shifted by [aI2,-aI2,0]. But for the simple cubic lattice,
there are no atoms in this neighboring (2,- 2,0) plane. There are only scattering
contribution from every other lattice plane with Miller indices 2,- 2,0. For the
next nearest lattice plane, the phase shift is obviously 41T, so we have positive
interference of scattering contributions from atoms in next nearest (2,- 2,0) planes.

The Ewald construction (Fig. 18) is a graphical description for the reciprocal
space and depicts the directions of incoming (wave vector tJ) and outgoing ®
radiation with respect to the reciprocal lattice. If the surface of the Ewald sphere

(a) (b)
The renee ling
lattic e plan es
eon IIIin the
zone axis, the
beam direction

'"----"""...... . . .
...

r.ncc lin·~ lattice plane

Primary bea m =zone axis

FIGURE 18. Schematics of the Ewald construction for x-rays (a) and for electrons (b). The
deviation parameter s is negative .
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with a radius I!.I = gl!.ol intersects a reciprocal lattice point the Bragg condition
for elastic scatteringholds:

or expressed differently:

G=K=!.-!.o

2dhkl sin(e) = A

(4)

(5)

Theseequationsare validfor elastic scattering. For monochromatic radiation
aBraggreflection canonlyoccur,if thesurfaceofthe Ewaldspherehitsa reciprocal
latticepoint.The totalscattering angle2e canbedirectlydetermined fromEwald's
construction, it is the angle between the wave vectors of the diffracted and the
undiffracted beam. This angle is twice the Bragg angle e, which is given by
(h iGI = gl!.1 sin(8). In TEM the wavelength of the electrons(Eq. (I) is about 100
times smaller than the distanceof the atoms. So, the radiusof the Ewaldsphere is
approximately 100 times larger than the distances between the reciprocal lattice
points.The curvatureof the Ewald sphere and the scatteringangles are therefore
small (Fig. 18(b».

Especially simplediffraction patternsare found, iftheincoming electronbeam
is orientedalonga highlysymmetrical crystallographic direction. Sucha direction
is often called a zoneaxis, i.e., a direction that is common to many low-indexed
latticeplanes.For a beamalonga zoneaxis!.o = [m ,n,o]manylatticeplaneswith
indices (h,k,l) fulfil !.o . G = mh + nk + 0/ = O. These reciprocal lattice points
are in the zero-orderLaue zone.

As the Ewaldspherehas a small curvature, the reciprocal latticepoints in the
zero-orderLauezonearenotexactlyintersected bytheEwaldsphere.Thedeviation
vectors or deviation parameter(the length of:!: parallel to !s:.o) describes a vector
from the reciprocal lattice point to the surface of the Ewald sphere. This vector
is usually taken parallelto !s:.o . So, the Braggequationreads now G =!. - !.o+ :!:..
In transmission electron microscopy we sti11 get scattering intensity for a Bragg
reflection, even if the Ewald spheredoes not exactlyhit a reciprocal lattice point.

Why is that so?
According to Eq. (3) for a limited numberof scattering objects in a row, the

Bragg reflections are not delta functions, they are extended: the more scattering
objects, the sharper the Bragg reflections. A TEM sample is usuallyextended in
bothlateraldirections, but ithasto be thin(afewnmuptoa few100nm)inelectron
beam direction to be transparent for the electrons. A TEM sample is essentially
a thin disk, and the reciprocal lattice points corresponding to the crystal lattice in
this thin disk can thereforebe represented as needle-shaped as shownin Fig. 19.

Howdo we calculate the scatteredintensity?
In the theoryof kinematical scatteringthe intensity of the incoming radiation

is assumed to be large in comparison to the intensities of all diffracted beams
together. So, only a small fraction of the electrons is scattered, and the incoming
beamis not significantly infl uenced bydiffraction effects. The fraction of electrons
scattered away from the incoming beam is small. Therefore, scattering is only
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(6)

assumedto take place from the incoming beam to Bragg reflections, but not from
one Bragg reflection to another Bragg reflection or even back to the direction of
the incomingbeam. No multiple diffraction effects are consideredin kinematical
scattering theory. This is a crude approximation only. In reality, diffraction from
any Bragg reflection to any other Bragg reflection can occur. But the kinematical
scatteringtheory is very useful in understanding and calculating the locations and
approximate intensities ofBraggreflections.Thescatteringamplitude of theBragg
reflections in kinematical scattering theory is the Fourier transform of the object
scatteringstrengthin real space.

For a crystal structurecontaining N atoms with scatteringfactors Jj in each
unit cell at the positions!:.j we can write:

N Mx-l Mv-l M,-l

t/Jout<K) = L L L L Jj exp(21ri(!. - !S:..o) · <!:atom position + !:unitcell»
n=l mx=Omv=O m,=O

M,-l Mv-l M.-I

= Funilcell(K) L L L exp (-21ri (asxmx + aSymy + aszmz))
mx=O mv=O m,=O

This last equation follows from the definition of a reciprocal lattice vector:
g·!:.unitcell is an integer. The resulting intensity is:

I 1

2 sin2(1rMxsxa) sin2(1rM
ysya) sirr' (1rMzsza)

I (K) = Funitcell(K) . 2 . 2 . 2
sm (1rsxa) sm (1rsya) sm (1rsza)

There is evena significant intensity for a Braggreflection of a finite crystal, if
the surfaceof theEwaldspheredoes notexactlyhit a reciprocal latticepoint.With
increasing length of the deviation vector the scattering intensity decreases. This
decreasedependson the numberof scattering centersalonga line in the crystal.If
the crystal has a plate-likeshape, the scattering intensity slowly decreases in the
direction in reciprocal space that corresponds to the surfacenormal of the sample
in realspace.Eachreciprocal latticepointrepresents an inverseimageof thecrystal
in real space. Plates become needles and vice versa (Fig. 19).

3.2.2. The Extinction Rules and Indexing of Diffraction Patterns

The nextstep willdeal with the structurefactor Funitcell . The structurefactor intro­
duces variations of the intensities of Bragg reflections as it describes the interfer­
enceeffectsof all atomsin one unitcell.The structurefactoras shownin Eq. (6) is
a function of the atoms with scatteringfactorIn at the positions f..j = (xn , Yn, Zn)

a in the unit cell:

N N

FunilCell(K) = Lin exp(21ri(G -:0 . r..n) :::::: Lin exp(21ri(hxn + ky; + IZn»

n=l n=l

(7)
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TABLE 2. Left: Extinction rules for the bee lattice. Right: Extinction
rules for CsCI (B2 structure).

h k e"ilh+k+1) Fbee [bee h k e"ilh+k+/J
rcsCI FcsCl

0 0 0 1 2f 4f2 0 0 0 1 72 5184
1 0 0 -1 0 0 1 0 0 -1 38 1444
2 0 0 1 2f 4f2 2 0 0 1 72 5184
3 0 0 -1 0 0 3 0 0 -1 38 1444
1 1 0 1 2f 4f2 1 1 0 1 72 5184
2 1 0 -1 0 0 2 1 0 -1 38 1444
1 1 1 -1 0 0 1 1 1 -1 38 1444
2 1 1 1 2f 4f2 2 1 1 1 72 5184

If all atoms in a unit cell are the same, there may be some "forbidden reflections",
i.e., the structure factors of these reflections is zero. The extinction rules determine,
which reflections are "allowed" and which are "forbidden". The easiest example is
the body-centered cubic (bee) lattice. There are two atoms, at position 0,0,0 and at
position a[Z;« /2,a /2 in the unit cell. The structure factor F for the bee structure is:

Funilcell(Q) = f[exp ('TriO) + exp ('Tri (h + k +I)] = f[ 1+ exp ('Tri (h + k + I»]

In Table 2 the structure factors and the relative intensities for different Bragg
reflections are listed. We can easily find the rule for "allowed" reflections :
h + k + I has to be even for Bragg reflections from the bee lattice. Reflections
with an odd sum h + k + I are not present, they are "forbidden".

With this, we are able to construct and index electron diffraction patterns
from crystals with bee structure. The radius of the Ewald sphere is large in com­
parison to the distances of the reciprocal lattice points. Near the 000 reflection
(the undiffracted beam) we find only Bragg reflections, if tJ .G = 0 is fulfilled.
The distance of these reflections from the 000 position is inversely proportional
to the distance of the corresponding lattice planes. The angle between two Bragg
reflections is given by the scalar product of their normalized indices . Furthermore,
we have to consider the extinction rules. The full indexing of a diffraction patterns
can be done by applying linear algebra for addition of vectors. Fig. 20 shows some
examples for electron diffraction patterns of the bee structure.

3.2.3. Superstructure Reflections

In long-range ordered structures of a multielement material, extra reflections are
present. They appear for integers h.k.l, where a forbidden reflection for a single­
element material with equivalent basic structure is expected . One example for a
long-range ordered structure is CsCl. The CsCI structure is also called the B2
structure (see, e.g., Villars and Calvert, 1991). It is derived from the bee structure
by placing one kind of atom in the center and the other type at the comer of the
unit cell as shown in Fig. 21.
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FIGURE 20. Calculated and indexed electron diffraction pattern of the bee structure for
electron beam directions (a) [100], (b) [111], and (c) [1-10). The JEMS software from
Iouneau and Stadelmann (1998) was used for the simulations.

For simplicity it is often assumed that the scattering amplitude of atoms is
approximately proportional to the atomic number. Then , the extinction rules for
CsCI are:

FCscl(Q) = fcs + fCI exp (-rri (h + k + I)) ()( 55 + 17exp (-rri (h + k + I)).

For the B2 structure all integer reflections of the cubic lattice appear, for
the fundamental reflections the structure factor is the sum of the atomic scat­
tering factors, for superstructure reflections the structure factor is the difference
of the atomic scattering factors (Table 2). As the atomic scattering factors are

040 042 044
• • • • •

031 033• • • •
020 022 024

• • • • •
011 010 011 on 013

• • • • •
004 002 000 001 002 003 004• • • • • • • •

olI 011
• • • • •

020
• • • • •

• • • •
040• • • • •

FIGURE 21. Left: Structural image of the B2 unit cell. Right: Electron diffraction pattern
of the B2stru cture for a (100) zone axis. The JEMSsoftware from Iouneau and Stadelmann
(1998) was used for the simulations.
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approximately proportional to the atomic number of an element, the relative in­
tensities of superstructure and fundamental reflections depend on the difference
between the atomic numbers of the two elements in this material.

The structures of many materials can be found in the EMS On Line web­
site (Jouneau and Stadelmann, 1998). This website offers a variety of tools to
generate and display structures, to calculate electron diffraction pattern and to
determine structure factors. The extended commercial Java-based version of this
software offers full simulation capabilities. The book International Tables for
X-ray Crystallography, Vol. 1 (Henry and Lonsdale, 1969) contains a list of all
230 three-dimensional space groups with their symmetries. The "Strukturbericht"
(structure report) name of the bee structure is A2. To learn more about the crystal
structures of the phases in "your" material, you can also look up the crystal lattice
structures website at http://cst-www.nrl.navy.miInattice/index.html. and you can
get the Wyckoff positions and the symmetry operations of crystal structures at
http://www.cryst.ehu .es/(Aroyo et al., 2006).

3.2.4. Laue Zones

Laue zones represent planes with reciprocal lattice points in the reciprocal lattice.
These planes are perpendicular to the wave vector tJ of the incident beam. For
all reciprocal lattice points in a Laue zone the scalar product tJ .G is the same
and determines the index of the zone. When irradiating a crystal along a highly
symmetrical direction, the Bragg reflections in each Laue zone form concentric
circles in the electron diffraction patterns with the 000 beam as the center (Fig. 22).
In every Laue zone the reciprocal lattice points closest to the Ewald sphere (smallest
deviation parameter) appear as especially bright Bragg reflections .

Laue zones are very useful to orient a nanocrystal when working in the diffrac­
tion mode. Ifa sample is not oriented with a highly symmetrical direction parallel
to the incoming electron beam, the centers of the Laue circles are not anymore at the
000 position (Fig. 23). Still, bright Bragg reflections (including the 000 reflection)
are visible on segments of circles. To tilt a sample towards a highly symmetrical
orientation, the circles have to be centered about the 000 position. This method of
sample tilting is especially important for nanoparticles when individual crystallites
have to be oriented along a certain crystallographic direction for high-resolution
lattice imaging.

3.2.5. Bright-field and Dark-field Imaging

The objective aperture is located in the back focal plane of the objective lens.
When one of the apertures in this diaphragm is centered about a selected Bragg
reflection in the diffraction pattern only this beam can contribute to the formation
of an image. All other beams are blocked by this diaphragm. When switching
back from the diffraction mode, where the diffraction pattern with the aperture in
the back-focal plane of the objective lens is magnified, to the imaging mode, this
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FIGURE 22. (Top) Ewald construction for symmetrical crystal orientation and (bottom)
rings of bright Braggreflections. The JEMSsoftware from Jouneau and Stadelmann (1998)
was used for the simulations.
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FIGURE 23. (Top) Ewald construction for asymmetric crystal orientation and (bottom)
rings of bright Braggreflections. The JEMSsoftware from [ouneau and Stadelmann (1998)
was used for the simulations.
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Diffraction pattern
Objective--
diaphragm with objective aperture

Shifted diffraction pattern

Objective-
diaphragm with objective aperture

coil

coil(b)

lens

Electron
beam

(a)

Bright-field image of the sample Dark-field image of the sample

FIGURE 24. (a) The bright -field and (b) dark-field imaging techniques.

apertureis still blockingall other beams. Then, the magnified imageof the sample
containsonly information propagated throughthis aperture.

If the objective aperture is centered about the undiffracted beam, we have
bright-field conditions (Fig. 24(a)).Onlythe undiffracted beamor, for largeraper­
tures, also a few of the low-indexedBragg reflections are then contributing to the
firstimage in the imagingplaneof the objective lens.This way, the contrastin the
micrograph is enhanced when comparedto an image without an aperture. Using
this technique, crystaldefectscan be identified, as they locallymodifythe diffrac­
tioncontrast, i.e., howmanyelectronsare scatteredto otherBragg reflections and
are lost to the undiffracted beam.

In dark-field imaging (Fig. 24(b)) the incident electron beam is tilted with
respect to the opticalaxis of the objective lens. Therefore, the electrondiffraction
patternin the back-focal plane is shifted. The electronbeam is tilted in a waythat
one Braggreflection is on the opticalaxis. The objective apertureis then centered
about this Bragg reflection. All other reflections are excluded by the diaphragm
and do not contribute to the image. In imaging mode only those regions appear
bright which contribute to the Braggreflection in the objective aperture(Fig. 25).
All other regionsappeardark.

3.2 .6. Ring Patterns (Debye-Scherrer Patterns)

Nanoparticles deposited froma solutionon a carbonfilm haverandomorientation.
Forelectrondiffraction of a nanocrystalline material, eachcrystallitewillgenerate
its individual diffraction pattern.If the imageof several nanoparticles is contained
in the selectedareaaperturethe diffraction patternwillbe comprisedof the sum of
the diffraction patternsfrom all crystallites imaged within the back-projection of
the selected area aperture. Each crystallitecontributes to a few Bragg reflections
in the whole diffraction pattern. The distance of a Bragg reflection from the 000
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FIGURE 25. (a) Dark-field micrograph with bright contrast in a of Ni4Mo precipitates
coherently embedded in the Ni-rich fcc matrix of a Ni-AI-Mo alloy. One superstructure
reflection unique for Ni4Mo precipitates was used for imaging. (b)Corresponding electron
diffraction pattern along the [DOl) direction ofthe Ni-rich matrix.

reflection is proportional to 28, but the location of this reflection in the pattern
dependson the actualcrystalliteorientation. So, for a polycrystalline materia), the
Braggreflections appearonlyonfixed ringswithradius28 abouttheincidentbeam
in the diffraction pattern (Fig. 26). The more crystallites are contributing to the

FIGURE 26. Debye-Scherrer pattern of CeOz nanoparticles. (Sample courtesy of S. Desh­
pande and S. Seal. University of Central Florida .) The bright undiffracted beam is blocked
by a mechanical beam stop inserted in the electron path . Ring patterns from only a few
nanoparticles.
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diffraction pattern, the more Bragg reflections are found on each Debye-Scherrer
ring. Finally, if the crystallite size is very small and the selected area aperture
relatively large, the individual Bragg reflections cannot anymore be distinguished
on a Debye-Scherrer ring. From the radii of the Debye-Scherrer rings and from
their relative intensities structures and lattice parameters of nanomaterials can be
determined with an accuracy of typically 0.5%.

Additionally, the extinction rules for the Debye-Scherrer rings help to identify
the crystal structure. But it is equally desirable to obtain and evaluate electron
diffraction patterns from individual nanoparticles.

3.2.7. Convergent-beam Electron Diffraction

With convergent-beam electron diffraction (CBED) the electron probe can be fo­
cussed on individual particles. Instead of diffraction spots we get diffraction disks.
Within each diffraction disk, intensity modulations occur which are caused by
changes in deviation parameters for the slightly different incident beam direc­
tions displayed in each disk. Additionally, excitations of higher-order Laue zone
(HOLZ) reflections occur as sharp dark lines in the disks of the zeroeth Laue
zone. The books of Tanaka and Terauchi (1985) and Tanaka et al. (2002) provide
a valuable source for data analysis with CBED.

The evaluation of HOLZ line positions in the 000 disk allows lattice param­
eters to be determined with accuracies in the range of Sa / a = 10-4 or better.
This method is frequently applied to determine lattice parameters and crystal
symmetries in electron crystallography and for strain analysis . CBED is ap­
plied to measure the lattice mismatch of "I' precipitates in the Ni-rich matrix
of Ni-based superalloys. These precipitates are typically several 100 nm in diam­
eter. However, for nanoparticles below 20 nm the fine structure in the diffrac­
tion disks completely disappears (Carter and Williams , 1996). This is caused
by a widening of the HOLZ lines with reduced sample thickness in combina­
tion with thickness variations of the nanoparticles within the illuminated area.
Therefore, the determination of lattice parameters from individual small nanopar­
ticles is only possible by measuring the distances and angles between the diffrac­
tion disks in a CBED pattern. This limits the accuracy of these measurements to
about 0.5%.

3.2.8. Kikuchi Patterns

Kikuchi lines are observed in diffraction patterns of individual single crystalline
particles and bulk samples with thicknesses above about 50 nm. The incident elec­
trons are inelastically scattered exciting, e.g., plasmons and excitons . The incident
electrons lose energy in the range of (10-40) eV. Therefore, the electron wavelength
remains almost unchanged. These inelastic scattering processes also change the
directions of the incident electrons, but these changes are small . Electrons are pref­
erentially scattered in forward direction nearly parallel to their original (incident
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Forward
scattering I

a

FIGURE 27. Schematic intensi ty distr ibut ion of inelastic scatter ing (Repr inted from Elec­
tron Microscopy of Materials , von Heimendahl , Electron Microscopy of Materials , (1980),
with permission from Elsevier),

beam) direction (Fig. 27). With higher the inelastic scattering the electron intensity
in this direction decreases.

The inelastically scattered electrons also can be diffracted elastically at the
lattice planes in a second scattering event. But, as the thick sample itself acts as a
source ofelectrons (the inelastically scattered electrons are emitted from the sample
with a preferential propagation direction parallel to the original beam direction)
these electrons can fall onto a set of parallel lattice planes from any direction in the
crystal. For a specific set of parallel lattice planes, the Bragg condition is fulfilled,
when the angle between these planes and the direction of the electrons is the Bragg
angle.

The directions for which the Bragg condition is fulfilled for a special set of
lattice planes are lying on Kossel cones. These cones are found on both sides of
the parallel lattice planes (Fig. 28(a)). If the electron direction is lying on a Kossel
cone, Bragg diffraction occurs and these electrons are scattered from their direction
after inelastic interaction towards a new direction after Bragg diffraction. So, an
exchange of (electron) intensity is occurring, if the Bragg condition is fulfilled.
Intensity is partly exchanged between electrons entering the lattice planes from
the two opposing sides (Fig. 28(b)).

If no Bragg condition is fulfilled for any set of parallel lattice planes, this
intensity exchange does not occur. This gives rise to a diffuse background intensity
in the diffraction pattern which decreases with increasing inelastic scattering angle.

If, however, the Bragg condition is fulfilled, intensity exchange between the
Kossel cones occurs. More electrons are scattered towards higher scattering angles
by this second scattering event and therefore, intensity is missing for smaller total
scattering angles. As the intersection line between a flat Kossel cone and the
diffraction plane (the plane where the electron diffraction pattern is obtained) is
almost a straight line, the Kikuchi pattern consists of sets of two mutually parallel
Kikuchi lines. The Kikuchi line with a smaller angle to the incident beam direction
is less intense than the diffuse background, while the line at higher scattering angles
appears brighter than the background (Fig. 29(b)) .
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FIGURE 29. Kikuchi patterns of nickel. Left: pattern along [1001 . right: [610] pattern tilted
from the [1001 direction following a 002 Kikuchi line pair.

The distance between the parallel Kikuchi lines corresponds to the total scat­
tering angle 28. Kikuchi lines can be indexed in the same way as Bragg reflections.
Kikuchi lines are "fixed" to the projections of the lattice planes onto the diffraction
plane, and they move in the diffraction pattern when the sample is tilted. During
sample tilting the Bragg reflections however remain almost fixed at their positions
with respect to the 000 reflection (the undiffracted beam) in a diffraction pattern .
Bragg reflections change intensities and disappear, if the sample orientation is
changed.

Kikuchi lines are very helpful for tilting thick nanoparticles. These lines ap­
pear in the diffuse background additionally to the Bragg reflections in a diffraction
pattern. The crystal symmetry can be seen from a Kikuchi pattern (Fig. 29(a)).
When low-indexed Kikuchi lines intersect in a Kikuchi map (see, e.g., Williams,
1996), a highly symmetrical sample orientation is found. If a sample is perfectly
oriented with the electron beam along a highly symmetrical direction, the Kikuchi
lines are exactly between the 000 reflection and the corresponding Bragg reflection
in the diffraction pattern . In this case (and only then), the positions of the Kikuchi
lines correspond to Brillouin zone boundaries (Kittel, 1995).

3.2.9. The Metric Tensor

Many materials have noncubic crystal structures. This makes the interpretation of
electron diffraction patteros more complicated. When dealing with these unit cells,
the axes of a unit cell can be easily described in orthogonal units, so the direction
of the a axis is given by a vector g = [al.a2 ,a3] in, e.g., units of nm. Equally, the
two other axes band c are given. In reciprocal space the directions and lengths of
the axes are given by the vectors g* , !l and f*.
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The equations

areusedtofindtheaxesinreciprocal space. (Remark:If thelengthofthewavevector
is defined by 27r/A, each reciprocal vectorhas to be multiplied by 27r.)

ThemetrictensorM canbeusedtocalculatethe length l[x,y ,z]1 of anyvector
B.. = [x ,y,z] givenin unitsof the axial vectors f!,!2. and f of the unit cell:

ab cos 'Y ac cos 13) (X)
b2 bccosex· y

be cos ex c2 Z
(

a2

(x ,y.z) ab cos 'Y
ac cos 13

= (x,y,z)·M ·m
IRI =

The angle T betweentwo vectors Ii and~ is determined by

IB..II~I .
cosT = -.,...:::;::;-..;--

The length of vectors ~ = [h,k,l] in reciprocal space given in units of the

reciprocal unit vectors f!* , !2.* andf* canbe determined by IQ I =JQ . M -I . QT .

The angle Q between vectors ~ and E.. in reciprocal space is found from

The inversematrix of the metrictensor is:

M-1

(

b2C2 sin2 ex abc: (cosex cos13 -cos -y) ab2c(cosa cos-y -cos (3»)
abc: (cosa cos13 -cos -y) a2c2sin2!3 a2bc(cos-y cos13 -cos a)
ab2c(cosacos-y-cos!3) a2bc(cos-y cos!3-cosa) b2a2sin2-y

=------.,..-------------------,,.----
a2b2c2 (l-cos2 ex -cos2 13 -cos2 'Y + 2 cos ex cos 13 cos 'Y)

If we want to find a vectorIi perpendicular to a plane with indices (h,k,l) in
real space, we can use the relationB.. = M . (h,k,l) , see, e.g., De Graef, 2003. A
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similar relation, (h,k,l) = M- 1
• ft, is used to find indices for planes perpendicular

to a certain direction. To determine the spacing of a lattice plane in real space,
it is easiest to use the inverse matrix to calculate the length of the corresponding
reciprocal vector. Using the above equations the lattice spacing for an orthorhombic
unit cell is therefore:

For the hexagonal lattice (a = b, 'Y = 120°) one gets

/

4 (h2+ hk + k2) (1)2
dhkl = I 3 2 +-

.a c

Frequently, four indices for hexagonal lattices are used making the indexing
of real-space and reciprocal-space vectors more symmetrical. The fourth index i
makes indexing of diffraction patterns very convenient. This fourth index is given
by h + k + i = O. But there is a rotation by 30° about the c-axis when transforming
three-index axes to four-index axes:

3.3. Scattering Theory

3.3.1. The Column Approximation

The amplitudes and phases of Bragg reflections can be calculated as a function
of the position of the beam entering the sample using the column approximation.
For contrast simulations of a thin TEM sample, the illuminated area is divided
in columns with constant contrast. The column diameter is well defined by the
Huygens principle (see, e.g., Fultz and Howe, 2(02). The amplitude and phase
of the electron wave at any point in the exit plane of a sample of thickness t
is determined by scattering of electrons for a sample column above that point.
Other contributions from higher-angle scattering are neglected in the column ap­
proximation, as electron scattering appears predominantly in forward direction.
Additionally, contributions from higher angles add only incoherently to the image
contrast (transversal incoherence). Within a column in the sample, the path differ­
ences of rays are limited to a maximum of A.j2 (Fig. 30). This conical volume is
called the first Fresnel zone. Therefore, the column radius is JtX..

The image intensity at a point in the image of a sample is determined by
the volume of the corresponding column. The neighborhood of a column can
be neglected. Within a column linear scattering theory can be used as a first
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FIGURE30. Schematics of the column approximation used for contrast simulations.

approximation to determine the wave functions of Bragg reflections as a func­
tion of the sample thickness t (or, more accurately, as a function of the depth
Z within the sample parallel to the beam direction). The following overview on
scattering theory can be directly applied to contrast simulations for HRTEM and
STEM.

3.3.2. Kinematical Scattering

The kinematical scattering theory is especially simple as it considers an incident
beam with constant intensity. All diffracted beams get exclusively scattering con­
tributions from this incident beam, and there is no exchange of electrons between
different diffracted beams considered. The calculation can be limited to the wave­
functions of the incident beam 1/1Qand one diffracted beam 1/1 Q. as a representative
of any diffracted beam, and for a beam in the zeroeth Laue zone one gets the
foIlowing differential equations:

dl/l o i'IT
--- = -1/10 and
dz ~-

dl/l e hI' i'IT
--= = -I/Ie + tl/loexp(-2'ITi~e'~)
d; ~ - "'Q - -

(8)

The extinction length ~ of a Bragg reflection is related to the structure factor by

~ _ 'IT VUnitcell

Q - hF (G)

where VUnitcell is the volume of a crystal unit cell. The wave function of the un­
diffracted beam is given by: 1/1 Q(z) = 1/1 Q(z = 0) exp (i'ITZ/~) . Here, the extinction
length can be expressed by ~Q = hJ2, but it is more accurate to use

~ _ 'IT VUnitcell

Q - hF (Q)
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This relation describes the modification of the electron wavefunction within
the sample in comparison to the wavefunction in vacuum. In kinematical scatter­
ing, the intensity of the incident beam is assumed to be constant, and absorp­
tion is neglected. For the diffracted beam, one gets the following solution of
Eq. (8):

$0(0) (i7rz) . . .$ GW = --=-z- exp t::- (1 - exp (-21Tl:!:.G . V), and for the intensity
- 2sQ.'oQ. 'o!L -

(9)

This result is equivalent to Eq. (6), the intensity of the diffracted beam is
a squared sine function of deviation parameter sf! and sample thickness z. The
intensityof thediffractedbeamshowsperiodicmodulations withsamplethickness
and in dark-field imagingthicknesscontour linesare visible. The samplethickness
changes by one extinction length when going from one thickness contour line to
the neighboring line.

For sQ. = 0 the intensityof the diffractedbeam increases proportional to the
squareof thesamplethickness. This lastpointshowsthat the kinematical scattering
theory is a poor approximation. The total intensityof all beams can not be higher
than the intensityof the incident beam. Multiple scatteringas outlined below has
to be used to quantitatively describe electron scattering.

3.3.3. Dynamical Scattering and Bloch Waves

The wavefunctions describedin thedynamicalscatteringtheorycan also be repre­
sented by linear combinations of Bloch waves. Every diffractedand undiffracted
wave can be described by superimposed Bloch waves $Q.' The total standing
wavefield in the crystal has the periodicity of the crystal lattice:

(10)

The scatteringof electrons in a periodiccrystal potential<l><O = <I><r. +g) =
eV(r) isdescribedusingthe SchrOdingerequationL\ '11 = -2men-2(V(!J + U)'I1 .
For the periodic potential in the crystal an additional local acceleration voltagein
the sample is used:

v (r.) = L VQ. exp (21TiG . r.)
Q.

(11)
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Thecoefficients VQ are theFouriercoefficients of thecrystalpotential. There­
fore, the Schrodingerequation is:

~'11 =~ (~\jIQ +41Ti (ko + G + 4!.). V\jIQ +41T2(ko + G +fQ)2 \jIQ)

exp (21Ti (k.o + G + fQ) . !.)

~ -2meh- 2(i; VG' exp(2"iG" z) + U)

L \jiG" exp (21Ti (ko + G" + fa ") .!.)
G"

Blochwaves onlychangelittlealongthebeamdirection, so the term ~\jI G can
be neglected. With the wavevector givenby lko + G +fal2 = Iko l2 = 2meUh-2

and using the condition that the equationhas to be fulfilled for any G = G' + G",
so that equal coefficients in the exponential functions can be compared, we find:

d\jl G "" 21Time (( ) )dZ- = 7 ----,;r-AVG'\jIQ-g::ex p 21Ti 4!.-g:: - fa' . ~

Multiplediffraction effectsarethereforeresponsible foranexchange of inten­
sities betweenall Braggreflections. Electronscan also be scatteredback from the
direction of a Bragg reflection to the undiffracted 000 beam. With the extinction
length defined as

~ _ 1TVUnitcell _ h2

G - AF (G) - 2meAVQ '

thissystemofcoupledlinearequationsofn differentbeamscanalsoberepresented
by:

d\jl G ~ i1T (( ))
d

- = L...J -/:- exp 21Ti fli - fQ . ~ \jIlL
Z H=QI ~Q-ll.

(12)

(13)

(14)

Equation (12)canberewritten usingthesubstitution \jIQ = <1>Q exp ( -21TifQ . ~):

d <1>G Q." l 1T
--= = 21TisG<1>G+ L --<1>H
d; H=Q

1
~Q-ll. -

For this set of n linear differential equationsa vectornotation can be introduced,
where each wavefunction <1>G is one component of a vector <1> . Using a n x n
matrix W with components WQ,ll. = 8Q.ll.21TSQ + ~Q~lt.' Eq. (13) is replaced by

d<1>
-==iW ·<1>
dz --
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For a defect-free sampleof thickness z, Eq. (14)can be solvedby determining the
eigenvalues I<i andeigenvectors of thematrixW (Heinrich and Kostorz, 2000). The
eigenvectors can be written as elementsof a matrixI..Anothermatrix F contains
onlydiagonalelementsof theformexptuqz) . Theeigenvalues KI of Ware inversely
proportional to the wavelengths of the differentBloch waves propagating through
the crystal. The matrixI. contains the contributions of the Bloch waves to each
diffracted beam et>G: -

et>(z) = I. . F . I.-I. et>(z = 0).
- --

3.3.4. The Two-beam Case

(15)

(16)

The largesystemof equationscanbesolvedusingtheaboveBloch-Wave approach
of Eq. (15), but for the case of only two intense beams (the undiffracted and one
diffracted beam) the wavefunctions can still be determined easily. For the two­
beamimagingcondition, one diffracted beamand the undiffracted beam are on or
closetothecorresponding Kikuchi lines.Thedeviation parameterforthediffracted
beam is small, whiledeviation parameters for all other diffracted beamsare large.
When imaging materials using the two-beam condition, defects like dislocations
and stackingfaults showa strongcontrast.The two-beam case is described by the
Howie-Whelan equations whichare easily found from Eq. (12):

dt/J 0 i7r i7r ( )
dz- = ~ t/JQ+ ~Q. t/JQexp 2-rri~.~ and

dt/JG i-rr i-rr ( )--= = t _ t/J G + 'tt/Joexp -2-rri§.(; · ~
d z ~ - ':>Q. - -

As for the diffracted beam in the kinematical case, one gets now a "Pen­
dellosung"(pendulum solution)for both the undiffracted and the diffracted beam.
Bothbeamsshowoscillations of their intensities as a function of samplethickness.
For sQ. = 0 the repeat distance of these oscillations corresponds to the extinction
length ~G, but for a finite deviation parameter the repeat distance is given by an

effectiv;extinction distance~Q.eff. = 1/Ji;Q,2 + s~. The solutionsofEqs . (16)are

t/JQW = t/JQ(O)exp (i-rrZ) exp (-rri~Q. '~) (cos (~)
~ ~.eff.

- i~G sin(~)) and
- ~Q.eff.

t/J QW = i~Q..e~: Q(O) exp C~Z) exp ( --rri~ . ~) sin (~:':fJ

These periodic variations of the intensities of reflections in the two-beam
case give rise to thickness contour lines (lines of equal sample thickness) when
using the objective aperture to select one Bragg reflection for imaging. With
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increasing deviation parameter the effective extinction length ~G,eff. decreases
and thickness contourlinesbecome moredensein a micrograph, If absorption of
electrons is considered in contrast calculations, in addition to extinction lengths,
absorption lengths can be introduced to replace i/~G by i/~G ,e-l/~G ,a '

As shown above the wavefunctions in the dynamical scattering theory can
be represented by linearcombinations of Bloch waves, Every diffracted and un­
diffracted wave canbedescribed bysuperimposed Bloch waves,Thetotalstanding
wavefield in the crystal has the periodicity of the crystal lattice and is described
by Eq. 10, Intensity variations as a function of samplethickness can be explained
by interference of the Bloch waves. If two Bloch waves of different wavelength
show interference, modulated signals (a beat) for both the sum as well as for the
difference between the Bloch waves occur. OneBloch wave has its maxima at the
atomic positions andtherefore, theelectrons contributing tothisBlochwave "feel"
a lowerlocalcrystal potential thanelectrons of a second Bloch wave withmaxima
between the atomic nuclei (Fig. 31(bj) , This difference in crystal potential causes
a difference in the electron wavelength. Thesedifferences in electron wavelength
leadto thebeat and to the intensity modulations as a function of samplethickness
in the two-beam case.

For the two-beam case the Ewaldconstruction has to be redrawn to account
for the electrons with different wavelengths in the sample. The lengths of the
wavevectors are adjusted as we have two different lengths according to the two

(a)
(1)

o

reflecting lattice planes

FIGURE 31. (a) Ewald cons1ruction with two dispersion surfaces for the two-beam case.
(b) The two Bloch waves have the periodicity of the crystal lattice with maxima at different
positions in the lattice. (From Transmission Electron Microscopy, Reimer, 1989, with kind
permission of Springer Science and Business Media.)
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Bloch states. The starting points of the wavevectors are located now on two disper­
sion surfaces. The dispersion surfaces represent the solutions of the Schrodinger
equation for different sample orientations (deviation parameters) in a graphical
way (Fig. 31(a)). The gap between the two dispersion surfaces is related to the
inverse of the extinction length ~ G . If more than two beams are considered in a
contrast simulation, we have to use more Bloch functions. The number of Bloch
waves corresponds to the number of diffracted beams considered. These Bloch
waves do not correspond to beams in certain Bragg reflections , they are standing
waves in the crystal. Only their superposition (as given by the matrix 'Lin Eq. (15))
with phase shifts depending on the actual Bragg reflection and on the deviation
parameters defines the different Bragg reflections .

4. IMAGING OF NANOSTRUcrURED MATERIAL

4.1. High-resolution Transmission Electron
Microscopy (HRTEM)

While bright- and dark-field micrographs reveal the arrangement and sizes of
nanoparticles, imaging without objective aperture can also be used, but a signifi­
cant loss of contrast often results for nanocrystals composed of light atom. These
micrographs help to gain data on the average size and size distribution of particles.
High-resolution micrographs, however, provide direct information on the crystal
lattice and on the specifics of the shape of individual nanoparticles.

High-resolution images of lattice planes or atomic column s can be acquired
in modem transmission electron microscopes with high lateral resolution better
than 2 A and at large magnifications (>200,000). HRTEM is not the imaging of
single atoms. Several atoms in a crystalIographic row paralIel to the electron beam
direction, in an atomic column , wilI be imaged in projection as one contrast feature.
Changing focus leads to modification s in contrast, as bright spots may become dark
spots in a micrograph.

Finer or coarser structures may be visible depending on the focus. The term
defocus describes the deviation of the actual focus from the ideal Gauss focus.
The contrast also depend s strongly on the sample thickness . AlI those contrast
variations, which are not a direct effect of the crystal structure itself, make image
interpretation difficult. We have to know the imaging conditions like defocus,
wavelength, aberrations, etc, to understand ifatomic column s or the spaces between
them will appear bright (Fig. 32).

4.1.1. Properties of the high-resolution imaging process

With HRTEM the phase contrast of thin objects is mainly used for imaging . The
phase contrast of the electron waves stems from the local variations of the crystal
potential. A thin HRTEM foil or a smalI nanoparticle with a few nm in thickness is
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FIGURE 32. Contrast inversion for different defocus values for a Bi2Sr2CaCus high­
temperature superconductor imaged along [1101 with a Philips CM30 operated at 300
kV. Each micrograph of 7 nm width was taken from the same sample region.

essentially a phase object, while the reduction of the electron intensity (amplitude
contrast) by absorption is less important. For HRTEM samples more than 10 nm
in thickness, the contrast is not anymore interpretable and the image resolution is
strongly reduced by the resolution limit given in the column approximation. The
phase contrast from the sample is transformed into an amplitude modulation by
the spherical aberration of the objective lens and by defocusing.

The contrast in a HRTEM image depends on many microscope parameters like
acceleration voltage (electron wavelength), spherical and chromatic aberration,
astigmatism, coma, defocus stability of voltage, energy distribution of electron
source, stability of lens currents causing variations in focus, brightness of the
electron source , selection of objective and condenser apertures , beam convergence,
sample drift, magnification, acquisition time, sensitivity or type of camera used,
and external influence like microscopic stray fields, mechanical vibrations , and
noise. The sample thickness and orientat ion, lattice spacings , atomic species and
their interaction with electrons, are important for the formation of a HRTEM image .
But high-quality micrographs are often prevented by limited electrical conductivity
or by magnetization of the sample, contamination of the sample surfaces , radiation
damage, and inelastic interactions.

We can gain structural information from HRTEM about:

1. atomic arrangements (example Ti-Al), about superlattices;
2. atomic-scale defects (vacancy clusters , several atoms on "wrong" atomic

sites);
3. the sample thickness ;
4. lattice distortions , dislocations, stacking faults;
5. grain boundaries , coherent and incoherent interfaces, amorphous layers;
6. nanoparticles and small precipitates, their shape, structure and size.
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FIGURE 33. Information transfer for an amplitude object and a phase object into the wave
function in the image plane.

But we learn nothingabout:

(a) very light atoms near heavyatoms;
(b) lattice parameters cannot be measured; accuracy worse than 1%;
(c) single atomicdefects, vacancies;
(d) small individual latticedistortions below0.1 A,
(e) overlapping latticesof an interface in projection;
(0 everything else.

4.1.2. Image Formation in HRTEM

Electrons"feel" the local potential <!>(x,y,z) in the crystal (Fig. 33(b». This mod­
ifies the wavelength from A to AcrySI. ~ J2me(U + 4» . For simulations of high­
resolution TEM images, the local potential <!>(x,y,z) is assumedconstant as <\>(x,y)
for a short distancealong the z direction. From the refractive indexn = X./'Acrysl. a
phaseshifte(x, y ) = <1<!>(x, y)z aftertraveling a distanceZ in thecrystal isobtained
with<1 = 2'ITmeA h-2 as interaction constantof electrons. In reality there is also a
smallcontribution J..l, fromabsorption andtheincidentelectronwaves I\J (x,y) experi­
enceamodification q(x, y) =exp(i<1<!>(x, y)z - J..l,(x , y )z) inamplitude andphase.

The objective lens produces a Fourier transform F of the modified wave
function q at the exit plane of the sample: Q(u, v) = F(q(x , y» ~ B(u, v) +
i<1c1>(u, v) - M(u, v) with the Fourier transforms of the projected potentials
cI>(u , v) = F(<\>(x, y)z) and M(u, v) = F(J..l,(x, y)z).

For parallel illumination, this Fourier image appears in the back-focal plane
of the objective lens. But the objective lens modifies this Fourier image by the
contrast transfer function (CTF) X(u,v) which introduces additional phase shifts
as a function of distanceJu2 + v2 of diffracted beamsfromthe undiffracted beam
in reciprocal space:

'IT
X(u, v) = 2A (Cs A\ U2+ v2)2 + 2bo!(u2 + V

2)A2) (17)

withthe spherical aberration C.I· andthedefocusbo!. Thecontrasttransferfunction
describes anadditional phaseshiftofelectronwaves introduced by lensaberrations
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and defocussing. This phase shift increases with increasing off-axis components
u, v of the electron wave vector. Thecontrasttransfer function determines howthe
Fouriercoefficients of details of a wave function, which is altered by the sample
are transferred to the image. The CTF takes into account, that the resolution of a
microscope mainly depends on the wavelength, the spherical aberration, the size
of the objective lens and the defocus.

The objective aperture can be inserted to limit the area in the diffraction
pattern contributing to the image. Onlyinformation contained in this aperture will
affecttheimage. SoweuseA(u, v) = 1forinformation transferinsidetheaperture
and A(u, v) = 0 outside. The wave function in the image plane is then given by
the back-Fourier transform

Ij!(x, y) = F-1[Q(u, v)exp(ix(u, v»A(u, v)]

The imageintensity I (x, y) = Ij!(x, y )1jJ*(x, y) thenresults in:

I(x, y) ~ 1 - 2<TF-' [cI>(u, v)sin(x(u, v»A(u, v)]

-2F-1[M(u, v)cos(X(u, v»A(u, v)] (18)

FortheGaussfocus(defined by !:J.f= 0) theCTFforsmall(u,v) onlyslightly
differs from zero. Therefore, the Gauss focus is not suitedfor purephaseobjects,
where thesine-term is relevant (Fig. 33).Fornegative defocus values (underfocus)
x (u,v) first becomes negative, and at X(u, v) = -TI/2 the information transfer is
maximized.

In Scherzer defocus !:J.fs = -JCs>'" the value X(u, v) = -TI/2 is reached
for the first time (Fig. 34(a), this focus frequently yieldsoptimized contrast con­
ditions and determines the point resolution. As already derived in Section 3.1.2,

(a)

0

- 1

6 nm'l
(c)

0

-1

FIGURE 34. (a) The contrast transfer function for different values of defocus; (b) sine and
cosine parts of the contrast transfer without damping; (c) damping ofthe contrast transfer.
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information is transferred to the image for a projected distance of objects larger
than the point resolution .The same result is obtained when using the Scherzer focus
for imaging and determining the first zero-point in the contrast transfer function
(Fig. 34(b». The reciprocal value of this first zero point in the CTF is called point
resolution:

(19)

The contrast transfer of phase objects reaches large negative values for pro­
jected distance of objects larger than the point resolution. The resolution limit
(information limit) L\rlnf. for imaging of lattice planes is better than the point res­
olution. The information limit is determined by additional damping terms for the
CTF caused by chromatic aberration, voltage and lens current variations, beam
coherence and beam convergence. According to Fig. 34(c) the CTF is lowered
for high spatial frequencies, i.e., small distances. Objects at smaller projected dis­
tances can not be distinguished. For field-emission sources the damping effect is
small, as a small tip area produces highly monochromatic electrons. For typical
300 kV electron microscopes with field emission sources the point resolution is
in the range of 0.2 nm, while information is contained in the micrographs for dis­
tances below 0.14 nm. The damping envelope according to Carter and Williams
(1996) is given by

[

-7T2A2C~J4 (L\/ j 1)2 + (L\EjeU)2 + (L\U j U)2u4]
E(u) = exp 2 .

Fluctuations of the lens currents L\/ and of the acceleration voltage L\U as
well as the energy spread of the electrons from the source L\E reduce the contrast
transfer at high spatial frequencies .

4.1.3. Contrast Simulations for HRTEM

Two different strategies are typically applied for image contrast simulations.
Programs for contrast simulations using the Bloch wave method and the multislice
method (Fig. 35) are available in the Java-based EMS software from Jouneau and
Stadelmann (1998).

The first method employs the propagation of Bloch waves through a defect­
free sample. The Fourier coefficients of the crystal potential are used to obtain a
system of differential equations as shown in Eq. (12). The Bloch waves describe
the eigenfunctions for this equation system (Eq. (15». For some simple crystal
structures and orientations, as few as three Bloch waves can be propagated through
the sample. The determination of the exit plane wave function is especially fast
for these simple cases. Finally, the exit plane wave function is propagated through
the objective lens using the contrast transfer function to obtain an image.

The second method is the multislice technique (Fig. 35), which is used when
the contrast of defects in a crystal structure or of nonperiodic objects is simulated.
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Incident beam
Calculate wavefunction usin the roiected otentialof the firstslice,
Determine Fourier transform,
Propagate Fourier-transformed wavefunction through thickness,
Back-Fourier transform,

Calculate wavefunction usin the roiected tential of second slice,
Determine Fourier transform,
Propagate Fourier-transformed wavefunction through thickness,
Back-Fourier transform,

Calculate wavefunction usin the roiected otential of the thirdslice,
Determine Fourier transform,
Propagate Fourier-transformed wavefunction through thickness,
Back-Fourier transform yields exit-plane wavefunction.

FIGURE 35. Schematic of the multislice method with three slices.

The model structure is sliced into thin layers. For each layer a projected potential
is determined using all atoms in the corresponding layer. The wavefunction at the
entrance plane of each slice is modified by the projected potential resulting in a
new wavefunction after this slice. This realspace wavefunction is transformed in
Fourier space and multiplied there with a propagator function. This accounts for
additional phase shifts for electrons inclined to the incident beam direction while
they move through each slice. The result is back-Fourier transformed and yields a
new real-space wavefunction to be transmitted through the next slice. The idea of
using a projected potential for each slice instead of the real 3D potential requires
thin slices to be chosen . The quality of the contrast simulations increases with
decreasing thickness of the slices.

4.1.4. Imaging of Nanostructures with HRTEM

With high-resolution transmission electron micrographs particle sizes and shapes
of nanoparticles can be determined. Additionally, defects like stacking faults and
surface layers are typically studied. Besides contrast inversion as shown in Fig. 32,
a major problem is image delocalization. This effect, visible in Fig. 36, depends
strongly on defocus and is especially pronounced for highly coherent electrons
from a field emission source .

The delocalization of information is proportional to the gradient of
X(Eq, 17) with respect to a reciprocal vector g = [u, v]: D = !Y'x(g)1 =

ICs A3g3+ 2~fA3gl (Rosenauer, 2003). The energy ~pread of a thermionic elec­
tron source dampens the contrast transfer function at space frequencies above
the point resolution. For field emission sources , however, the information limit
is at much higher values for the space frequency, as the dampening effect on the
contrast transfer function is smaller. However, as delocalization is proportional to
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FIGURE 36. The effect of defocus on the measurement of the size of a gold particle. The
defocus values are given in nm with a dark fringe surrounding the particle for overfocus
(positive defocus) and a bright fringe for underfocus. (From Zandbergen and Tresholt,
Handbook of Microscopy: Application, 708, (1997) reused with permission of VCH,
Weinheim, Germany).

the gradient of X, micrographs of nanoparticles acquired in a transmission electron
microscope with field emission source are especially affected. The effects ofdefo­
cus and delocalization have to be taken into account for the determination of particle
sizes, as interfaces appear to move in the images if the focus is changed (Fig. 36).

The structures of carbon nanotubes were first identified by Iijima (1991)
using HRTEM. These materials offer new prospects for electronic, catalytic
and structural applications. Therefore, TEM plays a major role in the study of
nanotubes (see, e.g., Zhou, 2001) and their relations to other materials attached to
be nanotubes (Bera et al., 2(04). TEM is used to measure the number of concentric
graphitic walls, termination of layers, defects in the walls, and in the caps of the
nanotubes (Fig. 37). These studies will help to improve production processes for
defect-free carbon nanotubes, which are highly desirable for many novel appli­
cations . The TEM studies also reveal other carbonaceous materials (Bera et al.,
2004) which are simultaneously produced in arc-discharge processes (Fig. 38).

Single-walled carbon nanotubes can have either metallic or semiconduction
electronic properties depending on diameter and helicity. High-resolution TEM
does not provide appropriate information on the helicity as the hexagons in the
wall can not be imaged directly. However, electron diffraction and corresponding
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FIGURE 37. Caps of multiwall carbon nanotubes. Left: Surface contamination with amor­
phous carbon on a nanotube. Right: A Pd nanoparticle on top of a carbon nanotube. Even
though the Pd crystallite appears in the region of the empty core of the nanotube, sample
tilt reveals that the Pd nanoparticles are attached to the surface. (Samples courtesy of
D.Bera and S. Seal , AMPAC, University of Central Florida.)

simulations have provided the necessary evidence to identify the way how the
nanotubes are built (Cowley et al., 1997; Qin, 2001).

Radiation damage can be significant for some nanomaterials. Especially
for materials with low atomic number and low melting temperatures, electron
irradiation can cause significant structural changes. Figure 39 shows an example

FIGURE 38. Nano-onions and nanohorns produced as by-products in an arc-discharge
process . (Samples courtes y ofD . Bera and S. Seal, AMPAC, University of Central Florida.)
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FIGURE 39. (a) The tip of a nanotube (first micrograph acquir ed) appears blurred as it
vibrates in the electron beam. (b)The bending ofthe same carbon nanotub e is induced by
a few seconds of electron irradiation at 300 kV. (Sample courtesy of Lee Chow, Physics
Department, University of Central Florida .)

of a carbon nanotube where bending is caused by only a few seconds of electron
irradiation.

4.1.5. Quantitative High-resolution TEM

In quantitative high-resolution TEM the amplitude and phase of the wave function
at the exit plane of the sample is measured. Three different methods can be em­
ployed to retrieve this information: focal series reconstruction, off-axis holography,
and tilt-series reconstruction. The exit plane wave function , however, cannot be
directly correlated to the structure in the sample. Simulation and iteration methods
are necessary to retrieve this structure.

Focal series reconstruction eliminates the effects of defocus and delocal­
ization and allows the retrieval of amplitude and phase information up to the
information limit of the microscope . A series of 20-30 micrographs of the same
region is acquired with focal increments in the range of 3 nm. The focal series
reconstruction uses two algorithms: The parabolic method (PAM) considers the
linear contributions to the image formation process and corrects for nonlinear
contributions (Op de Beeck et al., 1996). This algorithm determines the spatial
frequencies of the exit plane wave affected by the transmission cross coefficient
for scattering from $0 to $k. In the second step of the reconstruction this exit
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FIGURE 40. (a) HRTEMimage of a Mg-Si precipitate in an Al matrix acquired at -70 urn
defocus in a 300 kV microscope. (b) Phase image of the exit plane wave function obtained
from focal series reconstruction (From Zandbergen and Trmholt, Handbook ofMicroscopy:
Application, 708 , (1997) reused with permission ofVCH, Weinheim, Germany) .

planewavefunction is usedas input for the MALalgorithm (maximum likelihood
method) which accounts for nonlinear image contributions of the transmission
cross coefficient (Coeneet al., 1996).

The phaseimagein Fig.40(b)retrieved froma focalseriesof 20 micrographs
shows a sharp interface between the precipitateand the AI-matrix in a AI-Mg-Si
alloy (Zandbergen et al., 1997). Also, a defect in the stackingsequenceis visible
in the center of the precipitate. The contrast in an individual HRTEM micrograph
(Fig. 40(a», however, does not reveal the exact location of the interface.

Formanyelectronic devicesit isdesirableto measure thecomposition ofeach
atomiccolumnindividually. In multilayered systemsinterdiffusion mayinfluence
the composition across the interfaces. A method applied by Schwander et al.
(1993), QUANTITEM (quantitative analysisof the information fromtransmission
electron micrographs), allowsfor thedetermination of thickness (Rosenauer, 2003)
and/or composition of individual atomic columns in the projected image of a
crystallinematerial.

The QUANTITEM methodis essentially a black-box approach that does not
consider the details of the image formation. The micrograph is split in different
imageunitcells.All imageunitcellsof a micrograph canbe constructed froma set
of eigenimages that representtypical imagefeatures. Depending on the numberof
Blochwaves responsible fortheformation ofthe imagea limitedsetofeigenimages
can be used. Each image unitcell can nowbe represented by a linearcombination
of these eigenimages (Fig. 41). The amplitudes of each eigenimage forming an
image unit cell can be represented by a reference vector. The concentration for
each image unit cell can be determined, if the imagingconditions are chosen in a
way that the reference vectorchanges linearly with changes in composition. The
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FIGURE 41. Image unit cells in quantitative lattice imaging are represented by a linear
combination of eigenimages. The components of the reference vector are given by the
amplitudes of each eigenimage. Different eigenimages represent different compositions
(Reprinted figure with permission from Schwander et aI., 1993, Phys. Rev. Lett. 71, 4150­
4153. Copyright (1993) by the American Physical Society).

data evaluation in Fig. 42(b) shows the result of a QUANTITEM analysis for a
layered Si-SiGe-Si nanostructure (Fig. 42(a)).

Strain analysis for thin films and for quantum dots is important for an un­
derstanding of the electronic properties of these devices. High-resolution TEM
yields direct images of the two-dimensional atomic positions averaged along the
beam direction as shown in the left inset of Fig. 43, and the same methods to
identify the lattice sites are used to obtain a reference grid for the image unit cells

(a)

FIGURE 42. (a) Experimental HRTEM micrograph along [1101 of a Si/SiGelSi layered
structure. (b) Interpolation of the sample thickness (inset) across the SiGe layer is used in
combination with the QUANTITEM method to determine the Ge concentration in each
atomic column (Reprinted figure with permission from Schwander et al., 1993, Phys. Rev.
Lett. 71,4150-4153. Copyright (1993) by the American Physical Society).
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FIGURE43. HRTEMimage of an (ln.Cal As layer (bottom) and a Ga(Sb. As) layer on top.
Left inset: map of the displacement field on the right side, right inset: normalized local
intensity of the 002 reflections representative of composition (Reprinted from Journal
of Alloys and Compounds. 382, Neumann et al., Quantitative TEM analysis of quantum
structures. 2-9, 2004. with permission from Elsevier).

(Hytch et al., 1998). The small deviations of the real lattice positions from the
positions of the reference grid can be analyzed to get displacement vectors for
each image unit cell (Rosenauer, 2003). Additionally, in special cases with ho­
mogeneous sample thickness, the amplitude of the intensity modulations yields
chemical information (normalized local intensity) as shown on the right of Fig. 43.

The quantitative analysis of HRTEM images is based on contrast simulations.
The TEM contrast from a "supercell" with a model structure including the defect
structure is simulated and compared with the real micrograph or with the amplitude
and phase of the exit plane wave function. Fitting algorithms are used to iteratively
improve the structural models (Mabus and RUhle, 1994; Hofmann and Ernst, 1994).
Those contrast simulations and the fitting procedures consider the effects of noise
(electron beam shot noise, surface contamination and radiation damage), deviations
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from an ideal crystal structure and uncertainties in the imaging conditions. So
far, most of these quantitative structural refinements have been performed using
micrographs from special grain boundaries.

4.2. Scanning Transmission Electron Microscopy

In scanning transmission electron microscopy (STEM) the electron probe is
scanned across the sample using deflection coils and the detector signal is recorded
for each probe position . The STEM detectors are used in the diffraction mode of
the microscope to collect specific parts of the diffraction pattern on the bright-field
(BF), dark-field (DF) and the HAADF detector (Fig. 44(a)).

While conventional bright-field and dark-field TEM as well as high-resolution
TEM are strongly affected by multiple scattering, dynamical scattering effects such
as bent contours can be minimized using electrons scattered to high scattering
angles . Two methods allow for a quantitative study of precipitates in a matrix
with electrons scattered to high scattering angles: conical dark-field transmission
electron microscopy (Hattenhauer et al., 1993) and high-angle annular dark-field
(HAADF) scanning transmission electron microscopy (Hillyard and Silcox, 1995;
Ishizuka, 2002; Shiojiri , 2004). Methods for HAADF-STEM contrast simulations
have been developed by Kirkland (1998) and Erni et al. (2003b) .

While the BF and the DF detectors can be used similar to the objective
aperture in direct imaging to utilize diffraction contrast, the HAADF detector
collects electrons scattered to higher angles. Depending on the camera length
selected electrons are detected in a range with a minimum collect ion angle around
50 mrad and a maximum angle six times larger. For these high scattering angles
the scattered signal is in a first approximation proportional to the atomic number
squared (a = 2). The intensity in an atomic column is given by

I = hg + Ie+ l3(nAZ~ + nBZ~) , (20)

While hg and Ie describe the detector signal without electron beam, and the
contribution from a contamination layer, respectively, nA and ne are the number
of atoms of the two species A and B in each column, and ZA and ZB are their
corresponding atomic numbers, while 13 is a contrast factor. The contrast factors 13,
hg and Iedepend on the contrast brightness setting of the detector, on the electron
probe intensity, and on the collection angles . For ideal Rutherford scattering the
exponent a in Eq. (20) is two, but in reality high-angle scattering does not only
occur at the nuclei of the atoms but also at the electrostatic potential induced by the
bound electrons of each atom. Therefore, the actual elastic scattering intensity is
lower than expected for ideal Rutherford scattering (Fig. 44(b)) and the exponent
a is smaller than two. This atomic number contrast can be used to quantitatively
determine local compositions for binary alloys with significant differences in the
atomic number Z of the elements .
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FIGURE 44. (a) Schematic of the imaging process in scanning transmission electron mi­
croscopy with an HAADF detector. (b) Schematic ofthe angular dependence of the elec­
tron scattering factors for Al and for Ag. (Reprinted with permission from R. Erni, 2003.)

4.2.1. Quantitative High-resolution HAADF-STEM

The diameter of the electron probe is determined by the contrast transfer func­
tion (Eq. (17» and by the beam semi-convergence e which depends on the con­
denser aperture diameter and on the spot size. If the electron probe (Fig. 45) is
small enough individual atomic columns can be distinguished. In high-resolution
HAADF-STEM images of atomic columns appear bright while the regions between
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FIGURE 45. Calculated electron-probe intensity profiles for 300 kV, C, = 1.2 mm. a: D.f =
o nm, E = 9 mrad; b: D.f = -48 nm, E = 3 mrad ; c: D.f = -48 nm, E = 9 mrad (Scherzer
incoherent condition); d: D.f = -70 nm, E = 9 mrad . (Reprinted with permission from R.
Erni, 2003.)

thecolumnsappeardark.However, Fig.45showsthatneighboring atomiccolumns
influence the outer parts of the electronprobe and therefore slightly influence the
image intensity in each column.

For homogeneous Al-richAI-Ag alloys heat treatments below250°C lead to
the formation of Guinier-Preston (GP)zones.TheseAg-richmetastable GP zones
are coherently embedded in the Al-rich matrix without any misfit dislocations.
The early GP zones with only a few nanometer in diameter (Guinier, 1949)have
an irregularshape with no well-defined interfaces to the Al-richfcc matrix(Malik
et al., 1996; Erni et al., 2003a; Konno et al., 2(05). The HAADF-STEM images
can be quantitatively evaluated if the intensities of individual atomiccolumnsare
determined(Fig.46(b». Neighboring atomiccolumns havesimilar thickness, but
sometimes, especially in the regions of GP zones, the comparison of neighboring
columns indicates typical contrast changescaused by differences in the numbers
of Ag atoms(Fig. 47). Thesedifferences can be evaluated and usedfor calibration.

FIGURE 46. (a) High-resolution HAADF-STEM images ofGP zones in AI-Ag. (b) Rotated
micrograph with atomic column intensities extracted.
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FIGURE 47. The inset shows the data from the GP zones marked in Fig. 46(b). The his­
togram of intensity differences betwe en neighboring atomic columns reveals maxima in­
dicating a difference of one, two or three Ag atoms when comparing these columns.

Image simulations are necessary to determine the exponent 0: in Eq. (20).
These simulations are especially time consuming as the multislice method has to
be applied for each electron probe on the sample separately. For each pixel in a
STEM image, a full multislice simulation has to be performed (Fig. 48(a)). The
multislice simulation can however be limited to regions where the convergent elec­
tron probe has significant intensity. With these two calibrations for HAADF-STEM
the micrographs can be directly evaluated and the number of heavy atoms in a

FIGURE 48. (a) HAADF-STEM contast simulation using a model crystal from Malik et al.,
1996. (Reprinted from Ultrami croscopy 94, Erni et al., Quant. char. of chern. inhom. using
Z-cont. STEM, 125-133, (2003), with permission from Elsevier). (b) Number of Ag atoms
in each atomic column for the mod el crystal and (c) from the experimental HAADF image
area evaluated.
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matrix of light atoms can be determined. In multislice simulations the effect of
thermal vibrations has to be taken into account. For each electron passing through
the sample the atom positions differ slightly from their equilibrium position. These
displacements are represented in a Debye-Waller factor. While the electron travels
through the sample it "sees" a snapshot of the displaced atoms. To account for
the thermal atomic displacements a frozen phonon approach with independently
vibrating atoms (Einstein model) is used. The simulation for each beam position
is repeated several times with different sets of atomic displacements representing
the statistical motion of the atoms from their equilibrium position.

Inelastically scattered electrons also contribute to the signal on the HAADF
detector. These electrons efficiently break the coherence of the scattered waves
along the columns (lateral incoherence) while the large inner diameter of the
HAADF detector is responsible for transversal incoherence (Pennycook et al.,
1997). The incoherent superposition of scattering contributions is the main advan­
tage of HAADF-STEM. This allows for an intuitive interpretation of micrographs:
bright areas are related to high thickness and high atomic numbers , while electron
scattering is weaker in dark regions. Potentials for elastic Bragg scattering and
for inelastic thermal diffuse scattering have to be used (Yamazaki et al., 2004) in
contrast simulations as described in the book of Kirkland (1998) .

4.2.2. Quantitative Low-resolution HAADF-STEM

For later stages of the decomposition in AI-Ag alloys plates of the v-phase form at
the expense of the metastable GP zones (Howe et al., 1987). These v-plates with
a composition of Ag-40 at.% Al have a hexagonal structure . The "(-plates appear
bright in HAADF micrographs as they contain 60 at.% Ag, while the matrix is
depleted of silver. The limited tilt angles in a transmission electron microscope
often prevent to view all platelike precipitates edge-on, thus the measurement
of the plate thickness by direct high-resolution imaging is impossible. However,
with contrast calibrations of high-angle annular dark-field (HAADF) scanning
transmission electron micrographs thicknesses of inclined plates can be determined
as shown in Heinrich et ai. (2006).

The calibration of the HAADF signal employs two micrographs acquired
from different orientations of the same sample area (Fig. 49). In one of the micro­
graphs a plate (continuous through the whole plate thickness) is shown edge-on
as in Fig. 49(a) next to the arrow. The HAADF micrograph of this plate imaged
edge-on yields the HAADF intensities for the v-phase and for the AI-rich ma­
trix independently, if the Ag2AI plates completely penetrate the sample thickness
from the top to the bottom of the thin TEM foil. Both the HAADF signals from
the matrix and from the neighboring "(-phase contain contributions from the con­
tamination layer (Ie), and they are significantly influenced by the contrast and
brightness settings of the HAADF detector. Therefore, the HAADF-STEM cali­
brations and experiments have to be conducted at fixed contrast-brightness settings
yielding a constant offset h g of the HAADF intensity. The HAADF intensities IAl
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FIGURE 49. (a) HAADF micrograph of "Y·plates parallel to the beam direction [2111 (par­
allel to the white arrow) . The thicknesses of the different "Y ·plates as determined from
the contrasts in thi s micrograph are indicated in nm . (b): HAADF micrograph of the same
plates viewed along [1121.

for the AI-matrix and l-y for the "(-phase depend on the projected thickness of
the sample (tA" t-y) and the materials contrast (CA"C-y) measured in counts per
nanometer of the projected materials thickness (Fig. 49): IAI = Ibg + Ie + tAICAI

and l-y = hg + Ie + t-y C-y (Heinrich et al., 2(06).
For the calibration of the sample thickness t a HAADF micrograph is taken

with the electron beam inclined to the "(-plate. In a wedge-shaped sample area,
the projection of the "(-plate forms a wedge of bright contrast in the HAADF
micrograph (Fig. 49(b)) . For known parameters of the sample geometry, i.e., plate
normal, overall surface normal of the crystal and the two electron beam directions
for the two HAADF micrographs, the sample thickness can be determined from
the wedge angle or the width of the contrast as indicated in Fig. 49(b) by the
double arrow.

The contamination layers on the top and the bottom surfaces of the TEM
sample are assumed to be independent of the sample position. Scanning the small
electron probe over the sample however causes an increase of the contamination
layer by diffusion of mobile H, C, and 0 atoms on the surfaces. This effect is
obvious if the electron beam is stopped for several seconds on one position. Then,
the HAADF intensity can increase locally by sometimes more than 10% of the
signal from the Al matrix. Therefore, the electron beam has to be deflected when
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FIGURE 50. HAADFintensities as a function of sample thickness along the plate in Fig.
49(a). For this geometry the equivalent sample thickness represents 1.77 times the width
of the wedge indicated in Fig. 49(b). The real sample thickness measured at the inclined
'V-plate locally differs slightly (up to 10%) from this equivalent thickness as determined
from the lines drawn to mark the boundary of contrast in Fig. 49(a).

the sample is not scanned. HAADFmicrographs are recordedwithscanning times
in the range of 10 seconds to preventany significant additional contamination by
exposing each measuring position to the electron beam only for durations well
below I ms. Orientationeffects can also change the intensities measured with the
high-angleannulardetector. Tominimizethis effect, the smallest availablecamera
length (80 mm) for a Tecnai F30 microscope operating at 300 kV was used.

In the case of Fig. 49(b) with the "'{ -plate havinga [- III] plate normal, and
the imagingdirectionalongthe [112]direction,the projectedelectronpaththrough
a [-III] plate is 1.87 times the plate thickness. The samplethicknessis calibrated
measuring the widthof the platecontrast. Along the white arrowin Fig. 49(b) the
thickness increasesalmost linearlyas the width of the plate contrastgrows. From
Fig.49(b) withthe plate viewed edge-onalong the [112]direction, thecorrespond­
ing HAADF intensities within the same "'{-plate and outside the plate are deter­
minedalong the arrow in Fig. 49(a). The local sample thickness and the HAADF
intensities for the edge-on micrograph are correlated in line profiles taken along
the plate and outside the plate as shownin Fig. 50. The slope of the intensitiesas a
function of samplethicknessyields thecontrasts(in units of counts per nanometer)
for the v-phase and for the AI-matrix for the specificsettings of the microscope.

With this calibration, the thicknesses of all inclined plates in Fig. 49 are
directly determined by measuring the increase in contrast at the edge of each
inclined plate. The plate thicknesses determined by this method are indicated in
the micrographs. Using the HAADF contrast calibration the thickness of the "'{­
plate marked by the arrow as measured from Fig. 49(b) is found to be (9± I) nm
in good agreement with the direct measurement.
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Dynamical scattering effects are found not to be significant for these low­
resolution HAADF-STEM micrographs.Thedirectmeasurement thesamplethick­
nesswithHAADF-STEM mayalsobe applied to othernanoparticles on a carbon
film or to samples prepared by the focused ion-beam technique. This method pro­
vides three-dimensional information ofthe shapeof theseparticles andon sample
thicknesses.

While the HAADF signal is typically very noisy (only a few of all elec­
trons are scattered to high angles), conventional HRTEM images usually havea
goodsignal-to-noise ratio.The acquisition times for STEM imagesare typically
several seconds to several tens of seconds. This is a possible source for sample
driftduring acquisition, which is moresignificant thanfor conventional HRTEM.
Also, scandistortions influence the micrographs and latticedistortions from local
strainfields cannotbe evaluated in theSTEMmode. The lineardependence of the
HAADF signal on thickness and scattering strength of the atoms however yields
directly interpretable data, whereas conventional HRTEM shows ambiguities in
the determination of atomic column positions (defocus dependence) and in the
determination of thicknesses (similar contrastfor different thicknesses).

4.3. Electron Holography

Electron holography is a method todetermine amplitude andphaseof theelectron
wave afterit haspassedthe sample. Electron holography wassuggested by Gabor
(1948) asa technique toavoid theeffects oflens aberrations limiting theresolution.
However, holographic methods werefirstintroduced in lightopticswhen coherent
lasersources became available. In TEMa highly coherentfield-emission electron
source is available, and a "biprism," a charged Au-coated wire, is used for the
acquisition of electron holograms (Fig.51).

4.3.1. High-resolution Holography

Thedistance between interference fringes in a hologram canbeadjusted bychang­
ing the potential of the biprism. The distances of the fringes have to be signifi­
cantlysmallerthan the distances of the objects in the images. For high-resolution
holography interference fringe distances correspond to about 0.5 Adistances in
the sample, i.e., three times smallerthan the details that are to be resolved. This
provides enough distance between the autocorrelation and the sidebands in the
Fourierimage of a hologram (Fig. 52).Thesideband of a hologram is selected and
a back-Fourier transform yields amplitude and phaseof the electron wave at the
exit planeof the sample (see,e.g., Lehmann et al., 1999).

Whilethe wavefunction for the reference wave remains constant, the sample
modifies the wavefunction of the objectwave toA(x,y)exp(i<l>(x,y». In the overlap
region ofthehologram bothwaves interfere withacarrierfrequency qc(determined
by the distance of the fringes) and a contrast J.L of the interference fringes. The
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FIGURE 51. (a) Setup for high-resolution holography (Reprinted from Materials Charac­
terization 42 , Lehmann et al., Electr. hologr. at atomic dimension - present state , 249·263,
(1999), with permission from Elsevier), (b) set-up for off-axis holograph y with negatively
charged biprism and a Lorentz lens to measure electrical and magnetic fields (Reprinted
from Ultramicroscopy 67, Beeli et al., Measure of reman. magn. of nanowires by TEM
hologr., 143·151 , (1997) , with permission from Elsevier). A hologram is formed in the
overlapping region of the object and the reference wave.
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FIGURE 52. Procedure for the reconstruction of the exit plane wave function. A sideband
from the Fourier transform of the hologram is selected to obtain amplitude and phase of
th e electron w avefunction (Reprin ted from Mat eri al s Character ization 42, Lehmann et a l.,
Electr. hologr. at atomic dimension - present state , 249-263 , (1999), with permission from
Elsevier).
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intensity of a hologram is therefore given by

IH(x , y) = 1+ A2(x , y) + 2f.LA(x, y) cos (21r~ .L + <I>(x, y)) (21)

The Fourier transform of this intensity has three parts: the autocorrelation
F(1 + A2(x, y)) and the two sidebands with f.LF(A(x , y)exp(i<l>(x, y)) ~d(q­
qc), where the symbol ~ denotes a convolution. After correction for coherent
wave aberrations in the Fourier space by using the contrast transfer function
exp(-iX (q)) , one of the sidebands (Fig. 52) in the Fourier pattern is selected
and centered. The back-Fourier transform directly yields amplitude and phase of
the electron wave. Voelkl et al. (1997), have introduced the software package
HOLOWORKS for automatic sideband reconstruction.

Image distortions can cause a bending and stretching of the fringes in a holo­
gram. Especially for low magnifications or if an energy filter is used for imaging ,
these distortions have to be considered. The finite size of the Au-coated quartz
wire acting as biprism causes intensity modulations of the fringes in a hologram
(Lichte et al., 1996). These effects can be measured by acquiring an empty ref­
erence hologram from a hole in the sample . Procedures to correct holograms of
real samples for these effects by using a reference hologram are described in, e.g.,
Rosenauer (2003).

High-resolution holography directly yields amplitude and phase of the elec­
tron wave in the exit plane of the sample . Image informat ion can be extracted down
to the information limit of the microscope if the interference fringe distances are
small enough. The fringe contrast is another important parameter which is limited
by the stability of the electron lenses and the electron source , and by the energy
distribution for the electrons. For optimum resolution and small fringe distances
of 0.5 Athe modulation amplitude of the fringes is still below 10% of the average
intensity (Lehmann et al., 1999). Additionally, the number of pixels on a CCD
camera limits the field of view. Electron holography however suffers less from im­
age delocalization than conventional high-resolution TEM . Compared with focal
series reconstruction, holographic methods require less computational work in the
data evaluation. The requirements on exposure time, sample drift and radiation
damage are also less demanding for holograms with typical acquisition times of
about 4 s in compari son to focal series reconstructi on and STEM.

4.3.2. Holography with a Biprism and a Lorentz Lens

In Lorentz microscopy the objective lens is switched off and only a weaker Lorentz
lens is used for imaging. The sample region of the microscope is free of larger
magnetic fields induced by the electron lenses. The resolution of the Lorentz lens
is typically limited to about 2 nm, but this is sufficient to map the phase shifts of
electrons caused by electrical and magnetic fields of the sample and by the mean
inner potential of the material.

Figure 53(a) shows a conventional TEM image of a high-coercivity magnetic
force microscope (MFM) tip. The CoPt layer deposited on the tip is not anymore
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FIGURE 53. (a) Conventional transmission electron micrograph of the tip of a magnetic
force microscope. (b) Distribution ofthe magnetic field around the tip . (Reprinted from J.
of Magnetism and Magnetic Materials 272-276. Signoretti et al., Electron hologr. quant.
Measure on MFM probes. pp. 2167-2168. (2004). with permission from Elsevier).

continuous and several CoPt crystallites are visible. The magnetic field around the
tip displaces the electron beam and causes an additional phase shift with respect
to the reference beam as shown in Fig. 53(b). The actual stray field from the tip
depends on the arrangement of the CoPt nanoparticles on the surface. Different
MFM tips reveal different field distributions. The phase image in Fig. 53(b) cannot
be directly correlated with the field distribution around the tip. The micrograph
is a two-dimensional map of the phase shift, but the stray field around the tip
is three-dimensional. However, simulations of the phase shift induced by three­
dimensional field distribution models have shown a reasonable match with the
experimental data (Signoretti et al., 2004) . This holographic method to measure
magnetic field distributions has also been applied on different magnetic nanopar­
ticles (see, e.g., Signoretti et al., 2(03).

The mean inner potential changes the wavelength of the electrons as they pass
through the sample. If Bragg reflections are only weekly excited, any additional
phase shift by dynamic diffraction can be neglected and the phase shift of the elec­
tron beam increases linearly with increasing mean inner potential and increasing
sample thickness. In contrast to TEM samples from bulk materials, where the local
sample thickness cannot be directly measured in TEM, nanorods with rotational
symmetry are ideal samples with known local thickness. Therefore, the mean inner
potential can be directly determined from the phase shift of the electron wave in a
hologram (MUller et al., 2(05) as shown in Fig. 54.

The phase shift of the electron wave is proportional to the electrostatic poten­
tial and the sample thickness. The correlation between phase shift and the damping
of the electron wave by inelastic scattering results in a spiral form of the complex
wavefunction as a function of sample thickness (Fig. 55(a».



High-Resolution Transmission Electron Microscopy 481

FIGURE 54. (a) Phase image of the hologram (b) from a ZnD nanorod. (c) Line scan
of the phase and fitted curve for a mean inn er potential of 15.46 eV (Reprinted with
permission from E. Mull er et al., Appli ed Physics Letters, 86, 154108 (2005). Copyright
[2005], American Institute of Physics).

Holography also yields information on changes in the electrostatic potential
within a sample. With increasing sample thickness, the holograph ic fringe contrast
decreases due to incoherent scattering while the phase shift caused by the elec­
trostatic potential increases with thickness . Rau et al. (1999) found an optimum
thickness range of 200-400 nm for measurements of the electrostatic potential.
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FIGURE 55. (a) Argand plot (plot of the distribution of amplitude and phase for a whole
hologram) of the complex wave from a hologram of a wedge-shaped sample with an abrupt
pn-junction.The damping of the spiral is caused by inelastic scattering. (b)Relative change
of the phase across the pn-junction for different sample thicknesses. The extrapolation to
zero phase shift yields the thickness of the dead layers at both surfaces (Reprinted with
permission from Rau et al., 1999, Phys. Rev. Lett. 82, 2614-2617. Copyright (1999) by the
American Physical Society).
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FIGURE 56. Map of the potential in the depletion region of a JfMOS transistor. The
electrostatic potential changes by 0.9 ± 0.12 V across the pn junctions. (Reprinted with
permission from Rau et al. , 1999, Phys. Rev. Lett. 82, 2614-2617. Copyright (1999) by the
American Physical Society).

The results of these measurements as presented in Fig. 56 require that preferential
etching for the differently doped regions does not occur. Lichte (1997) gives an
estimate of 0.1 V for the sensitivity of this method , while Formanek and Kittler
(2004) reported on potential differences as Iowa 25 mY. The changes in the dop­
ing level of Si-based devices are not detectable with analytical methods like EDX
and EELS, and holography is the only technique that can provide information on
dopant concentrations in the range of 1018 cm-3 (Formanek and Kittler, 2004).

With in situ experiments changes in the electrostatic potential induced by
electronic devices can be studied as a function of applied bias (Twitchett et ai.,
2004). Figure 57 shows an example of a wedge-shaped pn j unction at which
different bias voltages were applied in the transmission electron microscope. The
samples were prepared by a combination of cleaving and focused ion beam milling.
The electrostatic field leaking from the pnjunction into the vacuum can be analyzed
with holography. The field distribution in Fig. 57 clearly changes when different
bias voltages are applied. However, the mean inner potential and the phase shift
of the electron wave inside the device was not quantitatively determined as the
sample is wedge-shaped.

5. ANALYTICAL ELECTRON MICROSCOPY

Qualitative and quantitative information on the local chemical composition of a
material is obtained by analytical electron microscopy (e.g., Kohler-Redlich and
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a) 1 V

I ~

I IncreasIng
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I thickness

b)2 V c) 3 V

FIGURE 57. Phase image of the region outside a pn junction for different bias voltages
(From Twitchett et al., Journal of Microscopy, 214, Off-axis electron holography of electro­
static potentials in unbiased and reverse biased focused ion beam mill ed semiconductor
devices, (2004), reused with permission from Blackwell Publishing).

Mayer, 2003). For EDX analysis the goniometer with the sample has to be tilted
about 15° towards the EDX detector as shown in Fig. 14(a). Otherwise, the X-rays
generated in the irradiated volume are reabsorbed in the sample before they can
reach the detector,

For EELS analysis it is best to avoid tilting the sample to maintain a short
electron path through the material. However, for some sample geometries, e.g.,
for cases where concentration variations across interfaces are studied, sample
tilt is necessary to warrant that the electron beam passes the material parallel
to the interface. This provides highest resolution for line scans across an interface.
However, excitation of X-ray s also occurs outside the volume , which is irradiated
with electrons. Secondary electrons and X-rays are emitted from the irradiated
area and they hit other region s of the sample and possibly nearby parts of the
electron microscope. The secondary electrons and X-ray s can excite X-ray s in
other parts of the sample. Therefore, the lateral resolution in EDX analysis is not
the same as the electron beam diameter on the sample. In STEM the electron
probe size and intensity as well as the special geometry of the sample within
the microscope determine the lateral resolution. The EDX signal always contains
contributions from neighboring areas not directly hit by the incident electron beam.
If nanoparticles on an amorphous carbon film deposited on a Cu grid are studied,
element-specific X-rays from copper are detected even though the particles may
contain no Cu.

While electron probe sizes as small as 0.2 nm can be obtained in the STEM
mode of most transmission electron microscopes with field emission source, the
low intensity of the electron beam leads to low count rates especially for EDX
analysi s and for EELS spectroscopy at high energy losses. Surface contamination
during acqui sition of spectra using a small STEM probe may cause additional
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FIGURE 58. Schematics of a field emission transmission electron microscope with STEM
unit. HAADF detector. EDXdetector and post-column electron energy loss spectrometer.
All three signals (HAADF. EDX. EELS) can be acquired simultaneously. (Reused with
permission from M. Terheggen, 2003.)

problems for the analysis. When using the HAADF detector in the STEM mode,
Z contrast micrographs can be acquired and EDX as well as EELS spectra can be
acquired simultaneously at specific points of the sample (Fig. 58).
Analytical techniques in TEM are:
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(a) Point measurements for one small illuminated area of the sample .
(b) Line scans:The small electron probe is sequentially positioned on points

along a line. For each electron probe position an EDX spectrum or an
EELS spectrum is acquired.

(c) Maps: The small electron probe is sequentially positioned on points on
a two-dimen-sional grid. Line scans and maps require the use of the
scanning mode for the electron beam.

(d) Energy-filtered transmission electron microscopy (EFTEM) is used to
obtain maps of the distribution of elements in the sample (see, e.g., Koth­
leitner and Hofer, 2(03). In the imaging mode of the microscope an
electron beam illuminates a larger area of the sample and, for the electron
energy filter element, specific energy windows are selected. Only elec­
trons within such an energy window are transmitted on a CCD camera to
form an image.

5.1. Electron Energy-loss Spectroscopy

5.1.1. The Components of an Electron Energy-loss Spectrum

A typical electron energy-loss spectrum is shown in Fig. 17. Each channel in
this energy-loss spectrum has a width of 1 eV. The "zero-loss" peak contains the
electrons that have passed the sample without energy loss or with energy changes
too small to be detected from phonon excitations (a few 10 meV). The next peak at
and energy loss of about 20 eV in Fig. 17 is caused by excitation of plasmons . The
plasmon energies between 10 and 40 eV are characteristic for the materials studied
and depend on the density p of the conduction electrons which are collectively
excited: EPlasmon =neJ47Tp/me.

For thicker samples an incident electron may excite several plasmons and
multiple peaks can occur (Fultz and Howe, 2(02). Plasmon excitation can be used
to measure the sample thickness z from the ratio of the plasmon intensity I p and
the zero-loss intensity 10: Z =~ In(lp / 10)(Malis et al., 1988). However, the mean­
free inelastic path ~ has to be measured or calculated by an independent method
(Egerton, 1996).

For higher energy losses the signal exponentially decreases with increasing
energy loss. These energy losses are caused by multiple plasmon excitations, but
predominantly by acceleration and deceleration of the incident electrons in the
crystal potential ofthe material. On top ofthis continuous bremsstrahlung spectrum
element specific absorption edges are found. While plasmon excitations do not
contain much useful information on the atoms in the sample, these absorption
edges occur at element specific energy losses and can be used for a quantitative
analysis of the composition. The incident electrons can excite an electron bound
to a specific core level of an atom in the sample. An electron in a bound state
of an atom can only take over energy from the incident electron if the energy
transfer is large enough to reach a free energy level above the Fermi energy of
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(22)

the material. Therefore, element specific absorption edges are observed in EELS.
For the example in Fig. 15(b) core losses with absorption edges at 284 eV, 528 eV
and 884 eV are found. They are specific for the C-K edge. the O-K edge and the
Ce-M edge, respectively. The Ce-M edge contains two high-intensity (white) lines,
which are caused by different energy levels within the M shell of the Ce atom.

The energy-loss near-edge structure (ELNES) contains information on the
density and energy of unoccupied energy levels above the Fermi level of a material.
The EELS data can be used to identify the oxidation state of metal atoms in a mate­
rial (Disko, 1992). The extended energy-loss fine structure (EXELFS) yields data
on the distances and types of atoms surrounding the central atom from which an
excited electron is emitted. The excited electron from that atom obtained some
additional kinetic energy from the incident electron and can be reflected at neigh­
boring atoms . This leads to interference effects of the excited electron wave at the
central atom and the scattering probability increases or decreases depending on
the atomic distances and as a function of the wavelength and phase shift of the
excited electron. Similar to EXAFS (extended X-ray absorption fine structure) an
EXELFS spectrum can evaluated for characteristic distances of neighboring atoms
(see, e.g., Fultz and Howe, 2(02).

5.1.2. Quantitative Analysis of an Electron Energy-loss Spectrum

The integrated intensity of an absorption edge can be quantitatively evaluated. In
a first step the bremsstrahlung background is extrapolated from low energy losses
(pre-edge) to the post-edge region, which is influenced by the absorption edge
(Fig. 59). After the background signal is subtracted, the integrated intensity of the
edge for a certain energy window is determined.

For quantitative analysis the ratio of atomic concentrations CA and CB is deter­
mined using the ionization cross-sections (J' (~, r3) of the corresponding absorption
edges:

CA IA(~)(J'B(~, r3)
-

CB IB(~)(J'C<~, B)

The cross -sections in Eq. (22) depend on the energy of the incident electrons,
the energy window used in the data evaluation and on the collection angle of
electrons given by the camera length and the entrance aperture of the energy filter
(see, e.g., Wang, 2(01).

A series of EELS data can be acquired when the electron probe is moved
across the sample while spectra are acquired for each scan position. Line scans
and area scans (maps) can be acquired. However, for maps the acquisition time
becomes critical as high-quality EELS data have to be obtained for each pixel in
a map. For a 50 x 50 pixel map the acquisition time can be well above one hour
depending on the energy range selected. The sequential acquisition of electron
energy-loss spectra yields a three-dimensional data cube with the scan positions in
the x- and y-axis and the energy-loss scale in the z direction (Fig. 60). The energy
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FIGURE 60. Schematics of energy-filtered TEM. The data cube is either filled by acquiring
spectra at each position of the sample using STEM or by energy-filtered imaging where
micrographs are acquired for a series of specific energy losses (From Progress in Trans­
mission Electron Microscopy 1,2001; Z.1. Wang, pp. 113-159, with kind permission from
Springer Science and Busines s Media).

losses from core excitation are highly localized and chemical as well as electronic
structure information can be obtained from individual atomic columns using an
optimized electron probe (Pennycook et al., 1995).

5.2. Energy-filtered Electron Microscopy

In energy-filtered TEM (EFfEM) images are acquired with an energy-selective
slit inserted in the in-column filter (from LEO) or the post-column filter (from
GATAN) of a modern transmission electron microscope. This slit is located in the
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FIGURE 61. (a) Jump-ratio EFTEMimage of the Ag distr ibut ion in an AI-3 at.% Ag alloy.
(b) Jump-ratio image of the Al distribution. (c) Ag concentration as evaluated from the
two jump-ratio micrographs. For contrast calibration the AI· 60 at.% Ag plate was used .
(Reprinted with permission from R. Erni, 2003.)

energy-selective plane of the microscope. An energy filtered image of the sample
with a selected energy loss and width of the energy window is obtained with the
CCD camera. A series of these micrographs for different energy losses can be used
to fill a data cube as shown in Fig. 60.

For a direct estimate of the concentrations of the different elements in a
material two different methods are employed. Both aim at removing the influence
of thickness variations on the compositional EFfEM maps. The first method is
the two-window method which measures the jump ratio, i.e., the ratio between the
post-edge signal and the pre-edge signal for each pixel in the micrographs (Figs.
61(a,b» . The second method is the three-window method to acquire elemental
distribution maps. Two maps are acquired at energy losses below the absorption
edge and one above. The two pre-edge micrographs are used for background
extrapolation (Fig. 62).

In the three-window method the pre-edge signals are used for background sub­
traction . However, the EFfEM maps cannot be directly interpreted in a quantitative

FIGURE 62. Schematics of the three-window method applied to each pixel of the thre e
EFTEM images.
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FIGURE 63. (a) Bright-field TEM image ofBN nanobamboo structures. The EITEM maps
for the different elements are shown on the right-hand side . (From Fan et 01.. 2005.
Reprinted with permission from Blackwell Publishing.)

way. The model for background subtraction is only based on one (jump-ratio) or
two data points in the pre-edge region obtained by integration over an energy win­
dow of 10 eV or more. Therefore, the model used for background extrapolation
has to the treated with care. Jump-ratio images and EFfEM maps reveal where
the different elements are located in a sample. Only with appropriate calibration
as for Fig. 61(c), the local compositions can be obtained.

The EFTEM maps in Fig. 63 clearly reveal the distribution of nitrogen and
of boron in the multiwalled layers of this material. Fe particles act as nucleation
sites for this bamboolike structure. Another example of VOx nanotubes is shown
in Fig. 64. Special cross-sectional sample preparation was necessary to obtain thin
sections from the nanotubes. Only EFfEM reveals the structural details of these
nanomaterials. Both closed rings of VOx and rolled sheets of VOx nanotubuli are
directly observable with EFTEM.

5.3. X-ray Analysis and Chemical Mapping

The methods of X-ray analysis are frequently employed to obtain data on local
compositions. The spectra contain element specific peaks with a FWHM of about
150 eV for 10 kV photons. For lower X-ray energies, the peak widths are smaller,
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FIGURE 64. (a) Bright-field TEM image of VOxtubuli in cross-sectional view. (b) EFfEM
maps from VOx at the V edge (b) and at the C edge (From Krumeich et al., Zeitschrift fuer
Anorganische Allgemeine Chemie, 626. 2211. (2000). reused with permission from Wiley
Interscience).

but still peak overlap poses a severe problem for many materials (Fig. 65). The
Moseley law gives approximate values for the relationship between the energy E
of the characteristic X-rays and the atomic number Z:

10000

1000

2 4 6 8 10 12

Energy/kV
14 16 18 20

FIGURE 65. Energy dispersive X-ray spectrum of a Cu-In-Ga-Se thin-film solar cell. Con­
tributions from neighboring phases lead to a variety of other elements detected in the
sample.
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Here, R is the Rydberg energy, while nand m are the main quantum numbers
involved in the transitions of the excited electrons.

For quantitative EDX analysis reference standards with similar composition
are necessary. The internal standards used in the acquisition software yield only
approximate data which should beconsidered carefully. For thin samples the ratio
of the counts from the peaks in an EDX spectrum is given by:

NA I CA (cosec(o )-=-- 1- (~A-~n)Z
Nn kAB c» 2p

(23)

In contrast to Eq. (22) for EELS evaluation the relative heights of the peaks in an
EDX spectrum described by Eq. (23) depend on the sample thickness z. If spectra
are quantitatively evaluated the thickness and the take-off angle ~ for the X-ray
detector-sample orientation has to be known. Also, the Cliff-Lorimer factor kAB,

sample density and absorption coefficients have to be known (Cliff and Lorimer,
1972), especially for low-energy photons.

As for EELS, EDX point-measurements of spectra as well as linescans
and maps employ the STEM mode. The distribution of the elements in a Cu­
In-Ga-Se solar cell with CdS buffer layer, ZnO as transparent conducting ox­
ide and a Ni and Al front contact is shown in Fig. 66. The 50 nm thin CdS
buffer layer is continuous despite its low thickness and despite the high surface
roughness of Cu-In-Ga-Se on which CdS was deposited by chemical bath de­
position (Heinrich et ai., 2005). While diffusion of Cd along grain boundaries
into the Cu-In-Ga-Se layer occurs, sulphur diffusion into the ZnO layer is found,
too.

..
500 nm

FIGURE 66. Elemental distribution maps of elements in a Cu-In-Ga-Se thin-film solar cell
acquired with EDX.
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A new generation of transmission electron microscopes is currently developed
and installed at several research sites. Some of these instruments have been in use
for a few years now and incorporate complex electron-optical systems to correct
for lens aberrations, to improve the resolution of electron energy analyzers, and
to obtain a highly monochromatic electron beam. These developments are based
on new concepts of theoretical electron optics , but also on advancements in the
production and stability control of the electron optical components.

Obtaining data on interatomic bonding is one ofthe goals of analytical electron
microscopy. This requires an energy resolution better than 0.2 eV. The energy
spread of electrons in current field-emission transmission electron microscopes
is about 0.6 eV. Therefore, an electrostatic monochromator behind the electron
gun was developed that significantly reduces the energy distribution (Kahl, 1999;
Batson etal.,2000) .This monochromator allows only electrons through its aperture
with energies up to 0.1 eV above and below the most probable energy in the
electron energy distribution of the source. Therefore, a monochromator eliminates
most of the electrons from the source . Two benefits are obtained when using a
monochromator for the incident electrons.

The first is related to electron spectroscopic work, where a higher energy res­
olution yields more accurate data on electronic bonding states and on the energy
levels of the unoccupied states. These spectroscopic data can be used to refine
models for the electronic structures of materials . This will become especially im­
portant for nanomaterials where surface and interface effects may influence the
electronic structure. However, for a high-energy resolution of spectroscopic data
improved electron energy spectrometers have to be available that are capable of
measuring the energy loss spectrum with a resolution better than 0.05 eV (Brink
et al., 2003). With an energy width of 0.18 eV of the monochromated beam Emi
and Browning (2005) have studied the band structure of a high-temperature super­
conductor using valence electron energy-loss spectroscopy at a spatial resolution
better than I nm.

The second advantage of a monochromator directly affects the information
limit of modem microscopes . The chromatic aberration is one of the parameters
influencing the information limit and the damping (Fig. 36(c)) of the contrast trans­
fer function (Eq. (17)). With a highly monochromatic beam the contrast transfer
can be extended to higher spatial frequencies, as !:i.E is reduced . Simultaneously,
efforts aim at improving the stability of the high voltage and the lens currents
to reduce the effects of chromatic aberration (Kisielowski et al., 2001). The im­
proved monochromatic beam positively affects both conventional high-resolution
micrographs as well as high-resolution STEM .

Another development addresses the correction of the spherical aberration
Cs of a transmission electron microscope (Haider et al., 1998; Rose, 2003). A
C, corrector is built of several hexapoles and round-lens transfer doublets . The
second-order aberrations of the first hexapole have no rotational symmetry and are
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compen sated by a second hexapole element (Rose, 1990). These two hexapoles
induce a rotationally symmetrical third-order residual aberration , that is propor­
tional to the square of the hexapole strength. This corrector system has a negative
spherical aberration that can be used to compensate the spherical aberration of the
objective lens. With such a system, the spherical aberration can be eliminated or
adjusted to specific values (Kabius et al., 2002) . With the correction of the spheri­
cal aberrat ion the point resolution of a microscope can be significantly improved.
This is important for research on many materials where individual atomic columns
along specific crystallographic directions cannot be resolved conventionally. The
tunability of the spherical aberration also helps to improve the contra st for specific
atomic distances.

Using a combination of C, and C; correction HRTEM images are directly
interpretable up to a point resolution of I A in a 200 kV microscope (Freitag
et al., 2(05). For special defocus values image delocalization is reduced as the
contrast transfer function does not show strong modulations . The correction of
both spherical and chromatic aberration is also useful for scanning transmission
electron microscopes to form a sub-angstrom electron probe (Krivanek etal.2(03).

With the advancement of the new filter and corrector systems spatial and
energy resolution can beimproved for medium-voltage microscopes. Also, systems
with lower acceleration voltages can be used without sacrificing resolution. For
lower voltages radiation damage is reduced. Therefore, more radiation-sensitive
materials become available for high-resolution studies in a transmission electron
microscope. The introduction of a Cs corrector for low-resolution objective lenses
with a wide pole piece gap will also be interesting for applications requiring high
sample tilt angles in the goniometer. Currently, the tilt angles for high-resolution
pole pieces are limited to 200 -400

• These higher tilt angles are especially desirable
for 3D structural studies.
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QUESTIONS

Helge Heinrich

1. Aluminum has a face-centered cubic structurewith latticeparameter0.405nm.
Determine the distance of neighboring atoms. What would be the magnifica­
tion of an image, if the nearest neighbour distance of the atoms shown in the
micrograph is 2 mm? How large would be the whole magnified image of an
aluminum sample with a diameterof 3 mm?

2. The camera length of a TEM is a quantitydescribing the magnification of the
diffraction pattern. With the small scattering angles in TEM, we can approxi­
matethesinefunctionin theBraggequationby itsargument, andwecanassume
a distance(thecameralengthL) of the imageddiffraction patternfromthe sam­
ple (in realitythereareseveral lensesbetweensampleand viewing screenwhich
magnify the diffraction pattern). The distanceR of a Bragg reflection from the
undiffracted beam in a diffraction pattern depends on the camera length, the
latticespacingdhkl, the electron wavelength, and the diffraction angle28. The
camera constant is defined by 'lI.L = Rdhk1•

The micrograph aboveshowsa Debye-Scherrer patternfromAu nanoparticles,
theundiffracted beamisblockedbya beamstop.Thelatticeparameterof thisfcc
material is 0.40704 nm. Index the diffraction rings! Determine camera length
and cameraconstant for 300 kV electrons!

3. Whichsampleorientations can be usedfor a beecrystalstructurewitha =0.28
nmto obtainhigh-resolution imagesof individual atomiccolumnsso thata two-
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dimensional lattice is resolved? Consider the point-resolution as the limiting
factortodistinguish neighboring atomiccolumns(C, = 1.2mm,U = 300kV).

4. The micrograph belowshows a contrast simulation for TiAI. Identify and de­
scribethe defects.Determinethe latticeparameter assuming that the LIo struc­
ture of TiAI does not significantly deviate from the fcc structure!

1 11m

5. Determine which superstructure reflections of Ni4Mo precipitates coherently
embeddedin a Ni-richfcc matrixmaterial appear in Fig. 27(b), whenusing the
structural model below. Twoconsecutive (002) planes of the Ni4Mo structure
are shown. Outlinedsymbolsfor the top layer,opencircles for the bottomlayer.

•

•
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Partial dislocation

6. Determine the equations for the lengths of a real space vector [xyz] and a
reciprocal lattice vector [hkl] for a monoclinic unit cell with b = a12, c =
2a, "I = 60°!
Determine the angles between
(a) the [110] vector and the [100] vector in reciprocal space!
(b) the [110] vector and the [100] vector in real space !
(c) (110) planes and (100) planes in real space!
(d) (110) planes and (100) planes in reciprocal space!
(e) (110) planes and the [l00] direction in reciprocal space!
(t) (110) planes and the [l00] direction in real space!

7. Use Fig. 50 to estimate the exponent a which determines the contrast parameters
C,/ and CAl of the two phases: C = K(cAZA+CBZ~). Here, CA and CB are the
concentrations of the two components A and B in each phase, K is a constant,
and ZA and ZB are their corresponding atomic numbers. The intensity I of a
HAADF-STEM micrograph is given by the equation s 1'/ = Ibg + Ie + t'/ C,/ and
IA I = Ibg + Ie + tAICAh where t is the sample thickness, Ibg is the background
signal and Ie is the signal from the contamination layer. The concentration of
the "I-plate is 60 at.% Ag and 40 at.% AI, the Al matrix contains no silver.

SOLUTIONS TO QUESTIONS

1. Magnification : 4.9 million times, whole sample magnified gives an image of
15 km.

2. Indices from inside to outside: 111, 200, 220, 311, 222, 400, 331, 420, 511 +
333,
Camera constant: 2.6 nm' mrn, Camera length : 1300 mm.

3. Only {11O} planes can be resolved for a point resolution of about 0.2 nm.
Two different sets of {11O} planes can be found along the <111> and <100>
directions.

4. Lattice parameter about 0.4 nm. [110] beam orientation with two {Ill} planes.



High-Resolution Transmission Electron Microscopy 503

5. Reflections fromtheintersections of the linesbelow. Indicesof type {2/5,415,0) .

6. a: 90°, b: 19.1°, c: 90°, d: 19.1°, e: 40.9°, f: 30°.
7. C"( = 100counts/nm, CAl = 22 counts/nm, (X = 1.53.
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1. INTRODUCTION

Nanotechnology implies the capability to build up tailored nanostructures and
devices for given functions by control at the atomic and molecular levels.
Development of novel nanofabrication methods with effective control of struc­
ture, morphology and patterning at the nanometer-scale level is of principal impor­
tance for nanoscience and nanotechnology, advanced materials research, as well
as for design of new functional nanostructures with predetermined and unique
properties.' The study of such nanostructures can bridge the gap of knowledge be­
tween individual atoms and molecules where quantum mechanics laws are applied
and vast volume phase in which most properties result from collective behavior
of billion atoms. In the vast field of nanoscience and nanotechnology, this chapter
focuses on an important aspect i.e. application of atomic force microscopy (AFM)
in the field of nanoparticles/nanomaterials, and nanocomposites.

504
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1.1. Nanomaterials

505

Nanomaterials are best defined as those comprising particles or molecules with at
least one dimension in the nanometer range (< 100 nm). They can be classified as:

• nanophase or nanoparticle materials;
• nanostructured materials.

While nanostructured materials are condensed bulk materials with grains
of size in the nanometer range, nanoparticles are individual dispersed particles .
These particles exist in different physical forms (vapor/gas, liquid, and solid phase,
or all three phases may be present and interacting through vapor-liquid, solid­
liquid, vapor-solid interfaces) and in different dimensions (one, two, or three­
dimensionalj.! A wide range of morphologies can be expected for the nanopar­
ticles, such as, spheres, flakes, platelets, dendritic structures, tubes, rods, coils,
springs, and brushes.' In addition, nanoparticles can also exhibit diverse struc­
tures for the same material. For example, by controlling the growth kinetics, local
growth temperature, and chemical composition of the source materials in a solid­
state thermal sublimation process, a wide range of nanostructures of ZnO are
synthesized (Fig. 1) and are reported by Zhong."

FIGURE 1. A collection of nanostructures of ZnO synthesized under controlled condi­
tions by thermal evaporation of solid powders (Reprinted from Materials Today, 7(6), Z.L.
Wang, Nanostructures of zinc oxide, 26-33, (2004), with permission from Elsevier.)
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1.1.1. Routes to Synthesize Nanoparticles

In general there are four routes to synthesize nanoparticles , which include wet
chemical, form-in-place, mechanical, and gas-phase synthesis. Among these:

1. Wet chemical processes include colloidal chemistry, hydrothermal meth­
ods, sol-gels and other precipitation processes. A large variety of inor­
ganic , organic and metallic nanoparticles can be fabricated through the
wet chemical methods.

2. Mechanical processes include grinding, milling, and mechanical alloy­
ing. Inorganic and metal nanoparticles are commonly synthesized by this
method.

3. Form-in-place processes are generally lithography, physical and chemical
vapor deposition , and spray coatings. These are mainly aimed at the pro­
duction of nanostructure layers and coatings. However, they can be used
to fabricate nanoparticles by scraping the deposits from the collector.

4. Gas-phase processes include flame pyrolysis, electro-explosion, laser ab­
lation, high-temperature evaporation, and plasma synthesis techniques.
Gas-phase processes are used to fabricate simple materials such as carbon
black and fumed silica, and also many compounds.'

By employing these different methods, although same nanoparticles can be
fabricated in some instances, the characteristics of the materials produced by each
process are not always the same and possess different properties. There are three
basic issues that must be considered in the design and synthesis of a new compound
that will act as a nanomaterial: (a) properties of individual molecules (or even of
individual functional groups within multifunctional molecules); (b) interactions
between these molecules (or functional groups) ; (c) how they affect the properties
of discrete ensembles of the molecules; and, finally, the interface with the outside
world must be designed, that is, how the input of the energy or charge is going to
be achieved, and how an output is going to be received or detected.l

1.1.2. Importance of Nanomaterials/Nanoparticles

Nanomaterials cover a diverse range of materials: polymers, metals, biomaterials
and ceramics-hence their applications range from catalysis to food science; in­
novative electronic materials and devices to bio-detection and medicine; catalysts
for pollution control, chemical processing and fuel cells to chemical sensing; and
field emission panel displays to material reinforcement.t'-"

The importance of these nanomaterials and/or nanopart icles is apparent if
their properties are compared to their corresponding bulk material properties . For
example, the conductivity, optical , magnetic, and electronic properties of sev­
eral inorganic nanoparticles significantly change as their size is reduced from
macroscale to micro- and nano-Ievels. In some cases, it has been reported that
nanoparticles are more active than their traditional counterparts since they have
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higherpercentages of atoms on their surfaces. Aymonier etat. havereported that
silvernanoparticlesexhibitbiological (antimicrobial) activity; buton thecontrary,
silver metal does not.27 Also, compared to bulk ferromagnetic materials where
multiple magnetic domains exist, several small ferromagnetic particles consistof
only a single magnetic domain resulting in superparamagnetism. Furthermore,
nanoparticles possess exceptional properties such as:

• Surface properties (oxidation, adhesion, friction, and wear);
• Transport properties (diffusion and thermal conductivity);
• Mechanical properties (toughness, strength, elastic modulus, creep,etc);
• Rheological properties.

Therefore, nanoparticles are increasingly usedas reinforcing fillers in differ­
ent polymeric and ceramic materials. In comparison to conventional micrometric
reinforced composites, these nanometric composites exhibit enhanced mechan­
ical and physical properties. This is attributed to the confinement effects, large
surface-to-volume ratio, interactions at length scales, and the possibility of gener­
ating new atomic and macromolecular structures. Table 1 lists someexamples of
such nanomaterials and theirapplicability.

TABLE 1. Typical nanostructures, nanomaterials and their applications in
science and technology. (From Ref. 48, p. 218).

Nanostructures Size Materials Applications

Clusters, Radius: 1·10 nm Insulators, Catalysis , sensors
nanocrystals, semiconductors,
quantum dots metals, magnetic

materials
Nanowires Diameter : Metals, Magnetic, electronic,

1-100 nm semiconductors , optical, electro-optical
oxides , sulfides, devices or switches
nitrides

Nanotubes Diameter : Carbon, layered Separation techno logies
1-100 nm chalcogenides

Surfaces, layers Thickness : Insulators, Electronics, medicine (drug
and ultrathin 1-1000 nm semiconductors, delivery systems), energy
films, interfaces metals, ceramics (batteries , fuel cells,

solar cells), optics, paints
and dyes, cosmetics

Nanobiomaterials, Radius: Membrane protein Medicine (drug delivery
nanobiorods 5·10 nm; OANN systems) , biology

Diameter : 5 nm
20 arrays of Area: several Metals, Magnetic, electron ic

nanoparticles, nm2_J.l.m 2 ; semiconductors,
30 superlattices Radius : magnetic
of nanoparticles several nm materials
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1.2. Nanocomposites

Nanocomposites are generally composed of different distinctly dissimilar materi­
als (mostly organic and inorganic) having synergistic properties to obtain tailored
chemical, physical, and mechanical properties depending on the applicability;
for example, high modulus and strength, superior fracture toughness, good bar­
rier and flame-retardant properties , enhanced electrical and thermal conductivity,
magnetic properties, and so forth. They can be one-dimensional, two-dimensional,
three-dimensional, crystalline or amorphous.P The properties of nanocomposite
materials depend not only on the properties of their individual parents but also on
their morphology and interfacial characteristics. The inorganic components can
be:

• three-dimensional framework systems such as zeolites ;
• two-dimensional layered materials such as clays, metal oxides, metal phos­

phates, chalcogenides;
• one-dimensional and zero-dimensional materials such as (M0 3Se3-)n

chains and clusters .

Nanocomposites promise new applications in many fields such as mechan­
ically reinforced lightweight components, nonlinear optics, battery cathodes and
ionics, nanowires, sensors and other systemsr"

As mentioned above, the main advantage of nano-additives is their size, which
brings about greater surface area-to-volume ratio when they are reinforced with dif­
ferent organic/inorganic matrices . Also, as they have higher percentages of atoms
on their surfaces , they are expected to be more acrive" This is important for
bonding with the matrix and in improving the interface between them. Studies on
polymer-based nanocomposites showed a significant improvement in properties ,
which are not displayed in the dual phases by their macro- and micro-composite
counterparts. For example, fully exfoliated nylon 6/c1ay nanocomposites were
fabricated where the silicate layers were well separated to I nm thick individ­
ual layers with other dimensions in 100-500 nm range. This nanocomposite ex­
hibited enhanced improvements in tensile strength, modulus, and heat distortion
temperature. Also, the nanocomposite exhibited lower water sensitivity, perme­
ability to gases and thermal expansion coefficient.

Despite these large improvements, a vast range of potential engineering ap­
plications of polymeric silicate nanocomposites are limited due to their reduced
fracture toughness. In general , three major characteristics define and form the
basis of performance of polymer nanocomposites: nanoscopically confined ma­
trix polymer chains, nanoscale inorganic constituents, and nanoscale arrangement
of these constituents. It has been suggested based on the research on polymer
nanocomposites for the past few decades that the full exploitation of these fun­
damental characteristics of nano-reinforcements in polymers should facilitate the
achievement of enhanced properties in these nanocomposites.29.31.32



Applications of Atomic Force Microscope 509

1.3. Characterization Techniques

Accurate characterization of the nanomaterial s requires a precise understanding
and measurement of the surface and interfacial phenomena along with the other
factors such as size of the nanoparticles, crystallinity, and so forth. In general ,
characterization can be divided into two broad categories:

• Structural analysis;
• Properties measurement.

A number of ex situ analytical tools with high vertical, spatial and time
resolutions have been used for this purpose and include:

• High-resolution , transmission electron microscope (HR-TEM);
• Field ion microscope (FIM);
• Scanning probe microscope (SPM);
• X-ray absorption near-edge spectroscopy (XANES) ;
• Time-of-flight secondary ion mass spectroscopy (ToF-SIMS);
• X-ray photoelectron spectroscopy (XPS);
• Auger electron spectroscopy (AES) and so forth.

An illustration of the resolution of surface analytical tools is given in Fig. 2 as
viewed from time, size, and resolving power.33 Although these powerful tools have
increased the understanding of the structure of nanoparticles, the exact property
analysis is still questionable. As the properties of nanostructures and nanocom­
posites depend strongly on the size and shape of nanoparticles, the structural
characterization of nanoparticles and nanomaterials playa significant role.

The methods to characterize nanoparticles structure are generally catego­
rized depending on the use of real or reciprocal space data as direct space methods
and reciprocal space methods . Visualization of the atomic arrangements is possi­
ble using direct space methods, which include the usage of HRTEM, SPMs, and
so on.33 On the other hand, the interference and diffraction effects of the lattice
planes, electrons or photons are utilized in reciprocal space methods for structural
characterization of nanoparticles. The most common example is the characteriza­
tion of extent of exfoliation of clay-platelets in a polymer nanocomposite using
wide X-ray diffraction . While SAXS can provide information about the external
form of nanoparticles or macromolecules from the electron density variations ;
i.e., it is used to estimate the radius of gyration of particles . Other reciprocal
methods include measuring the motion of the particle in response to some force,
such as gravity, centrifugal force, viscous drag, Brownian motion, or electrostatic
force.

While reciprocal methods provide a means to characterize the nanoparticles,
direct imaging is only possible using direct space methods . As nanoparticles are
substantially nonspherical (e.g., rods, fibers, or cubes), microscope pictures are
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FIGURE 2. Schematic illustration of the resolution of surface analytical tools as view ed
from time, size, and resolv ing power (open squares require high vacuum, while solid
squares can be used in air). (Adopted from Ref. 33).

needed to clarify their size, size distribution, shape, and dispersion to correlate
with their properties. Additionally, the dispersion of nanoparticles in a polymer
or metal is a very complex process. The usage of reciprocal methods cannot fully
identify the dispersion processes and can lead to false conclusions.

For example, in a recent study, Dasari et al.29 have indicated that X-ray
diffraction is not a reliable tool for analyzing the complex dispersion of clay
layers in ternary nanocomposites, particularly, polymer-rubber-c1ay systems as no
characteristic basal diffraction peak of clay was found in the range of I-10° for all
the nanocomposites, pointing to a complete exfoliation ofclay. But the TEM results
are completely different and did not support the XRD results. Also, most of the
TEMs and SEMs are fitted with energy dispersive X-ray spectrometers (EDS) to
identify the chemical composition of materials or particles. This technique relies on
the energy of the X-rays that are released when the electron beam excites a certain
spot on the sample and used to identify the atoms that are in the spot. This technique
can also be used to produce a map of the concentrations of different species in
a sample. An example of this is given in Fig. 3, which shows the Si mapping in
polyamide 66/silica nanocomposites with varying content of silica.34 The mapping
clearly reveals the differences in dispersion behavior of the particles also.
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FIGURE 3. Si mapping of the unannealed N66T3. N66T5. N66T10 and N66V5 films.
(Reprinted from Polymer 46(10). R. Sengupta. A. Bandyopadhyay. S. Sabharwal, T.K.
Chaki and A.K. Bhowmick , Polyamide-e.s/in situ silica hybrid nanocomposites by sol-gel
technique: synthesis. characterization and properties, 3343-3354, (2005), with permission
from Elsevier).

Although TEMs, STEMs or SEMs provide a size distribution of individ­
ual particles or dispersed particles in a matrix, they cannot provide the three­
dimensional structure of a particle . Also, the samples for SEM should be conduc ­
tive; while for imaging dispersed nanoparticles in a matrix, the sample preparation
for TEM is very cumbersome. Further, when using TEMs, questions arise on the
stability of fine features to be imaged because of the high-energy electron beam
usage. AFM offers a better alternative in some cases and as a supportive tool in
other cases of characterizing nanoparticles or nanostructures.

The advantages of AFM include:

• Three-dimensional qualitative and quantitative;
• Can be operated in most of the media;
• Can image liquid dispersants;
• Has excellent resolution (see below in section 2 for more information).



512 S. Bandyopadhyay, S. K. Samudrala, A. K.Bhowmick, and S. K. Gupta

Inaddition, mechanical properties, friction, wear, andadhesion characteristics
can also be studied using AFM.35

2. ATOMIC FORCE MICROSCOPE INSTRUMENTATION
AND SETUP

In the early 1980s,after being introduced into the worldof microscopy, scanning
probemicroscopes (SPM)haveemergedas powerful techniques capableofcharac­
terizingsurfacemorphological features at ambientconditions andgeneratingthree­
dimensional imagesofthe surfacetopography with nanometer resolution.36.37So,
they are extensively used for imagingin mostof the disciplines includingbiolog­
ical, chemical, molecular and materials science, medicine, microcircuitry, semi­
conductor industry, information storagesystems,and so forth. SPMs are not only
used for surface morphological characterization, but also for proximity measure­
ments of magnetic, electrical, chemical, optical, thermal, spectroscopy, friction,
wear, and other mechanical properties. 1•28,29.31.36-85

The family of SPMs includescanningtunneling microscopes (STM),atomic
force microscopes (AFM), friction force microscopes (FFM), scanning mag­
netic microscopes (SMM) (or magnetic force microscopes, MFM), scanning
electrostatic force microscopes (SEFM), scanning near-field optical microscopes
(SNOM), scanningthermal microscopes (SThM), scanningchemical forcemicro­
scopes (SCFM), scanningelectrochemical microscopes (SEcM), scanningKelvin
probe microscopes (SKPM), scanning chemical potential microscopes (SCPM),
scanning ion conductance microscopes (SICM), and scanning capacitance mi­
croscopes (SCM).86 The family of instruments that measures forces (e.g., AFM,
FFM, SMM, and SEFM) is also referred to as scanning force microscopes
(SFM).

The most important members of this family of SPMs are atomic force
microscopes (AFM) and scanning tunneling microscopes (STM). Atomic force
microscope hasanaddedadvantage forthehigh-resolution profiling of nonconduc­
ting surfaces. Also,AFM is a nondestructive techniqueand it does not requireany
specific sample preparations. Furthermore, the resolution capabilities of the AFM
are near or equal to those of electron microscopes (an example illustrating the
capability of AFM imaging is it can imageas small as a carbon atom (0.25 nm in
diameter) andas largeas thecross-section of a humanhair-80 J..Lm indiameterr" :
nonetheless, AFMdiffers fromelectronmicroscopes in that it doesnot havea lens,
does not requirecoatingor staining, and can be operatedat atmospheric pressure,
in fluids, under vacuum, low temperatures, and high temperatures.

The vertical resolution of AFM images is generally dictated by the inter­
action between the tip and the surface and the lateral resolution is determined
by the size of the tip. Imaging in liquid allows the study of live biological sam­
ples, and it also eliminates water capillary forces present in ambient air present
at the tip-sample interface.I" Low-temperature (liquid helium temperatures)
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imaging is useful for the study of biological and organic materials and the
study of low-temperature phenomena such as superconductivity or charge den­
sity waves.86 Low-temperature operation is also advantageous for high-sensitivity
force mapping due to the reduction in thermal vibration. Thus, AFM operation is
relatively simple, artifacts arereducedandmaterials canbeexaminedintheirnative
state.

2.1. Principle of Operation

In simple terms, the underlying operational principle of AFM imaging is based
on the interatomic force-distance concept(schematically illustrated in Fig. 4). As
the AFMtip atom approaches the atomson the surface beingstudied,a variety of
forces are sensed depending on the interatomic distance, which include van der
Waals, electrostatic, magnetic, capillary, or ionic repulsion forces. These forces
cause a deflection of the leveron whichthe tip is mounted following evena minor
change of topography, which is utilized to produce images of topography. More
descriptive information on the operation of AFM is given below.

In a normal imagingmodeof AFM, a sharp probe at the end of a cantilever
bends in response to the force between the tip and the sample as it moves over
the surface of a sample in a raster scan. The tip wouldideallyconsist of only one

Force
intermittent ­

( contact

contact

)

Repulsive force

t
Distance

(tip - to - sample separation)

!
attractive force

FIGURE 4. Schemati c illustration of interatomic force-distance approach used in AFM.
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FIGURE 5. Schematic illustration of atomic force microscope.

atom, which is brought in the vicinityof the sample surface. However, generally,
the radius of curvature of most commercially available tips is around 100 nm.
Improved fabrication processes have also made it possible to produce tips with
a radius of curvature of 2 nm, but at an expensive price." The tip is held at the
apexof a miniaturecantilever. The x/y scan is drivenby calibratedpiezoceramics,
whichcan movethe tip in sub-angstrom increments. The verticalpositioning of the
tip is drivenby the z-piezoceramic.The verticalmovement of the tip is monitored
by a laser beam that is reflected off the back of the tip onto a photodetector grid
(photosensitive photodiode). The positionof the beam on the grid is an indication
of tip displacementand is the first step in a system that providesboth imagesand
surface roughnessdata.

A schematic illustrationof the basic operationof atomic force microscope is
presentedinFig.5.Whilethe vertical resolution ofthe AFMis veryhigh,the lateral
resolution is somewhatlowerbecauseof its dependenceon the parameterssuch as
tipdiameterandsampleshape.Additionally, surfaceanalysiswithAFMisconfined
to very limitedareas.This is due to the inherent inabilityof the AFM to scan areas
largerthan approximately 90 x 90 J.Lm2• Furthermore, the performance, precision,
and accuracyin imagingare dependenton many inherent(such as artifactsarising
because of the electronics of the control system) and external factors. Some of
which are briefly mentioned below.
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2.2. Factors that Influence the Precision and Accuracy
of AFM Imaging

2.2.1. Piezoelectric Ceramic Transducer

515

Piezoelectric ceramics are a class of materials that expand or contract in the pres­
ence of a voltage gradient or, conversely, create a voltage gradient when forced
to expand or contract. 88 They are responsible for creat ing three-dimensional po­
sitioning devices of arbitrarily high precision. The piezoelectric scanners that are
utilized in AFMs control either the motion of the cantilever probe with respect
to a stationary sample or the motion of the sample with respect to a stationary
probe. Most scanned-probe microscopes use tube-shaped piezoceramics because
they combine a simple one-piece construction with high stability and large scan
range. Four electrodes cover the outer surface of the tube, while a single electrode
covers the inner surface.

Application of voltage to one or more of the electrodes causes the tube to
bend or stretch, moving the sample in three dimensions. The amount of motion
and direction of motion depends on the type of piezoelectric material , the shape of
the material , and the field strength. A typical piezoelectric material will expand by
about 1 nm per applied volt.8? Thus, to get larger motions it is common to make
piezoelectric transducers with hundred s of layers of piezoelectric materials. Be­
sides these advantages of piezoelectric ceramics that are critical to the performance
of AFMs , they also have exhibited drawbacks (nonlinearities). Examples include
hysteresis and creep, which introduce uncertainties in measurements.54.89.90 Some­
times , it may also overshoot during rapid movements.

2.2.2. Optical Lever Detection Systems

These systems are reported to have noise levels on the subnanometer level.?'
which allows for the excellent depth resolution of AFMs employing these. Despite
this, the nonlinearities associated with the photodiode used in the optical lever
detection system can significantly influence accurate measurements. For example,
if the cantilever is deflected too far, the central portion of the spot can no longer
cross the split in the photodiode. When the edge of the spot is crossing the split, a
given spot movement produces less power, and therefore a lower sensitivity, than
when the center of the spot crosses the split .?"

2.2.3. Resolution and Probe-Related Image Distortions

As can be seen in the interatomic force-distance curve (Fig. 4), with increase in
distance, the tip-surface interaction forces drop less steeply. This is very important
for high-resolution imaging (imaging individual atoms). An AFM probe respond s
to the average force of interaction for a number of tip atoms, depending on the
precision and sharpness of the tip, and so an AFM image does not show individual
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FIGURE 6. Comparison of AFM imaging of a surface structure with higher surface relief:
[a) blunt probe and (b) sharp probe. Arrows indicate the artifacts.

atoms but rather an averaged surface . In addition to this, the sharpness of the tip
also plays a dominant role in determining the lateral resolution of AFM when
imaging surfaces with higher relief.92.93

If the surface features to be imaged are deeper than the probe length, it can
result in artifacts (Fig. 6). A common artifact is the resulting image, which will
be a combination of the actual sample surface and the shape of the cantilever. On
the contrary, the vertical resolution in an AFM is establi shed by relative vibration s
of the probe above the surface. Sources for vibration s are acoustic noise, floor
vibrations, and thermal vibrations. To obtain the maximum vertical resolution, it
is necessary to minimize the vibrations of the instrument.

2.2.4. Tip-Surface Interactions

Mechani cal forces that occur when the atoms of the probe physically interact with
the atoms on the sample surface are the strongest forces between the probe and the
surface. However, other forces between the probe and surface can have an impact
on an AFM image.94•95 These include:

• Surface contamination: In ambient air, all surfaces are covered with a very
thin layer, <50 nm, of contamination. This contamination comprises water
and hydrocarbons and depends on the environment the microscope is lo­
cated in. When the AFM probe comes into contact with the surface contam­
ination, capillary forces can pull the probe towards the surface, ultimately
leading to a distorted image .

• Electrostatic forces: It is well known that insulating surfaces can store
charges on their surfaces. When these charges interact with charges on the
AFM probe or cantilever, the forces can be so strong that they even bend
the cantilever when scanning a surface.

• Surface materialproperties: When imaging heterogeneous surfaces, which
generally have regions of different hardness and friction, the interaction of
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the probe with the surface can change when moving from one region to
another. Such changes in forces on one hand are advantageous giving a
contrast that is useful for differentiating between materials on a heteroge­
neous surface. On the other hand, they also can be disadvantageous if the
changes in hardness, adhesion or frictional properties of the surface are
drastic.

2.3. Different Modes of Imaging in AFM

Depending on the AFM tip and sample surface interaction, three conventional
scanning modes have been used for imaging: contact mode, noncontact mode, and
tapping mode.36•37.% - 101

2.3.1. Contact Mode

In contact mode AFM, the tip and sample remain in close contact as the scanning
proceeds (repulsive region of the interatomic force curve) (Fig. 7(a)), creating large
forces on the sample . This mode is generally used for high-resolution imaging.
Since the maximum vertical force is also controlled, the compression of the sample
can be limited. In this mode, although the lateral forces as the tip moves over the
surface can be a problem, in some situations they can actually be an advantage.
For example , the lateral deflection can give information about the friction between
the tip and the sample, and show areas that may have the same height but different
chemical properties. Also, it is important to consider here that the set point value
is the deflection of the cantilever, so a lower value of the set point gives a lower
imaging force.

2.3.2. Noncontact Mode

In the noncontact operation , the probe is held at a small distance away from the
surface and the cantilever is oscillated above the surface of the sample (Fig. 7(b)).
However, due to the attractive forces there is a possibility of the tip coming into
contact with the surface. So, this method is not widely used. The capillary force
makes this even difficult to control in ambient conditions. Very stiff cantilevers
are needed so that the attraction does not overcome the spring constant of the
cantilever. Despite these disadvantages, the lack of contact with the sample makes
this mode of imaging beneficial in that it causes a minimum damage to the surface.

2.3.3. Intermittent Contact or Tapping Mode

To obtain quality images, in general, the tip should not damage the surface being
scanned but that it contacts the surface to obtain high-resolution topographic imag­
ing of the sample surfaces. This is possible in tapping mode and so is the most
commonly used mode of imaging in AFM. In this mode, the cantilever oscillates
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FIGURE 7. Schematic illustration of (a) contact mode, (b) noncontact mode . (c) inter­
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height-force criterion.
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and the tip makes repulsive contact with the surface of the sample at the lowest
pointof the oscillation (Fig.7(c)). In other words, the cantileveris oscillatedat its
resonant frequency and positioned abovethe surfaceof the sample,so that it only
taps the surface.

This method has the advantage that the tip does not damage the surface of
the samplebeing scanned, and there is also a large reduction in the lateral forces,
since the proportion of the time where the tip and sample are in contact is quite
low. Also, the phase of the cantilever oscillation can give information about the
sampleproperties, such as stiffness and mechanical information or adhesion. The
resonant frequency of the cantilever depends on its mass and spring constant;
normally, stiffercantilevers havehigherresonantfrequencies. In this mode,the set
point value is the amplitude of the oscillation, so a higher set point value means
less dampingby the sampleand hence lowerimagingforces.

2.3.4. Other Modes of Operating AFM

1. For micro/nano-tribology purposes, a different mode of AFM is used in
whichtheAFMmusthavea heavyloadmechanism forthe tipandoperated
in a force mode (Fig.7(d)).102 This mode also resembles a dynamicform
of contact mode as the tip does not leave the surface at all during the
oscillation cycle. Aforcecurveis produced, whichisa plotof tipdeflection
as a function of the vertical motion of the scanner. Also, in thesecases, the
selection of springconstantof thecantileverprobealso playsan important
role for identifying the small differences in response.

2. AFMcan alsobe operatedas a chemicalforcemicroscope (CFM)to probe
the chemical properties of surfaces.103-I07 In these cases, a specifically
coated tip of known composition is brought into contact with a surface
(generally, in a fluid environment), and then separated from the surface.
During tip-sample separation, the pull-offforce is recordedand relatedto
the workof adhesion.106

3. In another mode called the vibrating material sensing mode, AFM can­
tilevercan be vibrated to measure the force betweena probe and surface
duringanAFMscan.Themagnitude ofamplitude dampingandtheamount
of phasechangeof the cantilever dependson the surfacechemicalcompo­
sitionand the physical properties of the surface. Thus, on a heterogeneous
sample, contrast can be observed between regions of varying mechani­
calor chemical composition. Typically, in the vibrating material sensing
mode, if the amplitude is fixed by the feedback unit, then the contrast of
the material is observed by measuring phasechanges.This techniquehas
manynames including phase modeand phase detectionmicroscopy.

4. In contactmodeAFM it is also possibleto monitorthe torsionmotions of
the cantilever as it is scannedacrossa surface.V The amountof torsionof
the cantileveris controlledby changesin topography as wellas changesin
surfacechemicalproperties.Ifa surfaceis perfectly flatbuthasan interface
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between two different materials, it is often possible to image the change in
material properties on a surface. This technique is similar to lateral force
microscopy (LFM).

5. Dynamic modes of operation are also possible in AFM where the can­
tilever vibrates, and this oscillation of the cantilever is measured rather
than the static deflection of the tip. There are different ways to excite the
oscillations-the cantilever substrate can be shaken directly, or a magnetic
field can be used to drive the cantilever itself if it is coated with a ferromag­
netic layer. In aqueous conditions, the most common technique is to drive
the cantilever acoustically through the liquid. In all these cases, however,
the measurement of the cantilever oscillation and control systems are the
same and the cantilever is usually driven close to resonance.

2.4. Constant Force and Constant Height Criterion

The different modes of operation in AFM can be accomplished by utilization of
either the constant force mode or the constant height mode criterion (Fig. 7(e».
In the constant force mode, the feedback loop is switched on (the positioning
piezo responds to any change in the force by altering the tip-sample separation
and adjusting the force to a predetermined value). In the constant height mode,
the feedback loop is switched off (tip rasters the surface at a constant height
from the surface of the sample). This mode is used for imaging relatively flat
samples.

2.5. AFM in Nanotechnological Applications

Apart from simply imaging, as discussed above, AFM cantilevers can be used
in many other modes of interaction with the surface. For example, by pushing
the probe against a surface it is possible to measure how hard the surface is.
Also, the ease by which the probe glides across a surface is a measure of the
surface friction. Recently, the tip of the AFM has also been used to pattern the
surface, move, and manipulate molecules or parts of the sample (the objects may
be pushed, rolled around, or even picked up by the probe), or even to dissect the
sample on a nanometer level, which leads to nanolithography, nanopatterning or
nanofabrication.P'"!'? Conventionally, there are many techniques available for
fabrication of nanomaterials, ranging from milling techniques to nontraditional
photolithographic and chemical methods. However, the major disadvantage of
these methods lies in the difficulty in controlling the final morphology of the
produced nanostructures . But mechanical scratching using AFM has provided
several advantages over others-better control over the applied normal load, scan
size and scanning speed, dry fabrication, and absence of chemical etching or
electrical field. Nevertheless, the main disadvantage of using AFM in these cases
is the formation of debris during scratching .I I I Table 2 lists different modes of
AFM that can be used in nanotechnological applications.
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TABLE2. Main classifications of atomic force microscope (AFM.) (From Refs.
37,86,97.)

Microscopy

Tapping mode atomic force microscopy (TMAFM)
Chemical force microscopy (CFM)

Magnetic force microscopy (MFM)
Electrical force microscopy (EFM)
Current sensing atomic force microscopy

(CS-AFM)
Atomic force acoustic microscopy (AFAM)
Lateral force microscopy (LFM)
Friction force microscopy (FFM)
Force spectroscopy

Lithography

Dip-pen lith ograph y (DPN)
Mechanical lithography (ind enting,

ploughing, scribing)
Tip-induced oxidation

3. CONTRIBUTIONS OF AFM TO THE FIELD OF
NANOTECHNOLOGY

3.1. Characterization of Nanoparticles/Nanomaterials

AFM ideally suits for characterizing nanoparticles and Table 3 lists some key
attributes of AFM for characterization of nanoparticles. Characterization of the
nano- and microstructure dispersion of particles is necessary to optimize the

TABLE3. Features of AFM for the characterization
of nanoparticles. (From Refs. 87, 99.)

Key attributes of AFM for characterization of nanoparticles

Qualitative analysis:
3D visualization
Material sensing

Quantitative analysis :
Size
Morphology
Surface texture/roughness parameters like statistical

information, particle counting, size distribution,
surface area distribution, volume and mass
distributions, spatial distribution

Medium:
Gas ambient-air controlled environments
Liquid dispersi ons
Solid dispersions

Range:
Particle size: 1 nm to 8 ILm
Scan range: up to 80 ILm



522 S. Bandyopadhyay, S. K. Samudrala, A. K. Bhowmick, and S. K. Gupta

TABLE4. Classification of nanoparticles and their
industrial applications. (From Refs. 37, 87.)

Engineered nanoparticles
(industries)

Pharmaceuticals
Food products
Ceramics
Quantum dots
Chemical mechanical polishing
Bio-detection and labeling
Performance chemicals

Non-engineered nanoparticles
(industries)

Environm ental detection
Environmental monitoring
Controlled environments

structure-property relationship of different materials. Nanoparticles can gen­
erally be classified as one of two types : engineered or nonengineered
(Table 4).5.7.11.12.24.87 Engineered nanoparticles are intentionally designed and

created with physical properties tailored to meet the needs of specific applica­
tions. They can be end-products in and of themselves, as in the case of quantum
dots or pharmaceutical drugs, or they can be components later incorporated into
separate end products, such as carbon black in rubber products.t1.24 Hence the
particles' physical properties are extremely important to their performance and
the performance of any product into which they are ultimately incorporated.

On the other hand, nonengineered nanoparticles are unintentionally generated
nanoparticles, such as atmospheric nanoparticles created during combustion.V
With nonengineered nanoparticles, physical properties also play an important role
as they determine whether or not ill effects will occur as a result of the presence
of these particles.I" Some studies that have dealt with the usage of AFM in
characterizing nanoparticles are discussed below pointing to their positive and
negative aspects.

Nanostructured Ti02 films obtained using sol-gel synthesis (hydrolysis (sol­
product) and condensation (gel-product» and Ti02/acrylic-urethane nanocompos­
ites were studied by Sung et al.112 using AFM. Topographic and phase images were
obtained simultaneously using a resonance frequency of approximately 300 kHz
for the probe oscillation and a free-oscillation amplitude of 62 nm ± 2 nm. It has
been reported that although AFM identifies the dispersion of nanoparticles, it is
still necessary to subsidize the structure and dispersion of nanoparticles with other
characterization techniques like SANS and neutron scattering.

An AFM investigation of size and surface properties of nanocrystalline ceria
(synthesized by the micro-emulsion method) is reported by Gupta et al.85 The in­
vestigation confirmed a relationship between the size and roughness of nanoceria
as a function of the water-to-surfactant ratio. With increasing dilution of the sur­
factant, size distribution became narrow such that average particle size decreased
linearly as the ratio increased without affecting lower size threshold of the particle s
('V10 nm). On the other hand, the surface roughness was found to increase with
increasing water-to-surfactant ratio, implying diluted surfactant would provide
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FIGURE 8. TM·AFM height and phase images of ceria particles; (ii) Illustration of mea­
surement of cross-sectional profile of ceria particles: Y-axis represents the variation of
vertical dimension in the selected regions of particles. (Reprinted with permis sion from
Ref. 85. Copyright 2005 American Scientific Publishers)

roughersurfacearea of ceria nanoparticles (Fig. 8 (ij) . The authors have reported
that the information can be used to tailor the adhesion properties of nanoceriaby
optimizing the size distribution as wellas surfaceroughness as a function of water
to surfactant ratio. Figure 8 (ii) shows representative plots of section analysis of
particlesto monitorheight variation with size.
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Use of AFM for the studiesof particlesize reductionand surfacemorphology
changesinsol-gelderivednano-silverdopedsilicafilms depositedonglassslidesas
a functionof varyingheat treatmenttemperatures is reportedby Li et at. 113Needle­
shapedfeatures areobservedonthesurfaceincaseofdriedsamples.Whenthefilms
are heat-treatedat 200, 300, 400 and 500°C, it is reported that the morphology of
the surfaceparticlechanges to spherical, thena newfeaturewithlinearorientation,
developing to a dendritestructure,and finally the flattening of thedendriticfeature.
Also it is reported that the major features on the surface flatten with an increase in
temperature. A size reduction of > 10nm to 5 nm is also observed.

In another study of gold nanoparticles synthesized by sol-gel technique,
AFM analysis reported the presence of :::12-14 nm and 40-60 nm sized parti­
cles for H2S/not heated and H2Slheated samples respectively. 114 Extensive AFM
characterization of surface morphology of Tin oxide (SnOx) semiconductor thin
films coated on Pyrex glass (silica) substrates using the sol-gel dip-coating
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technique is also reported by Shukla et at.115 Densely packed nanoparticles of
near spherical shape with uniform particle size distribution have been observed.
Average nanoparticle size is estimatedto be 15± 5 nrn, comparable withthe res­
olution limit (tip radius) of AFM. FurtherHRTEM studies confirmed the size of
the nano-crystallites to be 6-8 nm.

Parameters such as surface texture and surface roughness of nanoparticles
playa determining roleinsomecasesin altering theoptical properties of materials,
controlling adhesive propertiesofpolymers, affecting theyieldofprocessed silicon
wafers, and also in controlling the density of storedmagnetic materials.116 There
are numerous analytical methods for establishing the surface roughness as well
as the visualization of surface texture. In addition to these techniques, AFM is
ideal for quantitatively measuring the nanometer scale surface roughness and for
visualizing the surface nano-texture on many typesof material surfaces. Table 5
demonstrates thecomparison of AFMwithothertechniques (optical andE beam).

TABLE 5. Comparison of AFM with other techniques for the measurement of
nano surface texture-roughness. (From Refs. 86, 87, 185.)

AFM

Nondestructive;
Very high 3D spatial

resolution;
Line roughness

measurements;
Area roughness

measurements

Optical techniques

Horizontal resolution of all methods
is limited to typically greater than
1/2 IL

Require an optically opaque sample

Microscopes:
Excellent for visualization of surface

texture
Do not allow direct measurement of

quantitative surface roughness
param eters

Optical profilers:
Ideal for rapidly measuring surface

roughness parameters
Horizontal resolution is greater than

1/2 IL
Large areas can be analyz ed with

optical profilers

Scatterom etry:
Gives rapid surfac e roughness

parameters
Horizontal resolution is greater than

11L
Not a direct measure of surface

topography
Does not allow visualization of

surface textu re

Electron/ion beam methods

Capable of visu alizing
surface texture with
horizontal resolutions of
less than 1 nm.

Do not give quantitative 3D
surface topograms;

Do not give contrast on flat
homogeneous materials;

Cross-sectioning of the
sample can give accurate
surface roughness
values ;

Cross-sectioning can be
difficult and the value
may be changed dur ing
the process



526 S. Bandyopadhyay, S. K. Samudrala, A. K. Bhowmick, and S. K. Gupta

AFMs are well suited for visualization of surface texture, especially when
the surface feature sizes are far below one micron . It is possible to measure the ID
surface roughness on a line (line roughness) in the horizontal or vertical direction in
the AFM image . Optimal characterization ofsurface texture is often expressed with
area roughness calculations that are made on the entire surface . Surface roughness
calculations are similar to line roughness calculations but they include data in the
x and y planes of the surface. It is also important to note here that there are also
two primary potential sources of error when using an AFM for measuring surface
textures. I 17 The first is the probe geometry and the second is the length scale of
the measurement.

I. Probe geometry: The surface texture that is measured with an AFM de­
pends on the geometry of the probe tip. If the probe tip is larger than the
features causing the surface texture , then the surface roughness measure­
ments will appear smaller than they should be. This possible source of
error is avoided by using the sharpest possible probe.

2. Length scale: Within the image used for the surface/area roughness cal­
culation there must be an adequate sampling of the features giving rise
to the surface texture. As a result, it is possible to get a different surface
texture when the scan size is changed. This problem is avoided by using
the same size scan range when surface roughness on several samples is
being compared.

Some times just measuring the roughness ofa sample is notenough to fully un­
derstand the affect of microstructure. This is particularly important for thin film op­
tical coatings where a precise understanding of the relationship between the struc­
ture and optical scattering ability is needed as the amount of optical scattering de­
pends not only on the roughness height of a structure but also on its lateral distribu­
tion. For this purpose power spectral density (PSD) function is used in AFM where
a randomly rough surface is considered as a Fourier series of sinusoidal waves with
different amplitudes, periods, and phases. I IS The grating equation shows that a sin­
gle grating with spacingdcauses scatter into the angle, s, according to: sin (J' = lid
where I is the wavelength of light ; d can be considered as one spatial wavelength
present on the surface, or accordingly, f = lid as one spatial frequency. At a
randomly rough surface, many different spatial frequencies are present. This is
quantitatively expressed by the PSD, giving the relative strength of each rough­
ness component of a surface microstructure as a function of spatial frequency."

3.2. Characterization ofNanocomposites

Polymer nanocomposites exhibit improved mechanical and physical properties be­
cause of their multicomponent and phase-separated morphology at the nanoscale."
A number of nanofillers (e.g., clays, graphite, carbon nanotubes, nanofibers,
calcium carbonate, silica , alumina, titanate, etc.) are utilized for these purposes
depending on the type of application, like, structural, electronics, thermal, barrier,
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and so forth.32.119-128 Despite the advantages of using various nano-reinforcements
in polymers, it is also important to note that with decreasing size of particles, their
specific surface area becomes larger, and the probability ofparticles to agglomerate
increases, leading to a number of loosened clusters of particles when added to poly­
mers. Owing to this inhomogeneous distribution and dispersion of particles, under
different loading or stressed conditions, this can result in poor performance of these
nanocomposites. The ideal condition for enhanced improvement of mechanical,
physical, and other properties of polymer nanocomposites can be recognized if all
the nano-sized particles are dispersed uniformly in the matrix and with good bond­
ing (either physical or chemical) to the matrix. In order to achieve homogeneous
dispersion of nanoparticles, many different approaches have been used, including
both physical and chemical methods like, surface treatment of nanoparticles, using
coupling agents and compatibilizers, grafting agents, and so on.

For example, three general approaches have been adopted to modify the
surface of carbon nanotubes to promote interfacial interaction between the ma­
trix and CNTs: chemical, electrochemical, and plasma treatment. Velasco-Santos
et al.129 placed different organo-functional groups on multiwalled carbon nan­
otubes (MWCNTs) using an oxidation and silanization process. While Bubert
et al. l3o modified the surface of CNTs using low-pressure oxygen plasma treat­
ment and with the help of X-ray photoelectron spectroscopy (XPS), detected hy­
droxide, carbonyl, and carboxyl functionality on the surface layers of the CNTs.
Also, silicate layers are generally organically modified to make them compatible
and disperse in polymers. 131

Amongst the vast nano-reinforcements available, clays have received spe­
cial attention over the past two decades. Clay refers to a class of materials made
up of layered silicates (similar to mica) for which the in-plane dimensions of
the individual layers are on the order of a micron , and the thickness of a single
clay nano-platelet is on the order of a nanometer (due to which they are the two­
dimensional analogue of zero-dimensional quantum dots, nanoclusters and I-D
nanotube, nanowires rnaterialsj.P? These layered silicates are being used exten­
sively to reinforce different thermoplastics and thermosets.

This is driven by the fact that once all the silicate layers are exfoliated in
a polymer matrix, then with only a small percentage of filler loading, a range of
properties improvement is observed, such as stiffness, strength, barrier, flame retar­
dancy, and so on, which are important for lightweight automotive parts, packaging
applications and, due to the limited oxygen and gas permeabilities, to enhance fire
retardancy properties.:" 120, 123.133,134 These property enhancements of nanocom­

posites, as mentioned in Section 1 are attributed to the unique properties of the
nanoparticles, such as large interfacial area and particle/filler interaction that af­
fects the glass transition temperature and polymer morphology characteristics. I 19
The impact of nanoparticles on the crystallization process can result in changes in
lamellar size, crystalline phases , supramolecular structure, degree of crystallinity,
and rate of crystallization.124.125 Recently, AFM has been used extensively to
characterize the morphology of the PNCs, internal organization of the spherulites,
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FIGURE 9. AFM image ofPVC/clay nanocomposite showing the dispersionoffine clay
layers (Reprinted withpermission from L. Kovarova, A. Kalendova, J.F. Gerard, J. Malac,
J. Simonik and Z. Weiss, Structure analysis of PVC nanocomposites, Macromolecular
Symposia 221 (1) , 105-114 (2005). Copyright (2005) WILEY - VCH).

the size of the nanoparticle aggregates, and the location of the nanoparticle
aggregates.119

An AFM studyof blend morphology and organoclay dispersion in an incom­
patible blend of polyamide-6(PA6) (as a matrix)/polypropylene(PP) (dispersed)/
organoclay nanocomposite has been reportedby Chow et al.121 In a similarstudy,
Kovarova et at.32 have reported AFM studies in conjunction with the studies
of TEM, SEM, and XRD of poly(vinyl chloride) (PVC)/clay nanocomposites
prepared by melt intercalation process. Intercalation, exfoliation, nanophase dis­
persion and orientationof clay layers have been investigated.

Figure9 isan AFMimageof PVC/claynanocomposite cut on ultramicrotome
and plasma etched showing the dispersion of clay layers in the PVC matrix. Liu
et at.120 have also reported the morphology studies of hybridepoxy nanocompos­
ites modified withcarboxyl-terminated butadieneacrylonitrile(CTBN)rubberand
organoclay with AFM supported by XRD and SEM. A study of the morphology
of rubber-based clay nanocomposites usingAFM has been reportedby Sadhu and
Bhowmick.!? Studies of qualitative and quantitative analysisof dispersionof nan­
oclay in nitrilerubber(NBR)andstyrene-butadiene rubber(SBR)nanocomposites
andthe influence of natureofclay, copolymercomposition, and polarityof the rub­
ber on the intercalation and exfoliation(Fig. 10) processeshavebeen reported. 134

Dietscheet al.123usedAFMto studythe morphology of aerylie nanocompos­
ites consisting of methyl methacrylate (MMA) / n-dodecyl methacrylate (LMA)
copolymersand intercalatedlayeredsilicates. They havereportedfrom both AFM
and TEM studies that the resulting structures were very soft with respect to the
polymer unlike the assumption of glasslike rigidity of the layered silicate in the
literature.
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FIGURE 10. AFM images of SBR clay nanocomposit e showing the exfoliated clay par­
ticles. (From S. Sadhu and A. Bhowmick, Morphology study of rubber based nanocom­
posites by transmission electron microscopy and atomic force microscopy, Journal of
Materials Science 40(7),1633-1642 (2005), with kind permission of Springer Science and
Business Media).

While, Yalcin et al.133 havereportedthe AFMstudies of the individual mont­
morillonite platelets dispersed in PVC matrix (Fig. 11) and it has been observed
thattheedgesof theparticles werestraightinsomecases forming hexagonal angles
and in other cases irregular. In anothersimilar kind of study, AFM (tapping, con­
tact, LFM and FFM modes) was used to study the clay nanoplatelets and their
impurities. AFM, LFM and AFM, FFM images of clay deposited on mica and
highly orientedpyrolytic graphite(HOPG) are shownin Fig. 12.It wasconcluded
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FIGURE 11. AFM phase image (hard tapping) of plasticized PVC nanocomposite
(lO-wt% clay loading). (Reprint ed from Polymer 45(19), B. Yalcin and A. Cakmak , The
role of plasticizer on the exfoliation and disp ersion and fractur e behavior of clay particles
in PVCmatrix: a comprehensive morphological study,6623-6638, (2004), with permissi on
from Elsevier.)

that the clay sheets have substanti al quantities of mobil e impurities that cannot be
separated from the clay nanoplatelets. The impurities are found to be water soluble
(sodium or its counter ions) , and the other is silicate based water-insoluble (found
to be mobile on an atomically smooth surfacej.t"

Amongst other reinforcements, carbon nanotubes, though expensive, have
been used in the recent past extensively as they possess extraordinary mechan­
ical properties as: tensile strength of 11-63 GPa, elastic bending modulus of
"'200 MPa, Young' s modulus values in the order of TPa ('"1.7 TPa), and in ad­
dition, a high aspect ratio (100-1000) which enables the formation of a network
structure in a matrix material at relatively low contents. Many researchers have
also reported the intrinsic superconductivity.P" field emission behavior.P? poten ­
tial as molecular quantum wires. P? abil ity to store hydrogen.P" unusually high
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FIGURE 12. (i) AFM and LFM images of clay nanoplatelet sampl es on mica directly
after deposition (top) and 5 days after deposition (bottom) . (A) and (e) are contact mode
images of the topology. (B)and (D)are LFM images, where lighter shades indicate higher
friction . (ii) Force modulated microscopy of individual clay nanoplatelets on HOPG. (A)
is the topology image, and (B) is the FMM image. In the FMM image, a darker shade
indicates lower vibration amplitude of the AFM tip , hence greater damp ing of the FMM
signal. (Reprinted with permission from R.D. Piner , T.T. Xu, F.T. Fisher, Y. Qiao and R.S.
Ruoff,Atomic force microscopy study of clay nanoplatelets and their impurities, Langmuir
19(19),7995-8001 (2003). Copyright (2003) American Chemical Society).
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thermal conductivity'P? (conductivity about double that of diamond and electric­
current-carryingcapacity 1000 times higher than copper wire.140), usage as sen­
sors for gas detection.l'" and the biocompatibility and potential for biomolecular
recognition'V of carbon nanotubes.P'

AFM has been successfully used even to characterize the nanotubes. Wang
et at.\43 haveused AFM and SEM for the characterizationof the nanostructures of
buckypaperand buckypaper/epoxy nanocomposites. AFM and SEM observations
showed that the SWNTs have a good dispersion in the buckypaperand nanocorn­
posites. Figure 13 shows an AFM image of the buckypaper surface prepared by
prepared by grinding BuckyPearls followed by multistep sonication and drying.
In another study, polyethylene (PE) multiwalled carbon nanotubes with weight
fractionsrangingfrom0.1 to 10wt, % werepreparedby meltblendingusinga mini­
twinscrewextruder.\3\ The morphology anddegreeof dispersionof theMWCNTs
in the PE matrix at different length scales was investigated using scanning elec­
tron microscopy (SEM), transmission electron microscopy (TEM), atomic force
microscopy (AFM) and wide-angleX-ray diffraction (WAXD).

Small-angle light scattering (SALS) and AFM were used by Ma et at.\19

to characterize the effect of Ti02 nanoparticles on the nanometer to micrometer
organization of LDPE crystals. Though the presence of the Ti02 nanoparticles
has no effect on the degree of LDPE crystallinity (as determined by differential
scanning calorimeter (DSC)), unit cell dimensions, average lameIlar thickness,
or the average spherulite size (determined by WXRD), the nanoparticles have
influenced the internalarrangementof lamellae(or bundles)withinthespherulites,
which can be clearly seen in the AFM images (Fig. 14).

Renkeretal. havedescribedthe useofpoly(ethylene oxide)-block-poly(hexyl
methacrylate) diblock copolymers (PEO-b-PHMA) as structure-directing agents
for the synthesis of nanostructured polymer-inorganic hybrid materials. (from (3­
glycidylpropyl) trimethoxysilane and aluminum sec-butoxide as precursors and
organic,volatilesolvents).126AFMandTEMstudiesshowedthat thedissolutionof
the composites rich in poly(hexyl methacrylate) nanoparticles of different shapes
(spheres, cylinders, and lamellae) can be obtained. In Fig. 15 AFM images of
nanoparticlesof different morphologies obtained from the dissolution of the bulk
phases (PEO-b-PHMNaluminosilicate nanocomposites) are shown.

AFM study of the morphological investigation of organic-inorganic hybrid
nanocomposites comprising polyamide-6,6(PA66) and silica (Si02) synthesized
throughsol-gel technique(at ambient temperature)is reportedby Senguptaetal.34

TappingmodeAFMimagesof the nanocomposites revealedthedispersionofSi02

particleswithdimensionsof < 100nmin the formof networkas wellas linearstruc­
ture. The lengths of the linear structures were in the micron range while the width
variedbetween50 and 70 nm.Discretenanosizedsilica particles«50 nm)are also
dispersed throughout the matrix. Matsumura et al.\28 have also reported a study
of cellulosic (heterogeneously partiallyhexanoylatedcellulosesamplesembedded
in epoxy resin) nanocomposites using AFM. The studies revealed biphasic mor­
phology of the thermoplastic composites and the phase images indicated distinct



Applications of Atomic Force Microscope 533

Jlm

FIGURE 13. (a) Single-walled carbon nanotube buckypaper (thin (10-50 mm) membranes
of nanotube networks produced by multiple steps of tub e disp ersion and suspension fil­
tration); (b) AFM image ofbuckypaper surface (average diameter of the ropes is about 30­
60 nm) (Reprinted from Compos ites Part a-Applied Science and Manufacturing 35(10), Z.
Wang, Z.Y. Liang, B. Wang, C. Zhang and L. Kramer, Processing and property investigation
of single-walled carbon nanotube (SWNT) buckypaper/epoxy resin matrix nanocompos­
ites , 1225-1232, (2004), with permission from Elsevier).

periodicity on the scale of several tens of nanometers . AFM has also been used
to characterize the topography of epoxy-silica nanocompoites that showed good
transparency and miscibility as observed with AFM, SEM, and TEM.I44

In addition to the morphological (phase and topography) and dispersion
quality characterization of polymer nanocomposites, AFM has also been used
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FIGURE 14. AFM phas e images showing lamellae in (a) neat LDPE and (b) TiOz/LDPE
(Reprint ed with permission from D.L. Ma, Y.A. Akpalu, Y. Li, RW. Siegel and L.S.
Schadler, Effect of Titania nanop articles on the morphology of low density polyethy­
lene, Journal of Polymer Science Part B-Polymer Physics 43(5), 488-497 (2005). Copyright
(2005) WILEY - VCH).
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FIGURE 15. AFM images of calcined nano-objects (A) spheres (21 wt.% metal alkox­
ides), (B) cylinders (34 wt.% metal alkoxides) and (C) plates (53 wt.% metal alkoxides)
(Reprinted with permission from S. Renker, S. Mahajan, D.T. Babski , I. Schn ell , A. Jain,
J. Gutmann, Y.M. Zhang , S.M. Gruner, H.W. Spiess and U. Wiesner. Nanostructure and
shape contr ol in polymer-ceramic hybrid s from poly(ethylene oXide)-block-poly(hexyl
methacrylate) and aluminosili cates derived from them, Macromolecular Chemistry and
Physics 205(8), 1021-1030 (2004). Copyright (2004) WILEY - VCH).
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to investigate the viscoelastic behavior, mechanical, and also tribological prop­
erties of these materials.P? As most polymers exhibit viscoelastic behavior, the
strainresponselagsthe stressby a phaseanglethat is characteristic of the material.
So, manystudies have reportedthat the phase lag measured during tapping mode
can be related to the attractive and repulsive, or adhesive, forces at the interface
and the viscoelastic properties of the sample.14s-lso Scott and Bhushanhave used
the phase contrast in AFM to detect and quantify changes in composition across
polymernanocomposites (polyethylene terephthalate (PET) films withembedded
ceramicparticles, metal particle(MP) magnetic tape, and Si(loo) with a non uni­
form Z-15 lubricantfilm) and molecularly thick lubricated surfacesby taking the
advantage of contrast in viscoelastic properties of the different materials across
the surface. 132

Figure 16 shows the schematic of the AFM setting used by them. It is re­
portedthatvery littlecorrelation is foundbetweenphaseangle imagesand friction
force images for PET films with embeddedceramic particlesand MP tape. Also,
a numerical vibration model was developed and verified the viscoelastic proper­
ties and that low phase angle corresponds to low viscoelastic properties. More
detailed discussion on the mechanical property and tribological characterization
of a nanomaterial/nanocomposite with AFM is given in Section3.4.

Also, as AFM provides easy access to observations under native and near­
native conditions in contrast to SEM and TEM that are applicable only to bi­
ologically inactive, dehydrated samples and generally require extensive sample
preparation, such as sectioning, staining or metal coating, AFM has often been
appliedto the studyof cellulosefibers and crystals,cellulosederivatives, pulp and
paper products, and wood under both dry and wet conditions. 128 Gray et al. used
AFMto study the local surfacevariations in pulp, such as the orientation of micro
fibrils and the aspectof fibrillation by beatingand such parameters as lamellation
for wood. Bakeret al. studiedthe surfacetopography of Valonia celluloseI micro
crystals under propanol and water and obtained images that revealed clear struc­
tural details consistentwith the 0.54 nm repeat unit (glucose) along the cellulose
chains.128 An intermolecular spacing of about 0.6 nm was also described. AFM
was also often used to evaluate the phase dimensions of cellulosic blends and
composites.

Metal-insulatornanocomposites haveusefulproperties suchas electric,mag­
netic and opticalproperties. Hencethe identification of nano-sized metalparticles
embeddedin an insulating matrixwithhighresolution is verydesirable, especially
in the field of materials science.lSI AFM has been widely used in profiling the
local electronic structure and morphology of various surfaces with high spatial
resolution. However, normal AFM is not able to identify nano-sized metal par­
ticles in metal-insulator composites, (neither STM as the insulator prevents the
use of STM) because it is chemically insensitive.lSI When the concentration of
metal phase exceeds the percolation threshold, electron transportoccurs in these
materials via connectedconducting networks (CNs). Along with the mapping of
the CNs, electron transport (down to the scale of individual conducting paths)
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can also be studied using the c-AFM. When the AFM tip contacts metal particle
(during the surface scan), with an applied bias electrons can flow from the sample
to the tip through which the CNs can be mapped . On the other hand when the
AFM tip contacts the insulating phase there is no current. From the simultaneous
observation of current and topographic images, metal particles from the insulating
matrix can be identified.

Luo et al.151 have presented a study on mapping CNs and identifying the
metallic phase in percolating metal insulator nanocomposites NiASi02)I-x and
Fex(Si02h-x by c-AFM. Commercial ShN4 cantilevers coated with a Cr (10 nm)
layer and an Au layer of about 100 nm were used. Figure 17 shows the current
and surface morphology images of Nix(Si02h-x sample. Tip-induced anodization

FIGURE17. (a)Current images by c-AFMat a bias of 0.45 Von an Nix(Si02h-x; (b)surface
morphology image corresponds to a; (c) the superimposed image from a and b. (From E.Z.
Luo, J.B. Xu, W. Wu, I.H. Wilson, B. Zhao and X. Yan, Identifying conducting phase
from the insulating matrix in percolating metal-insulator nanocomposites by conducting
atomic force microscopy, Applied Physics a-Materials Science & Processing 66, S1171­
S1174 (1998), with kind permission of Springer Science and Business Media).
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(c-AFM operated in air) has been observed (increase in the FeO layer thickness)
with the repeated scanning of the same area. They have also reported that the size
of the metal particles observed in AFM images (30-40 nm) is far too higher than
their actual size of3-6 nm (obtained from HRTEM images) which can be explained
by the tunneling effect and the tip size.

AFM studies of nanostructured metal (Pd, Sn, Cu)-polymer (poly-para­
xylylene) and metal-oxide-polymer composites reveal the metal nanoparticles to
have a size of 7-10 nm. 152 Three different types of surface morphology are distin­
guished based on the metal concentration in the composites. It has been reported
that the surface of the Pd nanocomposites is sufficiently uniform and the spherical
polymeric globules of a size up to 200 nm were well distinguishable. The size of
the inorganic particles ranged from 7-10 nm. In the case of Sn nanocomposites it
was found that the nanoparticles aggregate connecting into continuous chains and
also the spreading of connected nanoparticle chains is observed.

AFM can also be used to calculate the specific surface area and edge-to-edge
nearest neighbor length correlation distance through the size, shape, position of
each feature in the images .133 Quantitative analysis of the nano-filler dispersion in
the matrix can be performed by the statistical processing of the AFM photographs
using the quadrate method and Morishita's hJ value. The 10 index, is given by

10 = q8

with

N (N - 1)

where q is the number of elemental parts equally divided from the total area of the
AFM pattern; ru, the number of particles in the i1h section; and N, the total number
of particles:

q

N=L:n;
;= 1

Figure 18 shows a schematic of the dependence of the 10 on q for various distri­
bution modes of particles. For Poisson's distribution, fa is always unity. For the
regular mode of distribution, fa gradually decreases with an increasing q value. For
the aggregate mode, 10 increases as the q value increases. Furthermore, when the
particles are distributed in the regular mode in each aggregate, 1& has a maximum
peak at a certain value of q.133

3.3. Conductive AFM as a Means to Characterize Electrical
Properties

Imaging of different nanomaterials/nanocomposites is possible by conventional
atomic force microscopes, as shown in previous sections. In addition , AFM can
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also be used to investigate force interactions and conductivity through organic films
and polymers. The AFM topographic images not always reveal the real surface
morphology. Harder surface areas might be less deformed by the tip during scan­
ning and might appear higher in morphology images.P'' If the cantilever and tip
are made from of electrically conducting material , besides topographical informa­
tion of the sample, its electrical properties can be studied at the same time. On the
other hand, phase mode of imaging is generally used for supporting topographical
imaging of nonconducting heterogeneous surfaces.

Measuring the surface in contact mode with a voltage applied between tip
and sample allows for obtaining the topography and the current distribution si­
multaneously. This method is called conductive or current sensing AFM (c-AFM).
The resolution of c-AFM is as small as the tip-sample contact area, which can be
less than 20 nm. This method can widely be used for the characterization of inor­
ganic semiconductor s154-161 and its potential for the study of electrical properties
of organic materials has been demonstrated. 162-164

It has also been reported that the measurement of the I-V characteristics
of the sample s can help in determining several electrical parameters such as
grain resist ivity and tip-sampl e barrier height. 165 c-AFM study of the spatial
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distribution of electrical properties of semiconducting polymer blends (poly[2­
methoxy-5-(3,7-dimethyloctyloxy)-I, 4-phenylenevinylene] (MDMO-PPV) as
electron donor and poly[oxa-1,4-phenylene-(1-cyano-1 , 2-vinylene)-(2-methoxy­
5-(3 ,7-dimethyloctyloxy)-I,4-phenylene)-1,2-(2-cyanovinylene)-1 ,4-phenylene]
(PC NEPV) as electron acceptor, which act as the active layer for organic
photovoltaic devices has been reported by Alexeev et al.162 for the first time .
Besides conventional topography analysis of morphology and phase separation,
the internal structure of the active layer was investigated by observing the
current distribution with nanoscale spatial resolution. Local heterogeneities of
the electric characteristics were also determined by performing a current imaging
spectroscopy during scanning of the sample surface.

The c-AFM is used to not only determine the topography or the structure of
surface (directly in real-space), but also for in situ study of the dynamic processes
on the atomic/molecular resolution, such as surface adsorption, chemical reaction,
phase transformation and lithography (please see Section 3.5.1). Use of AFM
for the patterning instead of STM has the advantage that the probe position can be
controlled independently of modification mechanisms.l'" AFM lithography can
be flexibly combined with other methods, such as optical microscopy and
capacitance microscopy, for exact probe location and/or in situ characterization of
fabricated structures. 166

3.4. Characterization of Nann-Mechanical and
Nano-Tribological Properties

Different materials used in the nanotechnology applications like the nanopattem­
ing, nanofabrication or for nanolithography requires the understanding of their
mechanical properties at the very first surface layers as they are shown to govern
their performance. Additionally, these properties are very important in determin­
ing the micro- and nano-tribological response of materials as in many advanced
technological industries ofsemiconductor and data storage to help optimize polish­
ing processes and lubrication of data storage substrates.86.111.167-172 In tradit ional
industries, such as, automotive and aerospace, tribological studies help increase
the lifespan of mechanical components. Also, development of lubricants in the
automobile industry depends on the adhesion of nanometer layers (mono layers)
to a material surface.'?" Assembly of components can again depend critically on
the adhesion of materials at the nanometer length scale.

For understanding the nanomechanical properties and nano-tribological re­
sponse ofdifferent materials (bulk and thin films) at the surface and/or near-surface,
depth-sensing instruments (DSI) are being widely used . These type of instru­
ments have been developed in a number of research laboratories including that
of Nishibori and Kinosita.P'' Pethica.F" Tsukamoto et al.,175 Oliver,'?" Weiler,177
and CSIRO Division of Applied Physics.l" The mechanical properties that are
determined conveniently using these techniques are hardness, elastic modulus,
yield stress , and fracture toughness. Despite these advantages of depth sensing
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instruments, the load resolution of these instruments is not good (not better than
± I00 nN) and also most of them are unable to detect initial contact loads of less
than I J.LN.90 Additionally, for an accurateanalysisof hardness of thin films using
DSI, the film thickness shouldbe at least five times the depth of penetration. Due
to the miniaturization of components inelectronics andcomputerindustries, hard­
ness measurements of ultrathin films (lO nm or less) is necessary, whichdemands
the load and depth resolutions to be accurate. Furthermore, conventional nano­
indenters does not allowprecise positioningof indentations and thus, aligningthe
indentertip with the featureof interest is difficult.90•179 For these purposes AFMs
are usedwhichshowedpromising resultsevenwhenthe indentationdepthisas low
as I nm.I72.1 80-1 84 Also, for nano-hardness measurements, it is easier to calibrate
the measurements withAFM than with any nanoindenter.

However, for these, the tip and the AFMset-upare different fromthe normal
modeAFM. Generally, a very sharpdiamond tip is usedand the AFM must have
a heavy load mechanism for the tip and operatedin a forcemode. A forcecurve is
produced, whichis a plotoftip deflection asa function of the vertical motion of the
scanner. This curve is analyzedto produce the local mechanical response. Addi­
tionally, in thesecases, the selection of springconstantof the cantileverprobealso
playsan important role for identifying the smalldifferences in response.?? Major
advantages of the AFM for studying tribological behavior is that it can be rou­
tinely usedon all types of materials and in all environments including vacuum and
liquids. Materials commonly studied include: ceramics, metals, polymers, semi­
conductors, magnetic, optical, and biomaterials. Someexamples of the application
of AFM for sensing nano-tribological behaviorare listed below:

• As a tool to scratch the surfaces at the nanoscale;
• Directthree-dimensionalvisualizationof weartracks, or scarson a surface;
• Measurement of thethickness ofsolidandliquidlubricants having nanome-

ter or even monolayer thickness;
• Measurement of frictional forces at the nanometer scale;
• Surfacecharacterizationof morphology, texture,and roughness;
• Evaluation of mechanical properties such as hardness and elasticity, and

plasticdeformation at the nanometer scale;
• Other applications include, evaluating nanometric deformations, strain

rate in nanostructures, strain relaxation and determination, dislocation
behaviour, peeling analysis, surface displacements, cellular strain distri­
bution, contrast and elasticity analysis, mapping of subsurface defects,
thermal effectstudies, topographic andspectroscopic imaging,andso forth.

Furthermore, using pulsed force mode in AFM, the stiffness of a sample
at a matrix of locations is measurable. From this data it is possible to create a
stiffness mapping of a surface.V Nonetheless, stiffness maps can only be made
on samples where the stiffness of the surface is lower than the stiffness of the
cantilever. Adding a fixture to the stage of the AFM makes the study of material
behavior such as plastic deformation and fracture possible. The fixture permits
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creating forces on a sample while AFM images are being taken. Although various
technical issues are associated with the AFM probing such as nonaxial loading,
jump-into contact, nanoscale contact area, high local pressure, and topographical
contributions, a number of successful applications of the AFM probing technique
have been demonstrated to date. 179-181

A variety of materials have been studied, such as polymer hydrogels, thin
polymer films, fiber-reinforced composites, organic lubricants, self-assembled
monolayers, polymer blends, block-copolymers, polymer brushes , individual
macromolecules, biological materials, 180.182.183 and also including nanostructured
materials such as nanocrystals, nanocomposites, nanograins, nanotubes, nano­
ceramics, and nano-powders. Absolute values of the elastic modulus were mea­
sured in the range from 0.00 I to 30 GPa and in a wide range of temperatures and
frequencies , for organic films with thickness down to 2 nm, and with vertical and
lateral resolution as low as 1-2 and 5-10 nm, respectively. Elastic modulus (loss
and storage), surface glass transition temperatures, and relaxation times all have
been obtained with reasonable confidence by applying direct force-distance mea­
surements and/or cantilever modulated (vertically as well as laterally) modes.P?

3.4.1. Evaluating Nano-Mechanical Properties

The conventional way of hardness determining from the indentation techniques
depends on the computation of the residual indented area of contact, which was
generally measured using the imaging techniques. 185 This type of technique, if used
for measuring the contact area of nano-indentations, the errors in measurement will
be large. Additionally, this technique can provide only the plastic response of the
material tested and is not useful for obtaining elastic and viscoelastic/plastic prop­
erties of the materials. Therefore, compliance methodology (developed by Oliver
and Pharr':") was introduced, which utilizes the force-displacement curve (Fig . 19)
during both loading and unloading in determining the mechanical properties.

Hardness, H = Pmax / A

The slope of the tangent drawn from the first part of the unloading curve rep­
resents the contact stiffness , S, evaluated at the maximum displacement (i.e.,
S = (aP/ah)hmax) . Elastic modulus calculated using:

1 I - Us2 1 - Ui2
-=--+--e, s, Ei

Pmax applied maximum normal load; A is the projected contact area; E, is the
reduced elastic modulus ; E, and E, are the Young's modulus of indenter and
sample ; Vs and Vi are the Poisson's ratio of sample and indenter.

However, the compliance method to derive these properties relies on the
analysis of the unloading segment of the load-displacement response by assuming
it to be elastic , even if the contact is elastic-plastic. For most materials such as
metals or ceramics, the estimation of the hardness and elastic modulus using this
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FIGURE 19. Schematic diagram of ind entation load-displacement data for a viscoelastic­
plastic material.

approach results in accurate data, but for polymeric materials, because of their time­
and rate-dependent behavior, under load leads to an inadequate estimation of the
properties.!" Additionally, the hardness determined from the nano-indentation
measurements using the Oliver and Pharr methodology tends to be overestimated
due to the indentation size effect (ISE).186.187 Further, phenomena like pile-up and
sink-in observed during nano-indentation are still under constant debate.

In addition to the above procedure based on Oliver and Pharr!" for the cal­
culation of mechanical properties of different materials using force-di splacement
curves during nano-indentation with AFM, other methodologies are also used.
In some cases, the surface was imaged before and immediately after the inden­
tation and nano-hardness was calculated by dividing the indentation load by the
projected residual area. 172.188 Recently, interfacial force microscope (IFM), a mod­
ified version of AFM was used to probe the indentation response of the polymeric
materials." The rigid displacement control of this modified version allowed the
control oftip penetration into the sample with sub-nanometer resolution .This helps
in ensuring much lower applied forces in IFM when compared to conventional DSI,
giving nanoscale spatial resolution. Penetration of the tip into the sample is much
smaller than the probe radius (70-500 nm) and so Hertzian analysis is used to
evaluate the indentation response.

Negative lift force modulation technique is also applied for the stiffness mea­
surement. The AFM cantilever/tip assembly is moved up and down by a bimorph
with some applied load. Stiffer sample surfaces are deformed to a lesser extent
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than more compliant surfaces causing greater cantilever deflections than compliant
surfaces (i.e., the tip deflects more from a stiffer surface and sinks into a compli­
ant surface to a greater degree). This deflection measurement serves as a stiffness
measurement. 132

3.4.2. Nano-Tribological Behavior

Bhushan did pioneering work on the application of AFM to evaluate nano­
tribological behavior and nanomechanical properties of thin films and solid sur­
faces that are used in magnetic storage devices and MEMS .86.1I1.167-172.188 As an
example, Fig. 20 (i) shows the results of nanoscale wear tests performed on poly­
meric magnetic tapes using conventional silicon nitride tip at loads of 10 and
100 nN. For 10 nN normal load, there were no apparent differences in the
topography.I'" However, as the load was increased from 10 to 100 nN, topo­
graphical changes were observed; material was pushed in the sliding direction of
the AFM tip relative to the sample . The material movement was believed to occur
as a result of plastic deformation of the tape surface. At higher loads of 40 f.LN,
wear mark generated for one scan cycle and imaged using AFM at 300 nN load is
shown in Fig. 20 (ii).19O The inverted map of the wear mark shown in Figure 20
(ii) (b) indicates the uniform material removal at the bottom of the wear mark.

Bhushan and Koinkar'F used AFM with a specially prepared diamond tip
(single-crystal natural diamond with a shape of three-sided pyramidal) having a
radius of curvature of about 100 nm to measure the hardness of Si(lll) wafer.
The measurements were made in the normal load range of 10-150 f.LN and with a
cantilever stiffness of 45 N/m.The nano-hardness and normal load as a function of
indentation depth for the as-received Si (111) are shown in Fig. 21. As can be seen,
the hardness measurements at even I nm depth are given. Also, the higher hardness
values observed in the low-load indentation is attributed to the pressure-induced
phase transformation during the nanoindentation. In another study, Kulkarni and
Bhushan studied the nano indentation study of single-crystal aluminum (100)
using a Berkovich indenter in conjunction with an AFM at loads ranging from
IS to 1000 f.LN. 191 Study of the load displacement behavior, hysteresis, hardness,
Young's modulus of elasticity, creep and strain-rate sensitivity of single-crystal
aluminum have been reported. It was also found that indentation hardness of
aluminum decreases with an increase in indentation depth; the reason being the
sampling volume effect. Deformation of aluminum on a nanoscale is found to be
sensitive to strain rates .

The effect of reduced size on the elastic properties measured on silver and
lead nanowires and on polypyrrole nanotubes with an outer diameter ranging
between 30 and 250 nm was recently reported by Cuenot et al.45 Resonant contact
AFM is used to measure their apparent elastic modulus. The measured modulus
of the nanomaterials with smaller diameters is significantly higher than that of
the larger ones which was attributed to surface tension effects . It has also been
reported that the surface tension of the probed material can be experimentally
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FIGURE 20. (i) Surface roughness maps of a polymeric magnetic tape at the applied
normal load of (a) 10 nN and (b) 100 nN. Location of the change in surface topography as
a result of nanowear is indicated by arrows . [li] (a)Typical grayscale and (b) inverted AFM
images of wear mark created using a diamond tip at a normal load of 40-N and one scan
cycle on Si (100) surface (Reprinted from Wear 251, B. Bhushan, Nano- to microscale wear
and mechanical characterization using scanning probe microscopy, 1105-1123 (2001),
with permission from Elsevier).
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determined from the AFM measurements.P Investigation of the surface structure
and elastic properties of calcium silicate hydrate s (C-S-H) , a main constituent of
the cement phase at the nanoscale using AFM is reported for the first time by
Plassard et al.192 Because of it' s nanocrystalline character, 193 C-S-H presents only
a short range crystalline order194.195 in cement paste .

A few techniques, such as magic angle spinning nuclear magnetic resonance
(NMR) and X-ray absorption spectroscopy, are adapted to the study of crystalline
structure of C-S-H; but these techniques were successful only to partly elucidate
the crystalline nature. A contact mode AFM has been applied to study these C-S-H
surfaces along with the structural properties. In the topographic mode, structural
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information concerning the plan of the layers of C-S-H is demonstrated, while
withnanoindentation, information in the directionperpendicular to the layers was
obtained. Mostof theatomicresolutions confirmed theorderedcharacterof C-S-H
and thus made it possibleto determine the cell surface parameters of C-S-H.

Manyresearchers haveusedcoatedAFMtipswithbiological macromolecules
to study their interactions with surfaces.I96-198 Among these colloid probe tech­
nique is well known. This technique involves the use of a sphere of known di­
mensions and material to constructa colloidprobe,becausethe geometry of AFM
tips is often unknown. Figure 22 showsan exampleof such a tip.184 Duckeret at.
first reportedthe use of colloid probes to study the influence of electrolyteon the
interaction of silica surfaces. AFM instrument as a nanoindenter has been usedby
Kinney et al.199 to study the elasticproperties of humandentine.Theydetermined
the Young's moduli of peri- and intertubular dentine and measured only slight
variation in the axial and transverse shear moduli with position in the tooth. An
AFMtip is also usedas a nanomanipulation instrument actingas a nano-scalpel or
nanotranslator tool. Xu and Ikai used the adhesive force betweena silicon nitride
tip and plasmidDNAstrandsboundto a micasurfaceto pickup a singlemolecule
of DNA. 184

As a force sensor and nanoindenter, AFM can directly measure properties
such as the Young's modulus of surfaces or the binding forces of cells. AFM as
a stress-strain gauge can study the stretching of single molecules or fibers and
as a nano-manipulator it can dissect biological particles such as viruses or DNA
strands. The adoption of an analysis of AFM probing of ultrathin (1-100 nm
thick)polymerfilms and polymerfilms witha multilayered structure(molecularly
thickhyperbranched polymermonolayers (<3 nm thick) on a solid substrate, and
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FIGURE 22. Scanning electron micrograph ofa silica sphere immobilized at the apex of
an AFM tipless cantilever to construct a colloid probe (From W.R Bowen. RW. Lovitt
and C.J. Wright.Application ofatomic force microscopy to the studyofmicromechanical
properties ofbiological materials.Biotechnology Letters 22(11) . 893·903 (2000) . withkind
permission ofSpringer Science and BusinessMedia).

trilayeredpolymer films (20-40 nm thick) tethered to a solid substrate) is reported
by Shulha et al.180

Further, a study on the usage of AFM to evaluate the nanomechanical and
nano-tribological properties where the AFM tip slid against the SWNT reinforced
epoxy composites was reported by Li et at.200 It was shown that the SWNT re­
inforced polymer composites have shown only a moderate strength enhancement
when compared with other hybrid materials.201-203 The reason for this was at­
tributed to the poor dispersion of SWNTs and poor bonding between the SWNTs
and the polymermatrix.Also, the hardness, elastic modulus,and scratch resistance
of SWNT reinforcedepoxy composites increase with increasing weight % of the
nanotubes.

In another study, to further enhance the luminescence and electrolumines­
cence properties of poly(p-phenylene vinylene) (PPV) and its derivative poly(2­
methoxy-5-(2'-ethylhexyloxy)-p-phenylene vinylene)(MEHPPV), theyhavebeen
integrated with porous silicon.P' To identify the deformation resistance of these
polymers,nano-scratch tests wereperformedover the surfacesusing an AFM with
a diamond indenter (radius of around 50 nm).204 Different normal loads ranging
from 20 to 41 ~N were used to scratch the samples. Three-dimensional AFM
imagesof the nano-scratcheson the fourdifferentsamples togetherwith the corre­
sponding cross-sectional height profiles are shown in Fig. 23 and the nano-scratch
penetrationdepths are listed in Table 6.
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TABLE6. Variation of nano-scratch penetration depth with normal loads for
Si(100), porous silicon, PPV- and MEHPPV-filled porous silicon. (From Ref.
188 .)

Normal load (I1N) 20 27 34 41

Sample
Nano-scratch depth (nm)

Si(100) 3.2 ± 0.3 5.5 ± 0.3 9.1 ± 0.4 12.0 ± 0.3
PS 49.7 ± 1.6 61.3 ± 1.1 64.6 ± 1.4 74.0 ± 1.2
PPV-filled 35.5 ± 2.8 42.3 ± 2.1 44.4 ± 4.3 47.9 ± 3.8
MEHPPV-filled 37.9 ± 2.8 42.9 ± 2.1 50.0 ± 3.0 56.5 ± 2.6

The nanoscratch depths showed a linear relationship with normal load, i.e.,
increased with increasing load for undoped Si (l (0) and porous silicon. However,
for, PPV-filled porous silicon and MEHPPV-filled porous silicon, this was clearly
not the case and the authors attributed this to the heterogeneous microstructure of
nanoporous silicon, which resulted in uneven local deformation recovery through
polymer creep (indicated by the arrows in the 3D images in Fig. 23 (c) and (d)) .
Also, apart from the undoped Si (l (0) sample, the rest were nano-scratched by
ploughing (plastic deformation) with pile-up around the nano-scratch tracks. Use
of AFMIFFM for tribological studies, i.e., for the study of surface roughness ,
friction, scratching and wear, indentation and boundary lubrication of bulk and
treated silicon, polysilicon films and SiC films is also reported .169

Some studies have also demonstrated that scratching and indentation on the
nanoscale are powerful ways to screen for adhesion and resistance to deformation
of ultrathin coatings.2os Generally , friction between two surfaces depends on the
chemical and mechanical interaction between the surfaces . Changes in chemical
composition along with heterogeneity of surfaces giving rise to friction are easily
measurable with the AFM. The technique for measuring these forces is called
lateral force, or frictional force microscopy. As the probe moves over a surface ,
changes on the surface can give rise to torsions of the cantilever on which the
probe is mounted . The torsion of the cantilever is then proportional to the friction
between the probe and the surface."

Furthermore, for developing optimized lubricating films, characterization of
layers of lubricants on surfaces that are less than 100 nm are also studied with
AFM. Here, the interaction forces between the probe and the surface are measured
by monitoring the deflection of the cantilever and by obtaining a force-distance
curve. The nature of the force-distance curve depends on the force constant of the
cantilever, the lubrication density, probe geometry , and the lubrication thickness.
By measuring the changes in force-distance curves in an AFM it is possible to
directly ascertain the thickness of lubrication films.

3.5. Nanofabrication/Nanolithography

In addition to the above-mentioned applications of AFM, other important and
novel applications of AFM are demonstrated for nanofabricationlnanomachining
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or nanolithography purposes.188.206 Nanolithography, in broad, is the art and sci­
enceofetching,writing, orprintingat the microscopic level,wherethedimensions
of characters are on the order of nanometers. There are many conventional tech­
niquesavailable for fabrication of nanostructures, such as projection lithography,
scanning beam (or maskless) lithography, milling techniques, photolithographic,
X-ray lithography, and chemical methods. Amongst these, the most common
method of nanolithography, used particularly in the creation of microchips, is
photolithography. In this technique, the entire surface is drawn on in a single mo­
ment. However, the diffraction of the light used to expose a photoactivated film
of resist limits the dimensions of the features producedby this technique." Other
common techniqueis scanningbeamlithography, including electronbeam andfo­
cusedion beamlithography. Here, a patternis carvedout line-by-line, by scanning
a high-energy (c- 10 kV) beam of electrons or ions over a resist material.

The observation of conductance quantization, controlled transfer of single
electrons, and the realization of almost perfect two-dimensional atoms are some
examples of experiments involving nanostructures. However, the accuracy and
resolution of theseconventional opticalandelectronbeam lithographic techniques
are restricteddue to the constrainton the physical limitations.P?

Probe microscopes provedto be a best alternative for fabricating nanostruc­
tureswithhighprecisionas wellas fordirectmanipulation ofatomsandmolecules.
They can be used to etch, write, or print on a surface in single-atom dimen­
sions and also allow surface viewing in finedetail withoutnecessarily modifying
it. Additionally, there are different ways to fabricate nanostructures using probe
microscopes, depending on the modeof application, likec-AFMand normal AFM
used in force mode, and so on. STM can also be used in a field-emission mode
for noncontact lithography, and form nano-sized features by localized heating or
by inducing chemical reactionsunder the STM tip. It is generally operated in ul­
trahigh vacuum (UHV)to maintain a stableemissioncurrent. However operation
in UHV can be cumbersome and time consuming. STM patterning also suffers
from poor alignment capabilities since imaging may expose the resist.110 Other
disadvantages are that the tip sample distance, tunneling current, and tip voltage
cannot be chosen independently and it is very difficult to use STM on partially
insulating substrates suchas semiconductor devices making it difficult to use it for
nanofabrication/nanolithographic applications.109

3.5.1. Surface Modification Using Conductive AFM

Whenusingaconducting tipAFM(c-AFM) fortip-induced oxidation,it hasseveral
advantages.208.2o9 For example, with AFM, since the imaging is done by applied
forceas measured by thedeflection of thecantileversupporting thetip, the imaging
mechanism for AFM (contact force) is independent of the oxidation mechanism
(tip bias). This implies that with c-AFM an oxidizedpatterncan be imaged with
the same tip used to do the oxidation without the fear of further oxidation. Also,
as only a top few monolayers of material have been exposed, and as extremely
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selective etches are available, both high resolution and effective pattern transfer
are easily accomplished with this technique.

In the anodic oxidation process, an electrically conducting AFM tip that is
operated in air is electrically biased with a negative polarity relative to a sample
surface. The ambient humidity serves as an electrolyte such that the biased tip
anodicallyoxidizes a small regionof the surface. In other words (cathodic view),
AFM tip acts as a cathode and the water meniscus formedbetweentip and surface
is the electrolyte. This meniscus provides the oxy-anions (OH-, 0-) needed to
grow the oxide. Hence the strong localization of the electrical field lines near the
tip apex gives rise to a nanometer-size oxide dot. The advantages of the anodic
oxidation technique is that it provides a simple, reliable process for making a
highly local chemical modification to a surface and also the oxidation process is
fairly general and can be applied to most materialsthat can be anodized. The thin
oxides fabricated by this techniquecan be used as a mask for pattern transfer by
selectiveetching.i'"

Several AFM modes, such as contact, tapping mode, or noncontact have
been used to perform local oxidation lithography."! Among these contact AFM
modeof operationis the mostextended modefor localoxidation.The meniscus is
formedspontaneously in contactoperationdue to the condensation of watervapor
in the nanometer-size cavities of the tip-surface interface.l!'' However, the main
drawbackof this mode is the wear of the tip caused by the contact forcesand also
there is only a little control on the meniscus size (lateral dimensions).

To extend the tip's lifetime during the oxidation process and improve the
reproducibility of the lithography, an AFM operatedin noncontact mode has been
proposed. In noncontactAFMoxidation,the liquidbridgeis field inducedbytheap­
plicationof an externalvoltage. Once the liquidbridgehas been formed, its lateral
dimensions can be decreased by increasing the average tip-sample separation. 147

It was also suggestedthat due to the control and smallness of the liquid meniscus,
non-contactAFM oxidationcan produceinherentlysmaller features (in the lateral
dimension). 147.21 1 Nevertheless, the lateraldimensionsof a local oxide depend on
several other factors, such as the voltageand pulse duration, the relative humid­
ity, hydrophobicity and dielectric constant of the material to be oxidized, doping
of the substrate, chemical composition of the atmosphere, and the tip size and
geometry.'!'

Telloet a/.2Il comparedcontact and noncontactmodesof AFM oxidationof
p-typeSi (100),oxidationperformedat a constant forceof InN. Noncontact AFM
oxidationswere performedwithdopedn+-type siliconcantilevers, whereasSi3N4

cantilevers are used for contact AFM experiments.
Figure24 showsa sequenceof oxidedots obtainedbycontactand noncontact

AFM operation. Noncontact AFM oxidation produces higher aspect ratios. This
observation is reportedto be a consequenceof twoeffects.First, noncontact-AFM
allows controlling the lateral size of the liquid meniscus which in tum, controls
the lateral size of the oxide dot and second the vertical growth rate is smaller in
contact AFM oxidation. In a similar study AFM operating in air is used to pattern
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FIGURE 24. AFM image of a sequence of oxidation experiments performed for different
pulse duration (3,1,0.3,0.1,0.03 ,0.01,0.003, and 0.001 s, from left to right) and constant
voltage (20 V). (a)Contact AFM oxidation; (b) noncontact-AFM oxidation; (Reprinted with
permission from M. Tello and R.Garcia, Nano-oxidation of silicon surfaces: Comparison of
noncontact and contact atomic-force microscopy methods, Applied Physics Letters 79(3),
424-426 (2001). Copyright [2001], American Institute of Physics) .

narrow features in a negative polymer resist in noncontact lithography mode. no
A micromachined AFM cantilever with an integrated silicon probe tip acted as
a source of electrons and the field emission current from the tip, sensitive to the
tip-to-sample spacing is used as the feedback signal to control this spacing.

In another study, Campbell and Snow have reported the use of local electric
field of a conducting tip atomic force microscope to write surface oxide pat­
terns by local anodic oxidation, which further can be used as masks for selective
etching to transfer the pattern into substrate.P? They used this technique to fabricate
side-gated Si field effect transistors with critical features as small as 30 nm. As an
alternate to this approach, the oxide pattern is directly used as an active element of
the device structure by Sugimura et al.212 They demonstrated tip-induced anodic
oxidation of thin Ti films. Matsumoto et at. used a conducting tip AFM to oxidize
completely through thin Ti films and produce lateral metal-oxide-metal junctions
and used these lateral junctions to fabricate a single-electron tunneling device that
shows Coulomb blockade effects at room temperature.I'!

The use of conductive probe (a custom-made microfabricated silicon nitride
probe coated with a 20 nm-thick NiCr layer, force constant 50.4 N/m) AFM for
nanolithography on the basis of tip-induced electrochemistry (in a 60% relative
humidity air atmosphere) has been reported by Sugimura et al.166 The resist used
for the studies was an organosilane monolayer composed of trimethylsilyl (TMS)
groups. Since the TMS monolayer contacts both the substrate and probe electrodes,
which are covered with surface oxide there is also a possibility to induce anodic
oxidation of the monolayer with either the sample or the probe acting as anode.
Although a number of techniques such as the electron beam, ultraviolet light,
scanning probe lithography, and microcontact printing have been employed to form
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nanoscale structures of self-assembled monolayers, formation of the nanoscale
structures of the SAMs (self-assembled monolayers) on selectedareas has always
been achallenge.Theselectiveoxidationinducedby theelectricfield in the vicinity
of a conductiveAFMprobe,which is called field-induced oxidation(oranodation­
FlO), is a promisingmethod for fabricating such nanometer-scale structures.U"

In a similar study, a nanoscale-patterning method on silicon oxide using a
self-assembled monolayer was reported by Inoue et al.214 Area-selective SAM
formation was performed on Si oxide surfaces patterned using FlO with a con­
ductingAFM.Contactanglemeasurement (H20), andsimultaneous measurements
of surface topography and friction force imagesusing an AFM confirm the forma­
tionofSAM. Linestructuresofoctadecyltrichlorosilane self-assembledmonolayer
fabricated by this technique have been found to be as narrow as 22 nm.214

3.5.2. Surface Modification Using Force Mode AFM

Someresearchers alsodemonstrated mechanical scratchingusingAFMas a means
to fabricate nanostructures with precise features. Commercial AFMs are gen­
erally modified to perform scratching experiments (e.g., lithography module in
Nanoscope III, Digital Instruments). The major advantages in this mode are con­
trolled movement of the tip with respect to the sample, better control over the
applied normalload, scan size and speed, dry fabrication, and absence of chemical
etching or electrical field.188

Figure25(a) shows an example of nanofabrication.205 The word"OHIO" was
written on a (100) single-crystal silicon wafer by scratching the sample surface
with a diamond tip at specified locations and scratchingangles.188. 215The normal
load used for scratching(writing) was50 ~N and the writing speed was 0.2 urn/s,
Each line was scribed manually; a few lines are not connected to each other due
to the PZT drift and hysteresis. Also, if sufficient time is provided for the ther­
mal stabilization of the PZT scanner, the hysteresis effects are minimizedduring
nanofabrication. Nonetheless, the main disadvantage of using this type of me­
chanical scratchingfor nanofabrication purposesis the formation of debrisduring
scratching, as evidentin the Figure25 (a). Morecomplexpatterns werealso gener­
ated at a normal load of 15~N and a writingspeed of 0.5 um/s (Figure 25(b» .1 88
Such patterns are useful for resistor trimming (to increase path resistance) on a
small scale. The separationbetween lines is about 50 nm.

3.5.3. Other Miscellaneous Modes of AFM for Surface Modification

In other modes of lithography using AFM, Mamin et al.216 reported the use of
a modulated laser beam to heat the AFM tip and deform a polymer substrate at
high speed. The tip contact region on the PMMA surface softens with the heat
from the tip and meanwhilethe local tip pressurecreates a pit. The size of the pits
(several hundred angstroms to 1 urn) depends on the size of the laser pulse and
the loading force on the tip. While in dip-pen nanolithographic technique (DPN),
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FIGURE 25. (a) The letters "OHIO" were generated by scratching a Si (111) surface using
a diamond tip at a normal load of 50 ILN and writing speed of 0.2 m/s. (b) Trim (top)
and spiral (bottom) patterns generated by scratching a Si (100) surface using a diamond
tip at a normal load of 15 ILN and writi ng speed of 0.5 mls (Reprinted from Wear 251,
B. Bhushan , Nano- to microscale wear and mechanical characterization using scanning
probe microscopy, 1105-1123 (2001), with permission from Elsevier).
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FIGURE 26. AFM manipulation of a single multiwall nanotube. Initially. the nanotube
(NT) is located on the insulating (SiOz) part of the sample. In a stepwise it is dragged
up the 80 A" high metal thin film wire and finally is stretched across the oxide barrier
(Reprinted from Applied Surface Science 141(3-4), P. Avouris, T. Hertel, R Martel, T.
Schmidt, H.R Shea and RE. Walkup, Carbon nanotubes: nanomechanics, manipulation,
and electronic devices, 201·209 (1999), with permission from Elsevier).

an AFM tip is used to delivermolecules to a surface via a solventmeniscus, which
naturallyformsin theambientatmosphere. Thisdirect-writetechniqueoffershigh­
resolutionpatterningcapabilitiesfor a numberof molecularand biomolecularinks
on a variety of substrate types such as metals, semiconductors, and monolayer
functionalized surfaces.
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Wendel et al.109 used AFM for integrated fabrication of a high electron mo­
bility transistor (HEMT) device where a standard Hall bar device is prepared after
which AFM is employed to pattern a hole array in a thin photoresist above a chosen
area of the device . It has been reported that successful pattern transfer to the electron
system is achieved both by wet etching and by ion beam irradiation. Preparation of
hole arrays with a period down to 35 nm and deep lines of 50 nm width in various
materials such as photoresist, PMMA, or gold is also reported . While fabrication
of a single-electron transistor (SET) aligned with previously deposited contacts
is reported by Bouchiat et al.217 A PMMA resist trilayer process has been used
that provided a rigid mask allowing large free-standing areas . AFM tip engraves
a pattern of narrow furrows in the top soft polyimide layer. AFM-based trilayer
lift-off technique proved to be a general-purpose nano-fabrication technique with
alignment capability as well as an alternate to electron beam lithography technique
for specific cases.

AFM was also used to manipulate CNTs position at room temperature by
applying lateral forces of the appropriate magnitude with the tip. Contact mode
AFM has been employed for the manipulation ofa single CNT by Avouris et al.108

The nanotube has been moved from an insulating silica substrate onto tungsten
thin film wire and finally stretched across an insulating WOx barrier. Figure 26
shows a few steps of this process.l'"

4. CONCLUDING REMARKS

Though considerable progress of research has been made on the applications
of AFM to characterize nanomaterials or dispersion of nanoparticles, it is very
important to note that majority of the studies utilized other characterization tech­
niques such as HRTEM, SEM, etc., support AFM observations in understand­
ing the nature and structures of nanomaterials/nanocomposites. This is because
of the inherent trade-offs when imaging with AFM like the dependency on the
tip shape and size, thermal and mechanical drifts, vibrations , and so on. Hence,
it is necessary to ensure that it is not what is being achieved, but it is the fur­
ther development and understanding that must continue. For only this will enable
us to utilize this fascinating technique properly and reliably in the vast field of
nanotechnology.
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QUESTIONS

I. How to eliminate probe artefacts when imaging nanopartic1es/nanocomposites?
2. Describe how to characterize surface roughness of nano composite surfaces

accurately with AFM?
3. List the different types of operational forces between the AFM probe and the

sample surface as the probe approaches the surface
4. Describe how to identify the fiber-rubber interphase
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and. self-assembly in, 270-72
Bioreactorsystems. 155
Bioreceptors,2691
Bioresorbable,173f

Index
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228-29
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Bradley-Harper model, for rippling. 78-80
Bragg angle. 438
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Bragg reflections. 424, 431. 436-40
Breast cancer treatment. nanoparticlesin. 207
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Bulkmicromachining, 110-13

structures, 111f
Burton-Cabrera-Frank (BCF) zone, 71
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microscopy

CaHP04.2H20. See Calciumhydrogen
phosphate

Calcined nano-objects, AFM imageof, 534f
Calciumaluminates, 184
Calciumhydrogen phosphate (CaHP04.2H20),

193
Calciumphosphates, 190

bioceramics, 188-90
crystallization of, 190
synthetic, 189

Calciumsulfate, 183t
Calixerenes, 276
CantileverArraySensor, 134f
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Carbonnanotube (CNT), 148
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semiconducting oxidesurfaces for, 309-15
Catalystnanoparticles, 309
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CBED. See Convergent-beam electron
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CCD.See Charge-coupled device
CCI4. See Chlorocarbon
Cell adhesion, 155-56
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Cell projection, EBL, 123
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Ce0 2. See Ceriumoxide
Ceramic, 182
Ceramicbiomaterials, 181-96. See also

Biomaterials; Composite biomaterials;
Metallicbiomaterials; Nanostructured
biomaterials; Polymeric biomaterials

Ceramicmatrixcomposites (CMC),42
Ceramic-polymercomposite films, of Cr02,

18-20
Ceramicpowders, sinterability of, 190

571

Ceramicsuperconductors, I
Ceriumoxide (Ce0 2) nanoparticle, EELSof,

434f
CFP. See Controlled free radicalpolymerization
CH3 CDOH. See Aceticacid
Chalcogenides, 2
Channel/needle, in nano-biotechnology, 143-47
Charge-coupled device(CCD), 135

array, 431
Chargedepletion, band bendingand, 311-12
CHCI3.See Hydrochlorocarbon
Chemical co-reduction method, 8

for Cr02, 13-14
Chemically-induced electronicexcitations,

317-23
Chemicalmapping, X-rayanalysis and, 490-92
Chemicalordering,promotion of, by doping,

358-60
Chemical vapordeposition (CVD), of Cr02, 8-9
Chemicurrent sensors, 317-23
Chemielectronic phenomena, 317
Chemi-FET. See Chemi-field effect transistors
Chemi-field effect transistors (Chemi-FET), 323
Chemiresistors, 323
Chemisorption

magnetization and, 313-15
vs. physisorption, 309-11

Chlorinegases, III
Chlorocarbon(CC4) , III
Chromaticaberration, in transmission electron

microscope, 427
Chromium (Cr)

texture, 380
underlayer, 380

Chromium dioxide(Cr02)
AFMof, Qf
Ag-coatednanoparticles, photoluminescence

spectra in, 51/
Ag-Iayer on, 18/

SEM imageof, 19/
ceramic-polymercompositefilms of, 18-20
ceramics/composites

applications of, 52
magnetic properties in, 37-42, 37/
nanocomposites and, 6-21

chemicalco-reduction methodfor, 13-14
conduction mechanism of, 32
controlledhydrothermal decomposition

methodfor, 11-12
controlled oxidationmethodfor, 12
controlledthermaldecomposition methodfor,
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Chromium dioxide(CI02) (cont.)

to CI03 conversion, 23-24
crystalstructureof, 6--7
dielectricpropeniesof, 27-30, 271
DTA in, 23, 23f
DTGin, 23, 23f
electricalpropeniesof, 30--37, 3If, 32f, 33f
electrical resistivity of, 30
electronicbandstructureof, 24-27, 25f

densitystatesof, 26f
field dependence of, MR value in, 45f, 47f
film preparation for, CVDof, 8-9
Kerr loops for,40, 41f
laser-induced transfonnation for, 12-13
latticedistortion of, 7
magnetic field of, MR value in, 46f
magnetization curvesof, 38, 39f
MBE films of, 10
metallic, I
MR in, 421
nanoparticles, photoluminescence in, 51f
nanopowder compacts, 28f

complex impedance in, 29f
opticalproperties of, 48-51
panicles, diamagnetic metalor polymer

coatingof, 17-18
polycrystalline

intergranular tunnelingMR in, 43f
magneto-impedance for, 28

porous, TEM imageof, 2lf
PYA of, SEM imageof, 19f
representative intermediate reaction colors in,

16f
rutilecrystal structureof, 6--7, 7f
SEM images, 16f
sol-gel type polymerprecursormethod for,

14-17
spin canting in, 38
synthesismethods of, 7-8

schematicdiagram, I~f

TEM images,21f
temperature dependent variation, of MR value

in, 44f. 47f
TG in, 23, 2~f
toxicity/hazards of, 52-53
TPAof, IOf
XPSof, 231

Chromium dioxide/polyvinyl alcohol
nanocomposite

field dependence of MR in, 47f
temperature variancewith, 36f

Chromium ruthenium (CrRu)

Index

film, 381
films, XRDscansof, 38If, 382f

Chromium trioxide(CI0 3)
conversion, CI02 to, 23-24
DTA of, 24f
DTGof, 24f
TG of, 24f

Clay nanocomposite, AFMimageof, 528f, 529f,
531f

Clay nanoplatelet samples, AFMimageof,
53lf

Closedreactor, mechanical attritionin, 8, 13
CMC.See Ceramicmatrixcomposites; Critical

micelleconcentrations
CNT. See Carbonnanotube
CosSm. See Cobaltsamarium
Cobaltalloys,3481
Cobalt-chrome alloys, 1741, 175
Cobalt-chrome-molybdenum (CoCrMo, F75),

175
Cobalt-chrome steel, 173
Cobalt-chrome-tungsten-nickel (CoCrWNi,

F90), 175
Cobalt films

laser irradiation of, nanoscalesurface features
on,85f

patterns in, 90f
Cobalt nanoparticles

formedby film deposition, 86f
by laser irradiation, 86f
by two-beam laser irradiation, 86f

Cobalt-nickel-chrome-molybdenum
(CoNiCrMo, F562), 175

Cobaltsamarium (CoeSm), systems, 347
Cochleaimplants, 174
CoCrMo, F75. See Cobalt-chrome-molybdenum

CoCrWNi, F90. See Cobalt-chrome-tungsten-

nickel
Coercivity, See also Hysteresis coercivity

angularvariation of, 38&f
decreaseof, 376
of FePtlRufilms, angulardependence for,396f
grain size and, 376/
magnetization reversal and, size/interface

effectsof, 374-78
remanent, 376

Coherentinterference, 434
Collagen,196
Colloidal lithography, 181
Colloids,2691
Columbicinteractions, 224
Columnapproximation, 452-53, 453f
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Coma,in transmission electronmicroscope, 427,
427f

Comb-drive resonator, SBM,for electrostatic
actuation, 117f

Combined surfaceand bulk micromachining
process, 115-17, 118f

Comblike polypeptide. with covalently attached
longalkylside chain, 252-53

Complex impedance
in Ct02, 29f

nanopowder compacts, 29f
Nyquist diagramof, 29f

Composite biomaterials, 202-4. See also
Biomaterials; Ceramicbiomaterials;
Metallicbiomaterials; Nanostructured
biomaterials; Polymeric biomaterials

applications of, 2031
Composites, hybrid,porousceramicsand, 20-21
Conductance model,hopping, 34
Conductive atomicforce microscopy (c-AFM),

537, 537f
to characterize electricalproperties, 538-40,

539f
surface modification using, 551-54, 553f

CoNiCrMo, F562. See Cobalt-nickel-chrome­
molybdenum

Connectivity, Minkowski functionals and,
91-93,9lf

Constantforce, in AFM, 520
Constant heightcriterion,in AFM, 520
Contactmode,in AFM,517, 518f
Continuous Fel't, perpendicular recording

media,398-400
Controlled free radicalpolymerization (CFP),

242
Controlled hydrothermal decomposition method,

8
for Ct02, 11-12

Controlled oxidationmethod, 8
for Ct02, 12

Controlled radicalpolymerization (CRP), 233
blockcopolymers synthesis by,242-43

Controlled thermal decomposition method, 8
for Ct02, 10-11

Controlled transformation, in phasestabilized
particles, 21-24

Convergent-beam electrondiffraction (CBED),
447

Coordination binding,2251
Copolymer brush

cylindrical block,229f
schematic representation of, 269f

573

Copper(Cu)
doping,358
electrondiffraction pattern

from crosssectionview, 355f
from planarview, 355f

LIn FePtand,epitaxial relationship between,
353f

overlayerdiffusion, 387
Coralline, 1831
Corrosion resistance, 175
Cosmetics, 2691
Coulombchargingenergy, 32
Coulombgap, 33
Covalent bonding, 2251
Covalently attachedlongalkylside chain,

comblikepolypeptide with,252-53
CPoSee Microcontact printing
Cr. See Chromium
Criticalmicelleconcentrations (CMe), 255
Ct02. See Chromium dioxide
Ct03. See Chromium trioxide
Crownether,274
CRP. See Controlled radicalpolymerization
CrRu. See Chromium ruthenium
Cryptands, 274
Crystallization, of calciumphosphates, 190
Crystallographic orientation, 115
Crystalstructure, of Ct02, 6-7
Cu. See Copper
Curie temperature, 3481, 373

FePt volumefraction and, 375f
ofLlo FePt films, 369

CVD.See Chemicalvapor deposition
Cyclicethers, 274
Cyclooligomers, 276
Cylindrical block,copolymerbrush,229f
Cytotoxicity, 204

DADA arrays.See Donor-acceptor-donor­
acceptorarrays

Dark-field technique (DF), 416,443-45, 445f,
446f

Datastorage,52
in nanowire, 329f

DDAA arrays. See Donor-donor-acceptor-
acceptorarrays

de Brogliewavelength, 309
Debyelength,94, 311f
Debye-Scherrer patterns,445-47, 446f
Deflection coils, 431
Degradation, of tricalcium phosphate, 195
Demagnetization, adsorbate-induced,315
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Dendrimer, 229/
Dendron rod coils (DRe), 273
Densification, 189
Dental crowns, 182
Dental implants, 174

ductilityof, 190
osseointegrative properties of, 190

Depletion region,map of, 482/
Deposition rate, 69

constant, nucleation under, 71
spatiallyvarying, 72

Derivative of thermogravimetric (DTG),23, 23/
of chromiumtrioxide, 24/
in Cr02, 23, 23/

Detectors, for landmines, 52
DF. See Dark-field technique
Diamagnetic metalor polymercoating,of Cr02

panicles, 17-18
Diblock copolymer, 229/
Dielectric properties, of Cr02, 27-30, 271
Dielectric relaxation spectroscopy (DRS), 250
Differential scanningcalorimetry (DSC),250
Differential thermalanalysis(DTA)

of chromiumtrioxide, 24f
in Cr02, 23, 23/

Diffraction limit
optics below, 95-100
waveguiding below, 98/

Diffraction patternindexing, extinctionrules
and,44~I , 4411

Diffusion nucleation growth,70f
Diffusion,of nanomagnetic overlayers, 386-88
Diffusive transport, 5
Dilutedmagnetic semiconductors, 2, 41
Dimplegrindingprocess, forTEM, 418/
Dipole-dipole interactions, 2251
Dipole-induced dipole interaction, 226
Dip pen nanolithography (DPN), 12~f, 12~f

Directcurrent,electricalresistivity, 30
Directpyrolysis-mass spectrometry (DP-MS),

283
Disorder, 83
Dispersions, 2691
Distortion, in transmission electron microscope,

427,427/
DLS. See Dynamic light scattering
DNAbridges, betweennano-IDE.s, 137/
DNA crystal, self-assembly in, 260-61
DNAmoleculetranslocating, solid state

nanopore for, 142f
Domain patterns/sizes, for double-layered

media,400/

Index

Domainwallpinning,exchangecouplingcontrol
by,393-98

Domain wall width, 3481
Donor-acceptor-donor-acceptor (DADA) arrays,

273,273/
Donor-donor-acceptor-acceptor (DDAA) arrays,

273,273/
Donor I'S. acceptorbehavior, 325/
Dopednanobelt surfaces, doped nanowires and,

332/
Dopednanowires, doped nanobeltsurfaces and,

332/
Dopedoxides,moderately, 308
Doping

chemical orderingby,promotion of, 358-60
CU,358
effectof, 325
elements,atomicradiusof, 3841

Doubleexchangemodel,48
mechanism of, 26

Double-layered media
domainpatterns/sizes for,400/
recordedpatternsfor,40If

Doubleperovskites, 31
DP-MS. See Directpyrolysis-mass

spectrometry
DPN. See Dip pen nanolithography
DRe. See Dendron rodcoils
Driverelectrode, 136/
DRS. See Dielectric relaxation spectroscopy
Drugdelivery system, 2691

self-assembled, 254f
Drug targeting, multifunctional polymeric

micelleswith, tumorselectivity for, 257/
DSe. See Differential scanningcalorimetry
DTA. See Differentialthennalanalysis
DTG. See Derivative of thermogravimetric
Duroidboard, 153
Dynamical scattering, Blochwavesand, 454--56
Dynamic lightscattering(DLS),277

theory, 424

EBL.See Electron beam lithography
ECM. See Extracellular matrices
EDS. See Energy-dispersive X-rayspectroscopy
EDX. See Energy-dispersive X-ray analysis
EELS. See Electron energyloss spectroscopy
EFfEM. See Energy-filtered transmission

electron microscopy
Eigenimages, 46&f
Electrical properties, of Cr02, 30-37, 3If. 32f.

3~f
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Electrical resistivity, I
ofCt02,30
directcurrent, 30
temperature dependence of, 35f

Electric field, effectof, 326-31
Electron beamcolumn, 122
Electron beamlithography (EBL), 119-24, 124,

130
advantages/disadvantages of, 1201
cell projection, 123
evolution of, 120f
exposure dose, on patternedline width

dependence, 125f
Electronenergy loss spectroscopy (EELS), 284,

416,485-88
of Ce02 nanoparticle, 434f
components of, 485-86
EDXand, 432-33
quantitative analysis of, 486-88, 487J, 488f

Electron-hole pair excitations, schematic plot of,
318f

Electron holography, 477-82
Electronic bandstructure,of Ct02, 24-27, 25f

density states of, 26f
Electronic Nose, 94
Electronic state, ground,49
Electron inelastic hopping, 48
Electron lenses, for transmission electron

microscope, 425, 425f
Electron matterinteractions, in TEM, 432
Electron microscopy

analytic,482-85, 483f
newdevelopments in, 493-94

Electron probe intensity profiles, 472f
Electron source

conventional thermion ic, 428f
for transmissionelectronmicroscope, 428-29,

428J, 4291
Electrons, SDTof, 48
Electrophoretic deposition, 179
Electropolishing, for TEM,418-19, 418f
Electrospray-mass spectrometry (ESI-MS), 146
Electrostaticactuation, comb-drive resonator,

SBM,117f
Elemental distribution maps, 492f
Ellipsometry, 283
Emission spectra, 48
Energy barrier, activation, 99
Energy-dispersive X-rayanalysis (EDX), 431

EELSand, 432-33
sample geometryfor, 432
of solarcell, 49lf
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Energy-dispersive X-rayspectroscopy (EDS),
284,416

Energy-filtered transmissionelectron
microscopy (EFfEM), 433, 485

jump-ratio image,489f
three-window methodfor, 489f

EPI.See e-p interaction
e-p interaction (EPI),34
Epitaxial growth, of FePt,379-85
Epitaxial relationship, betweenCu and LI0

FePt,353f
Epitaxial relationships, latticeconstants of, 3641
Erosion, 79
ESI-MS. See Electrospray-mass spectrometry
Ether

crown, 274
cyclic, 274
lariat, 274

EUV. See Extremeultraviolet lithography
Ewaldconstruction

reciprocal space and,433-52
schematics of, 437f
with two dispersionsurfaces, 457J, 458

Ewaldsphere, 424
Exchangecoupling

constant, 3481
control

by domain wall pinning, 393-98
in FePt films, 386-98

grain size controland, by nonmagnetic
additives, 388-93

Exit plane wavefunction, reconstruction
procedure for, 478f

Ex situ lift-out process, steps of, 420J,422f
Extinction rules, diffraction patternindexing

and, 440-41, 44It
Extracellular matrices(ECM), 196, 197
Extreme ultraviolet lithography (EUV ), 130

FAB. See Fast atom beam
Fabricated nanoparticle-MEMS sensor, 133f
Facecenteredcubic (FCC),232f
Faradaic reaction,150
Fast atom beam(FAB), 138
Fatiguestrength, 175
FCC. See Facecenteredcubic
FECAP. See Ferriccalciumphosphateoxide

ceramics
FEG.See Field-emission source
FePt. See Iron platinum
FePt90-MgOIO film. See Iron platinum

magnesium oxide film
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FePlIC. See Iron platinumcarbon films
FePllRufilms. See Iron platinum/ruthenium

films
Fermilevel, I
Fermi surface, 25
Fenni velocity,5
Ferric calcium phosphate oxide ceramics

(FECAP), 182
Ferrofluids, 52, 269/
Ferromagnetic cermets, 4/
Ferromagnetic resonance(FMR),40, 315
Ferromagnetic semiconductors, 4/

FETs. See Field-effect transistors
FFESS.See Flow-limited field-injection

electrostaticspraying
FFM.See Frictionforce microscopes
FIB. See Focusedion beam
Fibrointegration, 177
Fielddependenceof MR, in Cr02 /polyvinyl

alcohol nanocomposite, 47j
Field-effect transistors(FETs), 147

gate potentialof, 326
Field-emission source (FEG), 429, 429/
Field emission transmission electron

microscope, with STEM unit,484f
Field ion microscope(FIM), 509
Fihn(s). See also Iron platinumfilms; LIn FePt

films; Thin film(s)
as-sputtered, HREMimages of, 390j
deposition

cobalt nanoparticles formed by, 86/
morphology of, 75/

nucleation/growth
order introduction during, 72
underpulsed-laserheating, 74-75
self-assembly of. nanostructures by,

69-77
preparation, for Cr02, 8-9

FIM. See Field ion microscope
Fit interaction, 225/
Flat band conditions,312
Flory-Huggins interaction,233
Flow-limited field-injection electrostatic

spraying (FFESS), 201
FMA. See Folate-bound micelles
FMR. See Ferromagnetic resonance
Focusedion beam (FIB), 146, 148,415

technique, for TEM, 419-21
Folate-bound micelles (FMA), 256
Form-in-place processes, for nanoparticle

synthesis, 506
Forsterite, 48

Index

Fourieranalysis, 65
nanostructures ordering in, 84-87

Fouriertransforms, 83-84
Fresnel diffraction, 434
Frictionforce microscopes (FFM), 512
Fullerenemolecules, 276
Fullero-dendrimers, 276
Full-width-at-half maximum(FWHM), 379

of rockingcurve, 381, 382

Functionalized nanoparticles, 181
Functionalnanostructures, categories of,

65-{j6
Fundamental diffraction peaks, 351
FWHM. See Full-width-at-half maximum

Gas adsorption, 322
Gas-phase processes, for nanoparticle synthesis,

506
Gas sensor(s),93-95

amperometric, 323
basic processesto, 308j

MWNT, schematicof, 152j
nanostructures and, 307-9
solid-state, 307

micro-hotplate, 324f
nanostructuresand, detectionprinciples of,

315-31
platform,quasi-I D nanostructuredoxides as,

323-31
selectivityof, 327
semiconducting oxide surfaces for, 309-15

Gauss's law,96
Gel permeationchromatography (GPC), 261
Geometricalfit, self-assembly by, 227
Giant rnagnetoresistance (GMR), 5, 7. 8, 13, 17,

313
properties, of Cr02, 42-48

Gilbert dampingparameter, 40
GlasslCrlRu,XRD spectra of, 385f
Global gate effect, 326-31, 326f
Glucoseoxidase, 153
GMR. See Giant magnetoresistance
Gold colloids, 155
Gold nanowire , 147
Gold particle, measurement of, 464f
Good metals, I
GPC. See Gel permeation chromatography
Graftcopolymer,229j
Grain size

coercivity and, 376/
control by, underlayer/surface modification

of, 393
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exchange coupling, by nonmagnetic additives,
388-93

minimal stable, 3481
Granular typedFePt,perpendicular recording

media, 402-5
Ground electronic state,49
Group-transfer polymerization (GTP), 241
GTP. SeeGroup-transfer polymerization

HAADF. See High-angle annulardark-field
HAADF-STEM. See High-angleannular

dark-field scanning transmission electron
microscopy

Half-metallic compounds, 2
class of, 2
definition of, 1-5

Half-metallic ferromagnets (HMF), 2, 5
properties of, 31-41

Half-metals
definition of, 1-5
withnonmagnetic atoms, 41

Halleffect, 371
Hallvoltage, 371
He. See hysteresis coercivity
HCA. See Hydroxy-carbonate apatite
HEMT. See Highelectron mobility transistor
Heusler alloys, 31
HEX. See Hexagonally ordered cylinders
Hexagonally ordered cylinders (HEX), 232f
HF. See Hydrofluoric acid
HFMR. See Highfield magnetoresistance
High-angle annulardark-field (HAADF), 431
High-angleannulardark-field scanning

transmissionelectron microscopy
(HAADF-STEM)

high-resolution, 471-73, 472f, 473f
low-resolution,474-77, 475f, 476f

High-density magnetic recording,
nanostructured high-anisotropy
materials, 345-405

Highelectron mobility transistor (HEMT), 557
Higher-orderLauezone(HOLZ), 447
Highfield magnetoresistance (HFMR), 25
High-resolution holography, 477-79, 478f
High-resolution transmission electron

microscopy (HRTEM), 204, 284, 458,
509

contrast inversion for, 459f
contrast simulations for, 462-63, 463f
contrast transferfunction for,461f
image formation in, 460-62, 460f
for nanocharacterization, 414-94
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nanostructure imaging with,463-66, 464f
properties of, 458-60
quantitative, 466-70, 467f, 468f, 469f

HMF. See Half-metallic ferromagnets
HN03. See Nitric acid
Hologram, phaseimage of, 48If
Holography

withbiprism, Lorentz lens,479-82
electron, 477-82
high-resolution, 477-79, 478f

HOLZ. See Higher-orderLauezone
Hopping conductance channel, 48

SI,34
Hopping conductance model, 34
HRTEM. See High-resolution transmission

electron microscopy
HSQ. See Hydrophilic hydrogen silsesquioxane
Human osteoblast cell line, 185
Hund's rules, I
Hyaluronan, 197
Hyaluronic acid, 197
Hybrid composites, porousceramics and,

20-21
Hybrid thin film structure, of linearpolyurethane

hybrid, 267f
Hydrochlorocarbon (CHCI3), III
Hydrofluoric acid(HF), III

buffered, 139
Hydrogenation, of polydienes, 245
Hydrogen bonding, 224, 2251

self-assembly by, 226
supramolecular assembly via,272-76, 273f

Hydrogen detection, 317
Hydrophilic hydrogen silsesquioxane (HSQ),

145
cross section of, 145f

Hydrophobiclhydrophilic units, withpolymer
chains, icodextrin CDand, 275f

Hydroxyapatite, 180, 1831
chemical precipitation of, 193
hexagonal structure of, 191
nanocrystalline, 190-93

advantages of, 191
synthesized, 192

nanopowder, 194f
prostheses, 179
TEM micrograph of, 193f

Hydroxy-carbonate apatite(HCA), 185
Hyperbranched polymer, 229f
Hysteresiscoercivity (He). SeealsoCoercivity

as function of Ag volume fraction, 359f
for LI0 FePtthin films, 357f



578

Hysteresis loops,39, 40f, 316f, 385f, 398f
of FePt films, 36lf
in magneticfield,39f
rectangular, 40

Icodextrin CD, polymerchains and, with
hydrophobiclhydrophilic units, 275f

ICP-RIE. See Inductively coupledplasma
reactive ionetching

IDEs. See Interdigitated electrodes
IDTs.See Interdigitated transducers
lEE. See Inverse electronemission
IFM. See Interfacial force microscope
IGP. See Ion getter pumps
Impedance spectrum,28
Implant(s)

fabrication, 175
load-bearing, 190
materials, tissue response to, 17~f

Incidence angle, 80
Incident atom, 69
Indentation load-displacement data, 543f
Inductively coupledplasma reactive ionetching

(ICP-RIE), 138
Inelastic scattering,424

schematicof, 448f
Infocom technologies, 345
In-plane bending,working principlefor, l44f
Insulators, I
Interatomic force-distance approach, in AFM,

513!
Interdigitated electrodes(IDEs), 135
Interdigitated transducers (IDTs), 157
Interfacial force microscope (IFM), 54~f
Intergranular tunnelingMR, in a polycrystalline

Cr02 film, 43f
Intermediate layers, latticeconstantsof, 3641
Intennetallics, 2
lntermittent contactmode, in AFM, 517-19
Inverse electronemission (lEE), 318-19
Inverse field, vs. normalized magnetization, 39~f
Ionbeam milling,forTEM, 419
Ion beam patterning

mechanism of, 77-80
schematicof, 78f

Ion-bombardment, 78
lon-dipoleinteractions, 2251
Iongetter pumps(IGP), 431
Ionicaggregate, molecularsizingand, 262f
Ionicblockcopolymers, 239-340
Ionic interaction, self-assembly by,224-26
Ion-ion interactions, 2251

Index

Ion irradiation, 65, 68
self-assembly by,77-81

Iron platinum (FePt)
chemically ordered, illustration of, 350f
continuous, perpendicular recordingmedia,

398-400
epitaxialgrowthof, 379-85
nonepitaxial growthof, 386
out-of-plane/in-plane hysteresis loopsof,

38V
perpendicular magnetic anisotropy for, 379
texturecontrol for, 379-86
volumefraction and, Curie temperature, 375f

Iron platinum carbon(FePtlc) films
MFMimagesof, 392f
microstructure of, 389f
plotsof, 39 If

Iron platinum(FePt) films
with Agoverlayerthickness, 360f
exchangecoupling

control in, 386-98
reduction of, 386-88

hysteresis loopsof, 36lf
initialmagnetization curvesfor, 378f
in-laneTEM brightfield imagesfor, 377f
MFMimagesof, 39Qf
nanoparticles , 376
off-specular phi scan of, 363f
out-of-planehysteresis loopsof, 398f
phasediagram,350f, 356
selected area diffraction patternof, 367!
systems, 347
temperature dependence and, 366f
temperature effects of, 357
thicknesseffectsof, 357, 35~f
volume fraction of, 374, 374f
XRDscansof, 358f, 383f

Ironplatinum magnesium oxide(FePt90-MgOIO)
film,TEM imagesof, 392f

Iron platinum/ruthenium (FePtlRu)films,
angulardependence, of coercivity for,
39~f

Isotropic etching profile, III

Jump-ratio image, EFTEM, 489f

Kerr-effect hysteresis loops
for Cr02, 40, 41f
magneto-optical, 316f

Kerrellipticity, magneto-optical polar Kerr
rotation and, 4Qf

Kerrrotation, 49, 4Qf
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Kikuchi patterns,447-50, 448f
Kinematicalscattering, 424, 438, 453-54
KineticMonte-Carlo (KMC)simulations, 73,

741
KMCsimulations. See KineticMonte-Carlo

simulations
KOH. See Potassiumhydroxide
Kossel cones, 448

L1o,347, 3481
chemicalstructure, 349
ordering

approachesto enhance,368
strain/stressinduced,360-68, 362f

L10FeP!
chemicalorderingof, 349-51

characterization of, 351
quantitative evaluationof, 351-52

crystallographic textureof
withTEM, 352-53
with XRD,352-53

Cu and, epitaxial relationshipbetween, 353f
films,349

Curie temperature of, 369
He for, 357f
intrinsicpropertiesof, 369-74
magnetism of, 369
magnetocrystalline anisotropyof, 369-70
for PMR,378-405
preparation of, 356

perpendicular media, recordingperformance
of,398-405

LaB6cathodes, 429, 4291
Lab-on-a-Chip (LOC), 108
LAM. See Lamellae
Lamellae(LAM),2321

AFMimage of, 5341
Landmines, detectorsfor, 52
Langmuir-Blodgettdepositionmethod, 262, 2631
Lariatether, 274
Laser-induced transformation, 8

for Cr02, 12-13
Laser interference standing wave deflection,

steeringexperimentof, 73f
Laser irradiation

of cobalt films, nanoscalesurface featureson,
85f

cobalt nanoparticles formed by,86f
Latexparticle, 229f
LATS. See Law of approachto saturation
Latticeconstants

of epitaxial relationships, 3641
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of intermediate layers, 3641
lattice mismatchesand, 3641, 365f

Latticedistortion,of Cr02, 7
Latticemismatches, lattice constantsand, 3641,

365f
Latticeplane distances,437
Latticevolume, 38
Lauezones,424,443,444f
Law of approachto saturation(LATS), 396
Layer-by-layer(LBL), 263

assemblysteps of, 264f
LBL.See Layer-by-layer
LCS.See Localcoordinatesystem
LCST. See Lowercritical solution temperature
Lead zirconatetitanate (PZT), 28
Lenserrors, in transmission electron

microscope, 426--28, 426f,427f,428f
LFMR.See Low fieldmagnetoresistance
Lineardensity

noise as functionof, 402f
SNR as functionof, 403f

Linearizedmuffin-tin orbitals (LMTO),25, 369
Linear polyurethane hybrid,hybrid thin film

structureof, 267f
Linescans, from thin film patterns,92f
Lithography, 67-68

soft, 126--28, 129
soft nanoimprint, process flowof, 130f

Livinganionic polymerization, 241
Livingionic polymerization, blockcopolymer

synthesisby, 240--42
Livingradicalpolymerization (LRP),242
LMR. See Longitudinal magnetic recording
LMTO. See Linearizedmuffin-tin orbitals
LOC.See Lab-on-a-Chip
Localcoordinate system(LCS),25
Localdepleted regions,331f
Localgateeffect, 330-31
Local-spindensity-approximation (LSDA), I,

369
Lock-in detectedchemicurrentdiode,32lf
Lock-indetectedchemicurrentsignal, 319f
Londondispersionforce, 226
Longitudinal magneticrecording(LMR), 345
Long range order (LRO),82
Long-range repulsive/short-range attractive

forces, 224f
Lorentzlens, holographywith, biprismand,

479-82
Lowercritical solution temperature (LCST),

254
Low fieldmagnetoresistance (LFMR), 13
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Low-pressure vapordeposition(LPCVD), 113,
116,146

LPCVD. See Low-pressurevapordeposition
LRO. See Long rangeorder
LRP. See Livingradical polymerization
LSDA. See Local-spin density-approximation
Lubricants, 2691

Macroinitiator, Ru-catalyzed preparation of,
245f

Macromolecular organization, 223f
Magnesium oxide (MgO), XRDscans of, 380f
Magneticactivation volume, out-of-plane

hysteresisand, 404f
Magneticanisotropyenergy (MAE), 369

uniaxial,3681
Magneticdata storage, nanoparticles for, 99
Magneticdisk drives, read sensors for, 52
Magneticfield

hysteresis loops in, 39f
mapping,sensors for, 52

Magneticforce microscopetip, TEM of, 48Qf
Magneticforce microscopy (MFM),391
Magneticmaterials,propertiesof, 3481
Magneticmoments, per atom, 314f
Magneticproperties, in Cr02 ceramics!

composites, 37-42, 37f
Magneticrandomaccess memory(MRAM),

52
Magneticrecording,345
Magneticresonanceimaging(MRI), 313
Magneticscattering, 31
Magneticspins, I
Magnetism, of LIn FePt films, 369
Magnetite,2, 31
Magnetization

chemisorption and, 313-15
curves, 38
normalized

vs. inversefield, 397f
temperaturedependenceof, 37~f

surface, 312
Magnetization reversal, coercivityand,

size/interfaceeffects of, 374-78
Magnetocrystalline anisotropy, 38, 3481

energy,365f
of LIn FePt films,369-70

Magneto-impedance, for polycrystalline Cr02,
28

Magnetometer, vibratingsample, 352
Magneto-optical Kerr-effect hysteresis loops,

316f

Index

Magneto-optical polar Kerrrotation, Kerr
ellipticityand, 49f

Magneto-optical recording,52
Magnetoresistance (MR), 5, 13

in Cr02, 421
high-temperature control parametersof, 48

MALDI-FTMS. See Matrix-assisted laser
desorption ionization Fouriertransform
magneticsector

MALDI-MS. See Matrix-assisted laser
desorption ionization mass spectrometry

MALDI-TOFMS. See Matrix-assisted laser
desorption ionization time of flight
magneticsector

Manganites, mixed valence,31
Masklesslithography method, 119
Mass spectrometry(MS), 283
Matrix-assisredlaser desorption ionization

Fouriertransformmagneticsector
(MALDI-FTMS),283

Matrix-assisted laser desorptionionization
mass spectrometry (MALDI-MS),
283-84

Matrix-assisted laser desorption ionization time
of flight magneticsector (MALDI­
TOFMS),283

MBE films. See Molecularbeamepitaxy films
MCP. See Mechano-chemicalprocessing
MCPM. See Monocalcium phosphate

monohydrate
MDSC. See Modulatedifferential scanning

calorimetry
Mechanical attrition, in closed reactor, 8, 13
Mechanical processes, for nanoparticle

synthesis,506
Mechano-chemical processing (MCP), 193
MEMS. See Micro-Electro-Mechanical­

Systems
Mesophaseorganization, block copolymerand,

234
Mesophaseseparation, in block copolymers

bulk,230-34
common morphologies, 23~f
systemof, 228-53

Mesophases, micellesand, 234-35
Metaland semiconductoradsorbate interactions,

307
Metalclusters,surface reactivityof, 309
Metal insulatorsystems, I
Metal-ion directedself-assembly, 227-28
Metallicbiomaterials,173-81. See also

Biomaterials: Ceramic biomaterials;
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Compositebiornaterials; Nanostructured
biomaterials; Polymericbiomaterials

classification of, 1741
in orthopedicsurgery, 176

Metallicchromiumdioxide (Cr02), 1
Metallicprostheses,nanomaterial coating, 179
Metal monoxides, vacancy-doped transition,41
Metal nanoparticle chains,energy transportby,

98
Metaloxide, 1

sensingmaterial,93, 931
thin filmsgas sensors

nanostructure in, 94-95
sensitivityof, 95/

Metal-oxide semiconductor(MOS),307, 316
devices,431
diodes, two-dimensional nanoscaled, 315-23

Metal-oxide semiconductorfield-effect
transistor(MOSFET), 154

Metal-semiconductor (MS), 317
2-methacryloyloxyethyl phosphorylcholine

(MPC),200
Methyltetracyclodecene(MTD), 259
Metric tensor,450-52
MFM.See Magneticforce microscopy
MgO. See Magnesium oxide
Micelles, 221

mesophases and, 234-35
in water,blockcopolymer, 238-39

Micellization, of nonionicblock copolymer, in
organicsolvent,235-38

Microaccelerometer, 118/
Microcontact printing(CP), 126
Microelectrode, CNT manipulation with,

131-32
Micro-Electro- Mechanical-Systems (MEMS),

107-8
applications of, 134-58
detailedprocessflowof, 116/
integration/interface of, 131-34

Microfabricated cantilevers, 148
Microfabrication technology, hierarchical

methodof, 186
Microfluidic slot, 147/
Microgel,229/
Micro-hotplate gas sensor,324/
Micromachining techniques,108-17

combinedmethodof, 115-17, 118/
Micromolding in capillaries(MIMIC), 126, 127/
Microscopic techniques,284-85
Microtransfer molding(TM), 126, 127/
Miktoann star polymer, 229/
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Miller indices,437
MIMIC.See Micromolding in capillaries
Minimalstable grain size, 3481
Minkowski functionals, 88-89

area fractionand, 89-90, 91j,92
boundarylengthand, 90-91, 91f
connectivityand, 91-93, 91J
square pixel definitions for, 89/

Minkowski functionals analysis,65
applicationof, to thin film patterns,89-93

Mixed valencemanganites, 31
MLAM. See Modulated lamellar
Modulatedifferential scanningcalorimetry

(MDSC),250
Modulatedlamellar(MLAM),232/
Molecularbeamepitaxy (MBE) films,8

ofCr02,10
Molecularchimeras,synthesisof, 246-48
Molecularclusters,276-77
Molecularrecognition, 222/
Molecularsizing, ionic aggregateand, 262/
Molecularweightdistribution(MWD),242
Monocalcium phosphatemonohydrate(MCPM),

189
Morishita's index,539/
Morphological self-organization, in side chain

crystallinepolymers,249/
MOS. See Metal-oxide semiconductor
MOSFET. See Metal-oxide semiconductor

field-effect transistor
MPC. See 2-methacryloyloxyethyl

phosphorylcholine
MR. See Magnetoresistance
MRAM. See Magneticrandomaccess memory
MRI.See Magneticresonanceimaging
MS. See Mass spectrometry; Metal-

semiconductor
MTD. See Methyl tetracyclodecene
Multiblockcopolymers, 233

syntheticstrategyof, 240-48
Multiferroics, 41
Multifunctional polymericmicelles,with tumor

selectivity, for drug targeting,257/
Multilayerformation, 181
Multilayerstructures,different initial,403/
Multiplediffraction,440
Multislicemethod,schematicof, 463/
Multiwalled carbonnanotubes(MWCNTs),150,

151
caps of, 465/
gas sensor, schematicof, 152/

Multiwall nanotube(MWNT),205
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Musculoskeletal conditions, 169-70
MWCNTs. See Multiwalled carbonnanotubes
MWD. See Molecularweightdistribution
MWNT. See Multiwall nanotube

Nanobamboo structures, BFTEM imageof,
490f

Nano-beam,134-38
Nano-beam diffraction (NBD),354
Nanobiomaterials

cell response to, 204-7
currentadvancesin, 204-7

Nano-biotechnology, channeUneedle in, 143-47
Nanocantilever, SEM imagesof, 136f
Nanochannels, 156
Nanocharacterization, HRTEM for,414-94
Nanocomposites, 508

characterization of, 526--38, 52&f, 529f, 53Qf,
531.f, 53~f, 534f, 536f, 537f

Cr02 ceramicsand, 6--21
Nanocrescent moon, 154-55

with sharpedges, 155f
Nanocrystal, 154-55
Nanocrystalline hydroxyapatite, 190-93

advantages of, 191
synthesized, 192

Nanocrystalline materials, 177
Nanocrystalline tricalcium phosphate, 193-96
Nanocrystal memory, single transistor, 154f
Nanodevice, self-assembly of, 221
Nanodroplet actuation, 157
Nano-emulsion, 269t
Nanofabrication, 117-30, 550-51
Nanofabrics, 190
Nanofilter, 156, 157f
Nanofluidic electrospray, SEM imageof, 147f
Nanofluidic pre-concentration, mechanism of,

158f
Nanofluidic pre-concentrator, 157f
Nanofluidic slot, 147f
Nanogap, 141-43
Nano-hardness, 547f
Nanohoms, 465f
Nanoimprint lithography (NIL), 128-30

advances in, 144-45
schematic illustration of, 129f
soft, process flow of, 130f

Nano-interdigitated electrodes, DNAbridges
between,137f

Nanoliterliquiddispenser, 157
devicefor, 158f

Nanolithography, 550-51

Index

Nanomagnetic overlayers, diffusion of, 386--88
Nanomaterials

AFMcharacterization of, 521-26, 521t, 523f,
524f.525t

AFMfor,504-57
applications of, 507t

fromblockcopolymers
application of, 289-90, 290t
futureoutlookfor, 289-90, 290t

characterization techniques for,509-12,
510f

definition of, 505
importance of, 506-7
studyof, 414
typesof, 507t

Nano-mechanical properties, 540-42
evaluation of, 542-44, 54~f

Nanoneedles
hollow, 146f
SEM imagesof, 14~f

Nano-onions, 46~f
Nanopatticle(s)

AFMcharacterization of, 521-26, 521t, 523f,
524f, 525t

blockcopolymer, 253-58
catalyst,309
cobalt

formedby laser irradiation, 86f
formedby two-beam laser irradiation, 86f

FePt,376
functionalized, 181
importance of, 506--7
interface, with microelectrode, 132-34
for magnetic data storage,99
ordering,and superparamagnetism, 99-100
synthesis

form-in-place processes for,506
gas-phaseprocesses for,506
mechanical processes for,506
routes,506
wet chemical processes for,506

system,self-assembled, 253-58
Nanophase separation

self-assembly in, 220-91
in side chaincrystallinepolymers, 248-52
supramolecular assemblyin, 220-91
in thin films, 220-91

Nanopore,141-43
solid state, for DNAmoleculetranslocating,

142f
Nano-porous electrodesystems, 142
Nano-porous topelectrode,SEMimageof, 143f
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Nanopowder compacts
ofCr02,28f
Cr02, complex impedance in, 29f

Nanoprobe, 138-41
detector, SEMimageof, 140f

Nanoribbons, 272
Nanoscaled metal,phenomena at, 309-15
Nanoscale manipulation, tools for, 155-58
Nanoscaleorder, needof, 66
Nanoscale oxide particles, 180
Nano-scratches

AFMof,548f
penetration depth, 5501

Nanostructure(s)
I dimension, 308
applications of, 5071
collection of, 505f
functional, categories of, 65-66
gas sensorsand, 307-9

detection principles of, 315-31
in metaloxide, thin films gas sensors, 94-95
morphology, characterization of, 81-93
in nanostructured polymer, 258
newsurfacesciencetrendsfor,331-34
ordering, in Fourieranalysis, 84-87
self-assembly of, by film nucleation/growth,

69-77
sensor/catalytic properties, 305-34
spatialorder in, 82-87
surfaces

applications of, 93-100
fabrication of, 67-69

typesof, 5071
Nanostructured biomaterials, 168-210.See also

Biomaterials; Ceramic biomaterials;
Composite biomaterials; Metallic
biomaterials; Polymeric biomaterials

Nanostructured high-anisotropy materials, for
high-density magnetic recording,
345-405

Nanostructured materials
imaging of, 458-82
significance of, 169

Nanostructured metallic biomedical materials,
progress in, 177-81

Nanostructured polymer, nanostructures in, 258
Nanotip, 141
Nano-titania/titanium alloys, 179
Nano-tribological behavior, 544-50
Nano-tribological properties, 540-42
Nanotube, 147-54

tipof,466f
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Nanowire(s), 147-54
-baseddetection, of viruses, 149f
data storagein, 329f
gold,147
palladium, 147
platinum, 153
polymer, 148
sensitivity of, 326, 327f

NBD. See Nano-beam diffraction
a -aminoacid-N-carboxyanhydrides (NCAs),

247
NCAs. See a-amino acid-N-carboxyanhydrides
Near-field photodetection opticalmicroscopy

(NPOM),139
Near-field scanning opticalmicroscope

(NSOM),98
Needle-shaped scattering, schematics of, 439f
Nee-tissue, 181
Nerve tissueengineering (NTE), 198
Neutron reflectometry (NR), 278-80
Nickel aluminum (NiAl)intermediate layer,

sputtered, AFMimagesof, 393-98
Nickel nanoclusters, herringbone arrangement

of,76f
Nickel-titanium, 175
NIL.See Nanoimprintlithography
Nitinol, 1741
Nitricacid (HN03), 111
Nitrides, 41
Nitroxide-mediated polymerization (NMP),242
NMP. See Nitroxide-mediated polymerization
NMR. See Nuclearmagnetic resonance
Noise, as function of lineardensity, 402f
Noncontact mode, in AFM,517
Nonepitaxial growth, of FeP!,386
Nonionic blockcopolymer, micellization of, in

organicsolvent, 235-38
Nonmagnetic additives, grainsize control and,

exchange couplingby,388-93
Nonmagnetic atoms,half-metalswith,41
Norbornene, 242
2-norbornene-5,6-dicaboxylic acid

(NORCOOH), 259
NORCOOH. See 2-norbornene-5,6-dicaboxylic

acid
NPOM. See Near-field photodetection optical

microscopy
NR. See Neutron reflectometry
NSOM. See Near-fieldscanning optical

microscope
NTE. See Nerve tissueengineering
Nucleargrowth, 70-71
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Nuclear magnetic resonance (NMR). solid-state.
in self-assembled structures, 286-87

Nucleation, 70
preferential.at ordered defects, 75-77
selective, 75-77
undersubstrate temperature, 71

Nyquist diagram.28
of complex impedance. 29f

Observed displacementcurrents. 322f
I-octadecanethiol (ODT). 125
Octahedralsymmetry.49
Octakis 3-hydroxypropyldimethylsiloxy

octasilsesquioxane (OHPS). 265
Octakis methacryloxypropyldimethylsiloxy

octasilsesquioxane (OMPS).265
ODT. See I-octadecanethiol; Order-disorder

transition
OHPS. See Octakis3­

hydroxypropyldimethylsiloxy
octasilsesquioxane

OMPS. See Octakis
methacryloxypropyldimethylsiloxy
octasilsesquioxane

OOT. See Order-ordertransition
Optical absorption.48
Optical leverdetectionsystems, in AFM,515
Optical properties. of Cr02. 48-51
Optics. belowdiffraction limit. 95-100
Order-disorder transition (ODT). 235. 277.

288-89. 288f
Ordereddefects. nucleation preferential at.

75-77
Order-ordertransition (OOT). 235. 288, 289
Organic-inorganic hybrid thin film/coating,

263-70
applications of. 2691

Organicsolvent, in nonionicblockcopolymer,
micellization of, 235-38

Orthodonticarch wires. 174
Orthopedicsurgery, metallicbiomaterialsin. 176
Osteoblast

adhesion. 178
cells, 178

Out-of-planehysteresisloops,of FePt films, 398f
Out-of-plane/in-plane hysteresis loops, of FePt.

385f
Oxide(s)

nanowiredevice.308
surfaces. pristine. 309-11
vacancydoped, 2

Oxotitanate,264

Index

Oxozirconate, 264
Oxygen ionosorption, 311f

degreeof. 328f

PAA. See Polyacrylic acid
Palladium nanowire, 147
PAM. See Parabolicmethod
PAR. See Polymer-analoguereaction
Parabolicmethod(PAM), 466
PAS. See Post-annealing sample
Passive integration, 132
Patternedline widthdependence. on exposure

dose. for EBL and SPL. 125f
PB. See Polybutadiene
PB-b-PMMA. See Polymethyl methacrylate

b-polybutadiene
PBM. See Polybutyl methacrylate
PBUA. See Polybutyl acrylate
PCL.See Poly E-caprolactone
PDMS. See Polydimethylsiloxane
PDS. See Poly-p-dioxanone
PE. See Polyethylene
PECVD. See Plasmaenhancedchemical vapor

deposition
PEG. See Polyethylene glycol
PEG-PAA. See Polyethylene glycol-block-poly

aspartic acid
Pelvis. human, 171f
PEO. See Polyethylene oxide
PEP. See Polyethylene propylene
Perforatedlamellar (PLAM), 232f
Perpendicular magnetic anisotropy, for Fel't,

379
Perpendicular magnetic recording(PMR). 345

Ll o FePt filmsfor. 37~05
Perpendicular recordingmedia

continuous FePt. 398-400
granular typed FePt,402-5
pinningtyped FePt. 400-405
recordingperformance, of LI0 FePt.39~05

PET. See Polyethyneletetrafluorate
PFM. See Pulsed force microscopy
PGA.See Polyglycolic acid
Pharmaceuticals. 2691
Phaseshift. schematicsof, 43~f
Phasestabilizedparticles

controlled transformationin. 21-24
stability in. 21-24
of surfacecoating. polymercomposites and.

17-20
Phi scan, Off-specular, of FePt films. 363f
Photolithography, 108-10
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schematic illustration of. 109f
Photoluminescence

bands, peak position in. 511
in Cr<h nanoparticles, 51f
spectra

in Cr02 Ag-coated nanoparticles, 51f
in Cr02 nanoparticles, 50f. 51f

Photonics. 2. 5
Physisorption, vs. chemisorption, 309-11
PI. See Polyisoprene
Piezoelectricceramic transducer. in AFM, 515
Pinningsites, 395
Pinning typed FePt, perpendicularrecording

media,40Q.-405
1T-1T interaction,225, 2251
PLA. See Polylacticacid
PLAM. See Perforatedlametlar
Planar inductor-capacitor resonantcircuit, 150
Planar nanoneedles, SEM imagesof, 146f
Plasmaenhancedchemical vapor deposition

(PECVD), 153, 153f
Plasma frequency,97
Plasma spraying, 179
Plasmon oscillation,97f
Plasmons, 96-98

surface. 97
Plaster of Paris. 184
Platinum (Pt)

nanowire, 153
seed layers, AFM topography scans of. 395f

PLD. See Pulsed laser deposition
PLGA. See Polylactic-co-glycolic acid
PMA. See Poly methacrylate
PMMA. See Polymethyl methacrylate
PMR. See Perpendicularmagnetic recording
Pnictide s, 2
POEGMA. See Polyoligoethylene

glycolmethacrylate
Pointdefect induced half-metallicity, 41
Poisson's ratio, 134
Polar-Kerrloops, 400f
Polyacrylicacid (PAA). 239
Polyamide. 1981
Polybutadiene (PB ). 233
Polybutylacrylate (PBUA).233
Polybutylmethacrylate(PBM), 241
Polycondensation, 243-44
Polydienes, hydrogenation of. 245
Polydimethylsiloxane (PDMS), 128.241
Poly e-caprolactone (PCL), 1981
Polyethylene (PE). 1981
Polyethyleneglycol (PEG), 207
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Polyethylene glycol-block-polyaspartic acid
(PEG-PAA). 261

Polyethyleneoxide (PEO). 200, 241
Polyethylenepropylene(PEP). 241
Polyethyneletetrafluorate (PET). 1981
Polyglycolic acid (PGA). 1981
Polyhedraloligosilsesquioxane (POSS). 264

-based hybrid. AFM image of. 266f
Polyisoprene(PI), 241
Polylacticacid (PLA). 1981
Polylactic-co-glycolic acid (PLGA), 201
Polymerts), 229f

biomimetic,247
hyperbranched.229f
miktoarm star, 229f
molding. 128
nanowires, 148
new class of. 200
or diamagneticmetal coating of, Cr02

particles, 17-18
for soft tissue repair. 200
star, 229f
topologies.by density. 229f

Polymer-analogue reaction (PAR). 245-46
Polymerchains. icodextrin CD and, with

hydrophobiclhydrophilic units, 275f
Polymer composites, phase stabilized particles,

surface coating of. 17-20
Polymeric biornaterials, 196-202. See also

Biomaterials; Ceramic biomaterials;
Composite biomaterials; Metallic
biomaterials; Nanostructured
biomaterials

list of. 1981
Polymericmagnetic tape. surface roughness

maps of. 545f-546f
Polymericmaterials. spectrum of. 246f
Polymericmatrices. 264
Polymerization, sequential, 244-45
Poly methacrylate(PMA). 241
Polymethylmethacrylate(PMMA), 1981.

233
Polymethylmethacrylateb-polybutadiene

(PB-b-PMMA).245
Polyoleoyl methacrylate(POMA). 250
Polyoligoethylene glycolmethacrylate

(POEGMA). 241
Poly-p-dioxanone( PDS), 1981
Polypropylene (PP). 1981
Polypropyleneoxide (PPO). 241
Polypyrrole, 153
Polyrotaxane,274
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Polysilicon, 113, 115, 116
Polystearyl methacrylate (PSMA), 250
Polystyrene (PS), 241
Polystyrene-b-2-hydroxyethylmethacrylate

(PS-PHEMA), 241
Polytetrafluoroethylene (PTFE), 1981, 199
Polyurethane (PU), 1981
Polyvinyl alcohol(PVA), 14

on Cr02, SEM imageof, 19f
Polyvinyl alcohol-sucrose polymermolecules,

representative intermediate reaction
colors in, 16f

Polyvinylchloride (PVC), 1981
nanocomposite, AFMimageof, 53Qf

Polyvinyl pyrrolidone (PVP), 233
POMA. See Polyoleoyl methacrylate
Porous ceramics

hybridcompositesand, 20-21
types of, 20

POSS. See Polyhedral oligosilsesquioxane
Post-annealingsample(PAS), 22
Potassium hydroxide (KOH), III, 115
Powders/suspensions, for TEM, 422-23
Powerlaw temperature dependence of

conductance, 34
voltagevariancewith,36f

Powerspectrum,autocorrelation function and,
84

PP. See Polypropylene
PPO. See Polypropylene oxide
PREVAIL. See Projection Exposure with

Variable Axis Immersion Lenses
Pristineoxide surfaces,309-11
Probefabrication, 140f
Projection Exposure with VariableAxis

Immersion Lenses (PREVAIL), 122
schematic of, 122f

PS. See Polystyrene
PSMA. See Polystearylmethacrylate;

Polystearyl methacrylate
PS-PHEMA. See Polystyrene-b-2-hydroxyethyl

methacrylate
Pt. See Platinum
PTFE. See Polytetrafluoroethylene
PU. See Polyurethane
Pulsedforce microscopy (PFM),250
Pulsedlaserdeposition (PLD),356
Pulsed-laser heating, film growth under,

74-75
PVA. See Polyvinylalcohol
PVc. See Polyvinylchloride
PVP. See Polyvinyl pyrrolidone

Index

Pyritealloys,31
PZT. See Leadzirconate titanate

QCM.See Quartzcrystal microbalance
Quantitative analysisof the information from

transmission electronmicrographs
(QUANTITEM),467

Quantitative lattice imaging, 468f
QUANTITEM. See Quantitative analysisof the

information from transmissionelectron
micrographs

Quartzcrystal microbalance (QCM),282
Quasi-I D nanostructured oxides

as gas sensing platform, 323-31
morphologies of, 324f
surfacereactivity of, controlover,325-31

Quaternary structures, 221

Radialdistribution function (RDF),83
Radio frequency pulse, SAW, 159f
RAFT. See Reversible addition-fragmentation

chain transfer
Rapid thennal annealing(RTA), 386
Rareearth, 3481
RDE See Radialdistribution function
Reactive species(RS), 206
Readsensors, for magnetic disk drives,52
Reciprocal latticevector, 436
Reciprocal space, Ewaldconstruction and,

433-52
Recorded patterns, for double-layered media,

40If
Recording performance, of Llo FePt

perpendicular media,398-405
Re-evaporation, timescales of, 71
REM. See Replicamolding
Remanent coercivity, 376
Replicamolding(REM), 126, 12~f
Representative intermediate reaction colors

in Cr02, 16f
in PVA-sucrose polymermolecules, I~f

Resistance, normalized, 34f
Resist cross section micrograph, of 100nm lines

and spaces, 12~f
Resolution/probe-related imagedistortions, in

AFM,515-16, 51~f
Resorption, stepsof, 190
Reversible addition-fragmentation chain transfer

(RAFT),243
Ring-opening metathesis polymerization

(ROMP),241, 247f

Ring-openingpolymerization (ROP),241, 247
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Ring patterns, 445-47
Rippling

Bradley-Harper model for, 7&-80
models of, 80-81

Rockingcurve, FWHMof, 38\, 382
ROMP. See Ring-opening metathesis

polymerization
Rap. See Ring-opening polymerization
Roughness analysis, 266f
RS. See Reactive species
RTA. See Rapid thermal annealing
Ru. See Ruthenium
Ruthenium (Ru)-catalyzed preparation. of

macroinitiator, 245f
Rutile crystal structure, ofCr02, 6-7 , 7f

SAM. See Self-assembled monolayer
SAM1M. See Solvent-assisted micromolding
SANS. See Small angle neutron scattering
Sapphire.48
Saturationmagnetization.8,12,22,39. 4lf, 3481
SAW. See Surfaceacoustic waves
SAXS. See Small angle X-ray scattering
SBF.See Simulated body fluid
SBM. See Surface bulk micromachining
Scaffolds, biomaterialsand, 172
SCALPEL. See Scatteringwith Angular

LimitationProjectionElectron-beam
Lithography

Scanningcapacitancemicroscopes (SCM), 512
Scanningchemical force microscopes (SCFM),

512
Scanningchemical potential microscopes

(SCPM). 512
Scanning electrochemicalmicroscopes (SEeM),

512
Scanning electron microscopy (SEM), of Cr02,

16f
Scanningelectrostatic force microscopes

(SEFM).512
Scanning ion conductancemicroscopes (SICM).

512
Scanning Kelvinprobe microscopes(SKPM).

512
Scanning magnetic microscopes (SMM). 512
Scanning near-fieldoptical microscopy

(SNOM). 285, 512
Scanning probe lithography(SPL). 124-26

exposure dose. on patterned line width
dependence, 125f

Scanning probe microscopy (SPM), 88. 277.
285-86.509
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Scanning thermal microscopes (SThM), 512
Scanning transmission electron microscopy

(STEM), 180,470-77
fieldemission transmissionelectron

microscopewith. 484f
imaging schematic of. 47If

Scanning tunnelingmicroscopy(STM), 124,
285,414

Scattering
calculation of. 435
centres, spin-flip, 48
dynamical, Bloch waves and, 454-56
inelastic, 424

schematic of, 448f
intensity distribution. 436f
kinematical.424, 453-54
magnetic.31
needle-shaped,schematicsof, 439f
techniques, advanced.278-82
theory,452-58
X-ray. 250

Scattering with Angular LimitationProjection
Electron-beam Lithography
(SCALPEL), 119-20

step and scan operation of, 12lf
SCFM. See Scanningchemical force

microscopes
SCFT. See Self-consistent mean field theory
Schottky-barrier, 317
Schottkydiodes, 317
Schottkynanodiodes, 323
SCM. See Scanning capacitancemicroscopes
SCPM. See Scanning chemical potential

microscopes
s-dependent magnetotransport properties, 42
s-dependent tunneling(SDT)

channel, 34
of electrons. 48

SDT.See s-dependent tunneling
SEcM. See Scanningelectrochemical

microscopes
Secondary interaction forces. characteristicsof.

225t
Secondary ion mass spectrometry (SIMS).

282
SEFM. See Scanningelectrostatic force

microscopes
Segmentedpolyurethane(SPU), 200
Selectivenucleation.75-77
Self-assembledmonolayer (SAM), 125
Self-assembled nanophaseparticle (SNAP),

270
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Self-assembledstructures. solid-state NMRin.
286-87

Self-assembledsystem, characterizationof,
277-89

Self-assembly, 68-69
in biocompatible system. biomolecular

assembleand. 270-72
in biomimetic system.259-60
in DNAcrystal, 260-61
drug deliverysystem. 254f
by geometrical fit,227
by hydrogen bonding. 226
by ionic interaction, 224-26
by ion irradiation, 77-81
metal-ion directed,227-28
of nanodevice, 221
nanopaniclesystem,253-58
in nanophase separatedpolymers, 220-91
of nanostructures, by filmnucleation/growth.

69-77
patterns of, 81
process of, 221
by solvophobic/incompatible effects. 227
thin films. 220-91, 2631
using vander Waals force, 226
zero-dimensional. 253--58

Self-consistent mean field theory (SCFT), 230
Self-organization, 221
SEM. See Scanningelectron microscopy
Semiconducting oxidesurfaces

for catalysis, 309-15
for gas sensors, 309-15

Semiconductor nanocluster, within BCPthin
film nanoreactor, 258- 59

Semiconductors. I
Semi-Heusler alloys, 2, 31
Semi-interpenetrating polymernetworks, 200
Semi-metal, 2

pnictideslchalcogenides,41
Sensor/catalytic properties, of nanostructures,

305-34
Sensorchip, with four sensor positions. 143f
Sensors. for magneticfield mapping. 52
Sequential polymerization. 244-45
SF6. See Sulfurhexafluoride
SFT. See Standardmean-field theory
Shearstorage modulus. 288f
Short rangeorder (SRO), 78. 82-8 3
SI. See s-independent
Sialon, 184
SICM.See Scanningionconductance

microscopes

Index

Side chaincrystallinepolymers
morphological self-organization in, 249f
nanophase separation in, 248-52

Sidewall passivation mechanism. of Boschdeep
siliconetching process, 114f

Signal-to-noise ratio (SNR),347
as function of lineardensity. 40~f

Silicadeposition, PFMof, 26&f
Silica sphere. SEMof, 548f
Silicateglasses. 48
Silicates, 48
Silicon nitride, 156
Silver(Ag)

on Cr02. 18f
SEM image of, 19f

overlayerthickness with, FePt films, 360f
Silver(Agj-coatednanoparticles, Cr02,

photoluminescence spectra in, 51f
SIMS. See Secondary ion massspectrometry
Simulated body fluid (SBF), 179
s-independent (SI), hoppingchannel,34
Single panicle domainsize. 3481
Single transistor nanocrystal memory, 154f
Single-wall carbon nanotubes (SWCNTs), 148.

150,205
buckpaper, 533f
resistanceof, 152f
SEMimageof, 151f

Single-wall nanotube (SWNT). 205
AFMmanipulation of, 556f

SIP. See Surface-initiated polymerization
SKPM. See ScanningKelvin probemicroscopes
SLS. See Static lightscattering
Smallangle neutron scattering (SANS), 236.

250. 277, 281-82
intensity of, 236f

Smallangle X-ray scattering (SAXS), 277.
280-81

SMM. See Scanning magneticmicroscopes
SNAP. See Self-assemblednanophase panicle
Snell's law. 425
SNOM. See Scanningnear-field optical

microscopy
SNR. See Signal-to-noise ratio
Soft lithography, 126-28. 129
Soft nanoimprint lithography, process flow of.

130f
Soft tissue repair,polymers for, 200
Solar cell, EDXof, 49If
Sol-gel type polymer precursormethod, 8. 181

forCr02,14-17
Solid-statecompasses. 52
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Solid-state nuclearmagnetic resonance, in
self-assembled structures, 286-87

Solvent-assisted micromolding (SAM1M), 126,
127/

Solventregulated ordering, in blockcopolymer,
234-35

Solvophobic bonds, 224
Solvophobic/incompatible effects,self-assembly

by,227
Spacechargelayer (SPL),308
Spatiallyvarying

deposition rate, 72
substrate temperature, 72-75

Speedsensors,52
Sphericalaberration, in transmission electron

microscope,426-27, 426f
Spinal fusion, 172
Spincanting,in C1Q2, 38
Spin-flipscatteringcentres, 48
Spin polarization, 5

schematic densityof, 261, 27
valuesof, 61

Spin-polarized scanning tunneling microscopy,
52

Spintronics, 2, 5
SPL. SeeScanningprobe lithography; Space

chargelayer
SPM.See Scanningprobemicroscopy
SPRS. SeeSurfaceplasmonresonance

spectroscopy
SPU. SeeSegmented polyurethane
SputteredNiAI intermediate layer, AFMimages

of,393-98
Sputterrates,originof difference in, 79/
SRO. SeeShort rangeorder
SSR. See Strongsegregation regime
Stainlesssteel, 173, 1741, 175
Standardmean-field theory(SFT),230
Stannicoxide

conductance of, 310
surfacemodelof, 311f

Star blockcopolymer, 229f
Star polymer, 229f
Static light scattering(SLS), 277
Stearylmethacrylate homopolymer, PFMof,

251/
Steeringexperiment, of laser interference

standing wavedeflection, 73/
STEM. See Scanningtransmission electron

microscopy
SThM. SeeScanningthermal microscopes
STM.See Scanningtunneling microscopy
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Stoichiometric compounds, 2
Stoner-Wohlfarth rotational mode,376
Stoney's formula, 134
Strongsegregation regime(SSR), 230, 231
Structure-sensitivity relationship, 307-9
Substratetemperature, 69,80

nucleation under, 71
spatially varying, 72-75

Sucksmith-Thompson method,371
Sulfurhexafluoride (SF6), III
Superlattice diffraction peaks,351
Superparamagnetism, 315, 346

nanoparticle orderingand, 99-100
Superstructure reflections, 441-43, 442f
Supramolecular assembly

evolution of, in blockcopolymers, 228-29
in nanophase separatedpolymers, 220-91
via hydrogen bonding, 272-76, 273/

Supramolecular chemistry, 221
Supramolecular complexes, self-assembling

strategiesof, 223-28, 223/
Supramolecular systems

diversity of, 222/
functional, 22Zf

Surfaceacousticwaves (SAW), 157
radio frequency pulse, 159/

Surfaceanalysis techniques, advanced, 282-83
Surfacebulk micromachining (SSM), 115

comb-drive resonator, for electrostatic
actuation, 117f

detailedprocessflow of, 116/
Surfacecoating, of phasestabilizedparticles,

polymercomposites and, 17-20
Surfacediffusion, 79
Surface-initiatedpolymerization (SIP), 268
Surfaceinstability, 79
Surfacemagnetization, 312
Surfacemicromachining, 113-15
Surfacemodification

usingc-AFM, 551-54 , 553/
using force modeAFM, 554, 555f

Surfaceplasmonresonancespectroscopy
(SPRS),282

Surfaceplasmons, 97
Surfacereactivity

of metalclusters,309
of quasi-I D nanostructured oxides, control

over, 325-31
Surfaceresolution, analytic tools for,51Of
Surfaceroughness maps,of polymeric magnetic

tape, 545/-546/
Surfactantmolecules, 221
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SWCNTs.See Single-wallcarbon nanotubes
SWNT. See Single-wallnanotube
Synthetic calcium phosphates, 189
Synthetic strategy, of multiblock copolymers,

240-48

TADs. See Telecentric antisymmetric doublets
Tanabe-Sugano diagram, 50
Tantalum, 1741
Tapping mode, of AFM,536f
Telecentric antisymmetricdoublets (TADs), 123
TEM. See Transmission electron microscopy
Temperature dependence

of electrical resistivity, 35f
of normalizedmagnetization, 372.f

Tetramethylammonium hydroxide (TMAH), III
Texturecontrol, for FePt,379-86
TG. See Thermogravimetric
Thermal analysis, advanced,287-89
Thermaleffect, 346
Thermal probe array,SEM image of, 139f
Thermogravimetric (TG)

of chromium trioxide, 24f
in Cr02, 23, 2~f

Thennomagnetogram, 40
Thennopiezic analysis (TPA), ofCr02 , IOf
Thickness-dependent chemicurrent, 320f
Thin film(s). See also Film(s)

applications of, 93-100
depositionof, 66
functional nanostructured, 65-101
hybrid structure, of linear polyurethane

hybrid,267f
metal oxidegas sensors

nanostructure in, 94-95
sensitivityof, 95f

nanophase separatedpolymersin, 220-91
organic-inorganic hybrid, 263-70
patterns

line scans from, 92f
Minkowski functionalsanalysis, 89-93

self-assemblyin, 220-91, 2631
two-dimensional,261-63
XPS of, 265

THP. See Totalhip prostheses
THR. See Totalhip replacement
Three-window method, for EFTEM, 489.f
Time-averaged single-pulse currents,32l.f
Time of flight secondaryion mass spectrometry

(TOF-SIMS), 283-84, 509
Time scales, of re-evaporation, 71
Tip surface interactions, in AFM, 516--17

Index

Tissue engineering, 169, 196,2691
Tissue repair, soft, polymers for,200
Tissue responses

biocompatibility and, 172-73
to implantedmaterials, 173.f
toxic/nontoxic, 172, 173f

Titanium, 178, 183
Titanium alloys, 1741, 175, 178,

179
TM. See Microtransfer molding
TMAH. See Tetramethylammonium

hydroxide
TMR. See Tunnelingmagnetoresistance
TOF-SIMS. See Timeof flightsecondaryion

mass spectrometry
Totalhip prostheses (THP), 175

schematicof, 176f
Totalhip replacement(THR), 172
TPA. See Thennopiezic analysis
Transduction

platform, 150
of surface phenomenon, 309

Transitionmetals, 3481
elementsof, 41

Transmission electron microscope
astigmatism in, 427-28, 428f
chromaticaberration in, 427
coma in, 427, 427f
components of, 429-31
defractionof, 430f
distortionin, 427, 427f
electron lenses for, 425, 425f
electron source, 428-29, 428J,4291
imaging of, 430f
lens errors in, 426--28, 426J, 427f, 428f
photoof, 41V
sphericalaberration in, 426-27, 426f
voltage operation ranges for, 424-25

Transmission electron microscopy (TEM), 180,
414

dimple grinding process for,418f
electropolishing for, 418-19, 41&f
FIB technique for,419-21
focused ion beam techniquefor, 419-21
image formation principles of, 423-58
ion beam millingfor,419
powders/suspensions for, 422-23
sample preparation techniquesfor, 415,

416--23
tripod polishingfor, 421-22

Triblockcopolymer, amphiphilic ABA, TEM
image of, 237f
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Triblockpolymer, 229f
Tricalcium phosphate, 183t, 188

ceramic, 193-94
degradation of, 195

Tripodpolishing, forTEM, 421-22
Tubuli, BFTEM imageof, 491f
Tumorselectivity, multifunctional polymeric

micelleswith, for drug targeting, 257f
Tungsten filaments, 429, 429t
Tunneling

inelastic, 34
vacuum, 5

Tunneling magnetoresistance (TMR), 12
Two-beam case,456-58
Two-beam laser irradiation, cobalt nanoparticles

formedby, 86f
Two-dimensional nanoscaled metal/oxide/

semiconductor diodes,315-23
Two-dimensional thin film,261"'()3
Twodispersion surfaces,Ewaldconstruction

with,457f,458

Ultraviolet lithography-nanoimprint lithography
(UV-NIL), 129, 130

Underlayer/surface modification, grain size
controlby,393

Uniaxial anisotropy constant, first/second order,
37lf

Uniaxial magnetic anisotropyenergy, 368t
UV-NIL. See Ultraviolet lithography­

nanoimprintlithography

Vacancy dopedoxides,2
Vacancy doped transition metalmonoxides, 4t
Vacuum tunneling, 5
Vanadium steel, 174
vander Waals force,225t

self-assembly using,226
Vapor phasefilmnucleation/growth, disorder
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